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Preface

Characterization and elucidation of the size-dependent evolution of the phys-
ical and chemical properties of finite materials aggregates, having discrete
quantized energy level spectra, specific structural and morphological motifs
and exhibiting unique dynamical characteristics, are among the outstanding
challenges of modern materials science. Indeed, investigations of the unique
properties of finite materials aggregates, and studies aiming at gaining deep
insights into the development of materials characteristics from the molecular
and cluster regimes to the bulk phase, are major themes of current interdis-
ciplinary basic and applied research endeavors. In many instances, it is found
that for larger materials aggregates the deviations of the properties from the
bulk limit scale with the size of the aggregate. However, in many cases, at
sufficiently small sizes, which most often lie in the nanoscale regime, the de-
pendence of the material’s property on size becomes non-scalable, and then
small becomes different in an essential way, where the physical and chemical
properties become emergent in nature, that is, they can no longer be deduced
or extrapolated from those known for larger sizes.

Nanocatalysis is one of the most exciting subfields of nanoscience. Unlike
the common practice in catalysis where the catalytic performance scales with
the surface to volume ratio of the dispersed catalytic agent, nanocatalysts
are distinguished by their unique and non-scaleable properties that originate
from the highly reduced dimensions of the active catalytic aggregates. Con-
sequently, the central aim of nanocatalysis is the promotion, enhancement,
steering and control of chemical reactions by changing the size, dimensional-
ity, chemical composition, morphology, or charge state of the catalyst or the
reaction center, and/or by changing the kinetics through nanopatterning of
the catalytic reaction centers. Since the aforementioned size-dependent non-
scaleable, and often non-monotonic, evolution of materials’ properties may oc-
cur when at least one of the material’s dimensions is reduced to the nanoscale,
nanocatalytic systems may appear as ultra-thin films, nanowires, or clusters.
For these systems the chemical and physical properties are often controlled by
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quantum size effects and they present new opportunities for an atom-by-atom
design, tuning and control of chemical activity, specificity, and selectivity.

This book is aimed at both individuals who wish to enter the field of
nanocatalysis, as well as at scientists already active in this and related ar-
eas. It is the first book devoted to this subject, and by necessity it had to
be limited to a selection of topics out of the broad range of issues pertain-
ing to nanocatalysis. We intended to present the material in a pedagogical
and methodological way, as well as to highlight specific illustrative examples
of current research. The book covers various aspects of nanocatalysis, from
basic research to applications. The various chapters attempt to provide both
an introduction and reference material about fundamental studies of model
systems, both experimental and theoretical, that reveal important concepts
for understanding nanocatalysis, and about the new techniques and method-
ologies that are required for the preparation, characterization and probing of
materials relevant to nanocatalysis.

The first two chapters of the book focus on nanocatalytic clusters con-
sisting of up to a few tens of atoms. Here the size-dependent chemistry of
free and supported clusters is discussed from both an experimental and the-
oretical points of view, and the various methodologies employed in studies of
such systems are presented. Illustrative examples are described in great detail
and concepts for understanding the remarkable size-dependent behavior are
formulated. In particular, the role of the support material in changing the
chemical and catalytic properties is highlighted. When larger nanoparticles,
consisting of thousands of atoms, are considered, new phenomena emerge, and
they are the focus of the third chapter. In Chap. 3 the specificity of nanopar-
ticles is shown to originate from several factors, including: the presence of
low coordinated sites, lattice distortions due to surface stress or accommo-
dation with the substrate, the presence of different types of facets and the
presence of the substrate. A challenge in nanocatalysis is the preparation of
nanocatalytic materials. In Chap. 4 the use of lithographic techniques for the
preparation of well-defined nanomaterials is reviewed. This chapter also de-
scribes the characterization of the prepared nanocatalysts and presents case
studies of nanofabricated model catalysts. Theoretical considerations pertain-
ing to formation of nanometer and sub-nanometer thin oxide films at surfaces
of late transition metals and issues pertaining to the stability of surface oxides
in an oxygen environment are discussed in Chap.5. Gold serves as a useful
paradigm in nanocatalysis because of the recently discovered unique chem-
ical reactivity and catalytic properties of this metal that emerge when it is
reduced to nanoscale dimensions, contrasting with the chemical inertness of
bulk gold that has been known since antiquity. The “gold nanocatalysis par-
adigm” that is discussed already in the first chapter of the book is the topic
of Chap. 6 where one can find a comprehensive review and discussion of cat-
alytic applications of gold nanotechnology. Along with preparation methods,
properties of gold particles, and reactions catalyzed by nanocatalytic gold and
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gold alloys, this chapter addresses issues related to the potential commercial
applications for gold nanocatalysis.

Finally, we would like to thank all the authors that have contributed to
this book for agreeing to take part in this endeavour and for their stimu-
lating contributions which made this effort worthy. We would like to thank
also our colleagues and co-workers who enhanced greatly our understanding of
nanocatalysis and related areas. We are particularly pleased to acknowledge
the US Air Force Office of Scientific Research, and in particular Dr. Michael
Berman, as well as the German Science Foundation (DFG) for their continu-
ous encouragement and for supporting the development of the nanocatalysis
programs at the Georgia Institute of Technology and at the Technical Univer-
sity of Munich, respectively. The US Department of Energy, Dr. Dale Koelling
in particular, is acknowledged for partial support of research activities at the
Center for Computational Materials Science at Georgia Tech. Last but not
least we thank our families for their support and patience.

Miinchen, Atlanta Ulrich Heiz
July 2006 Uzi Landman
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1

Chemical and Catalytic Properties
of Size-Selected Free and Supported Clusters

T.M. Bernhardt, U. Heiz, and U. Landman

1.1 Introduction

Clusters reveal unique physical and chemical properties as their dimensions
are reduced to the nanoscale. Their properties are not scalable from those of
bulk materials. Clusters are thus building blocks for nanocatalytic materials.
Since the early days of cluster science, it has been speculated about strong
size-dependent catalytic activity of metal clusters just a few or few tens of
atoms in size. It was proposed that tuning reactivity and selectivity is fea-
sible by simply changing cluster size [1] because intrinsic cluster properties
relevant for catalytic behavior, like the electronic spectrum, the symmetry,
or the spin multiplicities, can thus be tuned for obtaining the desired acti-
vation of the reactant molecules relevant in a catalytic process. It has been
possible only in recent years, through the development of new experimental
schemes, to show that model catalysts made of such small clusters indeed
reveal variations in the catalytic activity when cluster size is changed just by
a single atom. First results pointing toward such ability have been obtained
using gas-phase clusters, where size-dependent adsorption of small molecules
has been observed [2-6]. In another study, Shi and Ervin [7] even investigated
a whole thermal catalytic cycle and reported on the size-dependent catalytic
oxidation of CO on free Pt,~ (n = 3-6) clusters in a molecular beam experi-
ment. For supported clusters, Fayet et al. [8] and later Leisner et al. [9] showed
that the latent image generation in the photographic process requires silver
clusters of a critical size. Xu et al. [10] observed a size-dependent catalytic
activity of supported metal clusters for the hydrogenation of toluene by using
organometallic precursors. In another study, the dissociation of CO on size-
selected supported nickel clusters has been shown to be strongly dependent
on the exact cluster size [11] as previously demonstrated in the gas phase by
Vajda et al. [12].

In this chapter, we focus on recent experimental and theoretical studies of
chemical and catalytic properties of gas-phase metal clusters and metal clus-
ters deposited onto support materials with sizes in the nonscalable regime,
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where each atom counts for the cluster reactive properties. By comparing the
two cases, gas-phase and deposited clusters, it is not only possible to obtain
information on the cluster—support interaction and its influence on the cat-
alytic activity but also to elucidate the relevance of the size evolution of the
intrinsic cluster properties. Some examples are presented to illustrate this ap-
proach, however, only very few cases exist where a direct comparison of free
and deposited clusters is possible so far. Throughout this chapter, we focus
on size-selected systems only. First, we give a brief description of the experi-
mental techniques needed to carry out such studies in the gas phase and on
surfaces. Second, computational techniques are reviewed, which are presently
employed to gain insight into the molecular details of catalytic reactions on
small free and deposited clusters. Third, concepts for understanding the cat-
alytic properties in the nonscalable size regime are presented. In the last part,
we review illustrative examples showing clusters in catalytic action.

1.2 Experimental Techniques

For the study of nanocatalysis in the nonscalable size regime, it is essential to
control the preparation of the model systems with atomic precision because
in this range the catalytic properties are changing atom by atom. In the gas
phase, a size-selective detection scheme through mass spectrometry is com-
monly implemented and information about size-specific reactivity is readily
obtained. In contrast, there are only few examples where perfect control of
size has been achieved on surfaces by conventional methods like, e.g., self-
assembly and growth or the use of coordinated cluster precursors. In none of
these examples, however, it has been possible to control size over a large part
of the nonscalable regime and thus to define concepts for understanding these
interesting size effects. Recently, new methods have been introduced in which
the clusters are produced in the gas phase and are then size-selected prior
to deposition. In this approach, cluster sources developed during the last two
decades are employed in combination with appropriate mass filters for select-
ing a single size from the cluster distribution present in the gas-phase cluster
beam.

Thus, for studying free clusters in the gas phase and clusters on surfaces,
the same cluster sources may be used, although for cluster deposition experi-
ments higher cluster fluxes and narrow velocity distributions are required. This
is necessary as the cluster-assembled materials must be prepared in short time
to prevent adsorption from background gases and under soft-landing condi-
tions. Normally, the soft-landing prerequisite is valid if clusters are deposited
with less than 1eV per atom kinetic energy onto solid surfaces. To illustrate
the requirements on the cluster fluxes, the following example is illustrative: To
study chemical and catalytic properties of supported clusters, typical surface
areas are ~0.1 cm?. In order to land the clusters well separated onto the sur-
face, less than ~1% ML [1 monolayer (ML) ~10'5 clusters cm™2] of clusters
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are deposited. For reasonable deposition times at background pressures of
about 1071 Torr (resulting in exposures smaller than 0.1 Langmuir), the flux
of size-selected cluster beams consequently has to be in the range of 10'°
clusters s~!. If smaller areas can be probed (this depends on the analytical
methods in use), the required cluster fluxes decrease linearly.

In Sect. 1.2.1 of the present chapter, we describe the most important clus-
ter sources successfully used today. Section 1.2.2 introduces experimental tech-
niques for mass-selecting single cluster sizes from the distribution generated
by the cluster sources. In the gas phase as well as for clusters on surfaces,
the densities are extremely low, thus only highly sensitive methods can be
used for the characterization of the chemical and catalytic properties of the
model systems. Some of the most commonly used techniques employed in gas-
phase experiments are presented and discussed in Sect. 1.2.3, surface analysis
techniques for cluster studies are presented in Sect. 1.2.4.

1.2.1 Cluster Sources

The following ablation—thermalization principle is often used for producing
atomic cluster beams. The material of interest is evaporated by means of in-
tense laser pulses [13], electrical [14] and magnetron [15, 16] discharges, or
highly energetic inert ions [17]. A buffer gas thermalizes the produced ultra-
hot plasma or supersaturated atomic gas. The mixture then expands through
a nozzle into the vacuum upon supersonic expansion. By this process, the
formed clusters are cooled to cryogenic temperatures and generate well-defined
molecular beams of neutral and charged clusters. The chemical reactivity of
the clusters can then be studied in the gas phase after size-selection by vari-
ous experimental techniques, including fast flow reactor kinetics in the post-
vaporization expansion region of a laser evaporation source [18,19], ion flow
tube reactor kinetics of ionic clusters [20-23], ion cyclotron resonance [24-28],
guided ion-beam [7,29-31], and ion-trap experiments [32-34]. These cluster
beams can also be deposited onto various support materials if the chemical
and catalytic properties of size-selected clusters on surfaces are of interest.

At present there is no universal cluster source, which is capable of satisfy-
ing simultaneously all experimental requirements needed for gas-phase studies
or deposition experiments. These are, typically, an intense beam with small
energy spread for cluster sizes ranging from very small clusters of a few atoms
to large clusters of a few hundreds of atoms at a desired, well-defined temper-
ature, and, last but not least, for a large number of elements.

In a seeded supersonic expansion source [35-37], the material is heated in
an oven and a mixture of gaseous material and a seed gas expands through
a nozzle into the vacuum. This source produces a highly intense beam of
small pure and mixed metal clusters, but it is limited to metals with a low
boiling point (Li, Na, K, etc.). Laser vaporization sources [13,38] are more
widely used as they produce pure and mixed clusters of most elements and
when operated at low frequency (1-10Hz) they have been successfully used



4 T.M. Bernhardt, U. Heiz, and U. Landman

Fig. 1.1. Details of the high-frequency laser evaporation source. Shown are the
rotary motor, which drives the planetary gear assembly for turning the target, and
the thermalization chamber with exchangeable expansion nozzle. The laser-produced
plasma expands into this thermalization chamber. A helium gas pulse is then intro-
duced by a piezo-driven pulsed valve and synchronized with the laser pulse into
the same volume. The metal-gas mixture then expands through the nozzle into the
vacuum leading to cluster formation. In contrast to conventional sources, the laser
beam is coaxial to the molecular beam axis. The bellow is used to align the source
along the optical axis of the ion optics

in gas-phase cluster experiments for almost two decades. When increasing the
repetition rate of the laser evaporation source, the cluster flux is substantially
increased allowing this type of source to be used for cluster deposition ex-
periments [39]. A typical design is shown in Fig. 1.1. A laser pulse is focused
onto a rotating target disk driven by an integrated hypocycloidal planetary
gear assembly. The produced plasma is thermalized by a helium gas pulse
in an ellipsoidal thermalization chamber. Subsequent supersonic expansion of
the helium—metal vapor through a nozzle leads to cold clusters with a narrow
kinetic energy distribution. The generated clusters, after size-selection with a
quadrupole mass spectrometer, are deposited with low kinetic (Eyin, ~ 0.2eV
per atom) and internal energies at typical cluster ion currents of 0.5-10nA.
Sputter sources have proven to be useful in producing small size-selected
clusters in a continuous beam with high stability. But as the beam intensity
falls off rapidly with size, these sources are not suitable to produce medium to
large clusters in large enough quantities. Nevertheless, and in spite of a rela-
tively large energy spread of the generated clusters, sputter sources are widely
used for the production of small clusters. In a typical sputter source, a primary
ion beam with energies between 0.1 and 15keV and currents of 5-20 mA is
focused onto a target producing neutrals and ions. The secondary ions are then
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drawn into ion optics and quadrupole mass spectrometers for mass-selection
and beam transport [8,40-47]. With such a source (Fig. 1.2 [48,49]), for mate-
rials like Ag, Au, or Pd, beam currents for small clusters are typically in the
range of a few to a few tens of nanoamperes in state-of-the-art experimental
setups. Within the family of sputter sources, there has been a recent new
development, which is a compact sputter source for the deposition of small
size-selected clusters based on a cesium ion sputter source [50]. It has been
designed to be compact and portable, enabling it to be attached to ultra-
high vacuum (UHV) systems for use in deposition experiments. The sputter
source, modified by introducing a beam extraction section into a high-energy
ion beam source, produces a cluster beam of 1.5kV energy. This allows mass-
selection to be performed with a compact Wien velocity filter, greatly reduc-
ing the dimensions of the source. The source produces sufficient intensities of
small cluster (1-15 atoms per cluster) for UHV deposition experiments, e.g.,
0.002 ML min~"! for Al;~ focused onto a 1cm? area has been obtained. Clus-
ter beams of many materials, including noble metals and carbon, have been
generated. For deposition and ion-trap experiments, sputter sources are cou-
pled to a “phase space compressor” [9,12,51-53] in order to reduce the kinetic
energy distribution of the cluster beam (cf. Fig. 1.2a). In this device, inert gas
collisions are utilized to reduce the ion’s initial kinetic energy, allowing the
production of clusters with relatively low kinetic energies. For example, clus-
ters of Ags; have been generated with kinetic energy distributions of 3.7eV at
full width half maximum (FWHM) and for smaller clusters, like Agy, energy
distributions of only 1eV FWHM have been obtained (Fig. 1.2b) [9].

A commercially available cluster source based on the original design of
Haberland [15,16] combined with mass-selection is the NC200U nanocluster
source by Oxford Applied Research. It is designed for use in an ultrahigh
vacuum environment (Fig. 1.3). A magnetron discharge is used to generate the
atomic vapor. Inside a liquid nitrogen cooled aggregation tube, a rare gas cools
and sweeps the atoms and formed clusters from the aggregation region toward
the aperture. By adjusting various parameters such as the power supplied to
the magnetron, the aperture size, the rate of rare gas flow, type of collision
gas, temperature and geometry of the aggregation region, cluster sizes can
be adjusted. This source is combined with a quadrupole mass filter for mass-
selection. The cluster source can produce metal and semiconductor clusters
from sizes of a couple of atoms up to a couple of thousands of atoms.

Recently, a gas condensation source for production and deposition of size-
selected metal clusters has been developed showing remarkable features [54]. It
operates on the principle of quenching of a hot metal vapor in a flowing stream
of cool inert gas. The metal vapor condenses, producing clusters with a broad
distribution of sizes. Clusters are usually extracted into a high vacuum region
through a nozzle at the end of a condensation chamber. The gas condensation
cluster source is capable of producing clusters containing from 2 to 10° atoms
each [55]. Thus, this type of source is among the most flexible in terms of
cluster sizes. Higher source temperatures can be achieved than are possible in
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Fig. 1.2. (a) Schematic representation of an ion sputter cluster source. This par-
ticular source is used in both gas-phase and surface deposition experiments. The
cross-section scheme shows two of the four primary xenon ion beams (bold lines)
which are produced by the cold reflex discharge ion source (CORDIS) assembly on
the left-hand side ([17]). These xenon ion beams are accelerated to kinetic energies of
up to 15keV before impinging on four metal targets. From this sputtering process,
neutral as well as charged metal clusters are produced. The particular charge of
interest is chosen by an appropriate bias voltage applied to the repeller plate op-
posite to the target holders. The cluster ion beams (thin lines) are thus deflected
and subsequently focused into a quadrupole ion guide. This so-called “phase space
compressor” is filled with helium buffer gas and serves to reduce the considerable
initial energy spread of the cluster beam and to collimate the beam onto the center
axis of the apparatus. (b) Kinetic energy distribution of a beam of Ags™ clusters
after passing a first phase space compressor (upper graph, see also a) and a second
helium filled guiding quadrupole (lower graph, this compressor is not shown in a).
(c) Silver cluster ion size distribution produced by this sputter source
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Fig. 1.3. Schematic representation of the NC200U nanocluster source designed at
the University of Freiburg and distributed by Oxford Applied Research. Depending
on magnetron power, aggregation length, aperture size, and rare gas flow rate, the
clustering can be influenced. For Cu,,, the maximum cluster current can be changed
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the seeded supersonic expansion source, so that silver and gold clusters are
routinely produced by this method. With this source the size, energy, and
deposition rate dependence of the deposition of silver clusters on a graphite
surface have been determined, with cluster sizes ranging from 50 to 250 atoms
and landing energies ranging from 25 to 800eV [56,57]. For Pb (n = 2-300)
and Ag (n = 20-300), a density of size-selected clusters of about 10'? cm~=2
in 10min have been obtained.

Another cluster source is the pulsed arc discharge cluster ion source
(PACIS), which generates ionized clusters directly but suffers from signifi-
cant pulse-to-pulse variations in the beam intensity [14,58-60] (Fig.1.4). Re-
cent improvements of the PACIS operate at considerably higher repetition
rates providing a considerably enhanced cluster ion current for deposition ex-
periments with mass-selected clusters [61]. Also the liquid metal ion source
generates clusters of up to approximately 100 atoms. This latter cluster source
is limited to metals with a fairly low melting point and produces cluster ions
with a large kinetic energy spread, which is a problem for mass-selection and
soft-landing [62,63].

1.2.2 Mass-Selection and Soft-Landing

All cluster sources presently employed generate a more or less broad distrib-
ution of clusters of different sizes. Therefore, in order to investigate and ex-
ploit the size-dependent cluster properties, the application of mass-selection
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Fig. 1.4. Schematic drawing of a modified PACIS used in cluster deposition and
surface scattering experiments [58,59]. The cylindrical molybdenum electrodes are
mounted in a MACOR insulator block with a center channel of rectangular cross
section. The material to be evaporated during the electrical discharge is pressed into
a hole in the cathode. A He seed gas pulse is introduced through a solenoid valve
to provide cooling and cluster formation. For adjustment of the appropriate timing
between valve opening and discharge ignition, the gas pressure inside the MACOR
block can be monitored via a miniature pressure sensor attached to the bored anode.
Supersonic expansion of the metal plasma through a cooled nozzle produces a wide
range of cluster sizes

techniques is imperative to experimental studies concerned with clusters in
the nonscalable size regime. The two most commonly used techniques for
mass-separation of metal cluster beams are dynamic field quadrupole mass
analyzers and time-of-flight mass spectrometers. Both methods require the
clusters to be charged, which is accomplished either directly during the
cluster generation process or by ionization with laser or electron beams. Ra-
dio frequency (rf) quadrupoles can be used to generate continuous beams of
mass-separated clusters at high transmission; however, transmission is often
a trade off with resolution and the mass range of these devices is inherently
limited. Commercial quadrupole mass spectrometers are offered up to masses
of some thousand atomic mass units (amu), which considerably restricts the
size of the clusters that can be investigated, in particular for the catalyti-
cally interesting heavy metals like platinum (Ptgg, e.g., has already a mass
of 3,900 amu). On the other hand, time-of-flight techniques offer the oppor-
tunity of fast, high duty cycle measurements in the microsecond range and
of simultaneous monitoring of an essentially unlimited mass range. However,
the time-of-flight mass analysis is inherently a pulsed technique, which de-
termines a considerably lower transmission making it less suited for depo-
sition experiments, where much larger cluster currents are required than in
gas-phase experiments. Nevertheless, both techniques are employed in various
experimental setups for cluster studies in the gas phase and at surfaces. The
instrumental details of rf-quadrupole mass filters [30,64] as well as of time-
of-flight mass spectrometers [65-67] are well documented in the literature.
Also experimental issues of their application to gas-phase metal cluster stud-
ies have been reviewed in several excellent contributions (see, e.g., [68-72]).
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Fig. 1.5. Experimental setup of the high-frequency laser vaporization cluster ion
source driven by a 100-Hz Nd:Yag laser for the production of ion clusters, ion op-
tics with a quadrupole deflector, and quadrupole mass filter for size-selection and
deposition; the analysis chamber with a mass spectrometer for thermal desorption
spectroscopy (TDS), a Fourier transform infrared spectrometer, a spherical electron
energy analyzer for Auger electron spectroscopy (AES) for in situ characterization
of the clusters [73]

In the remainder of this section, we will therefore focus on the interaction of
mass-selected cluster beams with solid surfaces.

A state-of-the-art experimental setup for cluster deposition and reaction
experiments is depicted in Fig. 1.5 [73]. In this setup, the high-repetition rate
laser vaporization source for cluster generation shown in Fig. 1.1 is combined
with quadrupole mass filters to obtain continuous cluster beams with intensi-
ties in the nanoampere range for single cluster sizes. However, when depositing
clusters, the deposition time should be as short as possible to prevent the de-
generation of the clusters on the substrate. Therefore, to increase the cluster
density on the substrates without increasing the deposition time, a new beam
focusing element was implemented recently in this setup directly in front of
the surface. For this purpose, an octopole ion guide of conical shape was
constructed. The design is depicted in Fig.1.6. With this construction, it is
possible to focus 500 pA of an Niggt cluster ion beam from 9 onto 2mm spot
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Fig. 1.6. Beam directioning during soft-landing: the focusing octopole ion guide.
The schematics present a 3D view of the newly constructed conical octopole guide.
Eight rods shaped as truncated cone (diameter rejuvenates from 3 to 0.5 mm) are
arranged in a conical geometry. Two Teflon plates at the ends with four carriage
bolts and two metal collars (in the cylindrical part) keep the conical geometry. The
ion entrance orifice opens 9mm in inner diameter and the exit focuses to around
2-mm spot size [74]

size in diameter with a transmittance up to about 70%. Thus, the cluster
density increases by approximately a factor of 15 compared to the entrance
orifice of the conical octopole [74].

A further less commonly employed but very classical method for mass-
selection is the Wien-filter which combines an electrostatic and a magnetic
field for mass-selective cluster deflection. This device is applied in particular
with the purpose to obtain large cluster currents for cluster—surface inter-
action and deposition experiments at moderate resolution [75, 76]. Another
approach for size-selection in combination with a sputter source [47] or a laser
vaporization source [61,77,78] has been chosen recently. In both cases, a mag-
netic dipole field has achieved the size-selection. Subsequent deceleration of
the size-selected clusters to less than 1eV per atom enables soft-landing under
UHV conditions [47]. Monodispersed chromium cluster beam densities range
from 0.1 to 5nA mm~2, depending on the cluster size [47].

If pulsed time-of-flight techniques are employed in cluster—surface interac-
tion experiments [79-81], a pulse of clusters of a single size is generated by
a pulsed electrostatic deflection field in various geometric arrangements like,
e.g., the interleaved comb mass-gate [82,83] or a pulsed ion mirror [84, 85].
In this context, it is noteworthy to mention a new recent mass-selection tech-
nique, which allows to size-select particles from atoms to nanoparticles with
practically unlimited size, providing a mass resolution of m/Am = 20-50
and a transmission of about 50% for the selected size, both independent
of mass [57]. The method is in principle a time-of-flight method but differs
fundamentally from the techniques normally used. The basic idea is to use
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time-limited high-voltage pulses to laterally displace a preaccelerated beam,
without changing its direction or shape. As the movement of the ions perpen-
dicular to their beam direction is independent of their forward velocity, mass
resolution and calibration does not depend on the ion beam energy. A mass
selector of this type has been implemented successfully into a cluster deposi-
tion experiment and has proven to be reliable and simple to operate [54,86].

For mass-selection, the cluster ion beam is usually accelerated to a few
tens of electron volts kinetic energy (quadrupole selection) or up to several
thousands of electron volts (time-of-flight methods). The binding energy of
metal clusters is in general around 1eV per atom in the cluster. Thus, to
provide soft-landing conditions, i.e., to avoid cluster fragmentation during the
deposition on the surface, the clusters have to be decelerated to kinetic ener-
gies below about 1eV per atom. This is achieved by applying an appropriate
retarding potential to the substrate surface. However, the width of the energy
distribution in the cluster beam determines, if all or only a fraction of the
decelerated clusters do come in contact with the surface at the desired low
collision energy. This issue of kinetic energy distribution in the cluster beam
has already been briefly discussed in Sect. 1.2.1 in conjunction with the differ-
ent cluster sources. In order to probe the processes that occur as a function of
the kinetic energy of the clusters that approach the surface, the monitoring of
the cluster ions that scatter back from the substrate is instructive. Figure 1.7a
displays, for Sbg™ ions, the total yield of ions scattered back from the graphite
surface during the deposition process [58,59].

Already at a collision energy around 20eV per cluster, about 10% of the
impinging ions are recoiling from the surface. For silicon oxide as surface and
larger clusters, this fraction of backscattered cluster ions can reach about
90% of the impinging cluster intensity [59]. Interestingly, in this particular
case shown in Fig. 1.7, the yield of backscattered ions exhibits two separated
maxima, indicating different mechanisms that prevail during cluster—surface
interaction at the different collision energies. Figure 1.7b displays the major
fragments that scatter back from the surface in this case. The change from
Sbst as premier fragment ion at lower collision energies to Sbs* at higher im-
pact energies is found to be due to a transition from unimolecular decomposi-
tion of the impinging clusters between about 10 and 150 eV collision energy to
a multifragmentation shattering above 150-300eV. Below 10eV, soft-landing
with minimal decomposition can be achieved, whereas above 200 eV, increas-
ing implantation of the colliding clusters into the surface leads to the observed
decrease in scattered ion yield as evidenced from accompanying scanning tun-
neling microscopy (STM) investigations [58].

In this experiment, the analysis of the surface subsequent to the interac-
tion with the clusters was performed in the same apparatus without breaking
of the vacuum, thus providing valuable direct information about the fate of
the clusters after the deposition process [88]. Figure 1.8a shows an STM im-
age of a highly oriented pyrolytic graphite HOPG(0001) surface held at a
temperature of 125K after irradiation with Sby3™ clusters under soft-landing
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Fig. 1.7. Scattering of Sbs™ clusters from an HOPG surface. (a) Integral yield of
the ions scattered off the surface and (b) relative intensity of the observed major
fragment ion peaks as a function of the cluster-surface collision energy [58,87]

conditions below 10eV kinetic energy per cluster [89]. The arbitrary pop-
ulation of these clusters on the terraces indicates that surface diffusion is
sufficiently slow at this substrate temperature and the clusters form stable
nanodots due to the low substrate temperature. The number density amounts
to 3.3 x 10'3 cm—2. By subsequent warming of the sample, surface diffusion
is activated and the clusters start to diffuse from the terrace sites to more
strongly binding step, edge, and kink sites. Figure1.8b was obtained from
the same sample at 170 K surface temperature. The clusters appear to have
accumulated at the monoatomic step visible in the center of the STM image
leaving behind the bare HOPG surface on the adjacent terraces. Thus, only
the deposition at sufficiently low temperatures will avoid cluster diffusion and
provide conditions to stably investigate isolated clusters on the substrate. The
temperature required apparently depends on the substrate material. On the
very weakly interacting HOPG surface, at room temperature, no clusters on
terrace sites can be observed after soft-landing due to the discussed diffusion
effects. However, if the clusters are deposited at much higher kinetic energy,
stable nanodots can be imaged even at elevated temperatures as can be seen
from Fig.1.9a, which was obtained after deposition of Sby* with 230eV ki-
netic energy. The locations of cluster impacts appear as hillocks. Figure 1.9b
presents the enlarged image of a single protrusion observed after deposition of
SbsT at 150 eV collision energy. Apparently, the atomic lattice structure of the
HOPG(0001) surface is still intact on the location of the protrusion. Scanning
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Fig. 1.8. Sbis clusters deposited on HOPG under soft-landing conditions at 10eV
kinetic energy per cluster. (a) 2,480 x 2,480 A2 STM image obtained after deposition
with the surface at 125 K. (b) 1,500 x 1,500 A? STM image recorded from the same
sample after warming of the substrate to 170 K [89]

tunneling spectroscopy (STS) reveals that also the electronic structure at this
location is similar to the structure of the original carbon layers [90]. There-
fore, it is concluded that the clusters are likely to be intercalated in between
the graphite layers at these moderate collision energy. In contrast, the STM
image shown in Fig. 1.9¢c was obtained after deposition of Sbg™ at 410eV col-
lision energy, i.e., under conditions where even no scattered ions are observed
anymore (cf. Fig.1.7). It is clearly visible that the surface lattice structure
of the graphite plane has been destroyed. Strain-induced superstructures are
observed next to the impact location. Also STS indicates a massive pertur-
bation of the conductive properties of the graphite surface [90]. Therefore, at
these energies the clusters are readily implanted into the graphite substrate
leading to the known hillock formation resulting from energetic projectile
collisions [58].

A variety of other experimental methods, including absorption spec-
troscopy and He-atom scattering, have been applied to investigate the inter-
action of mass-selected clusters with the surface during and after deposition.
This work has been recently reviewed in detail [91]. A further versatile experi-
mental method to probe the fate of mass-selected metal clusters on a solid sur-
face is the femtosecond two-photon photoemission spectroscopy (2PPS) [92].
This method has been shown to be sensitive to the electronic surface struc-
ture upon cluster deposition [93]. For deposition experiments carried out with
mass-selected silver clusters under soft-landing conditions at kinetic energies
of 1-4eV per cluster, the size dependence of the photoelectron spectra re-
veals a pronounced odd/even effect (see Fig.1.10a), which is well known for
gas-phase silver clusters [93]. This indicates that the deposited clusters retain
their size and identity on the solid substrate. The lifetime of the photoexci-
tation rises with cluster size, which is attributed to an increasing electronic
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Fig. 1.9. Energetic impact of antimony clusters onto a graphite target. (a) 2,480 x
2,480 A2 STM image of an HOPG substrate after deposition of Sby* clusters with
230eV kinetic energy at room temperature. Stable nanodot (hillock) formation is
observed. (b) 47 x 47 A2 STM image of the impact location of an Sby™ cluster with
150 eV collision energy. (c) 71 x 71 A2 STM image of the impact of an Sbg™ cluster
with 410 eV collision energy [58,87,90]

density of states for larger clusters [94]. In addition, Fig.1.10b reveals the
influence of the deposition energy on the stability of the clusters during the
deposition process. A series of measurements are plotted in which Age™ was
deposited at different elevated kinetic energies in comparison to the result
obtained under soft-landing conditions (3 eV per cluster). The average photo-
electron energy rises abruptly from 0.9eV at soft-landing conditions to about
1.3eV at a deposition energy of 10eV and then stays constant to higher de-
position energies. This behavior clearly indicates a change in the topology of
the cluster—surface system already at moderate collision energies of 10eV or
more [93].

The 2PPS method is also very powerful to probe the mobility of the clus-
ters on the surface because the photoelectron yield is known to considerably
increase as the clusters start to diffuse and agglomerate on the surface due
to the development of a nanoparticle plasmon absorption. Figure 1.11 shows
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Fig. 1.10. The two graphs both show the mean photoelectron kinetic energy, defined
as center of gravity of the recorded 2PPS spectra, plotted (a) as a function of the
size of the clusters deposited under soft-landing conditions (3eV per cluster) and
(b) as a function of the deposition energy for Age™ clusters [93]. The corresponding
photoelectron spectra were obtained with two 150 fs pulses of 3.2eV photon energy
each. The temperature in all experiments was 100 K. No diffusion of the clusters is
observed at this temperature on HOPG
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Fig. 1.11. Total photoelectron yield from Agg clusters deposited on HOPG, inte-
grated over all photoelectron energies, as a function of the substrate temperature [95]
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the photoelectron yield from Agg clusters deposited onto HOPG as a function
of the substrate temperature. A steep increase of the photoelectron yield is
apparent at 155 K. This increase indicates that the plasmon resonance of the
growing nanoparticles begins to shift into the photon energy of 3.2eV [95].

An innovative novel approach to the efficient realization of soft-landing
conditions accompanied by the emerging of new and unexpected physical phe-
nomena, like glass formation, has been put forward by Landman and cowork-
ers [96-98]. Molecular dynamics simulations as shown in Fig. 1.12 demonstrate
the dynamics and redistribution of energy during the impact of metal clus-
ters [98] and nanocrystals [97] on solid surfaces with adsorbed liquid films of
rare gases. Although, e.g., the impact of a 32-molecule NaCl cluster on an
uncovered solid surface at 3km s~! (about 90eV kinetic energy per cluster)
leads to melting, disordering, fragmentation, and rebounding, the same size
cluster colliding with a liquid neon film transfers its energy efficiently to the
liquid for a controlled soft-landing (cf. Fig. 1.12). Impact on a higher density
argon film leads to rapid attenuation of the cluster velocity accompanied by
fast heating. Subsequent disordering, melting, and fast cooling by evaporation
of argon quench the cluster to a glassy state as can be seen from Fig.1.12e
and f. Also the collision of a copper cluster with a Cu(111) surface was investi-
gated [98]. While the impact of an ordered Cuy47 icosahedral cluster on a bare
copper surface at velocities larger than thermal leads to various outcomes in-
cluding implantation, indentation, disordering, and spreading, deposition into
a low-density liquid argon film results in efficient energy transfer to the liquid,
which for incidence at velocities as high as 2-4km s~! can lead to controlled
soft-landing of a crystalline cluster on the solid substrate. For an incident
velocity of 2km s~!, the cluster does not melt maintaining its icosahedral
structure, while for a velocity of 4km s~!, the cluster superheats and melts
and subsequently recrystallizes after soft-landing on the Cu(111) surface. In
collisions of the cluster with a higher density liquid (xenon), a larger frac-
tion of the cluster translational energy is converted into internal energy of
the cluster than in the case of the argon film. Such collisions lead to rapid
attenuation of the cluster incident velocity, accompanied by ultrafast heating
to high temperatures, superheating, and melting of the cluster. For certain
impact velocities, e.g., 2km s~! into xenon, fast cooling via heat transport
into the fluid can quench the metallic cluster into a glassy state [98].

This concept proposed on the basis of molecular dynamics simulations has
been proven to be also experimentally extremely viable in the cluster depo-
sition and STM investigations of Bromann et al. [99]. In this study, variable-
temperature STM was used to monitor the effect of the cluster kinetic energy
and rare-gas buffer layers on the deposition process of size-selected silver clus-
ters on a platinum(111) surface. Clusters with impact energies smaller than
1eV per atom in the cluster could be deposited nondestructively on the bare
substrate, whereas at higher collision energies fragmentation and substrate
damage were observed in agreement with the above discussion. Clusters at
elevated impact energies could, however, be soft-landed via an argon buffer
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Fig. 1.12. Selected atomic configurations from simulations of collisions of an initially
ordered NaCl nanocrystal (Na, small spheres; Cl, large spheres) with adsorbed Ar
or Ne fluids. Disordered (glassy) (NaCl)sz cluster at (a) ¢ = 2ps and (b) t = 8ps
in collision with an Ar film. Ordered cubic clusters from the limiting cases of initial
orientation (c) face toward target surface and (d) corner toward surface, soft-landed
on an Ne film (¢ = 5 ps). The structural defect in (c) was caused by the initial impact
with the liquid surface. Glassy nanocluster configurations, at (e) ¢ = 2ps and (f)
t = 22ps, formed in a higher energy collision (center-of-mass velocity of 4km s~ )
with a thick Ar film (only a portion of the system surrounding the cluster is shown).
In all cases, the structures of the clusters at longer times remain virtually the same
as the ones shown [97]

layer on the platinum substrate, which efficiently dissipated the kinetic energy.
In this investigation, two similar experiments were compared: the deposition
of Agr with a kinetic energy of 20eV on the clean surface and via an argon
buffer layer. In the latter case, the clusters were deposited at 26 K substrate
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Fig. 1.13. Soft-landing of Agr clusters (despite an incident kinetic energy of 2.9eV
per atom) through energy dissipation in an Ar buffer layer (10 ML) on Pt(111) at
26 K. The surface is imaged by STM after desorption of the Ar layer at 90K (a)
and after further annealing to 300K (b). (¢) The normalized island size distribution
of the aggregates at 90 K. With ng being the density of clusters of area s, (s)
the average cluster area, and O the total Ag coverage, ns(s)?/0O is the normalized
density of clusters of relative size s/(s). The standard deviation 6" as a fraction of
mean island size is 0.35, compared to ¢* = 0.49 for landing on the bare substrate.
The line is a Gaussian fit that serves to guide the eye [99]

temperature into a preadsorbed argon layer of about 10 ML [99]. By subse-
quent annealing to 90 K, the argon was desorbed, and the clusters could be
imaged on the platinum surface. The result is shown in Fig.1.13a. In con-
trast to the bare substrate case, this landing procedure did not create any
pinning centers and further annealing to 300 K resulted in cluster diffusion
leaving behind the bare platinum surface (Fig.1.13b). Furthermore, a sharp
size distribution indicates only minor cluster fragmentation (Fig. 1.13c). This
method is now also successfully applied by other groups to prepare materials
based on monodisperse soft-landed metal clusters [47,100].

1.2.3 Gas-Phase Analysis Techniques

Within the last three decades, highly sensitive experimental methods have
been developed to characterize free metal clusters in the gas phase. First
indications of the strongly size-dependent electronic cluster structure were
obtained from ionization potential and electron affinity measurements [38].
More detailed information can be gained through photoelectron and absorp-
tion spectroscopy [71]. High-resolution mass-resolved data from these methods
enable detailed comparison to high-level theoretical simulations, and this com-
bination provided in particular in recent years unprecedented new insight into
electronic as well as geometric metal cluster structures. Several illustrative ex-
amples will be presented in this section. In addition, novel experimental tech-
niques have been advanced to find new and somewhat more direct approaches
to the largely unknown metal cluster geometry. We will focus on representative
recent examples obtained employing a free electron infrared laser, ion mobil-
ity measurements, and electron diffraction techniques. Finally, the chemical
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reactivity of free clusters is of major interest as it is expected to reveal the in-
trinsic size-dependent cluster properties without the influence of support and
environment. The major developments and experimental techniques to study
cluster gas-phase chemistry and catalytic activity will be reviewed in the last
part of this section.

Geometric Structure of Gas-Phase Clusters

Atomic metal clusters represent an intermediate state between atoms and ex-
tended bulk. Therefore, they are also expected to exhibit new and different
geometric arrangements that markedly depend on the exact number of atoms
in the cluster and the cluster constituents, i.e., the type of metal. Revealing
the geometric cluster structure inherently presents one of the largest chal-
lenges as metal clusters generally possess a large number of energetically close
lying isomers. The number of isomers also rapidly increases with the number
of atoms in the cluster [101]. Therefore, at finite temperature, a variety of
isomers might be populated which makes structure determination difficult.
On the other hand, the coexistence of different isomers also will be identi-
fied in Sect.1.4 to be one of the reasons for the unique catalytic properties
of metal clusters. The geometric cluster structure has thus an important im-
pact on cluster reactivity, and it is highly desirable to measure metal cluster
geometries as directly as possible under well-defined experimental conditions.
Meeting these aspired prerequisites also ensures the most refined comparison
to state-of-the-art ab initio theoretical simulations.

Four of the most powerful methods presently applied to elucidate metal
cluster geometric structure will be presented in the following. These are mass-
selected negative ion photoelectron spectroscopy, infrared vibrational spec-
troscopy made possible by very recent advances in free electron laser (FEL)
technology, gas-phase ion chromatography (ion mobility measurements), and
rf-ion trap electron diffraction of stored mass-selected cluster ions. All meth-
ods include mass-selection techniques as discussed in the previous section and
efficient ion detection schemes which are customary in current gas-phase ion
chemistry and physics [71].

Photoelectron Spectroscopy

Mass-selected negative ion photoelectron spectroscopy for the determina-
tion of metal cluster electronic structure was pioneered by Cheshnovsky and
coworkers [102,103], Lineberger and coworkers [104], as well as by Gantefor
et al. [105]. Several other groups extended this work to, e.g., alloy clusters [106]
and metal cluster oxides [107]. Figure 1.14 shows the schematic representation
of a mass-selected negative ion photoelectron spectroscopy experiment [83]
which was built based on earlier designs [102,108,109]. As in the majority
of the presently employed setups, mass-selection is achieved in this case by a
time-of-flight mass spectrometer comprising a pulsed electrostatic deflection
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Fig. 1.14. Typical experimental setup for mass-selected anion photoelectron spec-
troscopy. This particular apparatus was constructed for femtosecond time-resolved
anion photoelectron spectroscopy of mass-selected molecular clusters [83]. The clus-
ter anions are produced by intersection of accelerated electrons with a pulsed molecu-
lar beam. The resulting plasma beam is skimmed and the negative ions are extracted
perpendicular by a Wiley—McLaren type pulsed electrode arrangement [112]. The
resulting ion pulses are steered, focused (Einzel lens), and subsequently separated
spatially along the spectrometer axis according to their mass to charge ratio. The
ion bunch of the clusters with the mass of interest is selected by deflecting all other
ion bunches electrostatically by means of a pulsed high-voltage mass-gate [82]. The
remaining ions reach the laser interaction region, and the kinetic energy of the de-
tached electrons is analyzed with a magnetic bottle type time-of-flight photoelectron
spectrometer. Additionally, in the depicted setup, the remaining neutral clusters and
potential cluster fragments arising from the interaction with the laser can be ana-
lyzed by a linear reflectron mass spectrometer arrangement

mass-gate. The electrons released after interaction of the cluster anions with
a laser pulse are collected and energy-analyzed by a magnetic bottle type
photoelectron spectrometer. Instruments of this type combine almost 100%
detection efficiency with a resolution of a few meV at 1eV electron kinetic
energy, if appropriate ion deceleration techniques are applied [102,110,111].
One very recent successful demonstration of the powerful capability of
photoelectron spectroscopy to provide insight into electronic structure and, in
combination with theoretical simulations, also into geometric cluster structure
was given by the group of Wang [113]. Although the photoelectron spectra
of negatively charged gold clusters have been measured already more than a
decade ago [103,104], only in a recent high-resolution study, the particular
highly symmetric tetrahedral structure of the Ausgg cluster could be revealed
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Fig. 1.15. Mass-selected negative ion photoelectron spectrum of Auzg~ (photo-
electron intensity versus electron binding energy) obtained with 6.424eV photon
energy [113]. The extra electron in Augo~ that enters the LUMO of neutral Augg is
removed upon photodetachment, yielding the neutral ground state signature marked
X in the photoelectron spectrum. The feature A is assigned to the lowest triplet ex-
cited state of the neutral. The A—X separation, measured to be 1.77 eV, is an approx-
imate experimental measure of the HOMO-LUMO gap of Augg. This energy gap is
about 0.2eV larger than in the particularly stable Cgo cluster (1.57eV) [114-116].
The depicted tetrahedral structure of Auzo was found to be the most stable isomer
in the relativistic DFT calculations [113]

through comparison to calculated lowest energy structures [113]. The pho-
toelectron spectroscopic investigations showed that the 20-atom gold cluster
has an extremely large energy gap between the lowest unoccupied molecular
orbital (LUMO) and the highest occupied molecular orbital (HOMO) of the
neutral cluster after photodetachment (Fig. 1.15). This HOMO-LUMO gap is
even greater than that of Cgg, and the electron affinity of Augy is compara-
ble with that of Cgp. These observations already suggest the Augg cluster to
exhibit a prominent stability and chemical inertness. In conjunction with rel-
ativistic density functional theory (DFT) calculations, it was found that Augg
possesses a tetrahedral structure as depicted in Fig. 1.15. This Augg structure
has a calculated HOMO-LUMO gap of 1.8eV, in excellent agreement with
the experiment. Ausg therefore was claimed to represent a small piece of bulk
gold. Each of the four faces represents a (111) surface of face centered cubic
(fce) gold. On the other hand, the chemical inertness and novel physical prop-
erties suggested by the observed large HOMO-LUMO gap indicate that Augg
is a unique cluster which, although exhibiting atomic packing similar to bulk
gold, will show very different properties.

The structure of the Augg cluster is, however, in marked contrast to the
geometries of the smaller gold cluster ions. Only through the novel experi-
mental technique of ion mobility measurements, which will be presented later,
and new refined ab initio quantum calculations, the very particular structure
of the small gold clusters was recognized recently [117-119]. The results of
high-resolution photoelectron spectra of the gold clusters Au,~ (n = 4-14)
and relativistic DFT structure calculations confirm the structural planarity as
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Fig. 1.16. The graph presents a comparison of theoretical and experimental vertical
electron detachment energies (VDEs) for Au,~ (n = 4-14). The optimized ground
state structures (labeled “A” for each size) and close lying low-energy isomers are
also displayed [120]. A change from planar geometry to 3D-structural motifs is ap-
parent between Aui2~ and Auisz™

geometric motif of gold clusters up to surprisingly large sizes [120] as indicated
by the ion mobility data (see below) [118]. Figure 1.16 presents a comparison
of calculated and measured vertical detachment energies from the photoelec-
tron investigation [120]. Also displayed are the geometries of the ground state
isomers. It is found that the main isomers observed experimentally indeed
consist of planar clusters up to Aujo~. For Auy3~, a definite structural as-
signment cannot be done on the basis of the photoelectron data due to the
existence of many low-lying two-dimensional (2D) and three-dimensional (3D)
isomers. For Auy4~, a 3D cagelike structure has been assigned (structure 14B
in Fig. 1.16). These results therefore provide further support for the 2D to 3D
structural transition at Aujs~, in line with the conclusions from previous ion
mobility experiments.

In a similar experiment, the group of von Issendorff measured photoelec-
tron spectra of 55-atom silver and gold cluster anions [121]. Clusters consisting
of 55 atoms have since long time been suspected to display highly symmetric
structures because 55 constituents exactly built up a double shell icosahe-
dron. Indeed, the photoelectron spectrum of Agss~ exhibits highly degenerate
states, which is a direct consequence of its icosahedral symmetry (Fig.1.17),
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(a)

(b)

Fig. 1.17. Structures and density of states (DOS) of 55-atom silver and gold clus-
ters obtained via DFT calculations in comparison to the experimentally determined
photoelectron spectra (lowest panels). (a) Six candidate structures for Agss~ and
Auss~ representing different geometric motifs: closed atomic shell icosahedral (ICO),
decahedral (DECA), and cuboctrahedral (CUBO) structures, and clusters optimized
previously by classical Sutton-Chen (SC), Glue, and short-ranged Morse potentials;
(b) DOS of the six structures (black curves) for Ag (left panel) and Au (right panel).
The numbers denote the energy difference to the most stable ground state structure
(GS). The experimental photoelectron spectrum of Agss~ points toward an icosa-
hedral ground state structure with degenerate, clearly separated level structure,
whereas the photoelectron spectrum of Auss~ indicates a low-symmetry structure
due to relativistic bonding effects in gold [121]

as confirmed by DFT calculations. A gold cluster of the same size, however,
shows a completely different spectrum with almost no degeneracy, i.e., no sep-
arated state structure. This indicates that Auss~ has a much lower symmetry.
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Fig. 1.18. Mass-selected negative ion photoelectron spectra for Au, O3~ clusters
(n = 1,2,4). The fine structures in the spectra correspond to the vibrational fre-
quencies of the neutral state in the geometry of the anion. Indicated are also the
geometric equilibrium structures of the cluster complexes obtained from DFT cal-
culations [124,125]

This marked difference of gold clusters from the homologous silver clusters is
also found in experiments and calculations of smaller cluster sizes [119]. It is
directly related to the strong relativistic bonding effects in gold [119,122,123].
A fictitious, nonrelativistic Auss~ behaves very similar to Agss ™, possessing a
clear icosahedral ground state and an almost identical density of states. Only
in the scalar-relativistic calculation, the lower symmetry isomers are preferred,
which is due to a change in the nature of the interatomic bonding originating
from the relativistic effects [121].

As a final example for the capability of mass-selected anion photoelectron
spectroscopy in conjunction with ab initio quantum chemical calculations to
provide insight into cluster geometric structures, we present in Fig.1.18 the
photoelectron spectra of anionic gold cluster-oxygen complexes [124, 125].
These complexes are considered key reaction intermediates in the catalytic
oxidation of carbon monoxide with molecular oxygen facilitated by small free
gold clusters [33]. The details of the catalytic reaction mechanism will be pre-
sented in Sect.1.5. Most importantly, the photoelectron spectra of AusOs~
and AuyO2~ shown in Fig. 1.18 exhibit vibrational fine structures of 179 and
152 meV progressions, respectively. Considering that the vibrational structure
in the photoelectron spectra reflects those of the final states, i.e., the neutral
cluster with an anionic geometry, the observed vibrational frequencies can be
assigned to oxygen molecules bound to the Aus™ and Auy~ clusters in a su-
peroxo (027 )- or peroxo (0227 )-like state. In this state, the molecular oxygen
bond is clearly activated for further reaction as required for the catalytic cy-
cle to proceed. In contrast, the observed vibrational frequency of the Au; O~
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Fig. 1.19. Scheme of the experimental setup for infrared multiphoton ionization
or dissociation of clusters or of metal clusters-rare gas complexes. The charged
and neutral clusters are directly emitted from the laser vaporization/supersonic
expansion source. The beam passes a skimmer and is subsequently crossed by the
tightly focused beam of the FELIX. At some time after the FELIX pulse is over,
the time-of-flight mass spectrometer acceleration plates are pulsed to high voltage,
and a mass spectrum is recorded in a standard reflectron setup. Also schematically
depicted is the particular pulse structure of the FELIX light [126,127]

cluster (98 meV) is more likely to be assigned to atomic Au—O stretching, as
also indicated by the calculated structure in Fig. 1.18 [125].

Vibrational Spectroscopy

Vibrationally resolved optical spectra of mass-selected free metal clusters have
longtime been a dream of cluster scientists. However, the low number density
of cluster beams and the nonavailability of versatile tunable light sources in
the far infrared range of a few to a few tens of pm wavelength hampered this
goal. The situation changed drastically with the advent of FELs operating
in the far infrared region [126]. With respect to gas-phase clusters, the two
key features of the FEL are tunability and high fluence on the microsecond
time scale. The latter is particularly important to enable resonant excita-
tion or even ionization via multiphoton absorption. In this regard, the pulse
structure of the FEL facility FELIX (Free Electron Laser for Infrared eX-
periments) in the Netherlands, which is depicted schematically on the right
hand side in Fig. 1.19, is especially favorable. Trains of picosecond infrared mi-
cropulses are bunched to microsecond long macropulses. This pulse structure
provides not only initial infrared excitation of molecules or clusters, but also,
after dissipation of the initial excitation energy, fast subsequent multiphoton
absorption within the macropulse which leads to further increase of the inter-
nal vibrational cluster energy and eventually to cluster fragmentation and/or
to electron emission [126]. The ionized or charged cluster fragments are then
detected mass-selectively in a high-resolution reflectron time-of-flight mass
spectrometer. The experimental layout for cluster infrared spectroscopy with
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FELIX is also shown schematically in Fig.1.19. This method of infrared res-
onance enhanced multiphoton ionization (IR-REMPI) has been successfully
applied to study fullerenes, metal carbide, metal oxide, and metal nitride clus-
ters [126,128-130] as well as metal-adsorbate complexes [131].

Very recently, this powerful method has now also been employed to obtain
infrared spectra of pure metal clusters. For this purpose, the technique of
rare gas atom tagging was applied. Charged complexes of vanadium clusters
with one or two argon atoms V,Ar,,* (n = 6-23,m = 1-2) are irradiated
by FELIX in the range between 140 and 580cm™! [127]. If the laser light
is resonant with an IR active mode of the cluster, one or more photons can
be absorbed by the cluster leading to desorption of the weakly bound argon
atoms from the complexes. This results in a depletion of the mass-signal of
the corresponding complex. IR depletion spectra are constructed in this way
by recording the cluster ion intensities of the argon complexes as a function
of the FELIX frequency. The result for the case of Vg™ is shown in the lower
panel of Fig.1.20. The spectrum exhibits distinct sharp lines which can be
compared to calculated infrared spectra obtained assuming different isomeric
structures of the cluster. In the upper panels of Fig. 1.20, the calculated IR
spectra of the four lowest energy isomers of Vg* are shown. The theoretical
spectra are found to very sensitively depend on the geometric and electronic
structure of the cluster [127]. The lowest energy structure A in Fig.1.20 is a
tetragonal bipyramid with two additional atoms on two faces. From Fig. 1.20,
it is apparent that the spectra of isomers B and D are incompatible with the
experimental findings. However, the spectra of the ground state isomer A and
isomer C match the experimental spectrum quite well, also being very close
in their geometric structure. Again, the combination of this new FEL-based
infrared absorption technique with high-level quantum chemical simulations
presents a powerful means to unravel the geometric structure of free mass-
selected metal clusters.

Ton Mobility

In a conventional mass spectrometer, an ion MT is indistinguishable from
an My2t ion because both possess the same mass to charge ratio. How-
ever, of course, the spatial extensions and the shapes of both ions differ sig-
nificantly. To distinguish between structurally different species of identical
mass to charge ratio in a gas-phase experiment, Bowers and coworkers pio-
neered a new technique similar to chromatography: the ion mobility measure-
ment [132,133]. In this technique, molecular or cluster ions are pulled through
a rare gas filled chamber by a strong electrostatic field. On the pathway, the
ions experience multiple collisions with the rare gas atoms. Thus, ions with
a large geometric cross section are decelerated in comparison to ions with a
smaller cross section. Under appropriate experimental conditions, this method
is ideally suited to distinguish between isomers of cluster ions that exhibit
even only small differences in their geometric effective cross sections [134]. By
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Fig. 1.20. Comparison of the experimental far infrared spectrum of Vg with calcu-
lated IR absorption spectra of some geometric isomers. The experimental spectrum
displayed in the lowest panel was obtained by resonant multiphoton dissociation
of VgArt with the FELIX light source and mass-selective detection of the VgArt-
complex depletion during wavelength tuning of the laser [127]

comparing the measured ion mobilities with theoretically obtained geometric
cross sections, a surprisingly accurate distinction between different structures
is possible. This method is nowadays widely applied to, e.g., study the struc-
ture of large biomolecules [133,135,136]. A typical setup employed for the
investigation of metal cluster ions is depicted schematically in Fig. 1.21.

As already mentioned above, this technique of geometric structure deter-
mination by ion mobility measurements has greatly contributed to unravel
the surprising structural particularities of small charged gold clusters. The
unexpected planar structure of negatively charged gold clusters with up to 12
atoms was first suggested based on ion mobility measurements [118]. Quantum
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Fig. 1.21. Schematic layout of the ion mobility instrument employed in metal clus-
ter ion studies. The setup consists of different cluster sources housed in a source
chamber, a time-of-flight mass spectrometer, a helium filled drift cell, and a quadru-
pole mass filter for final ion detection (from right to left). Also displayed is an ion
trajectory simulation of cluster ions of a mass of 500 amu drawn through the helium
filled (7 mbar) drift cell at 300 K. The simulations show that under these conditions
roughly 1% of the ions finally escape through the 0.5 mm diameter exit hole [137]

chemical calculations attribute these astounding geometries of the small gold
clusters to relativistic effects pertinent to this heavy element [119]. Figure 1.22
presents a comparison of ion mobility measurements for positively and neg-
atively charged gold clusters with up to 15 atoms per cluster [118]. Included
in this figure is also a fit for cations (dashed line) that assumes near spherical
shapes and that describes the larger gold cluster cations (n > 12) reasonably
well. To facilitate the comparison, the cross sections of the anions are divided
by this fit function (see caption of Fig. 1.22). It is apparent from this plot that
for all cluster sizes, where a comparison can be made, the anions have sig-
nificantly larger cross sections than the corresponding cations. Above Auyo~,
the anion cross sections rapidly approach the values of the cationic species.
Two major reasons may be considered to explain this observations. First, they
may originate from larger effective atomic radii of the anionic clusters (elec-
tron spillout). However, one would expect this effect to quickly decrease with
increasing cluster size, which is not the case. Second, different structures may
pertain for gold cluster cations and anions. Concurrent ab initio quantum
chemical calculations confirm the structural differences between cationic and
anionic gold clusters and reveal planar 2D structures with exceptionally large
cross sections to be the origin of the measured mobility differences (cf. also
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Fig. 1.22. The graph presents cross sections obtained from the ion mobility mea-
surements for positively and negatively charged gold clusters. It is obvious that the
small gold anions (n < 13) have much larger cross sections than the correspond-
ing cations. The dashed line is a fit to the cationic cross sections with the function
Q(n) = 4/37(n*3*rau + rue)?. n is the number of atoms and the parameters ray
and ru. are determined to be 1.47 and 1.15 A, respectively. This fit function is used
to normalize the calculated and experimental cross sections [118]. Also shown in
the inset is the typical arrival distribution of Aui2~. Aui2~ is the only cluster that
was found to exhibit two peaks in the arrival time distribution in this experiment.
This observation points toward two isomers (A and B) with largely different cross
sections [118]

Fig.1.16) [118]. The dodecamer Au;j2~ is the only cluster size that shows two
different peaks in the arrival time distribution as can be seen from the inset
in Fig.1.22. This indicates the presence of two isomers with largely different
cross sections in this case. The cross section of isomer B (Fig. 1.22) is in line
with a planar structure, while the cross section of isomer A is almost identical
to that of Auja™, which interestingly represents a segment of the gold bulk
structure [117], and therefore corresponds to a 3D geometry [118].

Electron Diffraction

The most direct approach to the geometric structures of molecules and also
of clusters in the gas phase are diffraction methods, in particular the diffrac-
tion of an electron beam. Since an adequate cluster flux for such electron
diffraction experiments has been so far only possible, if the full source output
beam was sampled, the uncertainties in cluster size (no mass-selection) and
internal energy prevent an unambiguous interpretation of electron diffraction
patterns [138-145]. In a new development, a technique has been recently re-
ported that relies upon an rf-Paul trap [146] to take advantage of the current
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Fig. 1.23. The electron diffraction apparatus developed by Parks and coworkers
includes an rf-ion trap, Faraday cup, and microchannel plate detector (MCP) and is
structured to maintain a cylindrical symmetry around the electron beam axis [147].
The cluster aggregation source emits an ion beam that is injected into the trap
through an aperture in the ring electrode. The electron beam passes through a
trapped ion cloud producing diffracted electrons indicated by the dashed lines. The
primary beam enters the Faraday cup and the diffracted electrons strike the MCP
producing a ring pattern on the phosphor screen. This screen is imaged by a CCD
camera mounted external to the UHV chamber. The distance from the trapped ion
cloud to the MCP is approximately 10.5 cm in this experiment

source technologies yet avoiding the shortcomings of beam measurements. The
rf-ion trap enables one to accumulate size-selected clusters, collisionally relax
the vibrational energy distribution, and store the clusters for an adequate
time to perform electron diffraction measurements. The components of the
experimental apparatus are depicted schematically in Fig.1.23. After inter-
action with the ion cloud inside the ion trap, the primary electron beam is
captured in a Faraday cup. The diffracted electrons are detected by an image
quality multichannel plate detector forming a pattern on the phosphor screen,
which is then imaged and recorded on the charge-coupled device (CCD) pixel
array. The diffraction pattern has the form of Debye-Scherrer rings similar
to powder diffraction as a result of the orientational and spatial disorder of
the trapped cluster ions. In the upper left corner of Fig.1.24, a CCD image
of such diffraction data obtained after subtracting the electron background
contribution is shown [147].
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Fig. 1.24. The CCD image in the upper left corner displays the original diffrac-
tion data after subtraction of the electron background contribution. (a) The graphs
compare the experimental (solid curve) and theoretical fit (dashed curve) of the
molecular diffraction intensity at 300K for cluster sizes (CsI), Cst with n = 31,
32, 33 averaged over multiple runs. The standard deviation +16 is shown for each
size (light gray band) characterizing the run to run reproducibility. (b) This graph
shows the molecular diffraction intensity for the model NaCl and CsCl structures
including broadening by vibrational motion at 300 K and by the finite electron beam
size. The vertical dashed line which is aligned with the NaCl peak in (b) helps to
highlight the phase shift for n = 32 in (a) [147]

As an example, an electron diffraction investigation of (CSI)nCS+ cluster
structures (n = 30-39) are presented in Fig.1.24. From the mass-resolved
diffraction pattern contributions of both, rock salt (NaCl) and bulk cesium
chloride lattice (CsCl) derived isomeric structures are observed at size n = 32.
This particular size can form a closed shell rhombic dodecahedron correspond-
ing to the Csl bulk structure. Interestingly, all other investigated sizes (n # 32)
are dominated by the rock salt structure [147]. In Fig. 1.24a the molecular dif-
fraction data and the best fits for (CsI), Cs™ cluster sizes n = 31, 32, and 33
obtained at 300K are displayed. The plot in Fig. 1.24b shows the diffraction
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calculations for the DFT derived isomer structures used in the rock salt (NaCl)
and the CsCl models.

The broadening introduced by temperature and finite electron beam size
seriously reduces the differentiation between these structures. However, the

phase shift of the diffraction peak near 3.5 A" stands out as the most impor-
tant signature for the assignment of predominant CsCl (for size 32) or NaCl
(sizes 31 and 33) structural motifs [147]. Currently also geometry determi-
nations for bare metal clusters of surprisingly small sizes are in progress in
different groups which will fundamentally contribute to our understanding of
the geometric factors that influence the size-dependent metal cluster chemical
and catalytic properties [148].

Electronic Structure of Gas-Phase Clusters

This section will present two selected examples of electronic spectroscopy on
mass-selected metal clusters in the gas phase. In the first example, time-
resolved photoelectron spectroscopy is employed to monitor the real time
evolution of an electronic excitation leading to the thermal desorption of an
adsorbate molecule from a small gold cluster. In the second example, optical
absorption—depletion spectroscopy in conjunction with first principles calcu-
lations provide insight into the excited state structure of mass-selected metal
clusters.

Photoelectron Spectroscopy

Figure 1.25 displays pump—probe photoelectron data of the cluster complex
AuyCO™ [149] obtained in a mass-selective negative ion photoelectron spec-
troscopy setup. A pump photon of 1.5eV energy excites the ground state of
AuyCO™, and the fate of this electronic excitation is probed by time-delayed
electron detachment with 3 eV probe photons. The kinetic energy distribution
of the ejected electrons (plotted in Fig. 1.25 as electron binding energy = pho-
ton energy — electron kinetic energy) as a function of the pump—probe time-
delay provides insight into the energy flow and nuclear dynamics of this model
cluster—adsorbate system. From the spectra in Fig.1.25, a rapid decay of the
electronic population at low binding energies (<1 eV) is observed accompanied
by a sharp peak evolving at 2eV with increasing delay time. This emerging
peak matches perfectly the photodetachment peak of unreacted Aus™ (bot-
tom trace of Fig.1.25). Apparently, the photoexcited AugCO™ cluster disso-
ciates into ground state Aus~ and CO with an experimental dissociation time
constant of about 470 fs. Besides this desorption dynamics, a fast (36 fs time
constant) preceding electronic relaxation of the excited “hot” electrons below
1eV binding energy is evident from the spectra in Fig.1.25. This electron
dynamics is explained in terms of inelastic electron scattering and thermal-
ization due to electron—vibrational coupling. The thermalization between the
electronic and the vibrational systems, which is observed to proceed about
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Fig. 1.25. Time-resolved pump—probe photoelectron spectra of AusCO™. The top-
most spectrum of AupCO™ is obtained with solely the probe laser beam (400 nm
wavelength). The corresponding 400 nm probe-only photoelectron spectrum of Aus™
is shown in the bottom trace [149]

100 times faster than the desorption of CO, is thus completely independent
from the desorption process itself which therefore has to be regarded as purely
thermal even if the initial excitation is clearly electronic [149].

Absorption—Depletion Spectroscopy

The absorption—depletion technique has already been presented in the con-
text of vibrational spectroscopy on mass-selected metal clusters using a free
electron far infrared laser. Visible or ultraviolet range lasers are more com-
monly available. Consequently, electronic absorption—depletion spectroscopy
has been applied earlier to metal cluster system [35,150-155]. The use of this
indirect technique is necessary as direct electronic absorption spectroscopy is
generally not applicable on mass-selected clusters due to the low densities even
in not size-selected molecular cluster beams [156]. The absorption—depletion
method was recently also used to investigate the optical spectrum in the vis-
ible wavelength range of Xe-tagged gold cluster anions (see Fig.1.26) [157].
The absorption spectra of anionic metal clusters are particularly interesting
as electronic charging is often identified as driving force in catalytic reaction
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Fig. 1.26. The topmost graph shows the measured photon energy-dependent deple-
tion cross section for AugXe™. The solid line in this plot results from fitting multiple
Gaussian functions through the experimental datasets. The vertical electron detach-
ment energy of the bare Aug™ cluster (3.83eV [120]) is larger than the wavelength
range covered in the spectrum. The two lower panels show the TDDFT spectra for
the two lowest energy 2D isomers 9-1 and 9-IT of Aug~ for comparison [157]

mechanism. In addition, anions usually exhibit only rarely stable electroni-
cally excited states and very little is known about the nature of exited cluster
anion states in general [158].

The absorption—depletion spectra obtained for the anionic gold clusters
are highly structured with the narrowest features, which are assigned to indi-
vidual electronic transitions, exhibiting bandwidths of less than 40 meV as can
be seen from Fig. 1.26 for the case of Aug~ [157]. Interestingly and in marked
contrast to larger, near spherical gold colloids, which appear to be bright red in
transmission, there was no indication of a characteristic transition near 530 nm
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assigned to the well-known surface plasmon resonance. On the contrary, but
in agreement with the photoelectron spectra of gold clusters discussed ear-
lier, the highly structured “molecular” absorption features as seen in Fig. 1.26
cannot simply be rationalized in terms of symmetry split components of a col-
lective excitation comparable to simple s-electron metal clusters such as alkali
and silver clusters [38]. Concurrent time-dependent density functional theory
(TDDFT) calculations of optically allowed transitions for the most stable,
planar isomers of the corresponding bare metal cluster anions are generally
consistent with the experimental observations [157].

Chemical and Catalytic Properties of Gas-Phase Clusters

For almost two decades, isolated mass-selected metal clusters have been con-
sidered important model systems for the understanding of chemical reactions
at macroscopic metal surface, in particular at catalytically active highly dis-
persed metal particles. First contributions concerned with the reactive prop-
erties of free metal clusters originate from the group of Cox and Kaldor at
Exxon Research and Engineering Laboratories [159]. Several other groups,
mainly in the United States, and also in Japan and Sweden, employed fast
flow tube reactors to investigate the reactivity of transition metal clusters,
building on this early work [20,22,70,71,160,161]. The first catalytic reaction
cycle involving a free metal cluster was discovered by Irion and coworkers em-
ploying an ion cyclotron mass spectrometer (FT-ICR). This group reported
the cyclopolymerization of ethylene to yield benzene catalyzed by free Fe,*
clusters [25]. The different techniques presently utilized to investigate the
chemical and catalytic activity of mass-selected metal clusters will be sum-
marized in the following together with a few selected reaction examples that
aim to demonstrate the applications of the various experimental approaches.

Flow Tube Reactor

This is the oldest method to investigate metal cluster reactions. In its most
simple form, an extender is attached to a laser vaporization or discharge
cluster source which permits the downstream addition of the reactive gases.
Different variations of this principle have been realized [19, 20, 22, 160-162].
Depending on the exact design, in a flow tube reactor relatively high-reactant
partial pressures might be reached. This means that (a) multiple collision
conditions prevail, (b) thermal equilibration with the flow tube walls can be
assumed, and (c) saturation coverages of adsorbates are expected to be ob-
served at the largest reactant concentrations. In Fig. 1.27, a flow tube reactor
attached to a pulsed arc cluster ion source (PACIS) is shown. Metal clusters
are generated during the electrical discharge and during the subsequent flow
through the cooled nozzle. The clusters are then drawn by the buffer gas flow
into the reactor where they interact with reactive gases like, e.g., oxygen. The
extension of the desired reaction is controlled by adjusting the reactant partial
pressure in the reactor channel.
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Fig. 1.27. Schematics of the PACIS with flow tube reactor attached to the source

nozzle. (a) magnetic valve for buffer gas (He), (b) Macor insulator, (c¢) electrodes

(the cluster material is contained in the cathode), (d) cooling coil, (e) nozzle, (f)
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Fig. 1.28. Mass spectra of antimony and antimony oxide cluster distributions syn-
thesized at different oxygen partial pressures in the flow tube reactor presented in
Fig.1.27. (a) oxygen traces only, (b) 4mbar Oz, (c) 40mbar O,. The geometric
structures shown for the most prominent antimony oxide cluster species in the mass
spectra have been determined by quantum chemical calculations (dark spheres, an-
timony atoms; grey spheres, oxygen atoms) [23,163]

Figure 1.28 presents an example for a cluster reaction study employing
this experimental arrangement [23,163]. Antimony cluster ions are generated
and reacted with molecular oxygen at different oxygen partial pressures. With
increasing oxygen pressure oxide peaks appear in the mass spectra that are
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sampled after the clusters emerged from the flow tube reactor. At the highest
oxygen pressures shown in Fig.1.28c, the cluster distribution has changed
completely and new prominent mass signals appear indicating the forma-
tion of particular stable reaction products. The stoichiometry of the observed
products and concurrent ab initio calculations suggest surprising structural
arrangements for the stable antimony oxide clusters [163-167] eventually con-
verging toward the chain-like modification of bulk SbyO3 [23]. In turn, these
cluster oxides and also the oxide clusters of the homologous element bismuth
exhibit interesting reactive properties in the oxidation reactions of unsatu-
rated small hydrocarbons, which have also been investigated in a flow tube
reactor setup recently [168].

Collision Gas Cell

In the previous fast flow reactor setup, an unreactive buffer gas is often used for
thermalization of the clusters before and in between the reactive collisions. In
a different approach, individual collisions between clusters and reactive mole-
cules are investigated to reveal the size-dependent cluster reactivity. This is
achieved, e.g., in the collision gas cell experiment. In this case, a beam of
neutral clusters passes through one or more cells with a low pressure of re-
active gas only. Under such single-collision-like conditions, the determination
of absolute numbers for the reaction probability in a collision is possible [3].
The schematic layout of this experiment is shown in Fig.1.29. A beam of
clusters is produced by a laser vaporization source, skimmed and passes two
subsequent cells with reactive gas, in which the clusters experience one or a
few collisions with the gas molecules. Product detection is accomplished by
time-of-flight mass spectrometry after photoionization [3]. The depletion of
the pure metal clusters and the appearance of products may be evaluated
by employing statistical rate theory to yield the reaction probability. This
method is claimed to be best suited for highly reactive systems, as the detec-
tion limit corresponds to a reaction probability of 0.01-0.05. Oxidation reac-
tions of metal clusters, e.g., often proceed with high probability but are also
highly exothermic. Thus, cluster fragmentation is likely for small clusters that
cannot accommodate the excess energy liberated during the reaction causing
the reaction product analysis ambiguous. For larger clusters, however the re-
action probability determination is rather accurate and the method represents
a very valuable complement to other cluster reactivity experiments operating
at different pressure levels.

With this method, Andersson and Rosén [169] recently investigated the
adsorption of hydrogen or deuterium and oxygen on neutral platinum clusters
and discovered the catalytic water formation on the free clusters. Figure 1.30
displays mass spectra obtained with different partial pressures of hydrogen
and oxygen in the separate collision gas cells. Panel a in Fig.1.30 shows a
mass spectrum of pure Pt,, clusters with no reactive gas in the collision cells.
The mass spectrum in panel b was sampled after the cluster ions passed reac-
tion cell 1 filled with 0.14 Pa of O5. The additional peaks in the mass spectrum
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Vaporization

Fig. 1.29. Schematic sketch of the collision cell method for the study of metal
cluster reactivity. The supersonic laser vaporization source is depicted on the right
hand side. The clusters subsequently pass two collision cells in which reactions can
take place. Finally, laser ionization mass spectrometry serves to detect the neutral
reaction products [3]

correspond to clusters with one and, for n > 12, with two oxygen molecules
adsorbed. If the oxygen pressure in reaction cell 1 is kept unchanged and deu-
terium is introduced in cell 2, the mass spectrum deviates significantly from a
simple coadsorption spectrum in which both molecules would add to the mass
of the corresponding platinum cluster. Instead, it is apparent from panel (c) in
Fig.1.30 that the abundance of clusters with adsorbed oxygen molecules de-
creases and that the amount of clusters without adsorbed molecules increases.
This observation is explained by the reaction of oxygen and deuterium atoms
on the clusters to form water, which subsequently desorbs [169]. The catalytic
water-formation reaction is observed to proceed very efficiently on all inves-
tigated platinum cluster sizes with more than seven atoms displaying only
moderate variations in the reaction probability with size.

Low-Energy Ion Guide

As discussed above, molecular beam experiments are often strongly handi-
capped by fragmentation phenomena, which commonly occur during reactive
collisions, electronic transitions, neutralization or ionization processes. As a
consequence, parent molecules and fragments can no longer be easily distin-
guished. In a typical low-energy guided ion beam experiment, this obstacle is
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Fig. 1.30. Mass spectra of platinum clusters Pt,, before and after reaction with Oz
and Dy. In the upper mass spectrum (a) no reaction gas was added to the collision
gas cells (cf. Fig. 1.29). Spectrum (b) was obtained with 0.14 Pa O in reaction cell
1 and no gas in reaction cell 2. Spectrum (¢) was sampled after the metal cluster
beam passed cell 1 with 0.14 Pa Oz and cell 2 with a deuterium pressure of 0.95 Pa.
Note that the mass peaks in (c) are slightly broader and exhibit a small shift with
respect to mass spectrum (a). This is due to multiple deuterium adsorption onto the
platinum clusters which can, however, not be resolved in the mass spectrum [169]

circumvented by mass-selection of the cluster ion beam in advance of the reac-
tive encounter [29, 30,68, 70,170-173]. The reactions commonly take place in
an rf-ion guide drift tube as shown in Fig. 1.31 The cluster ions confined by the
rf-field inside the ion guide have a defined low kinetic energy and experience
multiple collisions with the reactive gas added to the ion guide. Mass-selected
detection of the product ions is accomplished by a quadrupole mass filter
followed by signal amplification with a secondary electron multiplier (SEM).

In the example depicted in Fig.1.32, Niy ™ cluster ions are selected from
the initial nickel cluster distribution. Treatment of this beam of tetranuclear
clusters with a defined pressure of carbon monoxide and subsequent mass spec-
trometric analysis of the products reveals the formation of a series NL;(CO)kJr
cluster ions. The mass spectrum in Fig. 1.32 was obtained by increasing the
CO pressure gradually until no change in the product spectrum was observed
anymore, i.e., when saturation of the cluster with carbon monoxide has oc-
curred [31]. In this case, the highest molecular weight ion has the formula
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Fig. 1.31. Experimental setup employed by Woste and coworkers to investigate
the chemical reactivity of mass-selected low kinetic energy metal cluster ions with
reactive gases like carbon monoxide. The metal clusters are generated by sputtering
of a metal target with accelerated rare gas ions. The kinetic energy distribution of
the resulting cluster ions is narrowed down during the passage through an energy
analyzer. After mass-selection with a first quadrupole mass filter (QMS), the ions
subsequently enter the ion guide drift tube where they are exposed to reactant
molecules. Production analysis is again accomplished by a quadrupole mass filter
followed by ion detection and signal amplification [31,68]
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Fig. 1.32. Production mass spectrum obtained after reaction of a mass-selected
Nig" cluster with approximately 3 x 10~ mbar of CO. The geometric structure
of the saturated carbonyl cluster proposed on the basis of simple electron count—
structure correlations is also displayed [31]

Ni4(CO)1O+. According to simple electron counting rules originally introduced
by Wade and by Mingos [174,175] and extended later by Lauher to transi-
tion metal clusters [176], a four atom metal cluster will assume tetrahedral
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symmetry and be maximally stabilized when the total number of cluster va-
lence electrons is 60 [31]. This total is made up of the metal valence electrons
augmented by those supplied by the ligands (two from each carbon monox-
ide). Hence, the Ni4(CO)10+ ion, produced by the reaction of excess CO with
Nis T, is suggested to possess a tetrahedral arrangement for which it is possi-
ble to draw a structure with four terminal and six bridging carbonyl ligands
which exhibits full Ty symmetry and formally assigns to each nickel atom an
18-electron configuration. This structure is also depicted in Fig.1.32. How-
ever, in the product ion mass spectrum in Fig. 1.32 also the development of
two more series of cluster ions can be identified: these are the tetranickel car-
bido carbonyls Ni;C(CO)," and the trinickel carbonyl clusters NizC(CO), ™,
which appear as a consequence of fragmentation processes [12,31].

Ton Traps

Ton cyclotron resonance (ICR) mass spectrometry and also penning trap mass
spectrometry have been demonstrated by several groups to be a powerful tool
to investigate metal cluster reactivity in the gas phase under single collision
conditions [24,177-183]. From the schematics in Fig. 1.33, it can be seen that

Fig. 1.33. Setup used by Smalley and coworkers to inject cluster ions into an ICR
cell. The cluster beam is steered and focused by deflection plates and two Einzel
lenses. Before entering the ICR cell, the cluster ions are decelerated. The inset
shows the principle of an ICR mass spectrometer. Ions are excited by an rf-pulse
to propagate in circular orbits. The image currents induced in the electrode plates
are amplified and analyzed through computer-based Fourier transformation. The
magnetic field in this scheme is perpendicular to the drawing plane. The schemes
have been adopted from [71,177,178]
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Fig. 1.34. Catalytic CO oxidation by N3O in an ICR mass spectrometer [24]. The
ICR signal shown obtained for Fe™ while scanning the double-resonance oscillator to
eject ions of a given mass from the cell. Trace B is obtained with only N2O present
in the trap. Trace A results when CO is added in addition to N2O to the ion trap.
The increase in Fe™ signal after adding CO is caused by the regeneration of Fe™ in
the catalytic reaction cycle indicated in the inset. This is evidenced by the double
resonance at 72 amu (FeO™), which indicates that FeO™ is reacting to Fe™

the ICR cell is a small box or cylinder consisting of four isolated side plates
and two isolated end plates. The cell is immersed in a homogeneous magnetic
field. To investigate cluster reactions, the cluster ions are injected into the
cell as depicted in the setup presented in Fig.1.33. The cluster ion packets
entering the cell are excited by an rf-pulse applied to one plate. Due to the
homogeneous magnetic field traversing the ICR cell, the ions are thus lead to
perform a circular motion in the cell. The cyclotron frequency of the circular
motion depends on the ion mass and the magnetic field strength [71]. The
image current induced on two opposite plates of the cell is amplified and
analyzed by Fourier transformation. Each ion of different mass gives rise to
a sine function. From the obtained superposition of sine waves, the Fourier
analysis reveals the complete mass spectrum.

This method has a particular high mass resolution and sensitivity. The
ICR instruments operate under UHV conditions and reactions are investi-
gated under strict single collision conditions in this setup. In an early exam-
ple presented in Fig.1.34, ICR mass spectrometry was applied to reveal the
catalytic oxidation of carbon monoxide by atomic iron ions [24]. The shown
double-resonance spectra reveal that the relative increase in Fe™ is due to
a reaction by FeO™ that occurs only when both, NyO and CO, are present
supporting the catalytic cycle depicted also in Fig. 1.34.
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Fig. 1.35. Experimental setup for the investigation of gas-phase catalytic activity
of mass-selected metal clusters. The cluster ions are sputtered from solid targets
with a CORDIS, mass-selected (Q1), and guided at low energies (Qo and Qg2) into
the temperature controllable octopole ion trap. By means of appropriate switching
of the lenses L; and Lo, the reaction products are extracted and subsequently mass-
analyzed by another quadrupole mass filter (Qs) [32,186]

A rather new approach to investigate metal cluster reactivity and catalysis
consists in storing the mass-selected cluster ions in a temperature variable rf-
octopole ion trap filled with helium buffer gas and small partial pressures of
reactant gases under multicollision conditions. The major advantages of this
approach for the investigation of gas-phase reactions is the precise control
over reaction time, reactant concentrations, and reaction temperature inside
the ion trap. The trap acts like a test tube for gas-phase reaction kinetics
studies. It is inserted into a standard guided ion beam apparatus [30,68,70].
The schematic layout of the experimental setup is displayed in Fig. 1.35. Metal
clusters are prepared by a sputter source based on the cold reflex discharge
ion source (CORDIS) [17] presented in Sect.1.2.1. The charged clusters are
steered into a first helium filled quadrupole Qq (cf. Fig.1.35), which serves
as “phase space compressor” to collimate and thermalize the cluster ions.
The ion beam is further guided into a mass-selective quadrupole filter Q; to
select one particular cluster size. Subsequently, the cluster ions are transferred
with a third quadupole Q into the home-built octopole ion trap [32,184],
which is filled with metal cluster ions up to the space charge limit (about 10*
clusters mm~=3). The trap is prefilled with a helium partial pressure on the
order of 1Pa, and thermal equilibration of the clusters entering the trap is
achieved within a few thousand collisions with the buffer gas, i.e., in a few
milliseconds under our operating conditions. The cluster ions are stored in
the trap for a considerably longer time period, typically for several seconds,
without significant ion loss. A closed cycle helium cryostat attached to the
trap allows temperature adjustment in the range between 20 and 350 K. Time-
resolved kinetic measurements on the timescale of seconds are performed with
small, well-defined partial pressures of the reactants Oy and CO present in
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(a)

(b)

Fig. 1.36. (a) Production distributions analyzed after trapping Auz~ and Aus™,
respectively, inside the octopole trap filled with 1 Pa of helium and a small partial
pressure of carbon monoxide. The mass spectra are obtained with the trap held at
a temperture of 100 K. (b) Kinetic traces of the reaction of Aus™ (left) and Aus™
(right) with CO at a reaction temperature of 100 K. Plotted are the product ion
concentrations as a function of the reaction time ¢gr (storage time in the ion trap).
The open symbols represent the normalized experimental data. The solid lines are
obtained by fitting the integrated rate equations of the reaction mechanism [(1.1) and
(1.2)] to the experimental data. In the case of the Auy ™ reaction, the helium pressure
in the trap is p(He) = 0.96 Pa and the carbon monoxide partial pressure amounts
to p(CO) =~ 0.24 Pa. For the Aus™ reaction p(He) = 1.08 Pa and p(CO) = 0.02 Pa

the trap. For this purpose, all ions are extracted from the trap after defined
storage time by means of a pulsed electrostatic field (lenses L; and Ly in
Fig.1.35) and are subsequently mass-analyzed by a final quadrupole mass
filter (Qs). By recording all ion concentrations as a function of the reaction
time, the kinetics of the reaction may be obtained.

As an example, the reactions of the negatively charged gold dimer and
trimer cluster ions with carbon monoxide inside the rf-ion trap are presented
in Fig. 1.36 [185]. While no reaction products of Aus~ and Auz~ with carbon
monoxide are detected at room temperature, cooling down leads first to the
formation of mono-carbonyls and at the lowest temperatures around 100K to
a maximum adsorption of two CO molecules on Aus~ and also on Aug~ as can
be seen from the mass spectra depicted in Fig.1.36a. In order to deduce the
reaction mechanism of the observed reactions, the reactant and product ion
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concentrations were recorded as a function of reaction time, i.e., the residence
time of the ions inside the trap. The resulting kinetic traces for Aus™ as
well as for Aug™ at 100K reaction temperature are depicted in Fig. 1.36b.
The single points represent the experimental data normalized to the total ion
concentration in the trap during reaction. The kinetic traces of Aus~ and
Aus~ have a strikingly different appearance. In both cases, the Au,,~ signal
decreases exponentially, but the carbonyl product concentrations show very
different evolution as a function of the reaction time. In the case of Auz™, the
monocarbonyl can clearly be identified as an intermediate with decreasing
concentration at longer reaction times, whereas for Auy,~, the mono- and
dicarbonyl concentrations rise simultaneously to reach an equilibrium.

The reaction mechanism for the observed kinetics is obtained by fitting
the integrated rate equations of a proposed mechanism to the experimental
data. This procedure is very sensitive to the type of mechanism, and it was
possible to rule out all but one reaction mechanism. Most interestingly, the
kinetics of both, Auy~ as well as Auz™, are best fit by the same mechanism.
This reaction mechanism is represented by the following equations (n = 2, 3):

Au,, +CO — Au,CO™ (1.1)
Au,CO™ + CO = Au,(CO), (1.2)

The adsorption of CO occurs sequentially with Au,,CO™ as an intermediate
product. As the carbon monoxide concentration in the trap is constant, all
reaction steps are taken to be pseudo-first-order in the simulations. Purely
consecutive reaction steps do not fit the experimental data, and it is therefore
essential to introduce a final equilibrium (1.2). The fits of the integrated rate
equations to the data are represented by the solid lines in Fig. 1.36b and are
an excellent match to the experimental results.

The detailed kinetics and energetics of the reactions in the rf-ion trap can
be understood by considering that the total pressure inside the ion trap is
on the order of 1Pa, which means that the experiment is operating in the
kinetic low-pressure regime. Therefore, a Lindemann-type mechanism has to
be considered for each reaction step, and the reaction rates depend on the
buffer gas pressure [187,188]. As a consequence, the obtained pseudo first
order rate constant k contains the termolecular rate constant k() as well as
the concentrations of the helium buffer gas and of the reactants; in the case
of the adsorption reaction of the first CO molecule (1.1):

k = k®)[He][CO] (1.3)

Gas-phase reactions in this pressure regime are described in more detail by
the Lindemann energy transfer model for association reactions which is rep-
resented by the following equations [33,187,188]:

Au,” + CO = Au,CO™" (1.4)
Au,CO™™ + He — Au,,CO™ + He". (1.5)
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The reaction model includes the elementary steps of the initial formation of an
energized complex AusCO™* (rate constant k,) and its possible unimolecular
decomposition back to the reactants (kq) in competition with a stabilizing
energy transfer collision with helium buffer gas (ks). Assuming all these ele-
mentary reaction steps to be again of pseudo-first-order and employing steady
state assumption for the intermediate, the overall third-order rate expression
is obtained to be [189]

p® = Faks

kq + ks [He]

As the experiment is operating in the kinetic low-pressure regime, the decom-
position rate constant can consequently be considered to be much larger than
the stabilization rate constant term: kq >> ks[He|. This leads to a simplified
expression for the termolecular rate constant, which can be applied to the
experimental conditions present in the ion trap experiment

(1.6)

2 ka : k%
E®) = . (1.7)
kq

The ion—molecule association rate constant k, as well as the final stabilization
rate constant ks are well represented by ion—molecule collision rate coefficients
as specified by Langevin theory [189]. For each reaction step identified in the
kinetic evaluation and fitting procedure, a Lindemann-type reaction scheme
as described above has to be considered as elementary reaction scenario.
One important consequence of this reaction scheme is that, according to this
theory, ion—molecule reactions are basically charge-induced dipole interactions
and exhibit no activation barrier, i.e., no temperature dependence. Thus, the
only temperature dependent rate coefficient is the unimolecular decomposition
coefficient kq, but as this reaction leads to the reformation of the reactants,
ion—molecule reactions generally exhibit an overall inverse temperature de-
pendence. This has been confirmed experimentally [186]. For the case of the
gold carbonyls, through statistical rate theory analysis [187] of the absolute
termolecular rate coefficients, it was possible to estimate the binding energy
of CO to Aus™ and Auz™ to be about 0.5eV [185].

In addition, the apparent dissimilarity of the kinetic traces for Aus™ and
Ausz™ in Fig. 1.36b is found to originate from the different ratio of the adsorp-
tion and desorption rate coefficients of the second CO molecule for Auy™ and
Auz™ (1.2). This kinetically favored formation of Aug(CO); points toward a
significantly enhanced stability of this complex with respect to all the other
investigated carbonyl compounds in this study [185].

1.2.4 Surface Analysis Techniques
Morphological Properties of Supported Clusters

The microscopic structure of small clusters on surfaces is of primordial inter-
est as it influences most of their physical and chemical properties. Acquiring
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the exact arrangement of the atoms in a supported cluster is an enormous
experimental challenge. There are experimental methods, most of them based
on diffraction, which are perfectly adapted for obtaining the positions of the
atoms in a material. However, diffraction methods were used only for obtain-
ing structures of free clusters so far, as described in the previous section.
Local probes like scanning tunneling microscopy (STM) or atomic force
microscopy (AFM), as well as optical spectroscopies in the visible or infrared
(IRS) are other relevant experimental techniques to obtain information on the
geometric structure of clusters on surfaces or at least part of it. Impressive
STM images revealed recently the exact arrangement of all atoms in small
linear gold clusters [190]. For 3D clusters, these methods are restricted to
map the positions of the atoms on the cluster surface only, where the atomic
arrangements on the lateral facets are in most cases difficult to obtain. In-
frared spectroscopy can give in principle the complete cluster structure, if
all normal modes are accessible. For metal clusters, the corresponding transi-
tions lie, however, in the far infrared and conventional laboratory equipment
can hardly reach this frequency range as of now. In this context, experiments
on FELs may lead to important advancements as the important range of 40
to —2,000cm ™! can be covered. Nevertheless, infrared studies were carried
out for measuring vibrational modes of ligand molecules adsorbed on metal
clusters in laboratory experiments; these experiments indeed lead to some in-
formation on cluster’s morphology and structure [191,192]. When operated in
the local mode, infrared spectroscopy is of great promise and first results are
obtained by using inelastic electron tunneling with STM (IETS-STM) [193].
Last but not least, highly sensitive surface photo-absorption spectroscopy in
combination with ab initio calculations may also lead to cluster structures
as absorption spectra are strongly dependent on the exact atomic arrange-
ment [194]. In the following some illustrative examples are summarized.

Atomically Resolved STM Images of Clusters and Particles on Surfaces

A complete characterization of the morphology of a 27-atom palladium cluster
supported on a cleaved MoS, single crystal was achieved by STM studies [195].
Information on the 3D shape, azimuthal orientation on the substrate, and
arrangement of atoms on lateral facets was obtained (Fig.1.37). The cluster
clearly consists of two monolayers. The first layer is a regular hexagon with a
three-atom wide side and an additional atom attached to the left hexagon side.
This layer is composed of 20 atoms. The top layer has a regular hexagonal
shape and the sides are composed of two atoms, resulting in a top layer of 7
atoms. This Pds7 cluster is schematically shown also in Fig. 1.37. The observed
atomic arrangement is identical to the structure of bulk palladium with a
(111) basal plane. From this atomically resolved STM image, in particular
from the 2D representation, the relative orientation between cluster and the
substrate is obtained in real space, showing that the azimuthal orientation of
the particle’s dense Pd atom rows are parallel to the rows of sulfur atoms of
the MoS, surface.
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Fig. 1.37. 3D STM image of an isolated Pd cluster of ~15 A in size supported on
the (0001) surface of MoSs. A single atom and a trimer are seen on the top and
on the bottom of the figure, respectively. The dense rows of the Pd atoms in the
cluster are in the [110] direction, which is parallel to the ([1120]) dense rows (sulfur
atoms) of the MoS; substrate. A schematic representation of the cluster containing
27 atoms is depicted on the right [195]
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Fig. 1.38. dI/dV spectra of (a) a bare Aus chain and (b) an Au; chain with
a single CO molecule adsorbed on the fifth atom, taken at positions indicated in
the insets. The broken lines in (b) show spectra of a bare Auz and Aus chains for
comparison [190]

In a recent study, small linear Au,, clusters on an NiAl(110) surface were
assembled and imaged with atomic resolution [190]. An STM topographic
image for a bare Auy chain is depicted in the inset of Fig. 1.38a. Interestingly
and important for studying chemical properties of size-selected clusters on
surfaces, even a single CO adsorbed on the linear gold cluster could be imaged
and the adsorption site could be characterized in detail (inset Fig. 1.38b). In
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Fig. 1.39. (a) Vibrational spectra of an Auy chain with a CO molecule adsorbed on
the fifth atom, taken at the positions indicated in (b). (b) Topographic (top) and
vibrational (below, sample bias tuned to vibrational resonance shown in a) images
of an Auy chain with a CO molecule adsorbed on the fifth atom and (c) same on
the seventh atom [190]

these studies, information on the electronic structure (Fig.1.38) of the bare
Au; and CO-covered cluster were obtained, and vibrational frequencies of the
adsorbed CO molecule could be measured (Fig. 1.39). From the change of the
electronic structure of the cluster upon CO adsorption it is proposed that
CO predominantly couples with the electronic states located on a single atom
and not with the delocalized electronic entity of the cluster. The measured
vibrational frequency at around 300cm™! is attributed to the CO hindered
rotation. This example impressively demonstrates the potential of local probes
to obtain fundamental information on small clusters on surfaces.

Imaging large particles on oxide surfaces with atomic resolution was ob-
tained for palladium nanoparticles on Al;O3 [196]. Figure 1.40a and b show
STM images of a Pd particle with atomic resolution. They reveal a (111) layer
for the top facet. The measured nearest neighbor distance is 2.76 + 0.07 A,
indicating the absence of any strain in the cluster [d = 2.75 A for Pd(111)]. In
addition, these results show that for such large particles supported on oxide
surfaces, it is possible to obtain atomic resolution across the entire cluster
surface, although the tunneling conditions at the edge of the cluster change.
As the tip apex moves away from the top layer of the particle when approach-
ing the edge, tunneling occurs between the top layer of the particle and the
atoms on the side of the tip. In some cases, it was even possible to obtain
atomic resolution on the largest side facets of the particles, revealing (111)
crystallographic orientation.
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Fig. 1.40. Atomic-resolution images of crystalline nanosize Pd clusters. (a)
95 x 95 AQ, tunneling current Iy = —0.8nA, tunneling voltage Vi = —5.0mV. (b)
45 x 45A°. The resolution is also obtained a few layers down the sides, allowing

identification of the side facets. The dots indicate atomic positions consistent with
a (111) facet. Iy = —1.8nA, Vi = —1.5mV [196]

In addition, the morphology of the particle was characterized by three pa-
rameters, which are the height of the particles, the width of the top facets,
and the ratio between the side lengths of the top facets. The smallest particles
of crystalline structure observed in these studies have a top facet of 20-30 A
width and a height of 5-10 A corresponding to about 2-4 layers. Furthermore,
these measurements revealed quantitative information about the work of ad-
hesion (W,an) by comparing the observed shapes of the particles with the one
resulting from a Wulff construction based on calculated surface energies. For
Pd on Al;Og, a value of Wyq, = 2.8 £0.2 Jm~? was reported.

These three examples clearly illustrate two cluster size domains. The Pdy7
and the linear gold clusters are in a size regime where the physical and chem-
ical properties are not scaleable from the bulk, and quantum size effects are
important. This is the size regime most important for this discussion. The
latter example shows a larger cluster consisting of thousands of atoms; the
STM picture clearly reveals that in this size regime, the surface morphology
can be understood with single crystal analogies. The chemical properties in
this size regime are scalable from the bulk and they are discussed in depth in
Chap. 3.

Counting Cluster Atoms by Using Rare Gas Decoration

An indirect method to image small clusters on surfaces was obtained for size-
selected Agq clusters on a Pt(111) surface where the cluster was decorated
with rare gas atoms [197].

This leads to a pronounced corrugation in the rare gas necklace around the
cluster, making the rare gas atoms a sensitive probe to determine cluster size.
Figure 1.41a and b show a high-resolution STM image and a linescan across the
cluster of a gas-phase deposited Ag;q cluster on Pt(111) surrounded by 12 Kr
atoms. This situation can easily be obtained as the binding energy of Kr to
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(b)

(d)

Fig. 1.41. Ag,q cluster on Pt(111) surrounded by 12Kr atoms. (a) I; = 380 pA,
Ve = —200mV. The image has been filtered to increase the contrast; (b) linescan
across the cluster; (c) model superposed the image; (d) model [197]

step edges and around the cluster is enhanced. Based on the observed number
of Kr atoms around the silver cluster and the shape of the ring, the cluster size
is deduced from a simple geometric model. Assuming a silver atom diameter
of 2.77 A, knowing the Pt(111) lattice constant, and taking into account the
height measurements of the cluster leading to only 1 ML structures, a regular
hexagon containing 19 atoms fits perfectly the topographic image (Fig. 1.41c).
Figure 1.41d shows that the Kr necklace is sensitive to the form of the cluster
and the exact number of silver atoms in the cluster. This is the first experiment
where a one-to-one correspondence after cluster deposition between cluster
size on the surface and in the beam was obtained, and it directly shows that
soft-landing small clusters onto solid surfaces is feasible.

Cluster-Based Materials

Few examples of materials made up of regular arrays of individual clusters
have been reported so far. Cgg and other fullerenes are the most prominent rep-
resentatives in this respect. A new nanoscale cluster modification of antimony
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(@) (b)

(c) (d)

Fig. 1.42. STM data of a 2 ML antimony film on MoS, in different magnification.
(a) 2,480 x 2,480 A? image showing the in general amorphous structure of the film.
(b) The areas marked by arrows in the 310 x 310 A? image exhibit a well-ordered
structure. (c¢) 100 x 100 A? magnification of the structures A and B in (b). Along
the line marked by arrows, a grain boundary between two neighboring ordered areas
is visible. (d) shows a 39 x 39 A? excerpt of area A. The image was high-frequency

filtered to emphasize the well-ordered structure. Tunneling parameters of all images:
0.6V, 1.0nA [198]

consisting of Sb, tetrahedral units was recently discovered by STM in vapor
deposited antimony thin films [198]. A solid state modification of antimony
consisting of Sby was hitherto unknown due to the instability of the Shy clus-
ters leading to polymerization and amorphous structures even when quenched
with liquid nitrogen. On an MoS,(0001) surface, the thermal deposition of Shy
at a substrate temperature of —190°C also results in macroscopically amor-
phous antimony films without apparent structural order. This can be seen
from Fig.1.42a, which displays a 2 ML thick film. If such a film is investi-
gated at the highest resolution, local, well-ordered areas marked by arrows
in Fig. 1.42b can be identified at coverages of 1-2 ML. These local structures
always exhibit a simple, nearly cubic symmetry. The observed crystalline or-
dered antimony structures can only be explained, if each protrusion measured
with STM (Fig. 1.42c and d) is assigned to one undissociated Shy4 tetrahedron.
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The STM data therefore indicate that a new allotropic modification of anti-
mony composed of Sby clusters exists on the nanometer scale.

Electronic Properties of Supported Clusters

Whereas the electronic structure of atoms, molecules, and extended solids is
quite well explored from both experimental and theoretical viewpoint, little is
known about the systematic development of the electronic structure as single
atoms are combined to form clusters and eventually solids.

There are fundamental questions to be answered such as the onset of metal-
lic behavior in small supported metal clusters, the influence of quantum size
effects on the electronic structure of small particles, or the evolution of the
electronic bands in matter. Therefore, it is of primordial interest to study indi-
vidually, i.e., locally or in a size-selected manner, these objects of “embryonic”
condensed matter [199]. In the context of chemical and catalytic properties
of small clusters, the evolution of the electronic structure of small clusters
is one of the primary keys for understanding the observed size-effects. The
interaction of molecules with clusters and the potential energy surface of a
reaction path are sensitively influenced by resonances of molecular states of
the reactants and intermediates with the electronic structure of cluster. Subtle
changes of the latter, induced by changing the cluster size even by a single
atom or by changing the isomeric form of the cluster, can drastically alter the
chemical behavior. The clusters’ electronic structure can alternatively be used
as characteristic fingerprints and thus stabilities and changes of clusters dur-
ing reaction can be monitored. As for the geometric cluster structure, there
are few experimental examples showing the complete picture of the evolution
of the electronic structure with size for a variety of systems and the expected
relation with the chemical properties. In the following, we present some ex-
perimental approaches presently in use together with obtained experimental
results.

Electron Energy Loss Spectroscopy

The most widely used technique to get information on the electronic struc-
ture of clean surfaces, nanostructures on surfaces, or even molecules adsorbed
on surfaces is ultraviolet photoelectron spectroscopy (UPS). The difficulty of
this method, when applying it to clusters on surfaces, is to obtain sufficient
spectral contrast between the low number of adsorbed clusters and the sub-
strate [45]. Thus, electron energy loss spectroscopy (EELS) is more success-
fully used as a tool for the investigation of the electronic structure of supported
clusters. An interesting test case for its suitability is the characterization of
supported monomers, i.e., single Cu atoms on an MgO support material [200],
as this system has been studied in detail before with various surface science
techniques [201-204]. The adsorption site of Cu on MgO(100) is predicted
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Fig. 1.43. EEL spectra of thermally evaporated Cu on an MgO(100) film. Note the
difference in the spectra when going from 180 to 220 K [200]

to be on-top of an oxygen atom with calculated adsorption energies differ-
ing markedly in the literature (0.3-1.4 eV) [205-207]. Moreover, surface diffu-
sion energy barriers of about 0.4eV are expected for these systems [205,207].
Figure 1.43 displays EEL spectra of Cu deposited on MgO(100), at a coverage
of about 0.12ML, at four different substrate temperatures. At low temper-
atures between 30 and 180K, three main energy losses are discerned within
the band gap of MgO at 2.7, 3.9, and 5.1eV, respectively, which represent
a fingerprint of single Cu atoms reflecting specific atomic transitions within
neutral and ionic Cu [208]. Losses observed at 3.9 and 5.1 eV were assigned to
transitions in neutral Cu. On the basis of recent reaction studies on supported
Au clusters on MgO(100) [209] and ab initio modeling of metal adhesion on
oxide surfaces with defects [210], the 2.7 eV loss was attributed to a transition
due to the binding of the Cu atom to an F°y center which in the case of Au
clusters [209] and of Ag [210] is found to transfer charge of about 0.5¢ from
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the oxide surface toward the adsorbed metal atom (where e is the electron
charge).

At T = 220K, a drastic change is observed in the spectrum displaying now
a broad emission band between 2.0 and 5.5eV. From earlier experiments per-
formed at room temperature [201-204,211,212], it is concluded that Cu atoms
become mobile between 180 and 220K and form islands (cf. also Sect.1.2.2).
If it is assumed that the temperature dependence of the diffusion is given by

4De\17"
Ty = Eq {kB In ( g)} : (1.8)
Hnia

J

where Fq is the energy barrier of the diffusion process, Dy the prefactor in
the diffusion coeflicient, y; the hopping frequency, and a ~ 3 A the distance
between neighboring adsorption sites [207,213]. An estimation of this barrier
with typical values of 1 hops™! and a diffusion coefficient of 1073 cm? s~ leads
to a value of Eq = 0.50(5) eV, in good agreement with the value of 0.4 eV [205]
and 0.45eV [207] predicted by first principle studies. This example shows how
EELS can be used to characterize impurities on the oxide thin films and to
get information on their stability and migration properties.

Furthermore, EEL spectra of small Ag,, (n < 13) and Cu,, (n < 7) clus-
ters show clear evidence for a size effect in their electronic structure [214].
The clusters were generated by sputtering with an UHV-compatible Xe-ion
gun [45]. After size-selection with a quadrupole mass spectrometer, they have
been deposited in situ in submonolayer quantities on a magnesium oxide film.
Figure1.44 displays EEL spectra taken at T = 45K for 0.04 ML of Ag,
(n < 13) clusters, deposited at low kinetic energy (Ex = 3-6eV) to prevent
their fragmentation [215]. Each deposition was made on a freshly prepared
film to avoid creation of defects, which are known to act as pinning centers
for deposited clusters [216,217].

Several distinct energy loss peaks appear within the MgO band gap (be-
tween 1 and 5.5eV energy loss [218]) as a function of cluster size. These
loss peaks cannot be assigned to low-lying transitions in the atom or in the
ion [103,208,219,220]. EEL spectra of vapor deposited Ag, which forms islands
and thin films via surface diffusion at sample temperatures between T = 100
and 500 K, have shown losses at 3.8 and 3.2eV attributed to an Ag surface
plasmon and to an Ag-MgO interface plasmon, respectively [218]. In contrast,
the EEL spectra shown in Fig. 1.44 and recorded at T" = 45 K exhibit clearly
a size dependence, which reflects the change in the electronic structure of the
clusters. A similar behavior has been observed in optical absorption spectra
of Ag,, (n < 21) clusters deposited in rare gas matrices [221], which has been
interpreted as a manifestation of collective excitations (Mie plasmons) of the
s electrons influenced by the ellipsoidal shape of the clusters. Some similari-
ties but also some differences in the general trend with cluster size have been
observed by comparing the optical absorption data shown in [221] with these
EELS data [214]. In this context, it is important to note that EELS probes



56 T.M. Bernhardt, U. Heiz, and U. Landman

Fig. 1.44. EEL spectra of the bare MgO(100) film and of 0.04 ML of size-selected
Ag, (n =1-13) clusters deposited on identical oxide films. The spectra were taken
at T = 45 K. Note the distinct band gap of the MgO film and the size-dependent
transitions within the band gap for the clusters [214]

electronic excitations and transitions which are dipole forbidden (Al # 1) in
addition to those observed by absorption spectroscopy (Al = 1). The peaks
shift toward lower energy loss (AE = 0.2 —0.3eV) observed in EELS as com-
pared to the optical absorption peaks as well as the different peak shapes in
both techniques may be caused by the different environment (e.g., different
dielectric constants: MgO support versus rare gas matrix), to the loss of cen-
tral symmetry in the EELS experiment (surface versus matrix), and/or to
different cross sections of both emission processes. Furthermore, charge trans-
fer excitations from the MgO substrate to the cluster or vice versa are also
present in the spectra, which have to be considered in a complete spectral
analysis, a task that has not yet been achieved. Most importantly, these re-
sults illustrate that the characteristic size-dependence electronic structure of
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small Ag, clusters is maintained upon deposition onto oxide surfaces and a
strongly size-dependent chemistry is expected.

Near-Edge X-Ray Absorption Spectroscopy

Recently, small size-selected Cr,, clusters (n = 1-25), deposited onto a
(I x 1)O/Ru(001) single crystal surface, were investigated by near-edge X-
ray absorption spectroscopy (NEXAFS) [47,222]. These clusters were formed
by sputtering of a chromium target and were mass separated in a magnetic
dipole field. They were soft-landed by deposition into argon monolayers pread-
sorbed on the substrate. The NEXA spectra show size-dependent shifts of the
L3 absorption edges (see Fig. 1.45), which display broad bulk-like line shapes.
Furthermore, cluster—substrate interaction of the Cr clusters results in CroO3-
like absorption signatures and inhibits diffusion and island formation even at
elevated temperatures. In contrast, chromium atoms on Ru(001) have a high
mobility, showing indications of coalescence and island formation. Sizeable
shifts in the absorption energy after flash heating are attributed to diffusion
or surface alloying. The difference between oxidation of the clusters on the
oxide covered substrate and on the pure Ru metal is clearly visible in the
absorption spectra, shown in Fig. 1.46.

Fig. 1.45. L3 photoabsorption spectra of size-selected Cr,, clusters as deposited and
flash heated to 300 K. The spectra are normalized to the peak height of the main
feature
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Fig. 1.46. L3 photoabsorption spectra of Crrz/(1 x 1)O/Ru(001) (solid circle) and
Cri1/(1 x 1) Ru(001), Crio/(1 x 1) Ru(001), Cri3/(1 x 1) Ru(001) (open symbols)
after oxygen treatment

Soft-landing of small Ag clusters (n < 5) at low surface concentration
onto a well-characterized model oxide support (Al;Og3) covered by Xe has
been reported recently [46]. The clusters were produced by sputtering and
mass-selected in a quadrupole mass spectrometer. Large core-level binding
energy shifts up to 1 eV were observed in the photoelectron spectra, which were
taken with monochromatized AlKo-radiation. These shifts were attributed to
the different cluster sizes and to diffusion/agglomeration within the noble gas
layer. Analysis of monomers and dimers deposited at low temperature in a
thick Xe buffer layer indicated the mobility and aggregation of the clusters
in such a film. A stable average cluster size was reached at 53 K that is likely
to be the same for all initially deposited cluster sizes studied in the range
from Ag; to Ags. Cluster aggregation progresses as the temperature is raised,
tending toward the formation of metallic islands at high temperatures.
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Cavity Ring-Down Spectroscopy

Optical absorption spectroscopy is a recent and very elegant method to char-
acterize electronic transitions of small clusters on surfaces and gives not only
insight into the electronic structures of clusters but also into the geometric
structure, stability, and into the type of trapping centers, especially when
compared to theoretical predictions. The application of optical absorption
spectroscopy is manifold, as the electronic structure of clusters is extremely
sensitive to the cluster’s isomeric form and to the chemical environment. Al-
though extended studies have been devoted to the absorption properties of
size-selected clusters in the gas phase [157,223] and in matrices [221], the
low particle concentration of monodispersed materials is once again an exper-
imental challenge, which has drastically refrained studies on supported species.
In this respect, due to its extreme sensitivity, cavity ring-down spectroscopy
(CRDS) is the method of choice to study such highly diluted systems. CRDS
has been developed for gas-phase studies [224, 225], but recently it has also
been applied to the liquid phases [226].

When applied to study the visible absorption response of monodispersed
systems adsorbed on surfaces under UHV conditions, the method has proven
to be extremely powerful in achieving an ultimate sensitivity to detect as little
as 5 x 10° chromophors. In the example presented here, it has been applied
to study the optical properties of highly diluted, monodispersed gold atoms
and clusters adsorbed on an amorphous SiO2 (0-SiOz) surface [227].

In these experiments, the CRDS setup for studying clusters on surfaces
consists of three 38 cm long optical resonators, which are mounted in parallel in
a UHV chamber. A single resonator is defined by two high-reflectivity mirrors
(reflectivity: ~99.995% at the optimal wavelength, bandwidth: ~100 nm). In
order to increase the effective bandwidth of the optical setup, each resonator
is built with a set of mirrors centered at a different wavelength. By this means,
a wavelength range of about 300 nm can be covered without opening the UHV
chamber. In principle, the bandwidth can even be enhanced by mounting a
larger number of mirrors into the chamber. Tunable light pulses are coupled
into one given resonator through the first mirror. The light leaking out the
optical cavity through the second mirror is collected by a monochromator to
filter out the amplified spontaneous emission (ASE) spectral contribution of
the dye laser. The time evolution of the light intensity is then measured by
a photomultiplier and sampled with a 500 MHz oscilloscope. The decay time
of the light intensity, called ring-down time, can be extracted from the decay
curve with a standard deviation of better than 1% by applying a nonlinear
fitting procedure. This precision, combined with the low intrinsic loss of the
optical cavity (<100 ppm per pass), puts the ultimate sensitivity of the optical
setup below 1 ppm per pass.

For the actual measurements, the ringdown time of the optical cavity with
the clean silica plate that presents the support material for cluster deposi-
tion is recorded before the deposition as a function of the photon energy.
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Fig. 1.47. Absorption spectrum of gold atoms deposited on an amorphous silica
surface investigated by cavity ring-down spectroscopy

Subsequently, size-selected atoms or clusters are deposited on the plate. After
deposition, ringdown times are measured for each photon energy at identical
conditions as for the clean surface. Absorption losses

L
AE,) = () (7'_1 — 7'0_1) (1.9)
¢
as a function of the photon energy E. are then deduced from the ringdown
times 79 and 7 before and after the deposition, respectively, where L is the
length of the cavity and c the velocity of light. From the absorption losses,
absolute cross sections can be obtained if the cluster coverage is known:

Cross section = A x (surface coverage) ™. (1.10)

From this relation, we also can estimate the sensitivity of the method. As an
example, for a typical limit of measurable absorption losses of 0.5 x 1076 and
a cross section of 0.1 A” (typical for transitions in metal clusters) detectable
cluster coverages are in the range of 5 x 10!°ecm=2 (~0.005% ML). This is
indeed orders of magnitudes better than for conventional surface science tech-
niques in laboratory conditions (XPS, UPS, FTIR, etc.).

To illustrate the power of this method, the absorption spectrum (between
1.85 and 2.82¢eV) of gold atoms deposited on 0-SiO5 is depicted in Fig. 1.47.
The spectrum clearly shows a first band of two well-resolved transitions at 1.90
and 1.95eV. A second band is observed with three transitions at 2.46, 2.48,
and 2.49eV while a third band reveals transitions at 2.73, 2.75, and 2.79eV.
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Fig. 1.48. Absorption spectra of small gold clusters Auz, Aus, Aus, and Augo in
comparison to the spectra of gold atoms (lower left frame) and nanometer size gold
islands (upper right frame). All spectra were obtained with the cavity ring-down
method. The mass-selected clusters were soft-landed onto an o-SiO2 substrate. The
gold nanoparticles were grown on the same substrate by thermal evaporation

The three main bands at 1.90, 1.95, 2.48, and 2.75eV can unambiguously
be attributed to well-isolated Au atoms as there is no resemblance with the
absorption spectra of Au, /SiOs shown in Fig. 1.48. Particularly, the intense
band at 2.35 eV for Auy/SiO, is absent in the spectrum of Au; /SiOs. Thus,
the formation of clusters can be excluded within the detection limit of this
method. Furthermore, the weak transition at 2.49eV in the Auy spectrum in
Fig. 1.48 may be attributed to Au atoms, which are formed upon deposition of
the dimer. With this interpretation, the fragmentation yield is at most about
5%, in fact this spectral feature may also be attributed to a characteristic
transition of the dimer as predicted theoretically.
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The optical transitions of the atoms and dimers on 0-SiO5 were intensively
investigated by time-dependent density functional theory (TDDFT) [228]. The
results show that Au atoms and dimers do not bind to the regular surface sites
(Si—O-Si bridging oxygens), nor to the hydroxyl groups [isolated, = SiOH, or
geminal, = Si(OH),]. These interactions are very weak or of van der Waals
type implying a facile diffusion and agglomeration of Au atoms and dimers at
room temperature. The fact that cluster growth is not observed experimentally
suggests a strong role of surface defects in stabilizing the deposited Au atoms
and dimers. In fact, the optical transitions in the atoms and dimers can be
understood if Si dangling bonds, = Si® (E’ center), nonbridging oxygen, = Si—
O° (NBO center), and charged NBO, = Si-O~ (NBO™ center) are considered.
The binding energies of Au; and Aus to these defect centers range from 0.9
(=Si-07) to 3.2eV (= Si*), indicating stability at room temperature.

With these calculations, main transitions in the gold atom spectrum in
Fig. 1.47 can be assigned in the following manner: The main two atomic lines,
at 2.48 and 2.75eV, are attributed to a 5da, — 0*(6spy—2po) transition
[=Si-O—-Au] (transition energy T, = 2.59eV, oscillator strength f = 0.037),
and and 6sp, — Spg; transition [=Si-O-Au]~ species (T, = 2.86eV, f =
0.034). The weak bands around 1.90-1.95eV are due to low-energy, low-
intensity 5day — 0*(6sau—2po) and 5da, — 6say transitions of [=Si—O-Au]
and [=Si—-O—-Au] ™, respectively. No other trapping center considered can pro-
vide a similar agreement with the measured spectrum. Hence, it is concluded
that Au atoms bind preferentially to = Si-O® or = Si-O~ defect centers,
and that these two types of centers are present in relatively high concentra-
tions on the surface of the 0-SiO5 sample used. These conclusions are further
corroborated by the results for the Aus clusters. When the dimer interacts
with an NBO center, = Si—O°®, an intense band at 2.38 eV, very close to that
measured for Aus/SiO3, 2.35€V is obtained and has a mixed O(2p)—Au(5d6s)
character. The transitions for Auy bound to a charged = Si-O~ defect occur
at energies larger than 3.2eV and are outside the measured spectral range
(1.85-2.82¢V).

In conclusion, CRDS can successfully be applied to highly diluted, mono-
dispersed gold clusters on amorphous silica in order to measure the evolution
of the optical properties with size, detect thermal stabilities of the cluster,
characterize the trapping centers and in the future to get structural informa-
tion on the deposited clusters.

Scanning Tunneling Spectroscopy

An ideal tool for the investigation of the electronic structure of metal clusters
is offered by scanning probe methods which have been used in three pioneer-
ing studies of nanometer-size clusters of Au on GaAs(110) [229], Fe clusters
on the same surface [230], and of size-selected Sijg clusters on a reconstructed
Au(001) surface [231], which all have been published already in 1989. In the
first investigation [229], a characteristic spectrum of band-gap states was ob-
served for the Au particles grown on GaAs. Both donor and acceptor states
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have been observed and they have been identified with the first and second
electron states of the Au—Ga bond, respectively. In the second study, the for-
mation of a local Schottky-barrier has been realized by deposition and growth
of Fe clusters (9-127 atoms per cluster) on GaAs surfaces in UHV. Scanning
tunneling spectroscopy (STS) revealed the onset of the metallic character
of the Fe clusters above about 35 atoms per cluster by the observation of
a continuum of occupied cluster-induced states at the Fermi energy in the
band gap of the semiconductor [230]. The third experiment [231] represents
the first STM/STS study of supported size-selected clusters on a solid sur-
face. The cluster images were found to depend on the sample bias voltage,
and from STS measurements the clusters were found to exhibit a band gap
of about 1eV. A wide variety of cluster images were observed even though
size-selected clusters were deposited. When Si atoms were deposited on the
surface, flat islands were formed.

Surprisingly, in spite of these first promising results, up to the present
time the reported experiments on size-selected supported clusters with local
probes have been scarce. One interesting experiment used the fact that the
tip-surface region of an STM emits light when the energy of the tunneling
electrons is sufficient to excite luminescent processes. These processes provide
access to dynamic aspects of the local electronic structure that are not directly
amenable to conventional STM experiments. From monolayer islands of Cgg
buckminster fullerenes on gold (110) surfaces, intense emission of light was ob-
served when the STM tip was placed above an individual molecule. The diam-
eter of this emission spot associated with Cgg is approximately 0.4 nm. These
results demonstrated the highest spatial resolution of light emission to date
with a scanning probe technique [232]. This technique has again been used
recently to measure photon emission spectra of individual alumina-supported
silver clusters obtained by evaporation and growth [233]. The light emission
stimulated by electron injection from the tip of an STM has been assigned
to a mode of the Mie-plasmon resonance in the small silver particles. As the
cluster size decreases, the resonance shifts to higher energies and the linewidth
increases. In the 1.5-12 nm size-range of the clusters studied, intrinsic size ef-
fects are proposed to be at the origin for the observed size dependence of the
Mie resonance [233].

The energy gap of pristine silicon clusters supported on HOPG has been
studied recently by STM and STS [234]. The clusters have been obtained
by magnetron sputtering of an Si target and deposition on HOPG at room
temperature, i.e., they were not size-selected but have been individually ad-
dressed by the tip of the STM. Clusters with sizes between 0.25 and 4 nm were
studied and the size dependence of the band gap was determined. For clusters
below 1.5 nm gaps up to 450 meV were found while for larger particles no gaps
were recorded. The results were explained in terms of a transformation from
diamond to a compact structure occurring at 1.5 nm (about 44 atoms per clus-
ter). For clusters with diamond structure, the surface dangling bond density
is high leading to electronic states filling the energy gap. On the other hand,
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the compact arrangement of the smaller clusters tends to eliminate dangling
bonds. Therefore, finite gap values are observed for clusters with less than 44
Si-atoms [234].

Also, interesting STS results on individual non-size-selected Pt and Ag
clusters produced by a PACIS source and deposited onto HOPG have been
obtained recently [236]. The observed spectral structures for Pt have been
interpreted in terms of a Fano resonance and those of Ag clusters in terms of
3D electron confinement. Effects of electron confinement have also been ob-
served recently with STS for silver islands grown in nanopits on HOPG [237].

The power of STS to locally observe the electronic structure has again
been nicely demonstrated with a study of a temperature dependent metallic
to semiconducting phase transition of a metallic endohedral fullerene La@Cg
supported on HOPG [235]. The question whether a metallic or a semicon-
ducting behavior is observed depends on the type of the encapsulated atom.
Ce@Cgp shows a nonmetallic behavior with a band gap of about 0.5€V,
whereas La@Cg is found to be metallic at room temperature (Fig.1.49).
However, STS at low temperature reveals (Fig. 1.50) a reversible opening of a
gap of about 40 meV below a temperature of 28 K. The spectra are interpreted
in terms of free Cgg including charge transfer and Jahn-Teller distortion [235].

Recently, STS and STM have been applied to study the onset of the cat-
alytic activity of Au particles grown on titania [238], which appeared to be
correlated with the layer thickness of the particles on the surface and, as shown
above, the bonding of CO with small gold clusters could be characterized in
STM/STS experiments (Fig. 1.39; see “Morphological Properties of Supported
Clusters”) [190]. The above presentation of the spectroscopic results on de-
posited, size-selected clusters clearly shows that valuable information on these
nanosystems can only be obtained by the application of an arsenal of local
and nonlocal surface science analysis methods. Therefore, in the near future
a much more intense employment of scanning probe techniques such as STM,
STS, AFM, and others will beyond any doubt improve considerably assem-
bly, characterization, and functionalization of size-selected clusters on solid
surfaces.

Chemical and Catalytic Properties of Supported Clusters

There are several experimental techniques available to study the chemical
properties of clusters on surfaces and when used in combination, a detailed
picture can be obtained. A classical approach is the use of temperature pro-
grammed desorption (TPD) and temperature programmed reaction (TPR)
spectroscopy [39, 239, 240] in combination with temperature-dependent and
eventually time-dependent Fourier transformed infrared spectroscopy (FTIR)
[39,192,241-244]. This combination allows for obtaining information on es-
timates of binding energies of reactant molecules (TPD), for characterizing
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Fig. 1.49. Scanning tunneling spectra of endohedrally doped Cego. (a) La@Cgo, (b)
Ce@Cgp. Note the band gap around 0V bias voltage in the case of Ce@Cgo (b)
indicative of nonmetallic behavior [235]

vibrational frequencies, binding sites, and the activation of reactant molecules
(FTIR), as well as for detecting product molecules of a chemical reaction on
the clusters (TPR). In addition, when using FTIR as a function of temperature
or in a time-resolved manner, important information on reaction mechanisms
can be obtained [243,244]. This combination can ideally be complemented by
calorimetric studies, in order to get information on accurate binding energies
and eventually on reaction heats [245-247]. At present, calorimetric studies
have, however, not yet been applied to size-selected clusters. All these meth-
ods are not able to characterize a catalytic process on clusters or nanoparticles
as, especially in a TPR experiment, only a single cycle of a catalytic process
is monitored. In fact, a catalytic process comprises a large number of reaction
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Fig. 1.50. Temperature dependent gap-opening in La@QCgg [235]

cycles and is characterized by the turn over frequency (TOF), which is the
number of product molecules per surface atom (or cluster) per second. Meth-
ods to estimate this quantity in UHV are molecular beam reactive scattering
(MBRS) [243, 248, 249] or pulsed molecular beam reactive scattering (PM-
BRS) [250,251]. In the following we describe to some detail these methods,
specific examples are given in Sect. 1.5.

Thermal Desorption and Reaction Studies

Temperature-programmed desorption is the classical method to study chemi-
cal interactions of adsorbates with surfaces like the ones of amorphous mate-
rials, single crystals, or model catalysts [239,240]. The desorption process or
eventual chemical reactions can be described by kinetics and there are com-
puter programs available for extracting the corresponding physical properties
(binding energies, reaction orders, etc.). Basically, a molecule is adsorbed at
low temperature on the material of interest (e.g., an oxide surface with a
well-known density of size-selected clusters), the desorbing molecules are then
detected by a differentially pumped mass spectrometer. When using an ab-
solutely calibrated mass spectrometer, the number of desorbing molecules can
be obtained. This calibration can, e.g., be done by studying the desorption
from single crystals when the saturation coverage of an adsorbant is known
[e.g., CO on Pt(111) with a saturation coverage of 1 x 10'* CO cm~2). Apply-
ing this method to size-selected clusters on surfaces and knowing the cluster
density, an average number of adsorbates per cluster can be obtained. By us-
ing differently labeled isotopes like, e.g., 3C!¢0O and ?C'®0O one is able to
distinguish between molecular and dissociative adsorption by monitoring the
isotopic scrambling (formation of **C!¥0). An example for the molecular and
dissociative adsorption of CO on supported Nigg is depicted in Fig. 1.51.
Often TPD experiments are carried out as a function of coverage, and
the obtained results directly lead to desorption energies when observing the
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Fig. 1.51. Thermal desorption spectra of an isotopic mixture of **C'60 and 2C'*0
adsorbed on Niso/MgO/Mo. The cluster density is 0.14% of an ML (1 ML = 1.25 x
10 cm™!). Shown is the desorption of the three isotopes *C'°0, 2C!0, and
13C180. 13C'0 can only be formed if carbon monoxide is dissociated by the cluster
and subsequently is desorbed associatively. This experiment characterizes different
binding sites on the cluster, showing that the low-temperature peaks at around 100
and 260 K originate from molecularly adsorbed CO and the high temperature peak
from dissociated CO. *2C'50 which is also formed is not shown due to bad signal-to-
noise ratio. As the quadrupole mass spectrometer has been calibrated, the number
of adsorbed CO molecules in the corresponding adsorption state could be obtained.
For Nigg about six CO molecules are bound molecularly whereas ~10 are dissociated
upon adsorption

evolution of the maximal rate of desorption with coverage. In addition, sev-
eral methods were developed to extract activation energies of desorption. For
clusters on surfaces such experiments are often difficult to perform as clus-
ter densities are kept low in order to prevent coalescence. Thus, the obtained
signal-to-noise ratio is weak. Binding energies are normally extrapolated from
the Redhead approximation at full coverage

Ed Uleax
=1 .64 1.11
RT. n < 3 > x 3.6 ( )

with Eq the activation energy of desorption, Ti,a.x the maximum rate of des-
orption, v; preexponential factor (in this approximation 10 s~1), and 3 the
heating rate of the experiment.

When the desorbing molecule is the product of a chemical reaction on
the surface, the method is called TPR and in this mode it gives information
on the distribution of product molecules of a surface- or cluster-catalyzed
chemical reaction. As in the TPD mode, this method gives absolute numbers
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of product molecules per cluster when using a calibrated mass spectrometer.
Thus, the evolution of the chemical reactivity with cluster size can be probed,
and branching ratios for reactions with different product molecules can be
extracted. In cases where the product molecule has a low interaction with
the cluster or the reaction enthalpy is higher than the binding energies of
the product molecule, the reaction energy can be estimated from the reaction
temperature observed in the TPR experiment. One should be aware that
this method only probes a single cycle of a chemical reaction and thus no
information on the catalytic properties can be obtained. In addition, during
the temperature scan, the surface coverage is changing and the TPR spectra
are thus giving reactivities at varying coverage. In fact, at a given coverage
only the reaction path with the lowest activation barrier is probed. In order
to get detailed information on the catalytic properties other methods have to
be applied. Later we will discuss the PMBRS.

Infrared Spectroscopy on Solid Surfaces

There exist two types of classical vibrational spectroscopies for studying the
adsorption of small molecules on surfaces. These are the high-resolution elec-
tron energy loss spectroscopy (HREELS) and the FTIR. For both methods,
there are excellent reviews [241] and only few details are given here, which
are relevant to the study of adsorbates on deposited clusters. In HREELS
electrons are scattered inelastically on solid surfaces and losses in the range
of a few hundreds of meV are detected with a resolution of about 20cm™?!.
In principle, it is possible to even detect vibrations of metal-metal bonds in
small clusters. The loss process can be described mainly by dipole scattering
and by resonance and impact scattering. This method is very surface sensi-
tive (<1% ML). In the FTIR, dipole active adsorbed molecules are excited
and the absorption of the IR light is measured (~1% ML). It has an excel-
lent resolution, 1 cm™'; however, it is somewhat less sensitive than HREELS.
In most surface experiments, FTIR is used in grazing angle reflection mode,
where a metal single crystal acts as a mirror. In this mode, only molecules
with a dynamic dipole moment perpendicular to the surface are detected as
the electric field of the electromagnetic radiation perpendicular to the surface
is amplified, whereas the component parallel to the surface disappears upon
reflection. Most active vibrational modes of organic molecules can be detected;
this method fails, however, when intramolecular bonds of clusters or bonds
between the ligands and the cluster shall be characterized.

FTIR has been successfully applied for studying chemical properties of
size-selected clusters on oxide surfaces [39,192,244,252]. In these experiments,
the clusters were deposited onto thin oxide films grown on a metal single
crystal. In this approach, the metal is used as the mirror in the optical setup;
the oxide films ought to be thinner than the wavelength of the IR radiation. In
this way, vibrations of adsorbates on size-selected clusters with densities as low
as 0.2% ML could be detected. Mechanistic information of chemical reactions
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can be obtained when recording the infrared spectra as a function of reaction
temperature. This leads to the evolution of the reactants and eventual product
molecules along a thermally induced chemical reaction. In combination with
TPR spectra, a detailed picture of the reactants and intermediates via infrared
spectroscopy and the product molecules (TPR) is obtained, several examples
are given later.

Molecular Beam Reactive Scattering Using Pulsed Molecular Beams

Size-selected clusters are deposited on solid surfaces under UHV conditions,
and it is most convenient to study their catalytic properties in situ in a UHV
chamber. To study a catalytic process, however one needs a high flux of re-
actants on the surface, which is not compatible with UHV conditions. One
approach is to use continuous or pulsed molecular beams. Most often they
are generated by expansion through a small orifice, and the molecular beam
is then skimmed through several differentially pumped vacuum chambers to
decrease the background pressure in the UHV chamber. When pulsed beams
are required, the beam is chopped by a rotating, segmented disk (chopper).
An alternative method is the use of very stable pulsed valves. A typical ex-
perimental setup is shown in Fig. 1.52. The characteristics of the used valves
are summarized in the inset of Fig. 1.52; these are the pulse-to-pulse stability,
as well as typical time and beam profiles. The valve is driven by a piezo-
electric disk with a pulse-to-pulse stability of better than 1%, with variable
pulse widths (minimal width 50us up to continuous opertation), and it al-
lows to produce partial pressures of up to 100 Torr on the sample. With such
valves, several experimental schemes are possible. At a constant, isotropic
background pressure of one of the reactants, a defined pulse of the other reac-
tant molecules hits the surface, and the product molecules are monitored by a
differentially pumped mass spectrometer. These experiments lead to the fol-
lowing information. First, by studying the temporal evolution of the product
pulses, the stability of the model catalysts can be investigated. If the mass
spectrometer is absolutely calibrated, the integral of the product pulses will
give the absolute number of produced product molecules. If normalized to the
number of clusters on the surface and to the time, turn-over frequencies can be
obtained as a function of temperature. They can then be compared for several
sizes to obtain the evolution of the catalytic properties of clusters with size.
Second, this experimental scheme allows to study the kinetics of a catalytic
process when the product molecules and reactants are monitored as a func-
tion of time. Using kinetic simulation software [253] mechanistic information,
rate constants and activation barriers of elementary reaction steps can be ex-
tracted. Third, several pulsed valves can be used to study catalytic reactions
at various partial pressures of the reactants. In combination with TPR and
FTIR, a detailed picture of chemical and catalytic properties of size-selected
clusters can be obtained and results will be presented in Sect. 1.5.
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Fig. 1.52. Typical experimental setup for a pulsed molecular beam experiment
for studying the catalytic properties of size-selected clusters on surfaces. It mainly
consists of a pulsed valve for the generation of a pulsed molecular beam and a differ-
entially pumped, absolutely calibrated quadrupole mass spectrometer. The length
of the valve extension tube is adjusted to obtain a beam profile of similar dimensions
as the sample under investigation. A typical time profile is also shown. It can be
adjusted up to continuous operation. The pulse-to-pulse stability is better than 1%
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1.3 Computational Techniques

Theoretical studies of the properties of the individual components of nanocat-
alytic systems (including metal nanoclusters, finite or extended supporting
substrates, and molecular reactants and products), and of their assemblies
(that is, a metal cluster anchored to the surface of a solid support material
with molecular reactants adsorbed on either the cluster, the support surface,
or both), employ an arsenal of diverse theoretical methodologies and tech-
niques; for a recent perspective article about computations in materials science
and condensed matter studies [254]. These theoretical tools include quantum
mechanical electronic structure calculations coupled with structural optimiza-
tions (that is, determination of equilibrium, ground state nuclear configura-
tions), searches for reaction pathways and microscopic reaction mechanisms,
ab initio investigations of the dynamics of adsorption and reactive processes,
statistical mechanical techniques (quantum, semiclassical, and classical) for
determination of reaction rates, and evaluation of probabilities for reactive en-
counters between adsorbed reactants using kinetic equation for multiparticle
adsorption, surface diffusion, and collisions between mobile adsorbed species,
as well as explorations of spatiotemporal distributions of reactants and
products.

The theoretical investigation described in the following sections of this
chapter focus on studies aimed at understanding the correlations between
the size-dependent properties of metal clusters of nanoscale dimensions, and
their catalytic activity in the gas phase or when supported on a solid (metal-
oxide) surface, on elucidation of the reaction mechanisms, and on the physical
and chemical factors underlying the catalytic activity of nanoclusters. Con-
sequently, we limit our discussion here to a brief review of the theoretical
methods employed in investigations on which we focus in this chapter, with
a particular emphasis on certain theoretical aspects pertaining to electronic
structure calculations. In Sect.1.3.1, we discuss fundamental aspects of the
main method used in electronic structure calculations, that is, density func-
tional theory (DFT); our presentation follows rather closely to that given
in [255] to which the reader is directed for further details. This is followed
in Sect. 1.3.2 by brief comments concerning theoretical methods used in in-
vestigations of nanocatalytic systems, including a discussion of first principles
molecular dynamics simulations, and of methods employed for finding min-
imum energy paths of transitions (such as chemical reactions or structural
transformations), and for estimation of reaction barriers — these methods are
based on energy optimization coupled with constrained variation of a cho-
sen reaction coordinate. This section is intended as an introduction to the
principles of the above noted methods, rather then a comprehensive treatise.
Readers who wish to learn about these methods in greater rigor and detail
are directed to available reviews and to the original literature.
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1.3.1 Electronic Structure Calculations Via Density Functional
Theory

The Many-Body Problem

The basic building blocks of the materials world are electrons and nuclei in-
teracting via electrostatic Coulomb interactions. Thus, the starting point of a
theoretical treatment of the chemical and physical properties of materials is
the Hamiltonian
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where in terms of the elementary charge e > 0 and the atomic number is Z,
the nuclear charge is Q = Ze, and the charge of the electron is ¢ = —e. In the
above Hamiltonian, the first and fourth terms are, respectively, the electrons
and nuclei kinetic energy operators, the third and fifth terms represent the
interelectron and internuclear Coulomb repulsion, respectively, and the sec-
ond term describes the electrostatic interaction between the electrons and the
nuclei. The Hamiltonian in (1.12) is a statement of the quantum many-body
problem of coupled electrons and nuclei. For many purposes, it is desirable
(for computational reasons), and it is a very good approximation (on physical
grounds), to separate the electronic and nuclear degrees of freedom. To this
end, we note that the only “small parameter” in the above Hamiltonian is the
inverse of the nuclear mass (1/Mj, in the fourth term on the right), and neglect
of the kinetic energy of the nuclei is found to be an excellent approximation
for many cases. This is the essence of the Born—Oppenheimer (BO) or adia-
batic (separation of time-scales) approximation [256], where the Schrodinger
equation for the electrons is solved for a set of fized nuclear positions which
enter as parameters (and not as variables). The BO N-electron Schrodinger
equation, with the (stationary) nuclear degrees of freedom entering only in
the electron—nuclear interaction potential term V,is given by

N
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1<J

XW(ry,ry,...,rN) = EV (ry,re,...,TN), (1.13)

where U (7;,7;) is the interelectron interaction potential
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and the kinetic energy of the electrons is given by
T=-"03"V (1.15)

where we dropped the subscript ‘e’ from in the symbol for the mass of the
electron. The interaction between the electrons and the nuclei is represented by
the multiplicative operator (which changes when the nuclear positions change,
and in the following it will be called the “external” potential since it couples
the electronic system to the nuclei)

~ Q
V=Y v Z \n k;]%kl (1.16)
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Other potentials representing (external) fields (e.g., electric or magnetic) that
act on the electronic degrees of freedom may be included in the external
potential. Note that for a single-body (that is, one electron) problem only the
external potential (and the kinetic energy operator) act on the one-electron
wave function.

For a given nuclear configuration [i.e., given external potential (1.16)], the
solution of (1.13) is the many-body wave function from which observables can
be calculated, including the particle density (which will play a key role in
what follows)

N/dg’l“g/ds?“g /dS’I“N\I/* (7‘1, T2,..., rN) v ('I“l,’l"g, . ,’I“N> .
(1.17)
The above scheme which constitutes the usual quantum-mechanical approach
may be summarized schematically as follows
SE (®]...|%)

v(r) =— ¥ (r1,7r2,...,7n) —— observables, (1.18)
where SE above the left arrow indicates that knowledge of the potential in
the Schrodinger equation leads to a solution for the wave function. In other
words [257], if we consider a set of local one-body (external) potentials V' and
gather the nondegenerate ground state wave functions in the set ¥, we may
regard the solution of the corresponding Schrodinger equation [SE in the first
step in (1.18)] as a map

Cw— V. (1.19)

This mapping is surjective; that is, ¥ contains no element which is not asso-
ciated with some element of V.

The second step in (1.18), with the observable being the electron density
(1.17) may be also regarded as a second surjective map

D:¥ — N, (1.20)

where N is the set of ground state densities.
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Many powerful methods have been developed for accurate treatment
of many-body problems, ranging from configuration interaction (CI) tech-
niques (employed mostly in quantum chemical calculations) based on system-
atic expansion in Slater determinants to diagrammatic perturbation theory
based on Feynman diagrams and Greens function techniques (used mainly
by physicists). However, common to this modes of attack are the limita-
tions set by computational resources, with the largest many-atom system for
which chemical properties have been computed (using first-principles meth-
ods, that is, not considering empirical techniques) falling short of a 100-atom
molecule.

A simple estimate of the computational difficulties involved with the
customary quantum mechanical approach to the many-electron problem il-
lustrates vividly the point [255]. Consider a real-space representation of
U (ry,72,...,7y) on a mesh in which each coordinate is discretized by us-
ing 20 mesh points (which is not very much). For N electrons, ¥ becomes
a variable of 3N coordinates (ignoring spin), and 203" values are required
to describe ¥ on the mesh. The density n(r) is a function of three coordi-
nates and requires only 203 values on the same mesh. CI and the Kohn-Sham
formulation of DFT (see below) additionally employ sets of single-particle or-
bitals. N such orbitals, used to build the density, require 203" values on the
same mesh. (A CI calculation employs in addition unoccupied orbitals and
requires more values.) For N = 10 electrons, the many-body wave function
thus requires 203° /20 ~ 1035 times more storage space than the density and
sets of single-particle orbitals 2030/10 x 20% ~ 10** times more. Clever use
of symmetries can reduce these ratios, but the full many-body wave function
remains inaccessible for real systems with more than a few electrons.

The Density Functional Theory

In light of the above, it is natural that attempts have been made over the years
to find alternative routes for quantitatively accurate and efficient calculations
of the properties of many-electron systems. Indeed early heuristic attempts to
express the ground state energy of a many-electron system solely in terms of
the electron density have been considered by Thomas (1927) and Fermi (1927,
1928), with extensions made by Dirac (1930) and von Weizéicker (1935) [257].
However, the work of Hohenberg and Kohn (HK) (1964), and subsequently
Kohn and Sham (KS) (1965) (for which Walter Kohn [258] shared the 1998
Nobel Prize in Chemistry with John Pople [259] who was instrumental in im-
plementing DFT in computational chemistry), established DFT as the prin-
cipal computational method for the description of the chemical and physical
properties of materials in various phases (solid, liquid, gas), forms (crystalline,
amorphous, ordered, disordered, neutral, or charged) and degrees of aggre-
gation (extended solids, surfaces and interfaces, finite crystallites, clusters,
molecules) [255,257,260-272].
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The essence of the original basic theorem proved by HK [273] is that an
exact representation of the ground state properties of a stationary, nonrel-
ativistic, many-body system in terms of the ground state density alone is
possible. The theorem ensures that the ground state can be calculated from
a variational principle involving only the density, that is, without having to
solve the Schrodinger equation. For a given system, e.g., particles interacting
through Coulomb potentials and moving in an external potential, the exact
ground state density and energy can be obtained via minimization of the en-
ergy expressed as a functional of the density (see below). In a schematic way
the gist of the HK theorem may be summarized as

n(r) = U(ry,...,rn) — v(r), (1.21)

that is, the “inverse” of the sequence (1.18).

While in its original version, the HK theorem stipulated a number of re-
strictions, such as the assumption of nondegenerate ground states, the rigorous
foundation of DFT has been extended since to practically all circumstances of
interest, including degenerate ground states, spin-polarized systems, thermo-
dynamic systems, and relativistic systems. We note here that the HK theorem
is not “constructive”, in the sense that it does not provide a guide for the
explicit construction of the functionals in question, and to date no exact func-
tionals are known for any multiparticle system—indeed, this topic remains an
active area of research and development.

The development that led to the emergence of DFT to its current status as
the most widely used electronic structure computational method is that due
to KS [274]. The ansatz used by KS replaces the interacting problem with an
auxiliary independent particle one, with all the many-body effects included
in an exchange-correlation functional. In practice, the KS scheme introduces
an equivalent orbital picture (rigorously established), with the resulting KS
equations solved self-consistently.

Prior to our following discussion of the HK theorem (in its original form),
the KS scheme, and certain issues pertaining to the construction and use of
various functionals, we comment first on the functional as a mathematical tool.
Since the wave function is determined according to (1.21) by the density, it can
be written as g = ¥[ng] (r1,72,...,7n), indicating that ¥y is a function of
its N spatial variables but a functional of ng(r). More generally, a functional
F[n] can be defined (somewhat loosely mathematically) as a rule for going
from a function to a number, just as a function y = f(x) is a rule (f) for
going from a number (z) to a number (y). A simple example of a functional
is the particle number,

N = /dgr n(r) = Nn], (1.22)

which is a rule for obtaining the number N, given the function n(r). Note that
the name given to the argument of n is completely irrelevant, since the func-
tional depends on the function itself, not on its variable. Another important
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case is that in which the functional depends on a parameter, such as in

_ 2 3., n(r’)
lnl(r) = ¢* [ @t T (123)
which is a rule that for any value of the parameter r associates a value
vi[n(r)]) with the function n(r’). This term is the so-called Hartree potential.

The Hohenberg—Kohn Theorem

To prove the HK theorem [274], it has to be proved that the maps € and D,
defined, respectively, by (1.19) and (1.20), are injective (one to one) and thus,
in light of the surjectivity of these maps, they are also bijective (that is, fully
invertible). The proof of injectivity is rather straightforward and can be found
in Chap. 2 of [257].

As a consequence of the unique inversion capability of the map D

D' n(r) — |¥n]) (1.24)

the first statement of the HK theorem can be restated: the ground state ex-
pectation value of any observable Oisa unique functional of the exact ground
state density R

(U[n]| O |¥[n]) = O[n]. (1.25)

The full inverse map
(CD)f1 :n(r) — v(r), (1.26)

expresses the fact that knowledge of the ground state density determines the
external potential of the system (to within a trivial constant) and thus, since
the kinetic energy and the interparticle interaction are specified, the entire
Hamiltonian.
The HK theorem establishes also the variational character of the energy
functional o
Byl i= (@)l T+ 0 + Vo [ ¥[n]) (1.27)

where Vj is the external potential of a specific system with ground state
density ng(r) and ground state energy Fy. The states |¥[n]) are generated
via D! from the elements of the set V. Due to the Rayleigh-Ritz variational
principle E,,[n] obeys the relations

Ey < Ey[n] for n#ng (1.28a)

and
EO = EUO [7’2,0] (128b)

Consequently, the exact ground state density can be determined by minimiza-
tion of the functional E,,[ne]. In summary,

Ey =minE,,[n] for n C N. (1.29)
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The map D~! does not depend on the potential Vo of the particular system
under consideration. Therfore, expressing the functional F, [n] as

E, [n] = Fuk[n] + /d3r vo(r) n(r) (1.30)

with o
Fa[n] = ([l T+ 0 [9[n) (1.31)

allows us to conclude that the functional Fyk is universal, that is, it does
not depend on the external potential f/og this means that Fyk is the same
density functional for atoms, molecules, and solids, since in all these systems
the electrons interact electrostatically via the Coulomb force.

The HK theorem tells us that it should be possible to calculate all observ-
ables using the density alone, since the HK theorem guarantees that they are
all functionals of ng(r). In practice, however, one does not know how to do
this explicitly. In particular, to perform such calculations one needs reliable
approximations for T'[n] and U|n] to begin with. Prior to discussing a practi-
cal way of attacking these problems, we recall an older, but still occasionally
useful, alternative: the Thomas—Fermi (TF) approximation [257].

In this method, one approximates the full interparticle interaction energy
by the Hartree energy

2 n(r)n(r’
Uln] =~ Uy[n] = (]2/d3r/d3rl|(r)—§°’|)' (1.32)

Furthermore one sets for the kinetic energy functional
T{n] ~ T"PA[n] = / &Br 0 (n(r)). (1.33)

where t"°™(n) is the kinetic-energy density (that is, per unit volume) of a
homogeneous interacting system with (constant) density n. Since it refers to
interacting electrons, "™ (n) is not known explicitly and further approxima-
tions are needed. As it stands, however, this formula is already a first exam-
ple of a local-density approximation (LDA). In this type of approximation
one imagines the real inhomogeneous system [with density n(r) in potential
v(r)] to be partitioned into small cells in each of which n(r) and v(r) are
approximately constant. In each cell (i.e., locally), one can then use the per
volume energy of a homogeneous system to approximate the contribution of
the cell to the real inhomogeneous one. Making the cells infinitesimally small
and summing over all of them yields (1.33).

For a noninteracting system (specified by subscript S, for “single-particle”)
the function #"°™(n) is known explicitly, ts"°™(n) = 3h2(312)2/3n>/3 /(10m).
This is used to further approximate the kinetic energy functional

T[n] ~ T"PA[n] ~ TEPA[n] = /d3r 8™ (n(r)), (1.34)
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where T4PA[n] is the local-density approximation to Ts[n], the kinetic energy
of noninteracting electrons of density n. Equivalently, it may be considered
as the noninteracting version of T%PA[n]. The TF approximation consists of
combining (1.32) and (1.34) to express the energy functional as

E[n] = T[n] + Uln] + V[n] = E™[n] = TEPA[n] + Unln] + Vin].  (1.35)

A major defect of the TF approximation is that within it molecules are un-
stable: the energy of a set of isolated atoms is lower than that of the bound
molecule.

This fundamental deficiency, and the lack of accuracy resulting from ne-
glect of correlations in (1.32) and from using the local approximation (1.34)
for the kinetic energy, limit the practical use of the TF approximation. How-
ever, it is found as a most useful starting point for a large body of work on
improved approximations in chemistry and physics [266,275]. More recent ap-
proximations for T'[n| can be found, e.g., in [276-278|. The extension of the
local-density concept to the exchange—correlation energy is at the heart of
many modern density functionals.

The Kohn—Sham Equations

In light of the severe limitations of the TF approximation, more accurate
schemes for treating the kinetic energy functional of the interacting electrons,
T'[n], and for the inclusion of exchange and correlation effects have been ex-
plored. First, T'[n] is decomposed into a part that represents the kinetic energy
of noninteracting particles, Ts[n], and another that represents the remainder,
Tc[n] (the subscripts S and C stand for “single-particle” and “correlation,”
respectively),

T[n] = Ts[n] + Tc[n]. (1.36)

Ts[n] is defined as the expectation value of the kinetic energy operator with
the Slater determinant arising from the density n, i.e., Ts[n] = (®[n]| T |®[n]),
and the full kinetic energy is defined as T[n] = (¥[n]| T |¥[n]).

Ts[n| is not known exactly as a functional of n [and using the LDA to
approximate it leads one back to the TF approximation (1.34)], but it is easily
expressed in terms of the single-particle orbitals ¢;(r) of a noninteracting
system with density n, as

9 N
Taln] = —5 Y [ droin) Vo). (1.37)

because for noninteracting particles the total kinetic energy is just the sum of
the individual kinetic energies. Since all ¢;(r) are functionals of n, this expres-
sion for T is an explicit orbital functional but an implicit density functional,

Ts[n] = Ts[{¢i[n]}].
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We now rewrite the exact energy functional as
E[n] =T[n]+ Uln] + Vn] = Ts [{¢:[n]}] + Un[n] + Exc[n] + Vin], (1.38)

where by definition Fxc contains the differences T—Tg (i.e., Tc) and U — Uy.
Unlike (1.35), (1.38) is formally exact but of course Exc is unknown—
although the HK theorem guarantees that it is a density functional. This
functional, Exc[n], is called the exchange—correlation (XC) energy. It is of-
ten decomposed as Exc = Fx + Ec, where Ex is due to the Pauli principle
(exchange energy) and Ec is due to correlations. (T is then a part of Ec.)
The exchange energy can be written explicitly in terms of the single particle
orbitals

Exlo=-L Y [@r [er® (0L ) 63 () our) ) o)
jk

2 |r — /|

but no exact expression in terms of the density is known.

A simple way to understand the origin of correlations is to recall that the
Hartree energy is obtained in a variational calculation in which the many-body
wave function is approximated as a product of single-particle orbitals. Use of
an antisymmetrized product (a Slater determinant) results in the Hartree
and exchange energy. The correlation energy is then defined as the difference
between the full ground-state energy (obtained with the correct many-body
wave function) and the one obtained from the (Hartree-Fock or Kohn—Sham)
Slater determinant. Note, that since the correlation energy arises from the
use of a more general trial wave function (that is, one with more variational
freedom) than a single Slater determinant, correlations cannot raise the total
energy, i.e., Fc[n] < 0. Since a Slater determinant is itself more general than a
simple product, we also have Ex < 0, and thus the upper bound Ex¢[n] < 0.
A lower bound is provided by the Lieb—Oxford formula [279,280].

Recalling the quantum-—mechanical interpretation of the wave function
as a probability-amplitude, we see that a product form of the many-body
wave function corresponds to treating the probability amplitude of the many-
electron system as a product of the probability amplitudes of individual elec-
trons (the orbitals). Mathematically, the probability of a composed event is
only equal to the probability of the individual events if the individual events
are independent (i.e., uncorrelated). Physically, this means that the electrons
described by the product wave function are independent. Such wave functions
thus neglect the fact that, as a consequence of the Coulomb interaction, the
electrons try to avoid each other. The correlation energy is the additional en-
ergy lowering obtained in a real system due to the mutual avoidance of the
interacting electrons.

Expressing the single-particle kinetic energy Ts as an orbital functional
(1.37) prevents direct minimization of the energy functional (1.38) with re-
spect to n. Instead, one commonly employs a scheme suggested by Kohn and
Sham [274], which starts by writing
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0E[n]  0Ts[n] 6Vin] o0Uuln] dExcn]

0= on(r)  on(r) = dn(r) + on(r) + on(r)
_ ‘fﬁgﬁ”‘)} +o(r) + va(r) + vxo(r). (1.40)

Since V[n] = [ d®r n(r)v(r) [see, e.g., (1.30)], 6V/én = v(r), the external po-
tential acting on the electrons. The term Uy /dn yields the Hartree potential,
introduced in (1.33). For the term d Exc/dn, which can only be calculated ex-
plicitly once an approximation for Exc has been chosen, one commonly writes
UX(C-

Consider now a system of noninteracting particles moving in the potential
vg(r). For this system, the minimization condition is simply

- 5Es[n] o 5Ts[’rl] 6VS[TL] o 5Ts[n}

~ on(r)  on(r) | on(r)  dn(r) +vs(r), (1.41)

since there are no Hartree and XC terms in the absence of interactions. The
density solving this Euler equation is ng(r). Comparing this with (1.40), we
find that both minimizations have the same solution ng(r) = n(r), if vg is
chosen as

vg(r) = v(r) + va(r) + vxe(r). (1.42)

Consequently, one can calculate the density of the interacting (many-body)
system, acted upon by the external potential v(r), described by a many-body
Schrodinger equation of the form (1.13), by solving the equations of a non-
interacting (single-body) system with the external potential vg(r); the ques-
tion whether such a potential vg(r) always exists in the mathematical sense
is called the noninteracting v-representability problem. For lattice systems,
a complete solution is available [281,282]. The Schrédinger equation of this
auxiliary (noninteracting) system

h2v2
[_ 2m

o) axr) = o). (1.43)

yields orbitals that reproduce the density n(r) of the original system [these
are the same orbitals employed in (1.37)],

N
n(r) = ng(r) = Zf i ()%, (1.44)

where f; is the occupation of the ith orbital. Equations (1.42-1.44) are known
as the Kohn—Sham equations. They replace the problem of minimizing the
functional E[n] by that of solving a noninteracting Schrédinger equation. (Re-
call that the minimization of F[n] originally replaced the problem of solving
the many-body Schrédinger equation.) Since both vy and vxc depend on n,
which depends on the ¢;, which in turn depend on vg, the problem of solv-
ing the KS equations is a nonlinear one. Usually, one starts with an initial
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guess for n(r), calculates the corresponding vs(r), and then solves the differ-
ential equation (1.43) for ¢;. From these, one calculates a new density using
(1.44) and starts again. The process is repeated until it converges. The techni-
cal name for this procedure is “self-consistency cycle.” Different convergence
criteria (such as convergence in the energy, the density, or some observable
calculated from these) and various convergence-accelerating algorithms (such
as mixing of old and new effective potentials) are in common use.

Once one has a converged solution ng, one can calculate the total energy
from (1.38) or, equivalently and more conveniently, from

Ey= Zez— —/d3 /d3 ’n0|r_7,,| /dgT vxe(r)no(r) + Exc [no] -

(1.45)
Equation (1.45) follows from writing V'[n] in (1.38) by means of (1.42) as

/ &r v(r)n(r) = / & [vs (r) — v (r) — vxo(r)] n(r) (1.46)
—1aln] = [ &*rlon(r) + vxc(r)]n(r) (1.47)

and identifying the energy of the noninteracting (Kohn—Sham) system as Eg =
Zf[ g; = Ts + Vs. Equation (1.45) shows that Ey is not simply the sum
of all ¢;; indeed the difference between Ey and Ziv €; is due to electron—
electron interactions. In fact, it should be clear from our derivation of (1.43)
that the e; are introduced as artificial objects; they are the eigenvalues of
an auxiliary single-body Schrédinger equation whose eigenfunctions (orbitals)
yield the correct density. It is only this density that has strict physical meaning
in the KS equations. The KS eigenvalues, on the other hand, bear only a
semiquantitative resemblance to the true energy spectrum [284] but are not
to be trusted quantitatively.

An exception to the above is the highest occupied KS eigenvalue (some-
times called highest occupied KS orbital, or HOKSO). Denoting by ey the
Nth eigenvalue, one can show rigorously that ey = —1I, the negative of the first
ionization energy of the N-electron system, and ey1(N + 1), the negative of
the electron affinity of the same N-electron system. These relations hold only
for the exact functional (they are similar to the Koopmans’ theorem proved
in the context of the Hartree-Fock method [285,286]). When calculated with
an approximate functional of the LDA or GGA type (see below), the highest
eigenvalues usually do not provide good approximations to the experimen-
tal I and A. Better results for these observables are obtained by calculating
them as total-energy differences, according to I = Eo(N — 1) — Eo(N) and
A= Ey(N) — Eop(N + 1), where Eo(N) is the ground-state energy of the N-
body system. Alternatively, self-interaction corrections (SIC) can be used to
obtain improved ionization energies and electron affinities from Kohn—Sham
eigenvalues [287].



82 T.M. Bernhardt, U. Heiz, and U. Landman
Practical Considerations and Further Developments: Functionals

The main issue involved in using DFT and the KS scheme pertains to construc-
tion of expressions for the XC functional, Fxc[n], containing the many-body
aspects of the problems (1.38). The main approaches to this issue are: (a)
local functionals; the Thomas Fermi (TF) and LDA, (b)semilocal or gradient-
dependent functionals; the gradient-expansion approximation (GEA) and gen-
eralized gradient approximation (GGA), and (c) nonlocal functionals; hybrids,
orbital functionals, and SIC. For detailed discussions the reader is referred to
the reviews [257,260-272].

Local Functionals: LDA

We have already introduced the concept of a local-density approximation in
the context of the TF approximation (1.34). Using a similar approach in
the KS scheme, one employs a local-density approximation for the exchange
energy density

om 3¢2 (3)"°
ehom(n) = - (n> nt/3, (1.48)
so that
3q2 3 1/3
EXPA[p] = - () /d% n(r)*/3. (1.49)
™

If one adds this expression to the TF expression (1.35) one obtains [257] the
Thomas—Fermi Dirac approximation to E[n|. Because of problems associated
with the local-density approximation to the kinetic energy (used in the TF
approach), it is advantageous to maintain the orbital description of the kinetic
energy and use the above local approximation for the exchange energy in the
KS equations (1.43). The situation is more complicated for the exact corre-
lation energy, Ec(n), since ec"™(n) is not known. Modern expressions for
ecP°™(n) [288-290] are parametrizations of highly accurate Quantum Monte
Carlo (QMC) calculations for the electron liquid [291]. These expressions are
implemented in most standard DFT program packages and in typical appli-
cations give almost identical results.

Independent of the parametrization, the LDA for the Ex¢[n| functional is
formally expressed as

Bxcln] ~ EXRMn] = [ dr [ (n(r)) + o™ (n(r)] = [ @*r ek (n(r).

(1.50)
This approximation for Exc[n] has proved to be remarkably successful, even
when applied to systems that are quite different from the electron liquid that
forms the reference system for the LDA. For many decades the LDA has been
applied in, e.g., calculations of band structures and total energies in solid-
state physics. In quantum chemistry, it is much less popular because it fails to
provide results that are accurate enough to permit a quantitative discussion
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of the chemical bond in molecules; so-called “chemical accuracy” requires
calculations with an error of not more than about 1 kcal mol=! = 0.0434 eV
per particle.

Semilocal Functionals: GEA and GGA

The particular way in which the inhomogeneous many-body problem is de-
composed and the various possible improvements on the LDA are responsible
for the success of DFT in practical applications of quantum mechanics to
real materials. In the LDA, one exploits knowledge of the density at point
r. Any real system is spatially inhomogeneous, i.e., it has a spatially vary-
ing density n(r), and it would clearly be useful to also include information
on the rate of this variation in the functional. A first attempt at doing this
were the so-called “gradient-expansion approximations” (GEA). In this class
of approximation, one tries to systematically calculate gradient corrections of
the form |Vn(r)|, |[Vn(r)|?, V2n(r), etc., to the LDA. A famous example is
the lowest-order gradient correction to the Thomas—Fermi approximation for
Is[n]

Tulnl ~ TWip] — TLDA h? d

sl ~ T8 ) = T8+ o

A major breakthrough occurred when it was realized, in the early eigthies,
that instead of power-series-like systematic gradient expansions one could ex-
periment with more general functions of n(r) and Vn(r), which need not
proceed order by order. Such functionals, of the general form

e (1.51)

ESSA ] = / &rf (n(r), Va(r)), (1.52)

have come to be known as generalized-gradient approximations (GGAs)
[292,293]. Different GGAs differ in the choice of the function f(n,Vn). In
particular, GGAs used in quantum chemistry are typically developed by fit-
ting parameters to test sets of selected molecules. On the other hand, GGAs
used in physics tend to emphasize exact constraints. Nowadays the most pop-
ular (and most reliable) GGAs are PBE (denoting the functional proposed in
1996 by Perdew et al. [292,293]) in physics, and BLYP (denoting the com-
bination of Becke’s 1988 exchange functional [294] with the 1988 correlation
functional of Lee Yang and Parr [295]) in chemistry. Many other GGA-type
functionals are also available and new ones continue to appear.

Quite generally, current GGAs seem to give reliable results for all main
types of chemical bonds (covalent, ionic, metallic, and hydrogen bond). Both
in physics and chemistry, the widespread use of GGAs has lead to major
improvements as compared to LDA. “Chemical accuracy,” as defined above,
has not yet been attained but is not too far away either. A useful collection
of explicit expressions for some GGAs can be found in the appendix of [296],
and more detailed discussion of some selected GGAs and their performance
is given in [297] and in the chapter Kurth and Perdew in [269, 270].
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Nonlocal and Orbital Functionals

In spite of these advances, the quest for more accurate functionals continues,
and both in chemistry and physics various formulations that attempt to go
beyond the GGA functionals have appeared. Perhaps the most popular func-
tional in quantum chemistry is B3LYP. This is a combination of the LYP
GGA for correlation [295] with Becke’s three-parameter hybrid functional B3
for exchange [298]. Common hybrid functionals, such as B3, mix a fraction
of Hartree—Fock exchange into the DFT exchange functional (other mixtures
are also possible). This mixing involves a certain amount of empiricism (the
weight factors given to the HF and DFT exchange terms are adjustable) and
optimization for selected classes of molecules. Formally, this might be con-
sidered a drawback but in practice B3 has proven to be the most successful
exchange functional for chemical applications, in particular, when combined
with the LYP GGA functional for Ex. More extreme examples of this semi-
empirical mode of construction of functionals are Becke’s 1997 hybrid func-
tional [299,300], which contains 10 adjustable parameters, and the functionals
of [301,302], each of which contains 21 parameters.

Another recent development that aims at going beyond the GGA is the
emergence of so-called Meta-GGAs, which depend, in addition to the density
and its derivatives, also on the Kohn—Sham kinetic energy density [303-308].
In several recent tests [283,304-307,309-311], Meta-GGAs have given favor-
able results even when compared to the best GGAs, but the full potential of
this type of approximation is only beginning to be explored systematically.

As we have discussed already, the kinetic energy, Ts, can be readily rep-
resented as a functional written in terms of single-particle orbitals (1.37),
whereas expressing it in terms of the density directly is much harder. Such
functionals are termed orbital functionals. Another important example of an
orbital-dependent functional is the exchange energy (1.39). The Meta-GGAs
and hybrid functionals mentioned above are also orbital functionals.

Still another type of orbital functional is the self-interaction correction SIC.
Self-interaction refers to the fact that in DFT the Hartree contribution to the
energy (1.32) includes an unphysical interaction of an electron with itself,
that is, while in the Hartree—Fock method the ith electron interacts with the
full electron density minus the density of the ith electron, this subtraction
is not made in DFT. However, in exact treatments of the exchange, such
self-interaction in the Hartree term is cancelled (as in the HF method), but
this is not the case for approximate treatments of the exchange—correlation
energy, and the errors can be large since they are Columbic in nature. The self-
interaction problem can be particularly severe for systems in which electrons
tend to localize and strongly interact such as transition metal oxides and
rare earth elements and compound. Other systems that may be particularly
susceptible to self-interaction errors are negatively charged ones (i.e., anionic
species).
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The earliest SIC method predates DFT, and is due to Hartree in 1928
[312-314], in his calculations of atoms. He subtracted a self-term due to the
charge density of the ith occupied state, thus defining the ith-state potential;
that is, each occupied state was associated with a different potential. This
method applies easily to finite systems, but the SIC vanishes for an extended
system.

Most current implementations of SIC make use of the expressions pro-
posed in [289]. This correction can be applied to any density functional,
and it ensures that the resulting corrected functional satisfies Ecn] = 0
and Ex[n] = —Egn] for a one-electron system. This SIC method has been
shown to greatly improve the uncorrected LDA [315-317] for systems such
as transition metal oxides, but for thermochemistry it does not seem to be
significant [318]. Unfortunately this approach does not lead to Kohn—Sham
equations of the usual form, and the number of equations that need to be
solved scales as the number of electrons in the system. As a consequence, a
number of specialized algorithms for minimizing the SIC energy functional
have been developed. For more details on these algorithms and some interest-
ing applications in solid-state physics see [315-317,319] and the contribution
of Temmerman et al. in [271].

Spin-Density Functional Theory

Till now we have discussed DFT in terms of the charge (or particle) density
n(r) as the fundamental variable. In order to reproduce the correct charge
density of the interacting system in the noninteracting (Kohn—Sham) system,
one must apply to the latter the effective KS potential vg = v + vy + vxc in
which the last two terms represent the effect of electron—electron interactions
on the charge density. This is the originally proposed form of DFT [273]. In
a formulation called spin-density functional theory (SDFT) [320,321], nq(r)
and n|(r) (the densities of the up and down spins, respectively) are treated
as the fundamental variables, and they can be used to calculate the charge
density n(r) and the spin-magnetization density m(r) from

n(r) =nqg(r) +n,(r), (1.53)

m(r) = po (n1(r) —ny(r)), (1.54)

where pg is the Bohr magneton. This formulation can be expressed as as-
sociating with the density for each spin-direction (or with each density-like
quantity), one effective potential in the KS system.

More generally, the Hohenberg—Kohn theorem of SDFT states that in the
presence of a magnetic field B(r) that couples only to the electron spin (via the
familiar Zeeman term), the ground-state wave function and all ground-state
observables are unique functionals of n and m or, equivalently, of ny and n|. In
the particular field-free case, the SDFT HK theorem still holds and continues
to be useful, e.g., for systems with spontaneous polarization. Almost the entire
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further development of the HK theorem and the KS equations follows and
can be rephrased in a rather straight forward manner for the SDFT, just by
attaching a suitable spin index to the densities.

In order to construct an exchange energy functional for the SDFT, one
uses the relation [322]

1
BT gy = 3 (BB o] + BRT 2e)), (159)

which can be used to construct an SDFT exchange functional from a given
DFT exchange functional. In the context of the LSDA, von Barth and Hedin
[320] wrote the exchange functional in terms of an interpolation between the
unpolarized and fully polarized electron gas, which by construction satisfies
(1.55). Alternative interpolation procedures can be found in [288]. GGA ex-
change functionals also satisfy (1.55) by construction. For the correlation en-
ergy no scaling relation of the type (1.55) holds, so that in practice correlation
functionals are either directly constructed in terms of the spin densities or
written by using, without formal justification, the same interpolation already
used in the exchange functional. In the case of the LSDA | this latter procedure
was introduced in [320] and further analyzed and improved in [288].
The Kohn-Sham equations of SDFT are

h?V?2
{_ 2m

+ 'Uscs('r'):| Pis(T) = €i6¢i6(r)a (1'56)

where vgs(r) = v6(r) + vu(r) + vxc,6(r), and

SERRFT [ng,n]
ong(r)

SDFT is the most widely used form of DFT. Recent work on SDFT is de-
scribed in [323]. Detailed discussions can be found in [257,321,324], and a
particularly clear exposition of the construction of XC functionals for SDFT
is the contribution of Kurth and Perdew in [269, 270].

vxC,6(T) = (1.57)

Accuracy

The above discussion about the continuing efforts aimed at the development
of functionals to be employed in practical applications of DFT, highlighted
the particular importance of developing improved approximations for the
exchange-correlation functionals. Underlying these efforts is the realization
that while F,. is a small fraction of the total energy of an atom, molecule
or a solid, it may be the dominant contribution to the chemical bonding or
atomization energy (the energy needed to break up the system to individual
atoms).

Typical relative errors found from self-consistent calculations within the
local spin-density (LSD) or GGA approximations are given in Table1.1.
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Table 1.1. Typical errors for atoms, molecules, and solids from self-consistent
Kohn—Sham calculations within the LSD and GGA approximations

Property LSD GGA

Ex 5% (not negative enough) 0.5%

Ec 100% (too negative) 5%

Bond length 1% (too short) 1% (too long)
Structure Overly favors close packing More correct
Energy barrier 100% (too low) 30% (too low)

Note that there is typically some cancellation of errors between the exchange and
correlation contributions to Exc. The “energy barrier” is the barrier to a chemical
reaction. After Kurth and Perdew in [270]

Table 1.2. The mean absolute error of the atomization energies for 20 molecules,
evaluated by various approximations

Approximation Mean absolute error (eV)
Unrestricted Hartree-Fock 3.1 (underbinding)

LSD 1.3 (overbinding)

GGA 0.3 (mostly overbinding)
Desired “chemical accuracy” 0.05

After Kurth and Perdew in [270]

The mean absolute error of the atomization energies for 20 molecules,
evaluated by various approximations is given in Table 1.2.

We note that in the Hartree—Fock method exchange is treated exactly but
correlations are neglected completely. The Hartree—Fock total energy is an
upper bound to the true ground-state total energy, while the LSD and GGA
energies are not.

1.3.2 Computational Methods and Techniques
First-Principles Molecular Dynamics

The progress achieved in electronic structure calculations has made it possible
to perform molecular dynamics (MD) simulations with the forces acting on the
nuclei derived directly through the solution of the quantum mechanical equa-
tions for the electrons for given spatial configurations of the nuclei [325-327].
This is to be contrasted with “classical” MD simulations where the forces on
the aroms are given by interatomic interaction potentials (which can express
pair-wise or many-particle interactions), derived through semiempirical fit-
ting of chosen functional forms (e.g., Lennard-Jones, Morse potentials, etc.),
or through parametrization of separate quantum mechanical studies for vari-
ous spatial arrangements of the atoms.

In the simulations that are referred to as first-principles molecular dy-
namics (FPMD), or ab initio MD, simulations, the motions of the nuclei are
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obtained from a solution of Newton’s equations of motion with the force on
the I'th ion given by

Fy=— (1.58)

OR;’
where the energy is written (using DFT) as

AN e 3

E=Sgiey = () =(T) + (V) + [ & Voalrin(r) + B (1:59)

with the last term on the right-hand side representing the direct ion—ion
Coulomb repulsion. From the above we obtain

= _ai — _ 3 8%xt("") _ OErr
Fr = = /d rn(r) R, OR,’ (1.60)

where n(7) is the unperturbed electron density (obtained trough an electronic
structure calculation, e.g., solution of the KS DFT equations for the instan-
taneous configuration of the nuclei), and the partial derivative indicates that
all the nuclei (except the Ith one) are held fixed. Note that even though the
kinetic energy and interelectron interaction do change as the nuclei move,
these terms cancel and only the external potential (and interion interactions)
enter the expression for the force. Equation (1.60) expresses the Hellmann—
Feynman theorem [328,329] when the energy is expressed in the form given by
(1.59). In the case of nonlocal potentials (for example pseudopotentials), the
force cannot be expressed only in terms of the electron density as in (1.60).
Nevertheless, the general expression

_0B _ [, |08
OR; OR;

OErr
\Il> ~om (1.61)

still holds true.

Often the FPMD schemes are referred to as Born-Oppenheimer (BO)
molecular dynamics (BOMD) simulations, since the most often used electronic
structure calculation methods employ the separation of time-scales between
the nuclear and electronic motions, introduced by Born and Oppenheimer
(see discussion at the beginning of section 1.3.1, “The Many-Body Problem” ).
Such BO FPMD simulations have been implemented in several ways [330-334].

In the investigation of nanocatalytic systems described in this chapter,
the method used mostly is the BO-SDFT-MD method [333] with GGA PBE
[292,293] corrections. This method was designed specifically for treatment of
charged systems, as well as situations where charge separation or multipo-
lar polarization develop. Such circumstances present problems when periodic
conditions are used, since the interaction of a charged system (or a system
exhibiting charge separation or polarization) represented in the primary
(calculational) cell with its periodically replicated images are long ranged. To
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circumvent the influence of such spurious contributions to the energy and dy-
namics of the system, the method used here does not employ periodic bound-
ary conditions or a supercell. Thus, in the BO-SDFT-MD method [333], the
KS SDFT equations are solved using a plane-wave basis (using a 3D peri-
odically replicated grid and fast-Fourier transforms), and employing norm-
conserving, soft, nonlocal pseudopotentials [324] (in the case of heavy metals,
particularly gold, scalar relativistic ones [119,335], but without periodic repli-
cation of the ionic system. Instead, the system is defined on a spatial grid
whose dimensions are chosen such that the wave functions vanish on the grid
boundaries.

Reaction Paths and Barriers

Determination of microscopic, atomic scale, reaction mechanisms and reliable
estimations of reaction barriers are among the main challenges of theoretical
research in catalysis, nanocatalysis in particular. The problem may be formu-
lated as a search for the lowest (minimum) energy (free energy) path (MEP)
connecting a stable configuration of the reactive system prior to the reactive
event (i.e., on the “reactant” side) with another stable configuration after re-
action (i.e., on the “product” side). Often one uses the concept of a “reaction
coordinate” for the transition between the reactant and product spaces [336];
for example, when the reaction involves a dissociation event, the distance be-
tween the dissociating fragments may serve as the reaction coordinate. The
energy maximum along the MEP is the saddle point energy, giving the ac-
tivation energy barrier, which plays a central role in estimating the reaction
rate within the (harmonic) transition state theory [337]. Many methods have
been developed for finding reaction paths and saddle points (see [338,339] for
reviews).

In one of the oldest and simplest ways for determination of the potential
energy barrier for reaction, one starts from a well-defined stable state on the
reactant side, and for each state of the reactants along the prescribed reaction
coordinate (for example, for each value of the distance between the dissoci-
ation fragments) one relaxes fully all the configurational (atomic positions)
degrees of freedom of the system, except the one lying along the reaction
coordinate, which is constrained to take prescribed values (connecting the
reactant and product states). A plot of the total (potential) energy of the sys-
tem versus the reaction coordinate gives an energy profile of the reaction, and
the maximum of the curve is the (potential) energy barrier (i.e., no entropic
contributions are included).

To determine the free-energy profile (rather then the potential energy pro-
file as above), one performs a (typically short) constant temperature (canoni-
cal ensemble) FPMD simulation of the system (while constraining the reaction
coordinate to the prescribed value) and records the mean force of constraint
along the chosen reaction coordinate. This process is then repeated for a
number of points along the reaction coordinate connecting the reactant and
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product states. An integral of the force times the distance along the reaction
coordinate, evaluated between a lower limit associated with the initial stable
reactant state and a point along the reaction coordinate, gives the reversible
work of taking the system between these points. In the canonical ensemble,
the reversible work equals the Helmholtz free-energy difference between the
two points. A plot of these free energies evaluated for successive points along
the reaction coordinate yields the free-energy profile of the reaction, and the
maximum value of this profile is the reaction free-energy barrier. This method
is close to the thermodynamic integration method employed in investigation of
physical and chemical processes in solution, condensed phases, and biophysical
studies [340].

For cases where the free energy barriers are energy dominated, a method
that gained popularity is the so-called “nudged elastic band” (NEB) method
[341]. The NEB method assumes that both the reactant and product states
are known. A number of replicas of the original system are prepared, initially
located equidistantly along a “linear” path between the reactant and product
states. In the next step, the position of the path is relaxed to find a new reac-
tion path. This relaxation is achieved through connecting the replicas along
the path by harmonic springs that tend to keep the replicas equidistant to
each other—this is the “elastic band” (EB). In addition to these fictitious
springs, the replicas are acted upon by the intermolecular forces (expressed as
the gradients of the intermolecular potential that tend to drive them to a min-
imum of the potential energy—FPMD based on DFT may be used to obtain
the corresponding values of the intermolecular potential and its gradients).
Only the intermolecular force projections perpendicular to the local tangent
to the path are allowed to act on the replicas, while the EB forces are allowed
to act only along the local tangent to the path. This process is repeated till
the transverse intermolecular force projection vanishes, indicating that con-
vergence to the MEP has been achieved. All along, the elastic band forces
prevent all the replicas from collapsing into the reactant or product state.
For further details and refinements see [342,343]. The NEB algorithm is ide-
ally suited for computations using parallel computers, allowing time-efficient
reaction path investigations.

1.4 Concepts for Understanding Chemical Reactions
and Catalytic Properties of Finite Systems

1.4.1 Basic Mechanisms of Catalytic Reactions
Langmuir—Hinshelwood Reaction Mechanism

According to the IUPAC, the Langmuir-Hinshelwood mechanism is defined as
a mechanism for surface catalysis in which the reaction occurs between species
that are adsorbed on the surface. This mechanism is expected to exhibit a
second order kinetics with respect to the surface coverage of the two reactants.
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As an example, we briefly discuss the oxidation of carbon monoxide by
molecular oxygen, which is considered a model surface reaction in heteroge-
neous catalysis [240,344]. The CO combustion reaction,

although exothermic by 283kJ mol~! [345], does not proceed in the gas
phase under ambient conditions due to a high-activation energy barrier, which
mainly results from the necessity to break the oxygen molecular bond. Thus,
the activation or cleavage of the O—O bond is the major step to facilitate the
reaction. This is readily achieved by transition metal catalysts, in particular
by the platinum-group metals [240]. The reaction on the metal catalyst sur-
face proceeds via the Langmuir-Hinshelwood mechanism [240], i.e., CO and O
are first adsorbed on the surface, whereby the spontaneous dissociation of the
diatomic oxygen molecule is presumed. The reactants subsequently diffuse on
the surface before forming a reactive surface complex which leads to the CO2
formation. Coadsorption studies reveal that repulsive interactions due to the
necessity of electronic charge restructuring around the surface complex dom-
inate the encounter between neighboring adsorbed CO and O particles [347]
and lead to a reaction—activation barrier. Furthermore, the shape of the prod-
uct (CO2) molecule usually differs from the shape of the surface intermediate,
i.e., the transition state or activated complex, which is assumed to be bent
in this case. The respective reorientation of atomic or molecular orbitals will
also contribute to an activation energy barrier. Figure 1.53 presents a 2D rep-
resentation of the potential energy surface, where the adsorption bond length
for the COs product molecule is plotted on the z-axis and the mutual dis-
tance R(O—-CO) between the adsorbed reactants O,q and CO,q is plotted on
the y-axis. The graphic is based on the report by Ertl on CO oxidation on
a platinum (111) surface [346]. All energies are referred to the gaseous reac-
tants (CO + 1/ O3) in molar concentrations. Starting from the upper left,
the adsorption of 1mol of CO and O is accompanied by a net energy gain
of 259kJ. Adsorbed O and CO reside in the deep potential energy minimum
on the upper left side of the diagram. As the reaction proceeds, both species
must move uphill along the broken line to reach the transition state (denoted
by the symbol }) before CO3 can actually be formed. This passage requires
the aforementioned activation energy A Fpy of about 100 kJ. The COs-surface
complex is very weakly adsorbed in a shallow potential well from which it can
easily escape and leave the surface (adsorption energy of ~20kJ mol~!). The
gaseous COs then exhibits the well-known thermodynamic reaction enthalpy
of 283kJ mol~! as compared to the reactants.

Eley—Rideal Mechanism

According to IUPAC, a mechanism for surface catalysis in which the re-
action occurs between a reactant molecule in the gas phase and one that
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Fig. 1.53. 2D potential energy diagram of the CO oxidation reaction on a plat-
inum(111) surface with the involved energies indicated. The mutual O—CO distance
of the unreacted system R(O-CO) is plotted versus the CO2—Pt distance R(M—
COg). The reaction proceeds (at low coverages) as a Langmuir-Hinshelwood mecha-
nism. The reaction coordinate is marked by the broken line (adapted from [240,346]).
The blue spheres represent carbon atoms, red spheres oxygen atoms

is adsorbed on the surface is termed Eley-Rideal mechanism. A gas-phase
molecule collides according to this mechanism with another molecule adsorbed
on the surface for the reaction to proceed. The rate of product formation is in
this case proportional to the partial pressure of the gas-phase reactant mole-
cule above the surface and to the surface coverage of the adsorbed reactant. In
the high-pressure regime, where the surface is saturated with reactant mole-
cules, the rate law for this mechanism becomes first-order depending only on
the partial pressure of the reactant colliding from the gas phase.

For the case of supported model catalyst under surface science conditions
an Eley—Rideal mechanism has so far not been unambiguously identified. How-
ever, for gas-phase clusters, an Eley—Rideal type mechanism, in which the
reactant has to collide at the right position with the cluster-complex to ini-
tiate the reaction, is more likely to proceed due to the reduced size of the
catalytically active unsupported cluster.

Pressure and Material Gap

Molecular insight into catalytic reaction mechanisms is mostly based on stud-
ies employing well-defined model catalysts under ultrahigh vacuum conditions.
The obtained information, however, can often not be directly related to real
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Fig. 1.54. Schematic diagram illustrating the pressure gap (ordinate) and the ma-
terial gap between surface science and practical technical catalysis. “Structural com-
plexity” plotted on the abscissa reflects the material gap in the surface morphology
of the catalytic materials and ranges from small single-crystalline areas (~1cm?) on
the left-hand side to technical catalysts with areas of several hundred square meters
per gram. The diagram is taken from Christmann [240]

catalysis under industrial conditions because of the so-called pressure and
material gap (Fig.1.54). In fact, real catalysts usually consist of ill-defined
systems operating at elevated pressures and temperatures which prevent the
application of standard surface science analysis techniques. The pressure gap
occurs because of the different pressure regimes under which model and real
catalytic systems are investigated. Accordingly, the material gap represents
the discrepancy between the effort to design idealized and well-defined model
systems for mechanistic investigations and the structural complexity of real
catalyst systems.

Therefore, the commonly applied procedure relies on the extrapolation
of catalytic mechanisms identified under low pressure and idealized material
properties.

In recent years, considerable efforts have been made in a variety of research
groups to bridge the pressure and material gap and to experimentally as well
as theoretically establish the new methods required to continuously vary the
conditions starting form the model catalyst side (bottom up approach) or
form the real catalyst side (top down approach). First examples support the
importance of a detailed understanding of environmental and material com-
plexity effects on catalytic reactions. The common distinction of pressure gap
and material gap as depicted in Fig. 1.54 might, however, also be oversim-
plified as has been demonstrated in a recent contribution on the oxidation
of CO on a ruthenium surface. The first step in this reaction consists in an
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oxidative transformation of the ruthenium surface. The catalytic activity of
Ru in high-pressure oxidation reactions is thus likely due to nanometer thin
but nevertheless bulk-like oxide patches of Ru which evades the assignment
of the catalytic effect to the pressure or the material gap (see also discussion
by Reuter in Chap. 5).

Spillover, Reverse Spillover, and Adlineation

Already in 1929 it was proposed by Schwab and Pietsch that the catalytic
reaction on supported metal catalysts often takes place at the metal-oxide
interface. This effect is known as adlineation, however, up to the present there
is only little direct experimental evidence. In one example, the oxidation of
CO on nanoscale gold, it is presently discussed whether the catalytic action
takes place at the particle-support interface. Adlineation is strongly related
to the effect of reverse spillover, where the effective pressure of the reactants
in a catalytic process is enhanced by adsorption on the oxide material within
the so-called collection zone and diffusion to the active metal particle (see
Fig. 1.55 and also The Reactivity of Deposited Pd Clusters). The area of the
collection zone and thus the reverse spillover are dependent on temperature, on
the adsorption and diffusion properties of the reactants on the oxide material,
as well as on the cluster density.

The spillover, in contrast to the reverse spillover, is a migration of inter-
mediates, which are formed on the catalyst particle, onto the support material
where it further reacts for instance on defect sites to the product molecules
(Fig. 1.56).

Fig. 1.55. Schematic representation of collection zone, adlineation, and reverse
spillover for the case of a gold cluster supported on a metal-oxide surface. The reac-
tants (red spheres) might either adsorb from the gas phase in the vicinity of the
cluster, within the so-called collection zone, and be directly attracted toward the
catalytically active cluster. Or the adsorption might be followed by random diffusion
and eventually lead to desorption back to the gas phase, if the primary adsorption
places are outside the collection zone of the cluster (graphics adapted from [348])
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Fig. 1.56. In the example depicted in this figure, a bifunctional catalyst like plat-
inum on silicon oxide enables the isomerization of methyl-cyclopropane to buten-2
as well as its hydrogenation to butane [349]. The isomerization proceeds on the ox-
ide support. Hydrogen dissociates on the metal particle and the H-atoms “spillover”
onto the oxide support material where they are mobile to react with butene

1.4.2 Cluster-Specific Mechanisms
Electronic Size Effects

Small metal clusters show strong variations in their electronic structure as a
function of the cluster size. These quantum-size effects are particularly pro-
nounced for clusters of the alkali and coinage metals with singly occupied
s-orbitals. The apparent consequence of the resulting quantized electronic clus-
ter structure is a distinct odd—even alternation in the electron binding energy.
Measured vertical electron detachment energies (VDEs) for negatively charged
gold clusters are depicted in Fig.1.57. The alternating closed and open shell
valence electron configuration in these clusters has direct implications on the
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Fig. 1.57. Electron binding energies measured as VDEs of gas phase negatively
charged gold cluster ions in comparison to the reactivity of the same cluster sizes
toward molecular oxygen (adapted from [160])
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chemical reactivity toward adsorbate molecules that involve the correspond-
ing electronic levels. For instance, molecular oxygen binds to these clusters
as an electron acceptor. The metal s-valence orbitals resonate with the Oo*
antibonding orbitals resulting in a charge transfer. This charge transfer is fa-
cilitated for clusters with low-electron binding energies, i.e., low VDEs as can
be seen in the corresponding reaction extent displayed also in Fig.1.57 [160].

Analogous effects have also been discussed for the reactivity of different
bulk metal surfaces, where the center of gravity of the d-band determines
the bonding [350]. In this case, the effects on the reactivity are considerably
smaller than in the case of clusters in the nonscalable size regime and are
size independent. Additional factors that change the d-band structure for a
particular element are strain effects and the crystallographic orientation of
the respective surface plane (see Chap. 3).

For supported clusters, electronic size effects are not only relevant for the
adsorption of the reactants and the catalytic activity but also for the cluster—
support interaction. As for the adsorbates, the bonding to the substrate is
strongly influenced by the electronic structure of the clusters. This may lead to
strongly size-dependent binding energies, size-dependent charge transfer from
or to the clusters, as well as size-dependent change of the geometric cluster
structure upon adsorption on the surface. Besides these static factors, also
the dynamics of the clusters on surfaces is influenced by the size-dependent
electronic structure of the cluster. Particularly important in nanocatalysis
of small clusters is also the size-dependent migration and coalescence of the
clusters at a given temperature, which is of course connected to the relative
binding energies of the clusters to the various geometric sites on the substrate
along the migration path.

Cooperative Adsorption

Coadsorption phenomena in heterogeneous catalysis and surface chemistry
quite commonly consider competitive effects between two reactants on a metal
surface [240, 344]. Also cooperative mutual interaction in the adsorption be-
havior of two molecules has been reported [240]. Recently, this latter phenom-
enon was found to be very pronounced on small gas-phase metal cluster ions
too [351-354]. This is mainly due to the fact that the metal cluster reactiv-
ity is often strongly charge state dependent and that an adsorbed molecule
can effectively influence the metal cluster electronic structure by, e.g., charge
transfer effects. This changed electronic complex structure in turn might fos-
ter (or also inhibit) adsorption and reaction of further reactant molecules that
would otherwise not be possible. An example of cooperative adsorption effects
on small free silver cluster ions identified in an ion trap experiment will be
presented in the following.

In this example, the observed adsorption of multiple oxygen molecules
onto negatively charged odd size Ag,,~ clusters will be related to cooperative
adsorbate effects. The reaction behavior of free Ag,~ with Oy is in marked
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contrast to the reaction behavior of free Au,,~ clusters with oxygen as pre-
sented in the previous section. Whereas Ag,,~ with even n adsorb only one O,
similar to even n Au,, ~, silver clusters with odd number n of silver atoms ad-
sorb at maximum two oxygen molecules, in contrast to odd size Au,,~ which
do not react with O at all [34, 160, 355] (Fig.1.57). Ag,™ even first forms
Ag,O2~ but then reacts with additional two Oz molecules at long reaction
time and low temperature. No products with an odd number of oxygen atoms
are detected. The corresponding adsorption kinetics data are best fitted by a
sequential adsorption reaction mechanism with the reaction rate constants kq
and ks:

Ag, 4205 25 Ag 05 + 0y 22 Ag, OF (1.63)

Adsorption of two O2 molecules as observed in this experiment for Ag,~
had been predicted before for the gold cluster anions [356]; however, it was
never observed experimentally which lead to further discussion in the litera-
ture [357,358]. In combination with a systematic theoretical study performed
by the group of Bonacié-Koutecky [351] an understanding of the measured
rate constant evolution with cluster size depicted in Fig.1.58a emerges and
reasons for the distinct behavior of silver cluster anions can be given [351].
The obtained rate constants are termolecular under the low-pressure mul-
ticollision conditions of the experiment (Lindemann model for gas-phase as-
sociation reactions [33,188]). They include the elementary steps of the ini-
tial formation of an energized complex (rate constant k,) and its possible
unimolecular decomposition back to the educts (kq) in competition with a
stabilizing energy transfer collision with helium buffer gas (ks) [33,188]. As
the ion—molecule reaction rate constants k, (=5.5 x 1070 cm3s™1) and ks
(=5.3 x 10719 cm?®s71) show no significant cluster size dependence [359], the
observed strong size effects must be contained in kq (see below). The exper-
imentally obtained reaction rate constants (Fig.1.58a) compare particularly
well with the trend in the calculated Os binding energies Ey, (Fig. 1.58b) be-
cause, according to statistical rate theory [188], Ey, largely determines the rate
of unimolecular decomposition of the initially formed energized complex (kq).
The results concerning multiple adsorption of O onto the anionic silver
clusters according to (1.63) can be assessed by qualitative frontier orbital
considerations for the binding of molecular oxygen. The oxygen molecule, as
an one-electron acceptor, binds strongly to the anionic silver clusters with odd
number of electrons (even n) and low VDE values leading to a small kq and
hence to a fast reaction rate k;. In contrast, it binds only weakly to silver
clusters with even number of electrons (odd n) and closed shell electronic
structure resulting in low reaction rates ki in these cases as can be seen
from Fig. 1.58a. However, recent work on reactivity of hydrated anionic gold
clusters with molecular oxygen has shown that this behavior can be inverted
by binding of a strong electron acceptor such as the OH group [360]. Due
to the electron withdrawing effect, electron transfer from the cluster occurs
leaving an unpaired electron on the clusters with even number of electrons and
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Fig. 1.58. (a) Experimental rate constants k, obtained for the adsorption of the
first and second Oz molecule onto gas-phase Ag,,~ at 300 K reaction temperature.
(b) Theoretical binding energies E}, and lowest energy structures (gray spheres,
silver atoms; dark spheres, oxygen atoms). Note that the lowest energy structures of
AgO,~ and Ag;04~ contain dissociated oxygen (not shown), which however requires
considerable activation energy not available under the experimental conditions [351]

inducing subsequent stronger binding of the molecular oxygen to hydrated
clusters.

An analogous mechanism is proposed for the activation of molecular oxy-
gen and the cooperative binding of two oxygen molecules on the anionic silver
clusters in which the first adsorbed Os serves as an activator [351]. Since
anionic silver clusters have generally lower VDE values than gold clusters,
weaker electron acceptors such as O5 can already induce electron transfer and
activate them, which is not possible in the case of Au,,~. The first oxygen
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molecule is bound to the silver clusters with even number of electrons by
0.36, 0.36, and 0.53eV for Ag—, Ag;~, and Ag;~, respectively [351]. The
mechanism of the bonding involves the electron transfer from the metal clus-
ter into the ©*-MO of Os. The binding of the first Oy molecule changes the
electronic structure of the cluster and induces a stronger cooperative bind-
ing with the second Oz. This results in the case of Ag,™ and Ags™ in new
oxide species with doubly bound, superoxo-like Oy subunits as can be seen
from the calculated structures in Fig. 1.58b. The cooperative effect is reflected
in larger binding energies as shown also in Fig. 1.58b. Moreover, the binding
of the second molecular oxygen shows a reversed pattern being stronger for
clusters with odd number of atoms and weaker for the ones with even number
of atoms. The latter ones with one unpaired electron bind strongly only one
oxygen molecule since the electron transfer leaves them with a closed shell
electronic structure. The above mechanism can be extended to the absorp-
tion of three oxygen molecules which should qualitatively exhibit the similar
behavior as the adsorption of one Oy. Adsorption of three Os molecules has
indeed been detected experimentally for Ag,™.

Hence, experimental rate constant measurements in combination with the-
oretical simulations show a pronounced size and structure selective activity of
anionic silver clusters toward molecular oxygen due to cooperative effects. In
particular, for Ag, ™ clusters with odd n, a weakly bound first Oy promotes
the adsorption of a second Oy molecule which is then (for n = 3, 5) differently
bound with the Os bond elongated to 1.32 A and thus potentially activated
for further oxidation reactions such as CO combustion, which have indeed
been observed for larger cluster sizes [361].

Structural Dynamic Fluxionality

One of the hallmarks of atomic clusters is the presence of various isomeric
structures at finite temperatures. This means that at a given temperature,
a Boltzmann distribution determines the population of the different isomers.
Often these isomers have very close lying ground state energies, which on the
one hand present complications for a discrete structure determination but on
the other hand are fundamental to the catalytic activity as each isomer has its
distinct chemical properties. In the course of a chemical reaction, the system
has the possibility to find the energetically optimal reaction path by choosing
the most suited isomeric structures. This is possible because of the structural
dynamic fluxionality, which is the interconversion between different isomeric
arrangements along the reaction coordinate at finite temperatures.

As an example, for the oxidation of CO on Aug supported on magnesia
surface, three different isomers are relevant. These structures are quasiplanar,
bicapped pyramidal (structures a and b in Fig.1.59.), and bicapped octahe-
dral. The quasiplanar structure is the lowest energy isomer. The bicapped
pyramidal and the bicapped octahedral structures are higher in energy by 0.2
and 0.3eV, respectively. Upon adsorption of O, the energetic order of the
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Fig. 1.59. Dynamic structural fluxionality of Aus upon deposition, adsorption of
reactants (Oz2, CO) and oxidation reaction. Note that the most stable geometric
structure for Aug in the gas phase is planar. On an F center of the MgO(100) surface,
Aug shows two energetically very close lying isomers, a quasi-planar structure (not
shown here, as this isomer reveals unfavorable energetics in the reaction path of the
oxidation reaction) and the bicapped octahedron shown in this figure as structure a
and b. Upon adsorption of oxygen, the bicapped octahedral structure is transformed
into a bicapped bipyramid (structures ¢, d, and e). Interstingly, when freezing the
structure of the bicapped octahedron no adsorption of Oz is possible. Thus, the
reaction takes place only when the bicapped bipyramidal structure is populated.
Upon adsorption of CO only minor structural changes are observed

structures is reversed and the bicapped bipyramid now presents the ground
state isomer (structure c). Interestingly, the bicapped octahedron is inert for
the adsorption of Oy. The CO oxidation reaction proceeds most favorably via
the bicapped pyramidal complexes d and e with three CO molecules adsorbed
on the top facet of the gold cluster and the oxygen molecule bound to the
interface gold atoms. After the final reaction step, which is the production of
COg, this structure becomes again the least stable one.

1.5 Specific Examples

Intrinsic size effects in the chemical properties of small clusters are most
purely observed in the gas phase in absence of any environment. In addition,
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their chemical properties can be studied for different charge states (cations,
neutrals, anions). Thus, guide lines for understanding the size evolution of
chemical and catalytic properties of clusters based on these intrinsic proper-
ties can established. Up to now there are only few experiments demonstrating
catalytic reactions on free clusters. The most intriguing prospect of research
of free clusters might, however, consist in a direct comparison with identical
supported cluster systems in order to reveal the importance and dominance
of the concepts presented in Sect. 1.4. In addition, the interpretation of cat-
alytic reaction mechanisms on surfaces is very complex and results from the
gas phase might contribute to the identification of the reaction mechanism.
Therefore, in the following, we present results from the gas phase and clusters
on surface together for selected systems and reactions.

Support materials most adapted for stabilizing clusters on surfaces are
oxide materials. They reveal a relatively large band gap and thus the charac-
teristic, discrete electronic levels of the clusters are maintained to a certain
extent. Furthermore, the interaction of the clusters with oxide surfaces, espe-
cially with their defects may be substantial and trapping of the clusters is fea-
sible. Oxide supported metal particles are also relevant in industrial catalysis.

It has to be pointed out, however, that upon deposition, the cluster’s geo-
metric and electronic structure is altered in comparison to the gas phase, and
this will change their chemical properties drastically in most cases. Neverthe-
less, we feel that comparing the chemical and catalytic properties of free and
supported clusters is illustrative and relevant also for understanding the clus-
ter support interaction. There are, however, effects which dominate chemical
and catalytic properties of supported clusters and which are solely present
on the surface. These are for instance the spillover and reverse spillover. In
addition, when studying the chemical and catalytic properties of clusters on
surfaces and extracting information on the intrinsic cluster properties, one
has to be aware that also the oxide surface has its own chemical and cat-
alytic properties. Thus the investigation of the pure oxide surface itself is also
relevant for these studies.

Although these systems are already quite complex, state-of-the-art ab ini-
tio simulations are able to describe catalytic reactions on small clusters in
great detail for both the free and supported clusters. In many examples, it
has been shown that theory not only contributes to a fundamental under-
standing of nanocatalysis but also has a predictive potential.

We open the Sect. 1.5.1 by illustrating the chemistry of magnesium oxide
and their defects. This is also the support material of choice of the cluster de-
position experiments presented here. These comprise three catalytic reactions,
the oxidation of CO, the reduction of NO by CO, and the polymerization of
acetylene. These studies are reviewed in Sects. 1.5.2-1.5.5.

1.5.1 Chemical Reactions on Point Defects of Oxide Surfaces

Chapter 3 presents a detailed description of oxide surfaces and a classifica-
tion of possible surface defects of oxide materials [362]. At least four major



102 T.M. Bernhardt, U. Heiz, and U. Landman

kinds of irregularities are described: low-coordinated sites, divacancies, impu-
rity atoms, and surface vacancies. The last category includes cation vacancies,
usually called V centers, as well as oxygen vacancies, which are called color
centers or F centers (from the German word for “color”—“Farbe”). As shown
below, F centers will play an important role in the discussion of the chemical
and catalytic properties of size-selected clusters on MgQO. In a broader sense,
an F center is defined as an electron trapped in an anion vacancy and was
first introduced to explain chemical- and radiation-induced coloration of alkali
halides. In bivalent oxides, like MgO and CaO, two types of F centers exist.
The vacancy containing two electrons is called F center and the one containing
only one electron is labeled as FT center. In both vacancies, the electrons are
confined by the Madelung potential of the crystal. Thus, in a first approach
the F/FT centers can be described as two/one electrons moving in a quantum
box of nanometer length scale; i.e., F/FT centers are systems with highly con-
fined electrons and can therefore even act by themselves as nanocatalysts. The
unique chemical activity of F centers has been indeed recently demonstrated.

In a combined theoretical and experimental study, it was shown that the
heterolytic breaking of methanol on MgO thin films is catalyzed by surface
oxygen vacancies [363]. The films were epitaxially grown onto Mo(100) single
crystals by evaporation of Mg in an oxygen background. The oxygen vacancies
are generated by changing the preparation method [209], e.g., the Mg evapora-
tion rate and the oxygen background pressure. In this way, two kinds of films
are prepared: defect-poor (Mg evaporation rate: 0.3-0.5 ML min—!, Oy back-
ground: 5 x 107 Torr) and defect-rich (Mg evaporation rate: 2-5 ML min~1!,
O3 background: 55 x 10~7 Torr) films. Both kinds of films are annealed to
840 K during 10 min. Auger electron spectroscopy (AES) measurements show
a one-to-one stoichiometry for magnesium and oxygen and the absence of any
impurity [39]. Typical thicknesses are about 10 ML, as determined by AES
peak intensities [39] and by X-ray photoemission (XPS), using the intensity
attenuation of the Mo 3d core level with increasing film coverage [73].

Both films have also been studied by electron energy loss spectroscopy [73].
In contrast to defect-poor films, which are characterized by a loss at about
6eV in the EEL spectra (Fig. 1.60a, in good agreement with previous studies
on MgO(100) single crystals [201]), the EEL spectra of defect-rich films ex-
hibit characteristic losses between 1 and 4eV, lying within the MgO band
gap (Fig. 1.58a). Similar loss structures have been observed before [364], and
according to first-principle calculations using large cluster models, they have
been attributed to transitions, characteristic for neutral surface F centers in
various coordinations on flat terraces, at steps and at kinks [365]. The density
of these oxygen vacancies is estimated to be larger than 5 x 10'3 cm~2. The
interaction of methanol with the defect-poor and defect-rich films (Fig. 1.60b)
was studied using thermal desorption spectroscopy (TDS) (Fig.1.60c). For
both films desorption of physisorbed methanol at around 180 K is most domi-
nant. On the defect-poor films small amounts of chemisorbed methanol desorb
up to around 350 K. On defect-rich films desorption of chemisorbed methanol
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evolves in three distinct peaks at 200, 260, and 340 K. A small reproducible
feature is observed at around 500 K. Most importantly, Hy desorbs at 580 K
only on defect-rich films. The corresponding infrared spectra taken at 90 K
(insets of Fig. 1.60c) confirm the presence of mainly physisorbed CH3OH with
the typical vibrational band for the OH-group at 3,285 cm™!, bands due to
the symmetric C—H stretch (2,930 cm~!/2,828cm~!) and the C—H bending
(1,475 cm ™) modes of the CHj group, as well as the C—O vibrational mode
at 1,080 cm=!/1,050 cm~!. For defect-poor films most of the intensity of the
vibrational bands disappear between 180 and 200 K, consistent with desorp-
tion observed at 180 K in the TDS. Up to temperatures of about 400 K, small
bands are observed for the CH3z— and C—O vibrations, which decrease in inten-
sity with temperature. These bands are attributed to chemisorbed methanol.
As for the defect-rich films, the evolution of the IR-spectra with temperature
is consistent with the corresponding TDS. Physisorbed methanol desorbs be-
fore 200K (as shown by the disappearance of the OH-band), and the more
intense vibrational features of chemisorbed methanol are unambiguously de-
tected up to 360 K. At higher temperatures, a clear peak is observed at 1,070—
1,085cm™! [363]. It is interesting to note that the disappearance of this band
correlates with the desorption of Hs from the surface at around 580K and
therefore this peak is attributed, in accordance to the theoretical studies, to
a proton trapped in the cavity of an F center. The calculations show that
F centers easily dissociate methanol giving a CH30 group and an HY ion
adsorbed into the F center (Fig.1.60c). This adsorbed proton is strongly
bound as the desorption of a neutral H atom, F/H+ — FT +H*, costs 4.1eV.
This represents a crude estimate of the barrier to overcome in order to ob-
serve Hy desorption from the surface. Once the H atom is detached from the
F center, it will rapidly diffuse on the surface. In fact, the binding of an H
atom to an oxygen ion on a terrace is of about 0.5 eV. Diffusion will eventually
lead to recombination with a second H to form Hsy; Hs is weakly bound to the
MgO terrace sites and at 580 K will immediately desorb. The adsorbed hydro-
gen gives rise to vibrations of strong intensity at 830-950 cm ™! when isolated
and to an intense band at 1,030 cm ™! in the chemisorbed complex shown in
Fig. 1.60b. Therefore, the stable species is assigned to H atoms incorporated
into oxygen vacancies.

In conclusion, the combined experimental and theoretical study of
methanol adsorbed on MgO films with different defect densities allows for
a better identification of the surface sites responsible for the MgO reactivity.
On the inert terrace sites only physisorption is observed. Molecular chemisorp-
tion, activation, and heterolytic dissociation occur on irregular sites. The low-
coordinated Mg—O pairs of ions located at edges and steps can lead to strongly
activated and even dissociated methanol molecules. Adsorption of CH;O~ and
HT fragments seems to be preferred over dissociation into CHs™ and OH™
units. All these species are stable on the surface for temperatures up to 350 K
and account for the TDS spectra of the defect-poor films. On defect-rich films
(F centers) the O—H bond is selectively dissociated, resulting in the observed
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Fig. 1.60. (a) EEL spectra of thin defect-poor and defect-rich MgO(100) films
grown on Mo(100) at different experimental conditions. A-D are losses which are
attributed theoretically to transitions characteristic of neutral F centers on MgO. (b)
Model of an oxygen vacancy at a terrace of an MgO(100) surface with chemisorbed
CH3-OH (CH3OH). (c) Thermal desorption spectra of CH;OH and Hy on defect-
poor and defect-rich MgO(100) films. Note the desorption of Hy at 580 K for defect-
rich films. The insets show FTIR spectra recorded at 90 K for adsorbed CH30OH on
both defect-poor (a) and defect-rich films (b)
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desorption of Hy at high temperature. Thus, these oxygen vacancy centers,
called F centers, act as nanocatalysts for certain reactions. But these two
kinds of MgO supports with different types of defects are also relevant for
studying the cluster—support interaction and its influence on the catalysis of
small clusters. We will present in the following sections several examples where
small clusters change their chemical and catalytic properties when deposited
either on defect-poor or defect-rich MgO(100) films.

1.5.2 The Oxidation of CO on Small Gold Clusters

For long time, gold has been considered as not interesting for catalysis as
low adsorption energies and high activation barriers for dissociating small
molecules on extended gold surfaces are responsible for the nobleness of gold as
bulk material [350]. Nanosize particles of gold, however, show high and rather
unusual catalytic reactivity [366,367]. While the novel heterogeneous catalysis
by nanosize gold aggregates supported on oxides is of great significance, the
processes underlying the catalytic activity of gold in reduced dimensions and
the reaction mechanisms are not yet understood. In the following, these issues
are addressed for the nonscalable size regime through investigations of the
low-temperature combustion of CO on gas-phase gold cluster anions, as well
as on size-selected gold clusters, Au, (n < 20), and strontium-doped gold
clusters, SrAu,, (n < 20), supported on defect-poor and defect-rich MgO
(100) films [33,209, 368, 369].

The Reactivity of Free Gold Clusters

Positively charged free gold clusters in the size range up to about 20 atoms
per cluster are essentially unreactive toward molecular oxygen [354,370,371].
The same result was found for neutral gold clusters. In contrast, gold cluster
anions show a pronounced odd-even alternation with cluster size in their
reactivity toward Oq as has been indicated already in Electronic Size Effects.
This remarkable size and charge state dependence of the reactivity of free
gold clusters toward small molecules was first recognized more than a decade
ago [355,370] and confirmed by several other groups later on [34, 160, 372].
Figure 1.61a presents a compilation of the results on the reactivity of Au,~
toward O,. Since gold is an s' valence electron metal, its physical properties,
such as, e.g., ionization potential [373] and electron affinity [103,104,374], also
alternate with cluster size in the small size regime, and the close relation of
gold cluster electron affinity and reactivity toward molecular oxygen has been
discussed by several groups [34, 160, 370, 372]. The reactions of gold cluster
ions, positively as well as negatively charged, with carbon monoxide have
also been reported [352,372,375-378]. However, although strong size effects
in reactivity are apparent, no odd—even alternations are observed in this case
as can be seen for Au,~ from Fig.1.61b, which is based on the results of Lee
and Ervin [372], as well as Wallace and Whetten [352]. The first step toward
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Fig. 1.61. Compilation of experimental results from the literature on the relative
reactivity of gold cluster anions in the adsorption reaction of one Oz or one CO
molecule, respectively, as a function of the cluster size n. (a) Reactions of Au,~
with Ogz: (filled squares) data from [370], (open triangles) data from [372], (open
circles) data from [160]. (b) Reactions of Au,, with CO: (filled squares) data from
[372], (open circles) data from [352]. For comparison, all data are normalized to the
reactivity of Aug~ toward Os2

a catalytic reaction on gas-phase cluster ions consists in the simultaneous
adsorption of the reactants, Oz and CO, on the metal clusters which will
be discussed in the following section with an emphasis on cluster specific
cooperative effects.

Cooperative Coadsorption Effects on Small Gold Clusters. Two examples of
cooperative adsorption effects on small gold cluster anions identified in tem-
perature dependent rf-ion trap experiments (see Chemical and Catalytic Prop-
erties of Gas-Phase Clusters for experimental details) will be presented in the
following. Auz™ does not react with Oy in the ion trap experiment at any
reaction temperature [34]. It, however, adsorbs a maximum of two CO mole-
cules at reaction temperatures below 250 K [185]. If the gold trimer is exposed
simultaneously to CO and Os inside the octopole ion trap, still no reaction
products are observed at reaction temperatures above 250 K as can be seen
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Fig. 1.62. Temperature dependent mass spectra of the reaction of Aus™ with Oz
and CO. The production distributions are analyzed after trapping Aus~ for 500 ms
inside the octopole ion trap filled with 0.02Pa O3, 0.05 Pa CO, and 1.23 Pa He.
Reaction temperatures: (a) 300K, (b) 200K, (c¢) 100K [34,371]. The proposed co-
operative adsorption mechanism is indicated schematically. Large spheres indicate
gold atoms, small, bright spheres carbon atoms, and small, dark spheres oxygen
atoms

from Fig. 1.62a. Figure 1.62b shows that at 200 K, one CO molecule adsorbs
onto Aus~ . Further cooling, however, does not lead to adsorption of a second
CO molecule as has been seen when only carbon monoxide is in the trap,
but instead results in the additional adsorption of up to two Os molecules un-
der formation of the coadsorption products Auz(CO)O2~ and Auz(CO)(Oz)5
(Fig. 1.62¢) [34]. Hence, the adsorption of CO onto Aus™ seems to change the
cluster complex electronic structure in a way that it is now able to react
with oxygen. In other words, CO preadsorption conditions the gold cluster
to enable Os coadsorption. This temperature dependent product formation
demonstrates that first one CO has to be adsorbed onto the gold cluster be-
fore subsequent Os adsorption becomes possible.

The following idea for a possible molecular mechanism of this unexpected
cooperative action of two adsorbate molecules on the small Auz™ cluster is
based on recent ab initio simulations of CO adsorption and CO/O2 coadsorp-
tion energetics and structures [379] as well as on previous experiments on the
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femtosecond dynamics of noble metal clusters initiated by a change of the
charge state [49,380,381]. At temperatures below 250K, Aus~ adsorbs CO
under our experimental conditions. The interaction of the first CO molecule
proceeds mainly through m back-bonding leading to a charge transfer from
the metal cluster d-orbitals into the 2pm* antibonding orbitals of the CO
molecule. From femtosecond laser spectroscopic investigations, it is known
that the initially linear noble metal trimer anions undergo bending motion to
reach a triangular geometry, if the additional electron is detached and thus
the charge reduced [49]. Therefore, it is likely to assume that the CO ad-
sorption might lead to a change in the cluster complex geometry as depicted
schematically in Fig. 1.62. According to the theoretical simulations, the linear
AuzCO~ has a high VDE of 3.37 eV and does not form stable complexes with
O3 [379]. The triangular AusCO~ complex, however, exhibits a considerably
lower VDE of only 2.83eV [379] and is therefore predicted to react with oxy-
gen under formation of the coadsorption complex Aus(CO)O2~ which has
indeed been observed experimentally. Also the formation of Auz(CO)(O3)2™
is confirmed by this calculations [379] (cf. Fig. 1.62). Hence, the observed co-
operative adsorption on Auz~ might be attributed to an adsorbate-induced
geometry change of the metal cluster, which in turn results in a reduced
HOMO energy (lower VDE) enabling the subsequent Oy adsorption.

The gold anion dimer, Aus~, reacts more than one order of magnitude
faster with Oy than with CO [34]. Accordingly, when the octopole ion trap
is filled with similar partial pressures of both reactive gases, Os adsorption
will most likely precede CO adsorption [33]. Production distributions at two
different temperatures for the case when O5 and CO are present in the trap
are depicted in Fig.1.63. As can be seen from these mass spectra, the dimer
Au,~ forms the dioxide at 300 K, but a new, additional peak at the mass of
Aus(CO)0Oy ™ appears at a temperature of 100 K (hatched peak in Fig. 1.63b).
This is the final, major reaction product which shows that Aus™ clearly favors
the simultaneous coadsorption of both, oxygen and carbon monoxide, over
adsorption of just one sort of reactive molecule [34]. This kind of cooperative
effect was also found for larger gold cluster anions in a flow-reactor study [352].
Furthermore, under the conditions of the ion trap experiment, small amounts
of AupO5™ are present too (Fig.1.63b). But most interestingly, no AugCO~
or Auy(CO)y~ carbonyls are observed at any temperature or reaction time,
although these complexes are stable products at cryogenic temperatures. The
absence of carbonyl complexes can be rationalized by the above mentioned
observation that the reaction of Aus~ with oxygen appears to be considerably
faster than with carbon monoxide.

Catalytic CO Oxidation by Free Aus. The potential catalytic activity of Aus™
in the CO combustion reaction was first predicted by Hékkinen and Land-
man [382]. The subsequent experimental investigation employing an rf-ion
trap indeed revealed the catalytic reaction of the gold dimer and, in conjunc-
tion with theory, a detailed reaction cycle could be formulated [33]. Also for
particular larger gold cluster anions evidence for catalytic CO2 formation has
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Fig. 1.63. Temperature dependent mass spectra of the reaction of Aus™ with O2
and CO. The production distributions are analyzed after trapping Auz~ for 500 ms
inside the octopole ion trap filled with 0.02Pa Oz, 0.05Pa CO, and 1.23Pa He. (a)
At a reaction temperature of 300 K only Auz~ and AuzO2 ™ are detected. No further
ion signals are observed at temperatures above 200 K. Cooling down further reveals
an additional ion signal appearing at the mass of Auz(CO)O2~ (hatched peak). Mass
spectrum (b) shows the ion distribution at 100 K [33]

been reported [352]. In the following, the experimental reaction mechanism
and first principles simulation will be presented and discussed in detail.

Ezperimental Reaction Mechanism. As discussed above, Aus~ reacts under
conditions when solely Os is present in the rf-ion trap under formation of the
single production AusO5 ™. Analysis of the kinetics of this reaction reveals a
straight forward association reaction mechanism with Aus~ completely react-
ing to yield the oxide product within several seconds at room temperature.
If CO is added to the ion trap, no new reaction products besides Aus~ and
Auy057 are formed at T = 300K as can be seen from the mass spectrum in
Fig. 1.63a. However, surprisingly enough, Aus™ is no longer completely trans-
formed into oxide, but an offset appears in the gold cluster concentration at
long reaction times which is apparent from the corresponding kinetics depicted
in Fig.1.64a. The most simple reaction mechanism that fits the data is the
equilibrium reaction in which oxide is formed but bare gold dimer is reformed
to a certain extend.

Auy, + O2 =2 AuO5 (1.64)

The solid lines in Fig. 1.64a are obtained by fitting this equilibrium mecha-
nism to the experimental data. However, the extend in which the gold dimer
is reformed increases with increasing CO concentration. Thus, the reaction

mechanism must involve more intermediate steps representing the influence
of CO.
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Fig. 1.64. Production concentrations as a function of the reaction time for three
different reaction temperatures and different reactant gas concentrations. (a) T =
300K; p(O2) = 0.12Pa; p(CO) = 0.12Pa; p(He) = 1.2Pa. (b) T = 150K; p(O2)
= 0.04Pa; p(CO) = 0.04Pa; p(He) = 1.0Pa. (¢) T = 100K; p(O2) = 0.02Pa,
p(CO) = 0.03Pa; p(He) = 1.0 Pa. Open symbols represent the normalized experi-
mental data ((squares), Auy™; (circles), AusO27; (triangles), Auz(CO)O27). The
solid lines are obtained by fitting the integrated rate equations of the catalytic
reaction cycle (1.65) to the experimental data

To reveal the complete reaction mechanism, the reaction was investigated
at lower temperatures. The product ion mass spectrum recorded at 100 K with
04 and CO in the ion trap (Fig. 1.63b) shows the appearance of the coadsorp-
tion complex Auy(CO)Oy~ discussed above. This complex represents a key
intermediate in the reaction mechanism of the catalytic oxidation of CO to
COz as has been predicted in the earlier theoretical study [382]. The experi-
mental evidence obtained so far demonstrates that O adsorption is likely to
be the first step in the observed reaction mechanism. Subsequent CO coad-
sorption yields the observed intermediate (Fig. 1.63b) and finally the bare gold
dimer ion must be reformed. The further strategy to reveal the full reaction
mechanism consists in varying the available experimental parameters, i.e., re-
action temperature and reactant partial pressures. This procedure leads to a
series of kinetic traces similar to the one shown in Fig.1.64b and ¢ [33]. The
goal then is to find one reaction mechanism that is able to fit all experimen-
tal kinetic data obtained under the various reaction conditions. This kinetic
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evaluation method results in the most simple mechanism which is able to fit
the experimental data [33]. In this way it is possible to rule out all but one
possible reaction mechanism which is represented by the following reaction
equations:

Auy + 02 — Aup 05 (1.65a)
Auy 05 + CO = Auy(CO)O, (1.65b)
Auy(CO)O; + CO — Au, +2CO, (1.65¢)

The solid lines in Fig. 1.64b and c represent the fit of this mechanism to the ex-

perimental data. It equally well fits all other obtained kinetic data [33]. In this
catalytic reaction cycle, Aus Oy~ reacts with CO to form Aus(CO)O5 ™, which
will either redissociate to the oxide or further react with a second CO mole-
cule to reform Auy~ while liberating two COs molecules. It should be noted
that the quality of the fit is very sensitive to the postulated reaction steps
and that the kinetic evaluation procedure that was employed is clearly able to
discriminate against alternative mechanisms, as has been demonstrated be-
fore [32,187,188]. The replacement of the equilibrium in reaction (1.65b), e.g.,
by a simple forward reaction will lead to a mechanism that yields an inade-
quate fit to the experimental data. The AusOs~ signal will then disappear at
long reaction times, which is not the case as can be seen from Fig. 1.64c.

Adsorption Sequence. The mechanism reveals that Oy adsorption precedes
CO adsorption in the catalytic reaction. This is further supported by the fact
that no signal for the ion AusCO™ is observed and by the reaction kinetics of
Aus™ when only O or only CO are present in the trap; because the adsorption
of Og is by about an order of magnitude faster than the adsorption of CO
molecules [185]. Further insight into the catalytic reaction mechanism can be
obtained from partial pressure dependent measurements. The dependence of a
pseudo-first-order rate constant of the mechanism (1.65) on the concentration
of a reactant (O or CO) demonstrates the involvement of the reactant in
this particular reaction step. The variation of the oxygen partial pressure
inside the trap, e.g., solely affects the rate constant of reaction (1.65a) and
all other rate constants remain unaffected [33]. However, most interestingly,
it appears that at very high CO partial pressures and low temperatures, CO
adsorption starts to compete with Oy adsorption in the first reaction step. This
is reflected in a systematic increase of the rate constant of reaction (1.65a)
with increasing p(CO) at lower temperatures. From this side reaction, a new
product Auz(CO)O2~ with different structure than the discussed intermediate
in (1.65) will form competing with the catalytic cycle [33].

As discussed above, the postulation of an equilibrium in step (1.65b) is
essential to the reaction mechanism. This in turn has implications on the
possible structure of the intermediate species Auy(CO)O2™ in the catalytic
cycle (1.65) which might be a simple coadsorption of the two molecules, e.g.,
on different sides of Aus™ or already a reacted carbonate COgs-like species
adsorbed onto the gold dimer. Apparently, the observed intermediate can
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Fig. 1.65. Five optimized structures A-E of Auz(CO)O2~, with bond lengths in
A. The relative stability of these structures is indicated by the numbers in italics (in
eV). A, B, C, and E are planar, and the two carbonate species (D and E) have Ca,
symmetry. Structures C and D are the ones pertinent to the reactions discussed in the
text. Au atoms are depicted by large grey spheres, a small gray sphere corresponds
to the carbon atom, and the oxygen atoms are depicted by dark spheres [33]

have different isomers and one of them is formed by molecular coadsorption
of CO and Oy because otherwise the possible CO loss required by (1.65b)
would not be feasible. Therefore, several possible structures of Auz(CO)O2™
have been calculated by Hakkinen and Landman, which will be presented in
the following.

Five structures corresponding to the mass of the complex Auy(CO)Os™
were studied theoretically, and the structural and energetic information is
given in Fig.1.65 [33]. The formation and stability of these structures is
discussed with respect to preformed AusO5~ . This analysis leads to the con-
clusion that structures C and D (Fig. 1.65) are the ones pertinent to the ob-
served reaction steps (1.65b) (equilibrium between CO association to AusOs ™
to form Auy(CO)O2~ and dissociation of the latter to form AusOs™) and
(1.65¢) (formation of COg).

Structures A and B correspond to molecular coadsorption of CO and O5 to
Auy ™. From the two molecularly coadsorbed species, CO can readily (without
barrier) bind to the end of the Au-Au axis (structure A) whereas a barrier
of 0.2eV was found for CO association from the gas phase to the Au-Au
bridging site of structure B, where the Au-Au bond is significantly elongated
to 3.34 A. The barrier for forming B from A via displacement of CO from
the end of the complex to the Au—Au bridge is rather high (on the order of
0.9eV). In both structures A and B, the O-O bond is activated to a value
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typical to a superoxo-species (about 1.35 A). The stability of structure C is
close to that of A. It contains a reacted O-O-C-O group that is attached
through the carbon atom to the gold dimer anion. The O-O bond is activated
to a superoxo-state, and this species bears some resemblance to the gold—
peroxyformate complex identified in the early experiments of gold atoms in
cryogenic CO/O4 matrices [383].

By far, the most stable structures corresponding to the mass of AusCO3™~
are the two carbonate species D and E [33]. Both structures were proposed
by Hikkinen and Landman [382] before. Structure E requires a preformed
Aus057, where the molecular axes of Aus and Os lie parallel to each other.
Since this structure of AuyOs~ is 1eV less stable than the ground state dis-
cussed above (the binding energy of oxygen in this configuration is 0.39 eV
versus the optimal binding energy of 1.39€V), it is unlikely to be formed and
consequently structure E is not expected to play a relevant role in the cat-
alytic cycle. On the other hand, formation of the most stable structure D by
insertion of CO(g) into the O-O bond in AugOs~ (where the Oz molecule
is end-on bonded to the gold dimer anion) requires a barrier of only 0.3eV,
which is easily overcome under our experimental conditions.

Activation Barriers: ER Versus LH Mechanism

In Langmuir-Hinshelwood Reaction Mechanism, the general reaction mecha-
nism of the catalytic CO oxidation reaction was presented. On an extended
catalyst surface, the reaction proceeds via a Langmuir—Hinshelwood (LH)-type
mechanism relying fundamentally on the diffusion of the reactants on the cat-
alyst surface. From the theoretical simulations presented above, however, it
becomes apparent that a diffusion-type motion of the coadsorbed reactants
on the cluster surface is not to be expected. The formation of structure C
in Fig. 1.65, e.g., via a sequence of structures like A and B by CO motion is
energetically impossible under the reaction conditions in the ion trap. Conse-
quently, Eley-Rideal (ER)-type reaction scenarios are suggested for the for-
mation of the proposed intermediate structures C and D (Fig.1.65). Most
notably, the adsorption of Oy as well as the coadsorption of CO leading to
the peroxyformate structure C are barrierless according to the calculations.
The formation of the carbonate structure D requires only a small energy bar-
rier as discussed above. This is in excellent agreement with the experimental
observation that all but one steps of the reaction cycle show a negative de-
pendence of the corresponding termolecular rate constants on the reaction
temperature [33]. Within the Lindemann model for low pressure gas-phase
kinetics, this negative temperature dependence is indicative of a barrierless
reaction.

Only the last reaction step (1.65c) representing the reformation of Aus™
and the liberation of CO9 displays a positive temperature dependence of the
rate constant [33]. This demonstrates the presence of an activation barrier in
this particular reaction step. This experimental information on the reaction
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Fig. 1.66. The energetics of the ER mechanisms of the catalytic reaction. In (a)
the peroxyformate-like species AusCOO2~ (configuration C in Fig.1.65) is the
metastable intermediate state. The open square denotes the reaction barrier con-
necting the peroxyformate-like state with the AusCO2~ 4+ CO2 product, and the
corresponding transition state configuration is shown at the top right. The last step
of the reaction is the desorption of COs. The initial energy level at zero corresponds
to the sum of the total energies of all the reactants (Auz™ 4+ Oz +2CO). In (b) the
carbonate species AuaCO3 ™~ (configuration D in Fig. 1.65) is the metastable interme-
diate state. The open squares again denote the reaction barriers. The first reaction
barrier is associated with the insertion of CO into the O—-O bond of AusO2~ (see
structure on the left) leading to formation of AupCO3~. Subsequently, two reaction
paths are shown. One path involves thermal dissociation of the carbonate to pro-
duce AuzO~ (see the structure shown at the top), which then reacts with CO(g)
releasing another CO2 molecule. The other path proceeds through an ER reaction
of the carbonate with CO(g) and it results in the formation of two CO2 molecules.
The latter path involves a barrier of 0.5eV, and the corresponding transition-state
configuration is shown on the right [33]

energetics is again in accord with theoretical modeling of the reaction path-
way. Figure 1.66 shows the calculated energetics along the catalytic reaction
path involving the intermediate structures C (Fig.1.66a) and D (Fig. 1.66b),
respectively. In both cases, the mechanism proceeds via an ER reaction of
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Fig. 1.67. Schematic representation of the gas-phase catalytic cycle for oxidation
of carbon monoxide by gold dimer anions based on the reaction mechanism deter-
mined by kinetic measurements in conjunction with first-principles simulations. The
numbers denote calculated energy barriers in eV. Also displayed are geometric struc-
tures of reactants and intermediate products according to the calculations (large,
grey spheres, Au; small gray spheres, C; dark spheres, O) [33]

CO(g) with the intermediate complex structures releasing two COs mole-
cules. The formation of CO5 from the reaction between CO(g) and structure
C (Fig. 1.66a) involves a low barrier of 0.3eV (see the transition state config-
uration in Fig. 1.66a), resulting in the formation of a metastable AusCOs™
complex, where CO5 is bound to Auy via the carbon atom (see the structure
of this complex in Fig.1.66a). However, the heat of reaction (4.75eV) evolv-
ing from the formation of the first CO5 molecule is large enough in order to
overcome the binding energy (0.52eV) of the remaining CO2 to Aus ™, thus
facilitating its desorption from the metal cluster.

The second scenario involves two branches (Fig. 1.66b) [382]. In the first
one, thermal dissociation of COg from the carbonate D (which is endothermic
by 1.12eV) produces a highly reactive species, AusO~, which reacts spon-
taneously (i.e., without an activation barrier) with CO(g) to produce COs.
The production Aus O~ has, however, never been observed in the experiment.
Therefore, the second branch is favored consisting of an ER reaction of CO(g)
with species D to produce CO5. While this step involves a modest barrier of
0.5eV (denoted by an open square, with the corresponding transition-state
configuration shown on the right in Fig. 1.66b), it releases readily two COx
molecules, since the remaining AusCOs ™~ species, where COs is bound to Aus
via one of the oxygen atoms, is unstable under our experimental conditions
(100-300K) [33].

The detailed catalytic reaction cycle emerging from experimental and the-
oretical evidence for the CO oxidation by gas-phase Aus ™~ clusters is depicted
in Fig.1.67. Also included are the calculated energy barriers for the differ-
ent reaction steps and the simulated intermediate structures. In addition to
a comprehensive molecular mechanistic understanding based on experiment
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Fig. 1.68. Simulated CO, formation (dashed line) for the experimental conditions
of Fig.1.64a. The CO2 concentration increases exponentially with time until the
Auz” and AueOs ™ signals reach equilibrium. The rise then remains linear and from
the corresponding slope the TOF is estimated [384]

and theory, the efficiency of the catalytic reaction can be estimated from the
experimental kinetic data as presented in the following section.

Catalytic Turn-QOver-Frequency. From the kinetic fit, it is possible to simulate
the CO4 formation rate and thus to obtain the turn-over-frequency (TOF) of
the catalytic reaction. The simulated COs-yield under the reaction conditions
of Fig. 1.64a is displayed in Fig. 1.68. The corresponding TOF amounts to 0.4
CO3 molecules per gold cluster per second. For the conditions of Fig. 1.64c, a
TOF of 0.3 CO5 molecules per gold cluster per second was estimated. These
values are in the same order of magnitude as the catalytic activity of oxide
supported gold cluster particles with a size of a few nanometers, which ranges
between 0.2s~! per Au atom (~2 nm diameter particles at 273 K) and 457!
per Au atom (3.5nm particles at 350 K) [238, 366, 367].

In order to approach an understanding of the deduced TOFs in the gas-
phase reactor experiment, a rough estimation of the number of collisions of a
metal cluster with the required reactant molecules (O2 and 2 CO) in the trap
will be given [384]. The collision frequency in the trap is about 10%s~! [32].
The reactant gas concentrations are about 10% or less of the helium concen-
tration. Hence, ~100 collisions s~! of an Au,~ ion might potentially lead to
the catalytic formation of one CO5 molecule. Considering the measured TOF's,
a reaction efficiency (successful versus total number of collisions) of 0.3-0.5%
depending on the exact reaction conditions can be estimated. Baring in mind
that the gas-phase catalytic reaction proceeds via an Eley—Rideal mechanism
in which the reactant molecule must collide in exactly the right location with
exactly the correct orientation in order for the reaction to proceed, an effi-
ciency of about 1% of all collisions leading to CO formation can be considered
surprisingly large. This indicates that the TOF in the ion trap reactor exper-
iment is mainly limited by the collision frequency, i.e., the reactant partial
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pressures. These considerations also confirm the high efficiency of catalytic
gas-phase clusters ion reactions previously observed by Ervin and cowork-
ers [7].

The Reactivity of Pure and Mixed Gold Clusters on Surfaces

The mechanistic details for the combustion of CO on supported gold clusters
are discussed next. Small gold clusters, Au,, (n < 20) were deposited after size-
selection from the gas phase onto defect-poor and defect-rich MgO(100) films.
As described in Sect. 1.5.1, defect-rich films are characterized by a given den-
sity (~ 5% ML) of extended defects and point defects (F centers), whereas for
defect-poor films the density of F-centers is negligible. The CO-oxidation was
studied by combined temperature programmed reaction (TPR) and Fourier
transform infrared spectroscopy and the obtained results were compared to
extensive ab initio calculations [209, 368, 369].

Experimental Observation of the Size-Dependent FEwvolution. Subsequent to
the verification that oxidation of CO does not occur on bare MgO substrate
films (with and without defects), the catalyzed combustion of CO by nanosize
gold clusters adsorbed on the two different MgO films was investigated. In
these experiments, isotopically labeled 805 and ¥CO were used to disentan-
gle the COs production on the cluster from an eventual catalytic oxidation
of CO involving oxygen atoms from the MgO substrate. Indeed, the *CO
molecule is exclusively oxidized by ¥Os since only the 3C'60'30 isotopomer
is detected. The experiments on defect-rich films revealed that the pure gold
clusters up to the heptamer are inert for the oxidation of CO and that Aug
is the smallest size for which the low-temperature (T' < 250 K) combustion
of CO occurs. For larger sizes, a distinct size dependency has been observed
(Fig. 1.69, left). Gas-phase reactivities for the whole CO combustion cycle on
gold clusters, except Aus~, do not exist, thus the results for the supported
clusters are compared here to the O adsorption on the corresponding, nega-
tively charged free gold clusters. As discussed above, only negatively charged
gold clusters are able to adsorb a single O5 molecule, and as shown in Fig. 1.69,
this adsorption is related to the electron binding energies of the clusters (see
above, cf. also Figs. 1.57 and 1.61). This comparison is interesting as the ad-
sorption and activation of Os is indeed the first step in the CO-combustion, as
has also been observed for free Aus™ catalyzing the CO oxidation. For cluster
sizes smaller than n = 12, the evolution of the CO combustion and Os adsorp-
tion is completely different, whereas larger clusters reveal a surprisingly similar
size-dependent behavior. Furthermore, experiments on the influence of the
type of defects present on the MgO surface reveal a strong and size-dependent
behavior. Whereas Aug, the smallest active cluster size, turns inert when
deposited on defect-poor films (Fig.1.70), other cluster sizes remain active,
however, at different temperatures. This clearly demonstrates that substrate
defects are important for understanding size-dependent reactivities of small,
supported gold clusters.
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Fig. 1.69. Left: TPR experiments for the CO oxidation on selected Au,, clusters on
defect-rich MgO(100) films. The model catalysts were saturated at 90 K with '*CO
and ¥02, and the isotopomer **C¥0*0 was detected with a mass spectrometer as
a function of temperature. Right: The reactivities for Au,, expressed as the number of
formed CO2 per cluster (lower trace) are compared to the Oz-adsorption properties
and electron binding energies of the corresponding free Au, clusters (upper traces)
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Fig. 1.70. TPR experiments for the CO oxidation on Aug clusters on defect-poor
(a) and defect-rich (b) MgO(100) films. The model catalysts were saturated at 90 K
with ®*CO and '®0,, and the isotopomer *C*®01°0 was detected with a mass
spectrometer as a function of temperature

Detailed Discussion of the Reactivity on Aug. When deposited on MgO(100)
films with a vanishing density of F centers, Aug is inert (Fig.1.70a).
Surprisingly, Aug turns active on defect-rich MgO(100) films and forms COq
at 140 and 280K (Fig.1.70b). Evaluating the area of the TPR signal yields
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Fig. 1.71. TIR spectra taken at 90K after exposing the model catalysts (a)
Aug/MgO(100)defect-poor and (b) Aug/MgO(100)defect-rich to *CO and O2 and an-
nealing the sample to the indicated temperature. The frequencies between 2,050
and 2,100cm™! are attributed to adsorbed CO, whereas the band at 1,300 cm™!
may originate from activated O2 molecules. Note the redshift of the CO stretch by
50cm ™! on defect-rich films. This shift is consistent with the predicted charging of
the cluster when deposited on an F center (c), where the difference of the charge
densities of the isolated (Aus, MgOgyp.) and the model system (Aug/MgOzp.) was
calculated. The charging was estimated to be 0.5e

in the production of about one CO5 molecule per Aug cluster. Information
about the origin of this observation is obtained from the FTIR spectra of the
two reactants during CO combustion (Fig. 1.71). Both reactants, CO and Oq,
are adsorbed molecularly at 90 K, as inferred from the CO stretch frequen-
cies at 2,102cm ™! (Aug on defect-poor films) and 2,077/2,049 cm™! (Aug on
defect-rich films), respectively, as well as from the frequency at 1,300 cm™1,
which is tentatively attributed to highly activated Os. For the reactive model
catalyst (Aug on defect-rich films), these vibrational bands disappear in con-
cert with the formation of CO2 (Fig.1.69a), thus both of these molecules are
involved in the reaction. In the other case, the two reactants simply desorb
from the sample as monitored by mass spectrometry. The adsorption of the
two reactants on Aug was investigated theoretically.
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Fig. 1.72. Optimized configurations of: (a) a bare gold octamer (light grey spheres)
adsorbed on an F center of an MgO (001) surface (oxygen atoms in black and
magnesium in grey); (b) a surface-supported gold octamer with one adsorbed CO
molecule and with an oxygen molecule adsorbed at the interface between the clus-
ter and the magnesia surface. Note the significant change in the geometry of the
cluster compared to the one shown in (a); (c) the gold octamer on the magnesia
surface (MgO(FC)) with three CO molecules carbon in dark grey and oxygen in
black adsorbed on the top facet of the cluster and an oxygen molecule preadsorbed
at the interface between the cluster and the magnesia surface. Note that the mole-
cule marked CO® lies parallel to the surface and is thus not infrared active in
the experimental configuration employed here. The C—-O bond length d(CO®), the
charge transferred to the CO® molecule AQ', and the calculated C—O vibrational
frequency Ij(i)7 i =1, 2, and 3, as well as the corresponding values for the Oz mole-
cule, are: d(CO V) [A] = 1.151, 1.158, 1.153, d(O2) = 1.422; AQV[e] = 0.306,
0.346, 0.319, AQ(O2) = 1.125; v [em™!] = 1,993; 1,896; 1,979, v(O2) = 895

Three energy-optimized deposited cluster configurations pertinent to the
experimental work are displayed in Fig. 1.72 [369]. First we note that the bare
adsorbed Aug cluster (Fig.1.72a) exhibits only a slight distortion from the
structure of the corresponding gas-phase neutral cluster. It consists mainly of
a displacement of the gold cluster atom that is closest to the surface oxygen va-
cancy. The cluster is found to be anchored strongly to the defective MgO sur-
face (binding energy of 3.445eV) compared to a significantly weaker binding to
the defect-free surface (1.225eV). Optimal geometries with a single adsorbed
CO molecule, Aug/O3/CO/MgO(FC), and at saturation coverage of the clus-
ter [i.e., with three adsorbed CO molecules, Aug/O2/(CO)3/MgO(FC)] are
shown in Fig. 1.72b and c, respectively. Comparison between geometry of the
bare cluster in Fig. 1.72a with those shown in Fig. 1.72b and c reveals a signif-
icant change in the geometry of the gold cluster caused by the adsorption of
the reactant molecules—this configurational change, which is a manifestation
of the propensity of catalytic clusters to exhibit “structural fluxtionality,” is
caused largely by the peripherially adsorbed oxygen molecule. The system
displayed in Fig. 1.72c possesses two infrared-active >CO molecules (CO™),
CO(?’)), as only these modes have a dynamic dipole moment perpendicular
to the surface and obey the surface selection rule of IR spectroscopy in the
reflective mode. This is consistent with the experimental observation of two
absorption bands with frequencies corresponding to internal stretch vibrations
of the molecule. Other configurations were tested too. Most important for the
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Table 1.3. Vibrational frequencies of the AugO2*>CO complex (gas phase) as func-
tion of charging: Results for free (AugsO2'*CO) complexes as a function of excess
electron charge AQ

AQ BE(02+13CO0O) d(13CO0)

(Aug0213CO) Spin v(cm™1) (eV) (A)  AQ(*3CO) d(02)(A) AQ(O2)
0 1 2,005 1.060 1.149 0.29 1.336 0.71
0.25 0.875 1,987 1.150 0.32 1.344 0.75
0.5 0.75 1,968 1.154 0.35 1.350 0.77
1.0 0.5 1,926 1.160 0.43 1.364 0.86
0 0 2,009 0.753 1.148 0.28 1.378 0.88
0.25 0 1,990 1.150 0.31 1.381 0.89
0.5 0 1,975 1.153 0.34 1.385 0.92
1.0 0 1,920 1.158 0.41 1.398 1.00

Results are shown for various values of the spin; for the neutral cluster we show
triplet (S = 1) and singlet (S = 0) states. The quantities that we display are:
v, the CO stretch frequency; BE(O24-'2CO), the CO binding energy to the gold
cluster with a preadsorbed oxygen molecule; the bond distances, d(**CO), d(O2),
and excess electronic charges, AQ(**CO), AQ(O2), of the two adsorbed reactants
CO and Oa;. For reference we remark that the calculated vibrational frequency of
gas-phase 13CO is 2,070 cm ™! which is 25cm ™! smaller than the experimental value
of v(*3CO) =2,095cm ™!

discussion on possible reaction mechanisms is the possibility to adsorb O3 on
the top facet of the cluster (see below).

Ezxperimental Evidence of Charge Transfer. Now let us turn our attention to
the redshift in the CO stretch frequency by 25-50 cm™! when the molecule
is adsorbed on Aug supported on defect-rich MgO surfaces instead of defect-
poor films. This shift is a key for elucidating the change in the charge state of
the gold octamer bound to defective magnesia surface. It is well established
that the absorption frequency of CO adsorbed on metal surfaces depends
strongly on the population of the antibonding 2m* orbital. Thus, extensive
ab initio calculations were carried out for the isolated Aug/Os/13CO complex
and the results are summarized in Table 1.3. The free complex was studied
for this purpose in order to allow a clear distinction between charging and
other support-related effects. These calculations reveal that the '3CO stretch
frequency shifts as a function of the charge state of the complex. In detail,
the shift is correlated with variations in the population of the antibonding
state. Indeed, for neutral complexes [AQ (Aug/O5/3CO) = 0 in Table1.3]
with zero spin, a vibrational frequency of 2,009 cm ™" is obtained for the ad-
sorbed 3CO. The calculated decrease in frequency (61cm™!) in comparison
to the value calculated for the free molecule is attributed to a net excess
charge (0.285¢™) on the adsorbed molecule resulting from backdonation into
the CO(2r*) antibonding state. As expected, such donation of charge from
occupied orbitals of the metal to unoccupied states of the adsorbed mole-
cule is even more pronounced (0.878¢) for the more electronegative di-oxygen
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molecule. Upon charging the complex with up to 0.5e, the net excess charge
on the 3CO molecule is increased to 0.341e and it is reflected in a redshift of
the CO stretch frequency (1,975 cm™!) by 34cm™! with respect to the neu-
tral cluster case (2,009cm™1). The clearly observed correlation between the
increased amount of backdonation and the increased degree of charging of the
metal cluster (AQ in Table 1.3) is also portrayed in the concomitant increase
in the C-O bond length that is found to vary from 1.148 A for AQ = 0 to 1.153
A for AQ = 0.5e. A similar redshift of the adsorbed carbon monoxide stretch
frequency and increase in bond length is also found when starting from the
triplet state of the neutral complex (Table1.3). It is interesting to note that
the calculated redshift is comparable to the experimentally observed decrease
in the frequency of the C-O stretch mode between the case of a molecule ad-
sorbed on a gold octamer bound to a surface F center and that when the mole-
cule binds to a gold cluster deposited on a defect-poor surface. Consequently,
the degree of charging of the surface-supported gold cluster anchored to an
F center site is higher (by several tenth of the electron elementary charge e)
than that of the octamer deposited on a defect-poor surface. In fact, this
charge transfer can also be deduced directly from ab initio calculations, where
the charge density of the Aug/MgO(F5.) system is compared with the isolated
system (Aus, MgO(F5.)) [209,368]. The difference of the two charge density
plots predicts a charge transfer of 0.5¢ into the cluster (see insets of Fig. 1.73).

Bonding and Activation of the Reactant Molecules on Aug. Having established
the importance of charging for the activation of Aug for the CO combustion,
we discuss in the following its consequences for the binding and activation
of the two reactants. In the case of Og, this is done by the analysis of the
spectra of the local density of electronic states (LDOS) projected on the oxy-
gen molecule and on the metal cluster. A similar analysis is often employed
in the context of the interaction of adsorbates with extended surfaces [385].
Figure 1.73a shows the LDOS projected on the O molecule which is adsorbed
at the peripheral site of the most reactive isomer of the Aug/MgO(F5.) model
catalyst. All the prominent peaks of the LDOS spectrum in Fig. 1.73a can be
unambiguously assigned to orbitals of (free) molecular oxygen origins. In ad-
dition, these states overlap with the entire d-band of the Aug cluster (shown
in Fig.1.73b) in the range of —7eV < F < E, where Ep is the Fermi en-
ergy. Bonding of the oxygen molecule to the gold octamer involves mainly
hybridization of the 50, 1w, and 1m oxygen states with the gold d-band
(Fig. 1.73b) Most importantly, the full spin-manifold of the antibonding 21*
states of Og is located below FEp, resulting in strong activation of the Os
molecule through occupation of the antibonding orbitals. In the case of the
defective surface, this charge transfer is directed from the oxygen vacancy into
the deposited gold cluster and adsorbed molecule. This leads to weakening of
the O-O bond that is reflected in a significant increase of its length (1.43 A)
compared to that of the free molecule (1.25 A). Accompanying the activation
process is a change in the spin state of the molecule from a triplet state in the
gas phase to a peroxo-like adsorbed state with a zero net spin. We observe
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Fig. 1.73. LDOS of Aug/O2/MgO(100)(FC). For these studies, the Oz molecule
was adsorbed on the periphery and no CO molecules were coadsorbed in order
to separate the interaction of O with the cluster from coupling effects between
the reactants. The prominent peaks of the oxygen LDOS are labeled following the
conventional nomenclature for the molecular orbitals of the gas-phase Oz molecule,
with L and || meaning perpendicular and parallel to the MgO surface, respectively.
The Fermi energy EFr is at 0eV

that O9 binding to the cluster is stronger in the presence of the F center (0.469
and 0.329eV for the spin 0 and 1 states, respectively) in comparison to the
case without F centers (0.329 and 0.299 eV for the spin 0 and 1 states, respec-
tively). Thus, in contrast to solid gold, Aug adsorbed on an F center of an
MgO(100) surface not only binds di-oxygen but also highly activates the mole-
cule. The bonding of CO to the Aug/O2/MgO(FC) complex can be understood
by analyzing the correlation diagram shown in Fig.1.74. It depicts the local
density of states (LDOS) for the two reactants, CO (Fig.1.74, left) and the
Aug /03 /MgO(FC) complex (Fig.1.74, right), as well as for the product com-
plex Aug/O2/CO/MgO(FC) with the CO adsorbed on the deposited cluster
(Fig. 1.74, middle). As expected, the 3¢ and the nonbonding 46 (oxygen lone
pair) molecular orbitals of the isolated CO are not involved in the bonding
to the cluster complex as their energies are not changed upon adsorption. On
the other hand, the nonbonding 56 (carbon lone pair) orbital is stabilized by
the interaction (by about 3eV) and thus it contributes to the chemisorption
of carbon monoxide to the surface-supported complex through hybridization
with the metal-cluster orbitals. The consequent depletion of the 56 frontier
orbital is often referred to in surface science studies as donation from CO to
the metal. The 1r level is slightly pushed upward in energy (<1eV).

The largest contribution in the bonding of CO to the complex occurs via
hybridization of the antibonding 21* levels of CO and the occupied frontier
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Fig. 1.74. LDOS correlation diagram of free CO (left) and Aug/O2/MgO(FC)
(right) resulting upon adsorption of the CO molecule in the complex adsorbed on
Aug/02/CO/MgO(FC) (middle). The color assignment in the LDOS diagrams are
given in the figure. The electron populations of the various levels are given as 2e,
4e, etc., and iso-surface images of the orbitals of the free CO molecules are also
shown (left). Dashed lines indicate orbital shifts and redistribution caused by the
adsorption of the CO molecule

electronic states of the cluster complex. The LDOS of the complex projected
on the adsorbed CO clearly reveals contributions of the 2rt* orbitals that are
spread over the entire energy range of the cluster’s electronically occupied
spectrum (see in the middle panel of Fig. 1.74, the black shaded LDOS for en-
ergies smaller in absolute value than 10.5€eV). The 2n* orbitals are therefore
pushed below the Fermi level and this mechanism of (partially) populating
the molecular state represents the origin of the so-called backdonation (i.e.,
hybridization and population of the initially unoccupied antibonding orbitals
of the CO molecule through interaction with occupied surface orbitals). All
these features are also present in the correlation diagram of the cluster com-
plex bound to the defect-free MgO surface, where backdonation, however, is
less pronounced.

The amount of backdonated electronic charge has been quantified by inte-
gration over the squared amplitude of the 2* orbital located below the Fermi
energy. For the Aug/O3/CO bound to the F center of the MgO support, it
was found that 1.27e are backdonated into the 2™ orbital, whereas a smaller
degree of backdonation (1.18e) is estimated for the complex bound to the un-
defective surface. This difference in the degree of backdonation is manifested,
as noted above, in a variation of the stretch frequencies of the adsorbed CO
molecules, and these correlate with the aforementioned variation in the degrees
of substrate-induced charging of a gold octamer deposited on magnesia sur-
faces with or without F center defects. Indeed, v(CO) for the complex bound
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Fig. 1.75. Reaction mechanisms of the CO oxidation on supported Aus [209]

to a defect-rich surface is measured to be red shifted by 25-53 cm™~! with re-
spect to the frequency of a CO molecule bonded to the complex deposited
on a defect-poor support. This compares favorably with the corresponding
calculated red-shift of 34cm™1.

Reaction Mechanism of the CO-Combustion on Aug. Next we turn our at-
tention to the two reaction pathways, which may mainly contribute to the
observed oxidation of CO at 140 and 280K (Fig.1.70) and which can be
characterized as Langmuir-Hinshelwood (LH) types of reaction mechanisms
[209]. For the formation of COs at 140K, the two reactants are initially
coadsorbed on the triangular top facet of the Aug (Fig.1.75). The dis-
tance between the carbon atom and one of the peroxo-oxygens in this lo-
cal minimum state is equal to 3.11 A (d(CO;), Fig.1.75a). In the following,
this LH top-facet reaction mechanism is labeled LHt. Through mapping of
the potential energy surface along the C-O; reaction coordinate a rather
low-energy barrier Ayt = 0.1eV occurring at d(CO;p) =~ 2.0A is de-
termined for the LHt oxidation channel with the end product of a weakly
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adsorbed carbon dioxide molecule (~0.2eV). The total exothermicity of the
reaction Mg(Fs.)/Aug + O2(g) + CO(g) — MgO(Fs.)/AusO + COz(a) is
~4.8eV and it is ~5eV when the COy product is desorbed, here (g) and
(a) denotes gas phase and adsorbed molecules, respectively. This LHt low-
temperature oxidation mechanism was found by these theoretical studies
(with similar energetics) for reactions on the gold cluster deposited on ei-
ther a defect-free MgO(100) surface or one containing an Fs., and both are
expected to be relatively insensitive to the Au, cluster size, correlating with
the experimental results (Figs. 1.69 and 1.70). As aforementioned, the higher
temperature channel is strongly enhanced for Aug supported on a defect-rich
MgO (100) support. This trend correlates with the simulations of an LH-
periphery (LHp) reaction mechanism, starting with the CO adsorbed on the
top-facet of the Aug cluster and the peroxo O molecule bonded to the pe-
riphery of the interfacial layer of the cluster, where the distance between the
C atom and the oxygen marked O; is d(CO;) = 4.49 A. Indeed, mapping
of the potential energy surface along the C-O; reaction coordinate revealed
for MgO(F5.)/Aus, a rather broad reaction barrier AE,(LHp) ~ 0.5eV at
d(CO;) ~ 2.0A (Fig.1.75), while for the defect-free substrate, a significantly
higher barrier was found, AE,(LHp) ~ 0.8eV. The reaction product is shown
in Fig. 1.75f for the MgO(F5.)/Aus catalyst. This change in activation energy
is at the origin of the observed change in reactivity, as for the defect-free sub-
strate, the CO molecule desorbs prior to reaction. The question may arise why
the two reaction channels are observed experimentally, as the low-temperature
mechanism should always be dominant as its reaction rate is orders of magni-
tude higher. In fact, theoretical studies revealed that only one oxygen molecule
adsorbs on the clusters. This observation is also confirmed by gas-phase stud-
ies where it is known that small negatively charged gold clusters adsorb just a
single oxygen molecule. Thus, there exists an ensemble of Aug with an oxygen
molecule adsorbed on the periphery and another ensemble with the oxygen
molecule bound to the top facet of the cluster. In fact, the ratio of the number
of CO4 formed at low and high temperature is in the same range as the ratio of
Os, which directly adsorbs on Aug (leading to Oy adsorbed on the top facet of
Aug) and which adsorbs via reverse spillover from the MgO substrate (leading
to Oy adsorbed on the periphery of Aug), see “Spillover, Reverse Spillover,
and Adlineation”. A third reaction path was theoretically found starting from
the optimal configuration of Oo* adsorbed on the MgO(F5.)/Aug catalyst.
A gas-phase CO molecule brought to the vicinity of the peroxo molecule
reacts spontaneously (without an energy barrier) forming a carbon dioxide
molecule weakly bound to the catalyst. This Eley-Rideal (ER)-type reaction
mechanism (Fig. 1.75g and h) corresponds to a low-temperature generation of
(weakly adsorbed) COs through direct reaction of gaseous CO with a pread-
sorbed peroxo O2* molecule. This reaction channel can occur even at 90K,
that is, during the initial dosing stage in the experiment.

The Reactivity of Pure Au, and Mized Au,Sr Clusters. Motivated by the
result that charging is essential for the activation of small Aug clusters,
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Fig. 1.76. TPR spectra of CO: formation on: (a) an MgO(100) film, (b)
AusSr/MgO(FC), (c) Aus/MgO(FC), (d) Aus/MgO(FC), and (e) a thick gold film
grown on MgO(100). The Aus/MgO(FC), pure MgO film, and the thick Au film
are catalytically inert. The inset compares the chemical reactivity R of pure Au,
and doped Au,Sr clusters, with 1 < n < 9, expressed by the number of product
CO3 molecules per deposited cluster. The TPR spectra are recorded after exposure
of the model catalyst to isotopically labeled *¥02 and *C'®0O at 90K. Only the
production of the 3C%0*0 isotopomer is detected by measuring its ion current
(Is), which indicates that the oxidation of CO occurs only on the cluster and that
no oxygen from the MgO substrate is involved

experiments on mixed Au,Sr clusters were performed [368]. It is well-known
that gold is strongly electronegative and that mixing with alkaline- or al-
kaline earth metals can even lead to ionic alloys. The best known example
is cesiumaurid [386]. Experimental considerations determined the choice of
Au,Sr clusters for these studies. For this purpose Au—Sr target disks with
various compositions were produced by mixing the two metals and annealing
the mixture to high temperatures in vacuum environment.

The formation of COy is then measured for the mixed cluster samples
and compared to the formation on pure Au, clusters. Fig.1.76 shows the
one cycle TPR spectra for the clean MgO and gold films as well as for se-
lected cluster sizes, which are discussed in detail below for understanding the
impurity doping and the size effects. Whereas the pure gold tetramer is inert,
the strontium-doped AuszSr cluster produces CO5 at 250 and 500 K. These
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Fig. 1.77. The optimized atomic structures of model catalysts comprising Aus
(a and b), Auy (c), and AuzSr (d) clusters adsorbed at an F center of an MgO(100)
surface. For Aug, two relevant isomers are depicted, separated by an energy difference
of 0.29eV with the quasi-planar geometry being the ground state. The optimal
geometries for the adsorption of the Oz molecule on these model catalysts are shown
in panels e-h

reaction temperatures are higher than those observed for Aug. The evolution
of the size-dependent reactivity, shown in the inset of Fig.1.76, clearly re-
veals that the onset for the CO combustion is shifted to lower sizes (AusSr)
in comparison to the pure clusters (Aug). As already shown above, the clean
MgO(100) surface as well as multilayer gold films grown on MgO(100) are
catalytically inert, the latter reflecting the noble character of bulk gold.

To understand the origin of this size-dependent and element-specific be-
havior, the atomic structure and the electronic spectra of these model cata-
lysts were studied by extensive first-principles simulations, and the optimized
structures of Aug(with two relevant isomers), Auy, and AusSr adsorbed on
MgO(F5.) are shown in Fig. 1.77, before (a—d) and after (e-h) Oz adsorption.
As shown above, these clusters bind to the MgO(Fs.) surface quite strongly
(calculated binding energy of 2.65-4.06 eV), and their binding is significantly
enhanced (typically by about 2eV) due to the F center defects. These high
binding energies and the “anchoring” effect by the F centers correlate well with
the observed thermal stability of the supported clusters in the TPR experi-
ments. As mentioned above and supported by the experimental results, an-
other important finding pertains to the charge state of the adsorbed clusters—
in particular, the calculations predict that the interaction with the surface is
accompanied by charge transfer [209] of 0.5¢, 0.3¢, and 0.3e to the adsorbed
Aug, Auy, and AusSr clusters, respectively. Binding and activation of mole-
cular Os by the model catalyst are necessary elementary steps in the CO
oxidation process [387,388]. Thus, understanding the structural, dynamical,
electronic, and compositional factors that govern these processes are a key to
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the elucidation of the observed size-dependent activity of the Au,/MgO(Fs.)
model catalysts. Indeed, these first-principles simulations show that the bind-
ing energy of Oz to the supported Au, clusters and the degree of O-O bond
activation are strongly dependent on the cluster size as discussed previously
(see also below). In contrast, the adsorption energy of CO to the supported
clusters is relatively insensitive to the cluster size, and it is higher than that of
oxygen (0.7-1.0eV per CO molecule, depending on coverage). Consequently,
in the following, the adsorption and activation of Os by the supported gold and
gold-strontium nanoclusters is studied in more detail to illustrate “nanocat-
alytic” factors which are the dynamic structural fluxionality as well as elec-
tronic size and impurity-doping effects.

Structural Dynamical Fluzionality. The capability of small clusters to exhibit
several structural forms (isomers) of comparable energies, and to interconvert
between such isomers at finite temperature, is one of the hallmarks of cluster
science (see also “Structural Dynamic Fluxionality”). This unique structural
variability may influence the chemical reactivity of nanocatalytic systems in
two main ways. First, at finite temperature, the model catalyst (and in partic-
ular the cluster component) will form an equilibrium ensemble of coexisting
structural configurations, with various isomers exhibiting different chemical
reactivities. This is illustrated here via the two structural isomers of the Aug
cluster with the two-layered one (Fig. 1.77b), which is thermodynamically less
stable (by 0.29eV) than the quasi-planar isomer (Fig. 1.77a), showing a higher
energy gain upon oxygen adsorption (0.47 eV compared to 0.28 eV for the lat-
ter isomer). Second, and most importantly, is the structural dynamic fluxion-
ality of clusters in the course of reactions that expresses itself in the ability
of a given structural isomer to dynamically adapt its structure such as to
allow the reaction to evolve on the most favorable free-energy path. Such
fluxional propensity is illustrated in Fig. 1.77b and f, where the more reactive
two-layered Aug cluster is shown to undergo a large structural transforma-
tion upon adsorption of molecular oxygen at the “peripheral site”; i.e., the
approximate bicapped octahedral geometry (Fig.1.77b) is transformed to a
bicapped trigonal prism (Fig.1.77f). Note that the structural fluxionality is
essential for the reaction to occur, since it was found that constraining the
cluster to maintain its original geometry (Fig. 1.77b) prevents the adsorption
and activation of Os.

Electronic Size Effects. Understanding the size-dependent electronic structure
of the Au,/MgO(F5.) model catalysts, which is fundamental for elucidation
of their atom-by-atom controlled reactivity, is facilitated by analysis of the
spectra of the LDOS projected on the oxygen molecule and on the metal
cluster (see also “Electronic Size Effects”). Figure 1.78a shows the LDOS pro-
jected on the Oy molecule which is adsorbed at the peripheral site (Fig. 1.77f)
of the more reactive isomer of the Aug/MgO(F5.) model catalyst. As shown
above, bonding and activation of O3 on the octamer is enabled by resonances
formed between the cluster’s electronic states and the 2m* molecular states
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Fig. 1.78. Local density of spin-up and spin-down electronic states (LDOS) of
the model catalysts shown in Fig. 1.77f~h for oxygen (a, c, e) and the metal part
(b, d, f, g). The prominent peaks of the oxygen LDOS are labeled following the
conventional nomenclature for the molecular orbitals of the gas-phase Oz molecule,
with L and || meaning perpendicular and parallel to the MgO surface, respectively.
The Fermi energy Er is at 0eV

of oxygen as these antibonding states are pulled below the Fermi level of the
system upon interaction with the cluster. The population of the antibonding
states is accompanied by a change in the spin state of the molecule from a
triplet state in the gas phase to a peroxo-like adsorbed state with a zero net
spin. A drastically different scenario is found for the interaction of Oy with
the smaller gold cluster, Auy/MgO(F5.), where molecular oxygen adsorbs in
an “on-top” configuration, with one of the oxygen atoms binding to a sin-
gle gold atom (Fig.1.77g). This system exhibits rather weak binding of the
molecule to the metal cluster (0.18¢V), an almost unperturbed O-O bond
length (1.28 A), and a spin splitting of the oxygen-projected LDOS spectrum
(see Fig. 1.78c). The weak binding is attributed to the narrower d-band of the
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adsorbed Auy cluster compared to that of Aug (see Fig.1.78b and d), with
a consequent lack of overlap between the states at the bottom of the d-band
of the gold cluster (Fig.1.78d) and the molecular oxygen states with energies
E < —5eV. Moreover, the spin-down antibonding 2t*; and 27" orbitals of
the adsorbed oxygen molecule are located now above Er (unlike the case of
the larger cluster, compare Fig.1.78c and a), which results in no activation
of the molecule by the adsorbed Auy cluster.

Impurity-Doping Effect. Finally, we address the possibility of enhancing the
catalytic activity of a nanocluster by designed incorporation (doping) of an
impurity, demonstrated here by the catalyzed oxidation of CO on AusSr/MgO
(Fsc). The LDOS spectra projected onto the oxygen molecule, the Sr atom,
and the Aus part of the metal cluster are displayed in Fig.1.78e, f, and g, re-
spectively. Doping by a single impurity atom changes significantly the bonding
and activation of Os compared to the pure gold tetramer, Auy, case. The bond-
ing of Oy is mainly to the strontium atom of the AusSr cluster (Fig.1.77h),
and it is characterized by a substantially higher adsorption energy (1.94eV
compared to 0.18eV for the configuration shown in Fig.1.77g) and a signifi-
cant activation of the O—O bond that is reflected in an increased bond length
of 1.37 A. This activation is due to occupation of the spin-down 2r* | oxygen
orbital (compare Fig.1.78e and ¢, where in the latter, which corresponds to
the pure cluster, this state contributes to the peak just above Eg), resulting
in a superoxo-like state of the adsorbate. Bonding of the oxygen molecule to
AuzSr/MgO(F5.) occurs via resonances formed between the Sr states in the
energy intervals 5-6 and 0-1eV below E, with the spin-up 1w and 27",
states, as well as with the spin-down 17, and 2n*, orbitals, of the adsorbed
activated Os.

These studies established the importance of charging the cluster upon in-
teracting with the surface. This is fully supported by the gas-phase results,
showing that only negatively charged Au, clusters are observed to be cat-
alytically reactive. Interestingly, the gold dimer is inert on the MgO support,
whereas it catalyzes the reaction in the gas phase. The comparison of the two
studies suggests that on the surface, the charge transfer is only partial not
leading to enough activation. In addition, considering the proposed mechanism
in Fig. 1.75, it becomes clear that steric effects might prevent the coadsorption
of the reactants and the formation of the intermediate on the surface.

The Effect of Water on the Catalytic Activity of Gold
Nanoclusters

Evidence for an enhancement by moisture of the catalytic activity of small
gold particles has been provided already early on [389]. This finding and other
experimental studies that followed [390-395] are particularly interesting, both
intrinsically as a property of gold nanocatalysts as well as in comparison with
common catalysts where the presence of moisture is found to be detrimental or
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nonbeneficial to their activity [389]. Additional interest in the effect of mois-
ture on gold catalysis derives from expected applications of these catalysts at
ambient conditions, that is, moderate temperatures and humid atmospheres.

In light of the above, and findings that for certain supports moisture is
able to increase the activity of gold catalysts by about two orders of mag-
nitude [389,392], correlating with the amount of moisture adsorbed on the
catalyst [390], it is rather surprising that to date only a few recent experi-
mental studies discuss the mechanisms of water enhancement of the catalytic
activity of gold nanocatalysts ([389-394] and citations in [392]). Furthermore,
with the exception of a recent experimental report [392] and a most recent the-
oretical study [396], only effects occurring at high-moisture levels have been
examined.

The experimental investigations noted above [392] addressed the effect
of moisture on the low-temperature oxidation of CO by gold particles with
diameters of 3.0, 3.9, and 8.2 nm supported, respectively, on TiOg, AlsOg3, and
SiOs surfaces. The HoO concentration has been varied over a wide range, from
about 0.1-6,000 ppm. The degree of enhancement of the CO oxidation rate
showed a dependence on the type of support, varying from high for insulating
alumina and silica to moderate for titania; at 3,000 ppm H5O the activity
of Au/TiO2 reaches full conversion of CO (100%). Interestingly, despite the
large effect of moisture, the apparent activation energies for the titania and
alumina supports were found to be essentially unchanged, indicating that the
reaction mechanisms over these catalytic systems are unaffected by moisture.
It has been also concluded that the key factor governing the moisture effect
on the CO oxidation reaction is the amount of HoO on the catalyst surface.
Furthermore, the effect of moisture was found to be essentially reversible,
and no significant change in the gold particles size was detected by TEM
measurements after the reaction.

The above study [392] concludes with a discussion about several scenar-
ios pertaining to the origin of the moisture effect. First, the possibility of the
water—gas shift (WGS) reaction was ruled out since the reaction temperatures
used in this study were well below the WGS reaction temperature (~573 K)
over Au/TiO. Moreover, the HyO concentrations employed were far below
that required by stoichiometry for the reaction with CO (10,000 ppm). From
the results of the experiments in [392] and those of previous experimental
investigations, it has been concluded that moisture may influence the CO
oxidation reaction through two main routes: (a) activation of oxygen, and
(b) decomposition of carbonate. Reaction schemes pertaining to these mech-
anisms can be found in [392].

To focus on the influence of water on the chemical activity of gold in
nanocatalytic reactions, quantum mechanical ab initio calculations were per-
formed [396] for model systems that do not exhibit charging effects origi-
nating from excess electrons bound to free Au clusters (i.e., gold cluster
anions) [33,382,397] or from defects at the metal-oxide surface [209,368] that
have been shown, as described in the previous subsections, to promote the
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Table 1.4. Energies (in eV) for the adsorption and coadsorption of Oz and H2O on
free (Aus and Ausg) clusters and on a gold octamer supported on MgO(100), that
is, Aug/MgO

O2 H20O H20-04
Aug Unbound ~ 0.3 0.4-0.9
Ausg <04 0.3-0.6 0.7-0.9
Aug/MgO-T <0.1 0.2-0.3 0.5-1.2
Aug/MgO-P 0.3-0.8 0.4-0.6 1.3-2.1

In the case of the Aug/MgO system, results are given for both the adsorption on
the top facet of the gold cluster (—T) and at the peripheral interface of the cluster
with the substrate (—P)

catalytic activity of gold nanoclusters. Accordingly, two free neutral Au clus-
ters containing 8 (Aug) and 30 (Ausg) atoms were considered, and in the case
of a surface-supported cluster a gold octamer, Aug, adsorbed on a defect-free
MgO surface described by a two-layer MgO(100)-(3 x 3) slab was examined.
We comment here that the characteristics of the perfect MgO(100) surface
and of the corresponding oxygen vacancy were found to be well reproduced
by a two-layer film [398].

Oy Adsorption on Free and Supported Gold Clusters. While molecular oxy-
gen does not adsorb on clean Au(110) and (111) extended surfaces [399,400],
it has been suggested that the adsorption propensity of Os to finite size Au
particles is increased, particularly, at low-coordinated sites [356, 369, 401] as
also discussed above. For each of the relaxed configurations of Oy at the var-
ious adsorption sites on the Aug and Augg clusters, the adsorption energy,
defined as the difference between the optimized energy of the combined sys-
tem, Au,, + O», and that of the separated relaxed components, Au,, and O,
were calculated. These calculations showed that Oy does not bind to Aug and
for the larger cluster the adsorption energies at the various sites range only
up to 0.4eV (Table1.4).

Next, the properties of the gold octamer adsorbed on a defect-free
MgO(100) surface were examined. The presence of the support causes broad-
ening of the Oy adsorption energies distribution. Two spatial regions may
be identified: (a) the top facet of the cluster, where Oy adsorbs weakly (ad-
sorption energies up to 0.1eV), in agreement with other first-principles cal-
culations [209,401,402], and (b) peripheral sites (at the Aug/MgO interface),
where Og adsorbs with energies larger than 0.3 and up to 0.8eV (Table 1.4),
with the O-O bond extended to 1.37-1.49 A (i.e., in the range typical of
SUperoxo, or peroxo, states).

Coadsorption of Oz and HoO on Free and Supported Gold Clusters. It has
been established experimentally that extended clean gold surfaces are hy-
drophilic [403]. The calculations showed that water adsorbs (relatively weakly)
on free and supported Au clusters (Table1.4), with adsorption energies that
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Fig. 1.79. Relaxed atomic configurations of HoO and O2 coadsorbed on free Aug and
Augp clusters (top) and on Aug/MgO(100) (bottom). For the free and supported Aus
cases, the difference-charge-density between the complete adsorption system and
the separated Aug/MgO(100) and O2-H2O complex are displayed, superimposed
on the atomic configuration. Charge depletion is shown in dark grey and charge
accumulation in gray-white. Light grey, dark, and white spheres correspond to Au,
O, and H atoms, respectively

vary from 0.2 to 0.6 eV, and without apparent correlation between the adsorp-
tion strength and the coordination of the adsorption site. It was also found
that an adsorbed H5O is an “attractor” for molecular Os. Indeed, in the pres-
ence of an adsorbed water molecule, O preferentially adsorbs (in a singlet
spin state) at a neighboring site (Fig.1.79, top). Moreover, the coadsorbed
O5 does not show preference to particular sites on the gold cluster, and it
may bind even at sites where the adsorption of Oy (without coadsorbed H5O)
is energetically unfavorable. In the case of free Aug and Augg clusters, the
calculations gave a range of coadsorption energies of 0.4-0.9eV (Table1.4).
The observation that these values are larger then the sum of the adsorption
energies of the two separated species on the Au clusters indicates that the
coadsorption of HoO and O2 exhibit a synergetic effect and implies possible
formation of a stable complex of the two adsorbed molecules.

In the coadsorbed state on the free clusters, the O molecule shows peroxo-
like characteristics, with a bond length of about 1.45 A (18% larger than the
gas-phase value). Comparison with the properties of O2 adsorbed under dry
condition highlights the enhanced O-O bond-activation induced by the HyO
molecule. In the coadsorbed configurations (Fig.1.79, top), a proton is par-
tially shared between the HoO and one of the oxygens of the Oy molecule,
with the distance between the two oxygens that share the proton being close
to 2.5 A. To estimate possible electronic charge rearrangement and charging
effects in the coadsorbed system, the specific adsorption complex shown for
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Aug was considered (see atomic configuration at the top left of Fig. 1.79). For
this particular set of nuclear positions, it is useful to analyze the difference
between the electronic charge density of the full system and the sum of the
densities of the separated components (the Aug cluster and the Og---Hy0
species, respectively, keeping the geometries as found for the adsorption sys-
tem). This procedure allows one to assess the charge redistribution occurring
by joining the Au cluster and the coadsorbed species. According to this analy-
sis, it was found that electronic charge that is depleted in the region of the Aug
cluster is accumulated at the location of the adsorbed Oz molecule (in partic-
ular in the originally empty 21* orbital, see gray-white lobes in Fig. 1.79, top
left). Integrating over the semispaces defined by the normal plane bisecting
the Au-O bonds yields an estimated charge transfer of about 0.27¢ (where e
is the electron charge).

In general, the optimized configurations of HoO and O5 coadsorbed on the
top facet of Aug/MgO are similar to those found for the unsupported clusters.
However, in some occasions the proton shared by the H,O and Os molecules
may actually be considered as transferred to the Os species (see, e.g., bot-
tom of Fig. 1.79). In such instances, coadsorption leads to the formation of an
OH and a hydroperoxyl-like (HO2) group. The distance between the O atoms
sharing the proton takes a value of about 2.49 A, while the O-O hydroperoxyl
bond length reaches a value of about 1.48 A (that is 21% larger than in a
free molecule), reflecting a very high degree of bond activation. The electronic
charge density of the combined system, referenced to that of the separated
Aug/MgO and OH---HO2 components (Fig.1.79, bottom), exhibits a charge
redistribution pattern similar to that described above for the free Au cluster
(Fig. 1.79, top left). In particular, a charge analysis show that an amount of
approximately 0.31e is transferred from the Aug/MgO system to the coad-
sorbed species; similar analysis applied to the bare Aug/MgO complex led
to an estimate that upon adsorption an electronic charge of about 0.4e is
transferred from the MgO substrate to the adsorbed Aug cluster.

These results suggest that the coadsorption of HoO and O, stabilizes par-
tially charged, highly activated states of the adsorbed oxygen molecule (with
the extra electronic charge donated by the underlying supported gold cluster).
Such activated states include the hydroperoxyl-like intermediate shown at the
bottom of Fig.1.79, as well as a partially negatively charged oxygen molecule
in a superoxo or peroxo state (with an O-O bond elongated by 0.1-0.2 A,
respectively, with reference to the free molecule), stabilized through a proton-
sharing mechanism. No such bond activation is found for the adsorption of O9
on the top facet of the supported gold octamer without water coadsorption
(recall the small adsorption energies given for the Aug—MgO-T configuration
in Table1.4).

MgO surfaces are hydrophilic, and HoO molecules adsorb with energies of
about 0.4 eV. In the vicinity of the peripheral interfacial sites of the Au cluster,
the calculations showed that the adsorption energy of HoO increases by 0.1-
0.2eV (depending on the particular site and adsorption configuration). Thus,
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Fig. 1.80. Relaxed atomic configurations displaying several stages in the simulation
of the coadsorption of H2O and Oz on the top facet of an Au8 cluster supported
on MgO(100) and the subsequent reaction with gaseous CO to form COs. (a) The
approach of an HO molecule to the cluster. (b) Coadsorbed HaO (right) and O2
(left) with an approaching CO. Note the preferential orientation of the H2O and
partial proton sharing. (¢) CO-induced proton transfer resulting in formation of a
hydroperoxyl-like group (left) and a hydroxyl (right). (d) Transition state configu-
ration with the CO binding to the activated species. The proton is about midway
between one of the oxygens of the transition-state complex (left) and the hydroxyl
(right). (e) The proton shuttles back to reform an adsorbed H2O, and the CO2
product desorbs from the surface, leaving an adsorbed oxygen atom that reacts in
the next step with a CO molecule to yield a second CO2. Light grey, dark grey,
white, and grey spheres correspond to Au, O, H, and carbon atoms, respectively

the gold cluster acts as an attractor for adsorbed water (reverse spillover,
see “Spillover, Reverse Spillover, and Adlineation”). Hence, at the interface
between the Au cluster and the MgO surface, peripheral sites show a high
propensity to bind both HoO and Os (Table 1.4). The markedly larger binding
energies of the coadsorbed complex (compared to the individual adsorbates)
reflect a synergetic effect, expressed through the occurrence of the aforemen-
tioned proton sharing and proton transfer processes.

To address the reactivity of Os coadsorbed with HoO on the top facet of
the adsorbed gold cluster, a sequence of adsorption and reaction steps that
result in the catalytic oxidation of CO is displayed in Fig. 1.80. Starting from
the bare Aug/MgO system an H2O molecule adsorbs first (Fig. 1.80a). Subse-
quently, an Os molecule is coadsorbed and the system is exposed to incident
CO (see the proton-sharing configuration in Fig.1.80b). In Fig.1.80c, a pro-
ton transfer process, induced by the incoming gaseous CO molecule, is shown,
leading to formation of a hydroperoxyl-like complex. Upon reaction of the
CO molecule with the complex, the proton shuttles back toward the hydroxyl
group (Fig.1.80d), with the process culminating in the desorption of a COq
molecule and reformation of an adsorbed HoO molecule that is preferentially
oriented with respect to the remaining adsorbed oxygen atom (Fig. 1.80e). The
above Eley-Rideal like reaction mechanism involves relatively low barriers,
which were estimated from a constrained molecular dynamic approach. It was
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found that formation of the transition state (shown in Fig.1.80d) entails a
readily accessible energy barrier of ~0.5eV. An added CO molecule reacts
readily (a barrier of 0.1eV) with the single adsorbed oxygen atom, and the
(barrierless) desorption of the CO2 product closes the catalytic cycle. For a
peripherally adsorbed Os reacting with a CO molecule adsorbed in its vicin-
ity, a Langmuir-Hinshelwood reaction barrier of 0.4eV was found (with or
without a neighboring coadsorbed HoO molecule). The barrier for desorption
of the CO4 product is 0.6 eV under dry conditions and 0.3 eV with coadsorbed
H,O0.

1.5.3 The Oxidation of CO on Small Platinum and Palladium
Clusters

Platinum, palladium, and rhodium are the major materials used industrially
for the catalytic oxidation of CO. This initiated a variety of studies on single
crystals, on supported particles, as well as on real catalysts in order to obtain
important details about this catalytic process. In this section, an overview over
the reactive properties of free Pt and Pd clusters will be presented and the
catalytic CO combustion reaction on clusters of these metals will be discussed.
Subsequently, the activity of deposited mass-selected Pt and Pd clusters in
this reaction will be analyzed in order gain insight into the details of the
catalytic reaction mechanisms on these materials.

The Reactivity of Free Pt and Pd Clusters

Platinum and palladium were among the first metals that were investigated in
the molecular surface chemistry approach employing free mass-selected metal
clusters [159]. The clusters were generated with a laser vaporization source
and reacted in a pulsed fast flow reactor [18] or were prepared by a cold cath-
ode discharge and reacted in the flowing afterglow reactor [404] under low-
pressure multicollision reaction conditions. These early measurements include
the detection of reaction products and the determination of reaction rates for
CO adsorption and oxidation reactions. Later, anion photoelectron spectro-
scopic data of cluster carbonyls became available [405,406] and vibrational
spectroscopy of metal carbonyls in matrices was extensively performed [407].
Finally, only recently, the full catalytic cycles for the CO oxidation reaction
with NoO and O on free clusters of Pt and Pd were discovered and ana-
lyzed [7,408].

Pt and Pd Carbonyl Complexes. From reactivity measurement with carbon
monoxide, Cox et al. [18] determined the relative CO bonding strength to
transition metal clusters:

Pd, Pt, Co > V, Ni, Nb, Ru, Ir, W > Mo, Fe > Cu, Al
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This relative scale demonstrates the exceptional reactivity of clusters of plat-
inum and palladium. The cluster—surface analogy for CO adsorption is persued
in theoretical contributions, e.g., for small Pd clusters in [409]. Experimen-
tally, Ervin and coworkers [404,410] investigated the reactions of negatively
charged Pd and Pt clusters with CO in the flow tube reactor. For clusters with
more than four atoms, the measured bimolecular rate coefficients for CO ad-
sorption were near the ion-dipole collision rate constant. Saturation coverages
were determined showing that the CO coverages of the Pd clusters are, similar
to the homologous Ni, typical for an 18-electron transition metal [12,31,411],
whereas the saturation limits for platinum are lower, reflecting the electron
deficient structures observed in condensed phase chemistry. Collision-induced
dissociation measurements of CO-binding energies on Pt and Pd clusters lead
to the identification of specific CO-binding sites on the clusters associated
with particular carbonyl complex structures. Pt3(CO), , e.g., has not only
the same stoichiometry but also the same structure as the condensed phase
species Pt3(CO)3(u-CO)32~. Thus, the site specifity of the individual bind-
ing energies allows the assignment of distinct binding configurations to the
different CO adsorbates [22,412-414].

The electronic structure of free carbonyls of Pd,, and Pt, have been in-
vestigated by mass-resolved anion photoelectron spectroscopy. From these
measurements, the vibrational frequencies of the C—O stretch mode of the
electronic ground state could be obtained [6,405]. The C-O stretch vibration
frequency found for several saturated species are reported to agree roughly
with the corresponding surface data [405]. However, the stretch frequencies ap-
pear to be strongly coverage dependent, as it is the case on extended surfaces.
Photoelectron spectroscopic data obtained for the monocarbonyl complexes
indicate the particular importance of backdonation of dg-electron density into
the * orbital of CO [406,415]. A strong m-backdonation was suggested to be
one key information to understand the catalytic properties of small transition
metal clusters [405]. IR-spectroscopic measurements and ab initio calcula-
tions of the CO vibrational frequencies of the Pd and Pt carbonyl complexes
in rare gas matrices support the gas-phase observations [407]. The authors
of this contribution [407] conclude that the frequencies for CO attached to
metal centers in complexes and supported catalyst systems can be used as a
probe for the local charge at the metal (M) center using neon matrix-isolated
MCO™, MCO, and MCO™ frequencies as a scale.

Ozidation of Free Pt and Pd Clusters

In their flow tube reactor studies, Hintz and Ervin found that Pt, and Pd,~
cluster anions react with molecular oxygen under addition of multiple O,
units [416]. Whereas no monoxide formation is detected, increasing palladium
cluster fragmentation with cluster size is observed upon reaction with Oz (loss
of metal atoms for Pty and Pt, ). The observation of cluster fragmentation
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induced by the O reactions supports a mechanism in which the oxygen mole-
cule dissociates exothermically on the cluster surface, releasing more energy
than can be efficiently thermalized by collisions with the buffer gas [416].
Computational studies of the interaction of oxygen with neutral platinum
clusters indicate that a superoxo state is first formed when the Os molecule
approaches the metal cluster. With the dioxygen molecule moving closer to the
cluster surface, the O—O bond is further stretched, and the adsorbed molecule
evolves into a peroxo state, which will eventually dissociate into two adsorbed
atomic states [417]. The reaction of positively charged platinum clusters with
molecular oxygen was found to lead to cluster degradation in an FT-ICR ex-
periment under single collision conditions [183,354]. Interestingly, as a result
of the fragmentation, the release of the neutral product PtOs was postulated
for clusters with two to five Pt atoms:

Pt} + Oy — Pt | + PtOs. (1.66)

The oxidation reactions with nitrous oxide NoO are even more appeal-
ing because direct oxygen-atom transfer is expected, releasing the particu-
larly stable No molecule. This process is indeed observed for the negatively
charged Pd and Pt clusters [416]. As the N2O concentration increases, addi-
tional oxygen atoms sequentially bind to the cluster to form M,,O,,,~ products.
Oxygen-atom transfer from N5O is also the sole reaction observed for posi-
tively charged free platinum clusters [183,418]. However, the reaction rates
measured for Pt, ™ in this case are surprisingly low and for n = 2 and 4 the
occurrence of the reaction could not be established at all [183]. An explanation
for this striking observation is put forward by Schwarz and coworkers, as well
as Armentrout et al. [183,419,420]. These authors note that the electronic
ground states of cationic oxides MO* correlate with atomic O(*P) whereas
adiabatic oxygen release from N,O yields O(!D), meaning that the overall
reaction leading to PtO™ in the electronic ground state is formally spin for-
bidden. A similar kind of reaction barrier is expected to be present for the
clusters Pt, ™ as well, although the potential energy surfaces are certainly
much more complicated in this case [183].

The comparison with the reactivity of platinum surfaces toward N5O also
bears some appealing similarities: early studies found adsorption to be inef-
ficient at low temperatures, accompanied by a minor extent of decomposi-
tion [421,422]. The application of higher NoO pressures at 363 K, however,
leads to the formation of a complete oxygen monolayer on the surface of a sup-
ported Pt/SiO4 catalyst [423]. Schwarz and coworkers [183] note that the fact
that N5O is not dissociating on bulk platinum at low temperatures, whereas
oxygen-atom transfer is effective at elevated temperatures, point to barriers
being operative that are probably also important in the corresponding reac-
tions of Pt,,*.

CO Ozidation Catalysis on Free Pt and Pd Clusters. Platinum cluster anions
Pt,~ with n = 3-6 [7], the atomic cation Pt [408] and selected larger cluster
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Fig. 1.81. Reaction cycles for the oxidation of CO catalyzed by gas-phase platinum
cluster anions as formulated by Shi and Ervin [7]

cations Pt,T (n = 5-8) [424] are found to actively catalyze the gas-phase
oxidation of carbon monoxide. The previously discussed oxide complexes
Pt,0~ and Pt,0, , as well as Pt,,O" and Pt,,O2", have been identified as
intermediates in the catalytic reaction cycles. In the following, details of the
corresponding catalytic reaction mechanisms, obtained by mass-spectrometric
measurements, will be outlined.

The first catalytic cluster ion reaction cycle under thermal conditions was
observed by Ervin and coworkers. This group demonstrated that the gas-
phase cluster anions Pt,,~ (n = 3-7) efficiently catalyze the oxidation of CO
to CO3 by NoO or O; near room temperature in a combined flow tube and
gas cell reactor instrument under multicollision conditions [7]. At the end of
the process, the intact cluster is regenerated and each step is exothermic and
occurs rapidly at thermal energies. The observed catalytic reaction cycles are
summarized in Fig. 1.81.

In these experiments, the produced Pt,,~ clusters are first thermalized by
collisions with a buffer gas. When either O or N5 O is introduced downstream
in the flow tube, Pt,,O ~ and Pt,,O, ions are formed in rapid exothermic re-
actions [416]. With the introduction of CO into the reaction gas cell of the
instrument, the Pt,~ clusters reappear as observed with mass spectrometry.
It was concluded that neutral COs is stoichiometrically formed on the clus-
ters and that negligible fragmentation of the metal clusters for n > 4 occurs.
Collisional stabilization of the cluster oxides in the presence of buffer gas was
pointed out as an important factor for the observation of catalytic activity
because under single-collision conditions in the guided beam, extensive frag-
mentation would prohibit the reformation of the initial metal clusters. Further
experiments revealed that at low energies, the cross section approaches the
calculated collision limit meaning that the reactions are quite efficient. When
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Fig. 1.82. Relative reaction efficiencies k/kc for the conversion of CO to CO2 by
Pt»,Om ™ cluster of various compositions (k is the measured reaction rate coefficient
and k. represents the Langevin ion—molecule collision rate coefficient) [22]

Pt, O, ions are selected initially, sequential loss of oxygen atoms is observed
to form two COg products, as shown by CO pressure dependence studies
(cf. Fig. 1.81). This observation implies that in this case, O2 is dissociatively
adsorbed on the Pt,,~ clusters as oxygen atoms rather than chemisorbed or
physisorbed as molecular Os, as discussed for Au,,~ in the previous section.
Two other observations support this conclusion. (a) Pt,,Os~ ions produced by
reaction of the bare cluster with either Oy or NoO show the same reactivity
and (b) Collision-induced dissociation of Pt,, 02~ shows loss of oxygen atoms
with no O loss. The regeneration of Pt,,~ ions at low energies proves that a
full catalytic oxidation cycle can be completed at near room temperature in
either a single-step or a two-step process as indicated in Fig. 1.81. Figure 1.82
shows the measured reaction efficiencies for the oxidation of the first CO mole-
cule by Pt,0 ~ or Pt,,02~ (n = 3-6). Apparently, the presence of the second
oxygen atom decreases the reactivity. Possible reasons for the lower reactivity
of Pt,,0, might include the displacement of the more favorable binding sites
for CO or the thermodynamical stabilization of the cluster oxide by the sec-
ond oxygen atom. However, the reaction efficiencies for a single CO reaction
are definitely larger than 40% for n > 4; so only a few collisions with CO
reactants would be required for complete conversion. From this it was con-
cluded that at near room temperatures, the gas-phase metal cluster anions
are better catalysts than the supported catalysts used in current technology
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Fig. 1.83. Observed reaction cycles for the oxidation of carbon monoxide by nitrous
oxide catalyzed by gas-phase atomic platinum cations [408]

for automotive catalytic converters. These are needed to be heated to high
temperatures on platinum surfaces; temperatures of 400-500 K are typically
required for oxidation of CO [425].

In further work of the group of Ervin, the activity of palladium cluster
anions in the CO oxidation catalysis was examined and it was found that
Pd,; also efficiently catalyzes the CO combustion reaction. The palladium
clusters, however, are reported to exhibit more fragmentation than the plat-
inum clusters, consistent with the weaker meal-metal bond strength in palla-
dium relative to platinum [22].

The activity of Pt™ ions in the catalytic conversion of CO to COz has been
investigated by Schwarz and coworkers in an FT-ICR mass spectrometer [408].
Atomic platinum cations do not react with molecular oxygen [354]. Therefore
the oxygen-atom transfer reaction with nitrous oxide is used for the generation
of the active intermediates PtO" and PtO,* (Fig. 1.83). Isotopic exchange
reactions with Hy'8O and 80, suggest that the structure of PtOy™ is rather
described as a dioxide (OPtO™) than as a peroxide (PtOO™) or as a dioxygen
complex (Pt(O2)"). The absence of an O-O bond in this ion is confirmed
by calculations using correlated ab initio methods at the CASPT2 level of
theory [408].

In the presence of carbon monoxide, both oxide ions readily react, releasing
carbon dioxide. Upon treating PtOs™ with a mixture of CO and N3O, quasi-
stationary concentrations of Pt™, PtO™, and PtO,™ are obtained in the FT-
ICR experiment. Identical stationary concentrations of these ions evolve when
starting from Pt™ or PtO™, respectively. Thus, reaction cycles as depicted in
Fig. 1.83 can be formulated, describing the effective catalysis of the conversion
CO+N30 — CO3+Njy by the gaseous platinum species. The turnover number
was found to be basically limited by side reactions with background impurities.
In different runs turnover numbers ranging from 80 to 300 were obtained [408].
The catalytic cycles in Fig.1.83 are very similar to the cycles depicted in
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Fig. 1.84. Catalytic cycles of the Pt;" ion in a 1:6 mixture of CO and N,O.
The experiment was carried out under single collision conditions in an FT-ICR
instrument. (a) The catalytic cycles involving Pt;O" and Pt;027 are identical to
the Pt* cycles in Fig. 1.83. (b) In addition, a cycle involving the initial formation
of Pt;CO™ is observed. Additional CO molecules, however, increasingly poison the
cluster. The conversion of Pt7(CO)2+ back to Pt;CO* might contribute to a minor
extent to the catalytic activity [424]

Fig. 1.81 for the negatively charged platinum clusters. The difference results
from the fact that, in contrast to Pt*, Pt,,~ clusters react with O, leading
to a direct formation of the intermediate dioxide Pt,, O~ without previous
formation of the monoxide Pt,,O ~, as it is the case for the oxidation reaction
involving nitrous oxide.

A gas-phase catalytic reaction similar to the one described for PtT in
Fig. 1.83 was recently observed also for small Pt,™ clusters in reaction with
CO and N30 in an FT-ICR experiment [424]. Catalytic activity was observed
for platinum cluster cations with 5-8 atoms, whereas Pto™ and particularly
Pt}, were found to predominantly merely adsorb carbon monoxide. Detailed
investigations of the Pt;™ reaction revealed not only the prevalence of the
cycles depicted in Fig. 1.84a, but also pointed toward the role of CO adsorption
in competition with the oxygen-transfer reaction with NoO. Evidently, by
addition of multiple CO molecules, some bare Pt;T clusters were removed
from the catalytic cycle. At high CO partial pressures in the ICR cell, the
previously mass-selected Pt7CO™T was observed to subsequently react via two
equally abundant mechanisms (cf. Fig. 1.84b): (a) Oxidation of the Pt;CO*
complex with NoO back to the bare Pt;T under liberation of Ny and CO,
or (b) adsorption of a second CO molecule to form Pt;(CO);. Pt;(CO)7,
in turn, was found to eagerly adsorb further CO molecules and only a very
minor part could be oxidized back to the bare metal cluster. In this way,
platinum clusters are increasingly removed from the catalytic reaction cycles
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at enhanced CO partial pressures. With regard to the other cluster sizes, it
was observed that the catalytic activity with respect to CO oxidation by NoO
is largely determined by the reactivity of the bare cluster with NoO: A high
reactivity toward NoO apparently shifts the cluster intensities in favor of the
oxide species, effectively hindering the poisoning reaction by sequential CO
adsorption on the bare cluster [424].

The Reactivity of Deposited Pt Clusters

The oxidation of CO on platinum was extensively studied by using single
crystals. On highly coordinated Pt atoms, like on a Pt(111) single crystal,
carbon monoxide can be oxidized at low temperature (160 K) [387, 426, 427].
In this case, oxygen atoms that are produced during the dissociation process
of Oy on the surface oxidize carbon monoxide. In such a mechanism oxygen
atoms react with CO before they reach the energy minimum of the oxygen—
surface interaction potential and therefore no additional activation for the
actual oxidation step is needed [387]. A second reaction channel on Pt(111) in-
volves chemisorbed oxygen atoms, which oxidize adsorbed CO at temperatures
higher than 200 K. This mechanism can also be observed on low-coordinated
platinum sites, e.g., the ones on a Pt(355) surface [428,429], and the oxidation
temperature of this mechanism is sensitively dependent on the character of
the reactive site [428]. Real catalysts for the oxidation of CO consist, however,
of highly dispersed metal particles on refractory metal oxides [430-432], and
the findings from single crystals can be used to understand partly the catal-
ysis of nanoparticles, a few nanometers in size, exposing different crystalline
facets [248,433]. For small platinum clusters, the size-dependent reactivity
is illustrated in the following by presenting TPR and FTIR results for the
oxidation of CO on Pt, (1 < n < 20) deposited on thin (defect-rich) MgO
films.

Figure 1.85 shows the TPR spectra for the CO oxidation on supported
Pt,(1 < n < 20) clusters. Since only COy molecules containing one isotopi-
cally labeled 80 atom are detected, oxygen is dissociated prior or during the
catalytic oxidation of CO. Thus already these small Pt clusters are catalyti-
cally active. Remarkably, each cluster size reveals different oxidation temper-
atures, labeled a, B;, and B,, and a different catalytic activity as reflected
in the different ion signal intensities. The main COs production, labeled B,
occurs at temperatures between 200 and 400 K. For Pt;5—Ptog the CO5 pro-
duction is also detected at temperatures around 150 K, labeled o, while Pty
clusters display an additional reaction at 460 K, labeled B,. The different oxi-
dation temperatures (peaks o, B;, B, in Fig. 1.85) indicate different catalytic
processes occurring on different active sites on the Pt clusters. Results of
FTIR experiments, displayed in the insets of Fig. 1.85, support this assump-
tion, showing only one CO absorption frequency (2,065 cm™1) for Ptg but two
absorption frequencies (2,045 and 1,805 cm™!) for Ptay.
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Fig. 1.85. Shown is the formation of CO2 on selected cluster sizes after saturating
the samples at 90K with '*CO and O» and detecting the product molecule by a
mass spectrometer as function of temperature. Different CO2 formation mechanisms
(a, B1, B2) are labeled according to single crystal studies. The insets show measured
vibrational frequencies of CO adsorbed on deposited Pdao and Pds

Expressing the catalytic activity of the monodispersed Pt clusters as the
number of catalyzed COy molecules per cluster (Fig.1.86a) and per atom
(Fig. 1.86b), it is recognized that the CO2 production increases nonlinearly
with cluster size. Up to Ptg less than one CO5 molecule per cluster is formed
(Fig. 1.86a). The reactivity increases abruptly when going from Ptg to Ptys,
on which about six CO molecules are oxidized. For the oxidation of CO per
atom (Fig.1.86b) a maximum of 0.4 and minimum of 0.1 are observed for
Pty5 and Ptg, respectively. Considerable catalytic activity is also observed for
Pt; (not shown). Whether the Pt atom is stable during the catalytic reaction
is, however, on open question. The reactivity shows a local decrease for Ptq3
clusters.

In lack of detailed theoretical investigations, these observations are first
compared to the catalytic oxidation of CO on Pt single crystal surfaces. Two
main mechanisms have been observed. On Pt(111) terrace sites the reaction a:

O; + 2CO(tcrracc) — 2CO0, (1.67)
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Fig. 1.86. (a) Total number of formed COzmolecules per cluster as a function of
cluster size and (b) total number of formed CO2 per atom as a function of cluster
size

has been found at 160 K involving hot oxygen atoms [387,434]. On a stepped
Pt(355) surface the reactions f:

O(terrace) + Co(terrace) - COQ Bl
O(step) =+ Co(step) — CO2 BQ (168)
O(Step) + Co(terrace) — COq l33

at 290, 350, and 200 K, respectively, have been identified [428]. Since the oxi-
dation temperatures on size-selected Pt clusters are in the similar range, the
reaction sites are identified accordingly in this case. The throughout presence
of the B mechanism indicates dissociation of Oy on all cluster sizes. The «
mechanism is only observed for larger clusters, Pt;5—Ptog, implying that oxy-
gen is adsorbed molecularly in an ionic state only on these species. Thus,
the presence of higher coordinated and therefore less reactive atoms on the
cluster (as on single crystal terraces) is suggested. This is not unexpected as
the average coordination number of atoms in clusters is increasing with size.
If we now compare these reactivities per atom with the ones obtained from
Pt single crystal surfaces, one has to consider that the reactivity converges
to zero for the latter case because of their small surface-to-bulk atom ratio.
Nevertheless, on Pt(112), a reactivity per Pt surface atom of < 0.2 has been
determined [429], which is more than a factor of 2 smaller than the one found
for Pty5 (see Fig. 1.86b).

Second the results on supported clusters are compared to the above dis-
cussion of the CO oxidation on free Pt clusters. The a mechanism is also
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consistent with the gas-phase studies, where a relatively low reactivity toward
molecular oxygen was observed and explained theoretically by the presence
of a peroxo-like complex previous to the Oy dissociation on the clusters. The
main formation of CO5 on Pt-clusters in the gas-phase studies, however, is
in accordance with the B mechanism on supported Pt clusters proceeding via
atomic oxygen. The sudden increase of the reactivity of supported clusters
with a size larger than 8 atoms (Fig. 1.86a) may be explained by the obser-
vation that free Pt clusters of that size increasingly adsorb CO molecules
(cf. Fig. 1.84).

Extensive theoretical investigations on the catalytic properties of small
Pt,, clusters are missing at present and therefore a detailed understanding as
in the case of small gold clusters is not available. One approach to rationalize
the size-dependent observations is to relate the evolution of the reactivity with
the geometric structures of the corresponding clusters. Open structures with
low-coordinated atoms may be considered to be more reactive than struc-
tures with highly coordinated atoms. Local density functional (LDF) calcu-
lations (in a non-self-consistent Harris functional version) showed that free
clusters up to Ptg are planar [435] and it is likely that they remain planar
on MgO as additional energy is gained by the cluster substrate interaction
for 2D structures in comparison to 3D structures. The optimized geometry of
Pt1o with Cy point group symmetry has ten atoms arranged into three layers
resembling (111) planes, as obtained by using DFT calculations including rel-
ativistic effects [436]. Self-consistent LDF [437] and embedded atom method
(EAM) [438] calculations predict 3D structures for Pt clusters with cuboc-
tahedron symmetry (Oy) and a highly asymmetric, irregular, and defected
structure, respectively. The larger clusters Pt,, (n > 13) are considered to be
3D [438]. The change in the measured reactivity, expressed in the number of
produced CO4 per cluster (Fig.1.86a), thus also correlates with the predicted
morphological transition from 2D to 3D structures for Pt cluster sizes between
Ptg and Ptqg. It is interesting to note that Pt3 shows a local minimum in the
reactivity per atom (Fig. 1.86b), with Pt13 being the first atomic-shell closing
of both icosahedral and cuboctahedral structures. This type of rationalization
is often used in surface chemistry for explaining reactivities of different facets
of single crystals. For understanding cluster reactivities, however, such an ar-
gumentation may often fail as electronic quantum size effects are dominant
in the nonscalable size regime and clusters often reveal several energetically
close-lying isomers being the origin of the above mentioned dynamic structural
fluxionality.

The Reactivity of Deposited Pd Clusters

In the examples discussed so far, important information on the catalytic prop-
erties of small clusters were obtained by comparing the chemical reactivity of
cluster model catalysts obtained by one cycle experiments with ab initio cal-
culations. That such small clusters are indeed catalytically active during many
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reaction cycles cannot be deduced from such experiments. In the following, the
catalytic reaction of cluster model catalysts was studied by isothermal, pulsed
molecular beams in order to extract the most important catalytic quantity,
which is the turn-over frequency (TOF).

After exposing the model catalysts to CO molecules by molecular beam
pulses with typical widths of 40 ms (resulting in maximal effective pressures of
2 x 10~ mbar) and at a constant isotropic Oy pressure of 5 x 10~ mbar, the
resulting product molecules (CO3) were detected within isothermal conditions
by an absolutely calibrated quadrupole mass spectrometer. From the integral
of the detected CO4 pulses, the absolute number of formed CO5 per cluster
could be obtained. Dividing this number by the reaction time (40 ms) and the
number of atoms in the clusters results in the TOFs of this reaction for various
cluster sizes with an estimated accuracy of 10%. From these results, a reaction
probability can then be defined by dividing the TOF by the total flux of CO
(composed of the direct adsorption or adsorption through reverse spillover) on
the cluster. With these two numbers, a catalytic process is defined and allows
the cluster’s catalytic properties to be compared to other model systems.

Size Effects

The catalytic formation of CO2 on Pdsg is shown in Fig. 1.87b expressed as
the number of produced CO4 per deposited Pd-atom per second for selected
temperatures and for a constant partial pressure of Oy of 5 x 10~7 mbar and a
CO-effective pressure of 1x10~% mbar. Up to about 300 K no catalytic reaction
occurs. Between 300 and 375 K a drastic increase in reactivity is observed, and
the maximal reactivity at 375 K is about 29 COs/(Pd-atom s). The reactivity
is then decreasing with temperature and reaches a value of ~2CO5/(Pd-
atoms) at around 700 K. A small delayed contribution to the CO; formation is
observed at 351 K at around 1s; the delay time is decreasing with temperature.
At 450 K, it merges the main peak. The origin of this delayed contribution is
the competitive adsorption of the two reactants and it was also observed for
larger nanoparticles under similar experimental conditions [243,439-442]. In
fact, it disappears at temperatures (>450K) where CO readily desorbs from
the palladium clusters. The evolution of the reactivity of Pdg is similar to
the one of Pdjsg, although the increase is less steep and occurs between 300
and 425K (Fig.1.88). In addition, the maximal reactivity is with 39 COy/
(Pd-atoms), distinctly different.

Furthermore, the temperature of maximal reactivity is shifted by 50K to
higher temperatures. The small delayed COy formation is also observed for
Pdg at the same experimental conditions. For Pd atoms, the evolution of the
TOFs as function of temperature is different with the onset of the reactivity
setting in at 375 K only and reaching a maximal value of 21 CO5/(Pd-atom s)
at 510K (Fig. 1.89). As for the other cluster sizes, the reactivity is decreasing
at higher temperatures. Although Pd-atoms form COs in a one-heating cycle
TPR experiment at around 280 K as depicted in the inset of Fig. 1.89b, this
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Fig. 1.87. (a) Shown are CO2 transients for representative temperatures obtained
for Pdso/MgO(100) model catalysts at an isotropic pressure of Oz of 5 x 10~ mbar
and an effective pressure of CO of 1x 10~% mbar obtained by a CO-pulse of 40 ms du-
ration. (b) Shown is the evolution of the absolute TOFs (obtained from the integrals
of the transients) as a function of temperature

model catalyst is not stable at 300 K after COy formation and forms larger
clusters. This is inferred from FTIR studies where the absorption bands of
the probe molecule CO adsorbed on Pd-atoms were monitored during the CO
oxidation, e.g., with increasing temperature (Fig. 1.90) [443,444]. At 90K and
at saturation coverage a main absorption band between 2,045 and 2,005 cm ™!
(Fig. 1.90a) is attributed to two on-top bound CO molecules on the Pd atoms
(Fig. 1.90Db).

In the presence of Os, the high-frequency CO is efficiently oxidized as
observed by the decrease of the corresponding band in the temperature range
of 180-250K. At a temperature of 300K, a band at 1,830cm™' grows in
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Fig. 1.88. (a) Shown are CO2 transients for representative temperatures obtained
for Pds/MgO(100) model catalysts at an isotropic pressure of Oz of 5 x 1077 mbar
and an effective pressure of CO of 1 x 10~* mbar obtained by a CO pulse of 40-ms
duration. (b) Shown is the evolution of the absolute turn-over frequencies as a
function of temperature

(Fig.1.90a) and can be attributed to bridge bonded CO. This binding mode
is only possible when larger clusters are formed via coalescence. In fact, the
whole process has been described with ab initio calculations [444]: the low-
temperature mechanism observed in the one-heating cycle experiment involves
the perpendicular bonded CO and a molecular bonded, highly activated Oo
on the atom-substrate interface (Fig.1.90b). Once the temperature of 300 K
is reached and a first reaction cycle took place, the trapped Pd atoms start
to migrate and coalesce to larger clusters. This sudden migration is caused
by the filling of the trapping center of the atom (oxygen vacancy) by the
remaining oxygen atom after the formation of one CO5 molecule. This strongly
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Fig. 1.89. (a) Shown are CO2 transients for representative temperatures obtained
for Pd; /MgO(100) model catalysts at an isotropic pressure of Oz of 5 x 10~ mbar
and an effective pressure of CO of 1 x 10~% mbar obtained by a CO pulse of 40-
ms duration. (b) Shown is the evolution of the absolute TOFs as a function of
temperature. The inset shows the CO2 formation obtained by a one-heating cycle
experiment

reduces the binding energy of the Pd atom with the substrate. Accepting this
mechanism, it becomes evident that the catalytic formation at temperatures
larger than 400 K and measured by pulsed molecular beams originates form
larger Pd clusters. Thus, single Pd atoms do not withstand a first reaction
cycle. These examples show that small clusters indeed show size-dependent
catalytic properties, which may on the one hand be induced by the changing
intrinsic chemical properties of small clusters with size but on the other hand
also by the different stabilities of the clusters on the support material.
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(a) (b)

Fig. 1.90. (a) Shown are the CO absorption bands during the CO oxidation on
Pd;/MgO(100) model catalysts. In these experiments, the samples were annealed
to the indicated temperatures and the IR-spectra were recorded at 90 K. (b) Shown
is the reaction mechanism of the CO oxidation on a single Pd-atom adsorbed on an
F-center, obtained by intensive ab initio calculations

Influence of the Substrate. The results discussed so far were obtained by
depositing the clusters on defect-rich surfaces. By depositing the size-selected
clusters on defect-poor MgO films, the reactivity is changing as shown in
Fig.1.91. For Pd atoms, the reactivity of the high-temperature formation
of COy is decreased by about a third. Surprisingly, the onset of the high-
temperature formation is constant, although ab initio calculations revealed
the binding energy of Pd atoms to F centers to be a factor of 2.5 larger than
the one of Pd-atoms bound to terrace sites [444]. This can only be under-
stood when accepting the mechanism described above that after the fist reac-
tion cycle the oxygen vacancy is filled with an oxygen atom and the trapped
Pd atom becomes mobile from the beginning like on defect-poor MgO sur-
faces. For clusters, the influence of the F-center density on the reactivity is
most pronounced for Pdg, where the reactivity is decreasing from 39 CO5/(Pd-
atom s) to 26 COy/(Pd-atom s). A similar mechanism as described for the
Pd atoms cannot account for the observed reactivity change, as in this case
the reactivity should be identical over the whole temperature range as the
oxygen vacancy is filled already after the first reaction cycle. Thus, the F
centers stay intact and the different reactivities are due to a change of the
intrinsic cluster properties when depositing on various MgO substrates. Sim-
ilar to small Au,, clusters, there might be a substantial charge transfer from
the F centers to the Pd,, clusters. This would increase the charge density on
the cluster and strengthen the bonding of the reactant molecules and thus
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Fig. 1.91. Shown are the evolutions of the absolute turn-over frequencies as a
function of temperature for (a) Pd-atoms, (b) Pds, and (c) Pdso deposited on defect-
poor and defect-rich films, respectively. In (b) the one-heating cycle experiments for
Pds are also shown. Note that for Pds on defect-rich films, the contribution of CO2
formed at high temperatures is increased

augment the activation energy of the catalytic process. This is confirmed
by temperature programmed reaction experiments, where the formation of
COg is studied for the two cases. Indeed, after depositing the Pdg clusters
on oxygen vacancies, the contribution of CO5 formed at high temperature is
clearly higher (Fig.1.91b) [445]. For Pdsg, the influence of the defect sites
is almost absent and the reactivity remains constant. This difference shows
that a possible additional charge density is highly localized in small clusters
and changes the reaction sites whereas on larger clusters, the charge density
is more delocalized or extended over a few atoms close to the trapping cen-
ter and therefore not accessible for the reactants. In other words, for larger
clusters, the density of states at the Fermi energy is so high that charging
plays a dominant role. These results suggest that the support may change the
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intrinsic properties of small clusters more efficiently than it does for larger
clusters.

Spillover and Adlineation. In this section, we show that the reverse spillover
significantly influences the reactivity of the Pd,, clusters. According to the
collection zone model, each cluster exhibits a circular diffusion area, a so-
called collection zone, A.. If for instance a CO molecule adsorbs within the
collection zone, it will reach the cluster by surface diffusion and the effective
CO flux is increased. This effect is also called reverse spillover (see “Spillover,
Reverse Spillover, and Adlineation”). The collection zone is dependent of the
cluster radius, r., and the mean diffusion length, X;. As the diffusion length
is temperature dependent, the collection zone also depends on temperature
and decreases with increasing temperature. It is also important to note that,
the collection zone may be limited by the cluster coverage. As an example,
for coverages of 0.28% ML (Pds) and 0.12% ML (Pdsp) and assuming closed
packed structures as well as uniform cluster distributions, the uncovered MgO
surface area per cluster (e.g., largest possible collection zone without overlap)
is approximately 40 nm? for both sizes. When increasing cluster coverage to,
e.g., 0.65% ML (Pdg) and 0.28% ML (Pdsg), this area is reduced to about
17 nm?.

With this model, we can distinguish between a direct flux (Fujrect, the
reactant impinges the cluster directly from the gas phase) and an indirect
flux coming from the collection zone, Fyig (or flux from the reverse spillover).
Assuming the overlapping of the adjacent collection zones as the important
boundary condition (it is fulfilled at low surface temperatures and relatively
high cluster coverages) the following equations can be used for calculating the
ratio FdiH/Fdirect-

Faigr . _ Qg
Fairect Ac—1

(1.69)
g = nerre (1e + 20X P),

with ag being the global sticking coefficient and n. representing the number
density of clusters. « is the sticking probability of CO, and P represents a
solution of the differential diffusion equation. By multiplying (1.69) with the
direct flux (1.70), Fap and Fiotq are obtained as function of the substrate
temperature and of the cluster size.

Fiirect = mr2J; (1.70)

The ratio, Faifr/Fairect, for CO and the clusters Pdg and Pdsq is plotted
for two cluster coverages in the inset of Fig.1.93. For low temperatures, the
ratio is almost constant as Fyig is constant (limited by the cluster coverage).
For higher temperatures, Fg;g changes as it is not cluster coverage limited and
as Xy decreases with increasing temperature. Note that the direct flux onto a
cluster is independent of the substrate temperature.
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Fig. 1.92. Shown are the evolutions of the TOFs as a function of temperature
for different surface coverages of the Pds (a) and Pdsp (b) clusters. Note that the
reactivity is notably changing for the Pd octamer

To study the effect of the reverse spillover, the reactivity for the CO oxi-
dation was measured for Pdg and Pd3g at two different coverages. The results
of the TOF measurements (Fig.1.92) exhibit distinct differences for the two
cluster sizes. For Pdg, the evolutions of the measured TOFs are different for
the two coverages with the low-coverage sample being more reactive. For Pdsq,
the reactivities are similar for both coverages. For Pdg, this reflects the influ-
ence of the reverse spillover with the higher reactivity for low coverages due
to the enhanced indirect flux. This effect should be corrected if the TOFs are
normalized to the total flux, which is estimated in the upper paragraph. The
obtained reaction probabilities (Fig.1.93) should then be coverage indepen-
dent. This is to a rough estimation true for Pdg. For Pd3g, the evolution of the
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Fig. 1.93. Shown are the reaction probabilities as a function of temperature for
different surface coverages of the Pds and Pdso clusters. The insets depict the cal-
culated ratio of Fuifr/Fairect @s a function of temperature

reaction probabilities are, however, strongly dependent of the cluster coverage,
showing higher reaction probabilities for higher coverages. This observation
can be understood when assuming Fyirect and Fgig not having the same effect
on the reaction. In fact, the increased probability for high coverages indicates
Faig to be less important.

1.5.4 The Reduction of NO by CO on Pd Clusters: Cooler Cluster
Catalysis

During the last decades, the NO+4CO reaction has been studied in great detail,
resulting in a tremendous number of studies, both experimental and theoreti-
cal (see [446-449] and references therein). The reason for this interest is mainly
the aim to reduce air pollution. Nitrous oxides NO, (NO, NOo, etc.) are among
other molecules like Oy, CO, Hs, and hydrocarbons present in the exhaust
gases from internal combustion engines. The NO,, species need to be removed
because they undergo photochemical reactions with hydrocarbons and oxygen
and produce ozone in the atmosphere. To reduce the toxic properties from car
exhausts, the first catalysts where manufactured at the beginning of the 1970s
and the first three-way catalysts (TWC) where built at the end of that decade.
The idea of the TWC is to remove CO and NO, and to oxidize unburnt hy-
drocarbons [446-448]. Nowadays, the commercial catalysts contain rhodium
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as active part for the reduction of NO to Ny (2NO + 2CO — Ny + 2COs).
Rh reduces NO with high efficiency and is so far the most active catalyst
for the reaction. A number of experimental and theoretical studies revealed
a detailed picture of the reaction mechanism [449]. With this knowledge, one
aims to find cheaper and more abundant metals instead of rhodium. Palla-
dium is considered to be the most promising replacement. It is more durable
at higher temperatures and thus catalysts which contain Pd instead of Rh
could be positioned closer to the engine.

The CO + NO reaction on Pd single crystals and supported particles has
been investigated in detail too [441,442,450-461]. In short, the reaction is
structure sensitive and the activity is increasing from more open surfaces to
closed packed ones [Pd(100) < Pd(110) < Pd(111)] [455,459,460]. For sup-
ported Pd particles, the efficiency of the COs formation changes with clusters
size, and clusters with the highest density of closed packed facets are most
active [441,442 457,459]. It was found that adsorbed NO dissociates on the
surface, resulting in two different types of adsorbed N,, with one kind stronger
bound to the surface than the other one. The more strongly bound N, is poi-
soning the surface. To understand the structure sensitivity, it is important
to know that the relative concentration of poisoning N, is decreasing from
Pd(100) to Pd(111) [459]. All these studies dealt with nanometer-sized parti-
cles consisting of hundreds to thousands of atoms.

In the following experimental results and the reaction mechanisms of the
CO + NO reaction on small, size-selected supported Pd,, clusters with n < 30
will be summarized. Before, however, the reactions of free Pd clusters will
be presented briefly and a recent experimental survey will be reviewed which
presents the first example of the homogeneous catalysis of the reaction of NO
with CO in the gas phase with atomic transition metal cations serving as
catalysts [462].

The Reactivity of Free Palladium Clusters and Atomic Metal Ions

Although nothing is known so far about the reduction of NO by CO on free
palladium clusters in the nonscalable size regime, a series of interesting results
with gas-phase palladium clusters have been reported [463]. Reactions with
several molecules, such as Hy, Dy, Ny, CH4, CDy4, CoHy, CoHg, have demon-
strated strongly size-dependent reactivity patterns. Small Pd clusters can bind
up to three deuterium atoms per Pd atom in the clusters. Strong discontinu-
ities in Dy uptake may be an indication of cluster structure differences. The
observed general reactivity trends were Hs, Dy > Ny > CyHy > CHy, CDy,
CoHg. In several theoretical studies, the adsorption of NO on clusters of palla-
dium was investigated [464-467]. Atomic palladium cations were observed to
react with NO by second order ionization according to the mechanism [462]:

Pd* + NO + NO — NO™ + PdNO. (1.71)
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Fig. 1.94. Catalytic cycles for the homogeneous reduction of nitrogen oxides by
carbon monoxide mediated by various atomic transition metal cations M. The
ions Fe™, Os™, and Ir™ were found to be most effectively performing the outlined
reaction cycles out of 29 investigated transition metal elements. Adapted from [462]

This reaction is driven by the formation of the stable metal nitrosyl mole-
cule PANO. Pd*, as well as Cut, Rht, Ag™, Cd*t, and Pt that also induce
NO ionization, thus do not catalyze the reduction of nitric oxide.

Catalytic activity in the homogeneous gas-phase conversion of nitrogen
oxides and carbon monoxide to nitrogen and carbon dioxide was observed to
be most effective for the atomic ions Fet, Os™t, and Ir™ out of the investiga-
tion of 29 different transition metal cations MT [462]. The overall catalytic
scheme that was established in this study consists of the three catalytic cycles
shown in Fig.1.94. The catalysis occurs in two steps in which NO is first re-
duced to N2O. An analogous three-step catalytic reduction of NOsg, in which
NOs is first reduced to NO, was also discovered. The three cycles in Fig. 1.94
were characterized with laboratory measurements of reactions of each of the
three nitrogen oxides NOy, NO, and N5O with the different transition metal
ions in an inductively coupled plasma/selected-ion flow tube tandem mass
spectrometer [462].

The Reactivity of Deposited Pd Clusters

The reduction of NO by CO was studied on small supported palladium clus-
ters with sizes up to 30 atoms [468]. Combined TDS and pulsed molecular
beam studies showed small clusters to stay indeed active during a catalytic
process and to be catalytically active at temperatures 100 K below those ob-
served for larger palladium particles [441,442,454] and bulk systems [459]. In
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Fig. 1.95. CO; formation measured for Pdso (a) and Pds (b) at several tem-
peratures. These CO2 transients were measured at an isotropic CO pressure of
5 x 107" mbar CO and an NO pulse with a width of 100ms, resulting in an ef-
fective pressure of 1 x 10~* mbar. From the calibrated integral of the CO2 peak and
by dividing by the number of deposited atoms and the pulse width, the turn-over
frequencies (TOF's) at various temperatures are obtained. The evolution of the ab-
solute TOFs as a function of temperature are shown in (c). Pds is more reactive,
the temperature of maximal reactivity, however, is 30 K higher [468]

combination with FTIR studies information on the reaction mechanisms was
obtained.

Catalytic Reactivity. The size-dependent cluster catalysis was first studied
by pulsed molecular beams. In these experiments, a nitric oxide molecular
pulse is injected onto the cluster catalysts and the product molecules CO2
and Ny are quantitatively detected by a mass spectrometer as a function of
cluster size, temperature, and CO background pressure [468]. The catalytic
formation of CO5 on Pdsg and Pdg is shown in Fig.1.95a and b for selected
temperatures and for a constant CO partial pressure of 5 x 10~ mbar and
an NO effective pressure of 1 x 10~% mbar. The width of the NO pulse was
100 ms. Pdg and Pdsg show almost no catalytic reactivity up to about 390 K.
For Pd3p, maximal reactivity is observed at 420 K whereas Pdg is most reactive
at 450 K. At higher temperatures, the formation of COy decreases. The COo
formation on both cluster sizes at temperature of maximal reactivity is stable
even after hundreds of NO pulses.

Since the mass spectrometer is calibrated absolutely, from these data,
absolute turn-over frequencies as a function of cluster size and temperature
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Fig. 1.96. CO; formation measured for Pdso (a) and Pds (b) at 423K and 450K,
respectively. These CO2 transients were measured at varying isotropic CO pressures
(1 x 1078 to 1 x 10~ % mbar) and an NO pulse with a width of 100 ms, resulting in
an effective pressure of 1 x 10~* mbar. As expected, the reactivity is increasing with
CO pressure and saturation is not yet attained at these experimental conditions

were extracted by integrating the COs peaks and dividing the obtained
numbers by the number of deposited atoms and the duration of the NO pulse.
The evolution of the TOF as a function of temperature is shown in Fig. 1.95c.
These small clusters exhibit a size-dependent catalytic reactivity with Pdg
(0.54 CO5 atom ™! s71) being significantly more reactive than Pdszg (0.34 CO4
atom~! s~1) whereas the latter reveal maximal reactivity at lower temperatures.

Interestingly, Pd4 shows no measurable catalytic reactivity under any of
these experimental conditions. Before attributing these differences to intrinsic
cluster properties (quantum size effects), one has to assure that they cannot
be explained by purely geometric effects related to the increased proportion
of surface atoms with decreasing cluster size. As an example, a truncated
octahedron of order 1 contains 38 atoms where the surface is composed of
32 atoms, representing 84% of the total number of atoms. In contrast, for
Pdg, all atoms are on the surface. Thus, using these geometric arguments,
an increase in reactivity of only ~19% is expected for Pdg, which is, how-
ever, significantly smaller than the one observed experimentally (~59%). For
both cluster sizes, the catalytic reactivity was measured with increasing CO
background pressure, and as expected the reactivity is increasing (Fig. 1.96).
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Fig. 1.97. Formation of CO; (a) and N3 (b) for Pd4, Pds, and Pdso measured by

a temperature programmed reaction (TPR) experiment. In these experiments, the

cluster samples were first dosed at 90K to CO (1 Langmuir) and subsequently to

NO (1 Langmuir). The reactivities for various clusters, expressed as the normalized

number of product molecules per cluster, are shown in the insets

In fact, it is known that a shallow reactivity maximum is reached at a mole
fraction of the two reactants of 0.5 [469]. This shows that these experimental
conditions are far from the optimum. In addition, for Pdg (Fig.1.96a) and
Pdsp (Fig.1.96b), the peak width of the CO2 transients is decreasing with
increasing isotropic CO pressure. This can be understood by the competitive
adsorption of the two reactants. When increasing the pressure of the less abun-
dant reactant, in this case CO, the NO molecule is replaced more efficiently
and the reaction can take place. Thus the reaction probability is increased
leading to narrower transients.

Reaction Mechanism. To understand the size-dependent reactivity of palla-
dium clusters on MgO surfaces in more detail, combined Fourier transform
infrared (FTIR) and thermal desorption (TDS) studies were performed. The
cluster model catalysts were first exposed to 1 Langmuir of *CO at 90 K and
subsequently to the same amount of '>’NO. Upon linearly heating the model
catalysts, the product molecules '*CO4 and "Ny were detected by mass spec-
trometry as a function of the cluster size for Pd,, with n < 30. While for Pdy,
the formation of *COj is negligible, Pdg and Pdsq form 3CO, at 305K or
145K and 300 K, respectively (Fig.1.97).
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The reactivities expressed as the number of 3CQO; per deposited clus-
ter are shown in the insert of Fig.1.97a. Clusters with up to four atoms are
inert, whereas for larger clusters, the number of produced CO; increases non-
monotonically with cluster size. Pdg and Pdsy form >Ny between 300 and
500 K (Fig. 1.97a). For Pdy, traces of 1°Ny may be present below 400 K. These
results also show that for this reaction (2NO + 2CO — 2CO3 + N3), a min-
imum cluster size is indeed required and that the critical sizes are between
Pds and Pdg. Furthermore, by combining FTIR and TDS results, the reaction
mechanisms at 145 and 300 K were obtained [244] (Fig. 1.98). The main reac-
tion mechanism, which is observed under CO-rich conditions for all reactive
cluster sizes and occurring at around 300 K involves molecularly adsorbed CO
and an adsorbed oxygen atom resulting from the dissociation of NO. This
Langmuir-Hinshelwood type mechanism is also indicated by the presence of
a strong CO absorption band at 2,055cm~! (Fig. 1.98a, inset) and the fact
that NO is dissociated on the clusters (formation of Ny). The low-temperature
mechanism at 145 K is observed for Pdog—Pd3q only, and can be ascribed to the
direct reaction of molecularly bonded CO with an absorption band at 2,055
em ™! and a threefold bound NO [244] with an absorption band at 1,550 cm ™!
(Fig. 1.98a, inset). Interestingly, under NO-rich conditions, the formation of
COg is largely inhibited (Fig.1.98b), as the cluster is poisoned mainly by
molecularly adsorbed NO with an absorption band at 1,720 cm ™~ (Fig. 1.98b,
inset). This observation is consistent with the results obtained by the pulsed
molecular beam experiments. The clean MgO films are completely inert for
this reaction (Fig. 1.98c).

Cluster Catalysts, Nanoparticles, and Single Crystals. In the following, the
catalytic reactivity of the clusters is compared with published data on Pd
nanoparticles [441, 442, 457, 469, 470] and single crystals [453, 457]. Most
importantly, the model catalysts consisting of small palladium clusters reach
maximal reactivities at temperatures which are 100 K lower than those for
palladium particles with sizes of 2.5 nm and larger [441,442,470] (Table 1.5).
Although the reaction temperatures depend on the partial pressures of the
reactants in the experiments [469], this interesting trend is also observed in
independent TPR experiments for the different systems. The reaction temper-
atures for the various systems and experimental conditions are summarized in
Table 1.5. Before comparing the reactivities of the different systems, we note
that the absolute TOFs are strongly dependent on the experimental con-
ditions. As the experiments reported here were carried out at NO pressures
(10~* mbar) between those of nanometer-sized Pd particles on MgO(100) [441]
(6 x 1078 mbar) and those of nanometer-sized Pd particles on alumina [454] or
Pd single crystals [455] (6 mbar) an accurate comparison is not possible. If the
catalytic reactivity is expressed as the reaction probability (i.e., the conversion
factor) with respect to the flux of NO, this comparison is more meaningful.
Here the probabilities are calculated by taking the ratio of the number of CO2
molecules produced in a single pulse per Pd atom and the number of NO in
a beam pulse reaching a single Pd atom. The obtained values for the cluster
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Fig. 1.98. Shown is the formation of CO2 on Pdso obtained by a TPR experiment
for CO-rich conditions (CO is dosed prior to NO) with the formation of CO2 at
145 and 300K (a). The same for NO-rich conditions (NO is dosed prior to CO)
with a small formation of CO2 at around 350K (b). Note that a clean MgO film
is completely inert (c). The insets show the FTIR spectra for the corresponding
conditions taken at 150 K

model catalysts are in the range of 10~%. This reaction probability is about
four orders of magnitude smaller than the one for nanoparticles on MgO(100)
but one order of magnitude larger than for nanoparticles on alumina or for
Pd single crystals.

Low-Temperature Catalysis. Next, the results for Pd3y and those for single
crystals and Pd nanoparticles are compared in detail in order to understand
the low-temperature catalysis on clusters. On Pdgsg, dinitrogen is produced as a
broad peak centered at around 450 K, and CO4 gives rise to two sharper peaks
at 300 and 145 K. On Pd nanoparticles supported on alumina or silica [457],
nitrogen recombination is observed at 500 and 680K, which is 50-230 K
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Table 1.5. Reaction temperatures for maximal formation of CO2 and N2 measured
in single cycle TPR experiments and measured under steady-state conditions or
using pulsed molecular beams

Tomaz (TPR): CO2  Thmaw (TPR): No Thax (TOF): CO,

Pds/MgO(100)/ 306K ~400 K 450K
Mo(100)
Pd30/MgO(100)/ 145/300 K ~450 K 420K
Mo(100)
Pd/MgO(100) 520K [441,442]
Pd particles 2.8 nm
Pd/Al,03/Ta(110) 500+ 650K > 650 K [454]
Pd particles 2.5 nm [454]
Pd(111) 450 + 560 K > 650 K [454]
[454]
Pd(100) 480K [450,451] 500+ 700K
[450,451] > 650 K
480+ 580K

Note 1. Note that for both experimental schemes, the cluster catalysts are most
reactive at temperatures at least 100K smaller than for single crystals or Pd
nanoparticles

higher than for the cluster model catalysts. This behavior is similar to the
one for open Pd surfaces like Pd(100) [455] or Pd(320) [453] where a loosely
bound nitrogen adspecies is involved for the formation of N at 500 K, whereas
the No formation occurs via a strongly bound nitrogen adspecies at 600-
700 K. Interestingly, the second mechanism takes place at temperatures much
higher than the COy production (500K) [453]. This is the reason why at
steady state conditions the strongly adsorbed nitrogen poisons the catalyst.
In contrast, for Pd(111), the high-temperature peak is almost absent and
even disappears when the reactants are dosed at low temperature (as in the
present experiments). The very small amount of the strongly bound nitrogen
on Pd(111) is at the origin of the higher reactivity of this surface [454]. In-
terestingly, the behavior of Pdgg clusters is much more similar to that of a
Pd(111) surface than it is to Pd particles in the nanometer-size range. The
similarity of the character of adsorption sites on these tiny clusters to those of
Pd(111) is also manifested by the IR spectra of adsorbed NO. NO adsorbed on
Pd (111) shows two bands near 1,560 (main peak above RT) and 1,740 cm™~!
(main peak below RT) corresponding to threefold and bridge sites, respec-
tively [457]. On Pdsg, a strong absorption is observed at 1,725cm™! at low
temperature while above RT an absorption band appears near 1,590 cm™!.
On Pd(100), NO gives only one absorption band that shifts from 1,630 to
1,672cm ™! when the temperature decreases from 500 to 100 K. When com-
paring the adsorption behavior and reactivity of Pdsg with Pd(111) further,
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distinct differences are, however, observed. First a very low-temperature CO»
peak at 145K is observed on Pdsg but not on Pd(111). As shown before, the
corresponding reaction mechanism involves molecularly bound CO and NO.
This mechanism is not relevant for the catalytic action observed by the pulsed
molecular beam experiments as at such low temperature no COs is observed.
Furthermore, desorption of CO and NO from the small clusters is observed at
much lower temperatures in comparison to the Pd(111) surface (Pdgo: ~300
K for CO and 370K for NO). This may either indicate smaller intrinsic bind-
ing energies of these molecules with the cluster or higher local densities of the
adsorbates where the larger repulsion leads to lower desorption temperatures.
In addition, the energy of formation of Ny on the cluster is distinctly smaller
than on extended surfaces and nanoparticles with crystalline facets. This may
be due to a decreased interaction of atomic nitrogen atoms with the clusters
and/or an increased dissociation probability of NO resulting in high local N,q
densities and a concomitant strong repulsion favoring Ny formation. Thus, for
small clusters poisoning through N,q is neutralized at distinctly lower tem-
peratures in comparison to surfaces of bulk palladium.

This example shows that clusters consisting of only a few atoms are cat-
alytically active at relatively low temperature and stay active during the
process. A minimum cluster size of 5 atoms is needed for the catalytic reac-
tion to take place. The catalytic properties of these small clusters are different
from that of nanoparticles or extended surfaces. With the mechanistic details
obtained for the CO + NO reaction on small Pd,, (n < 30), the catalytic
process and the measured TOF can be described as follows. Below 300K,
very small amounts of CO5 are formed for Pdog—Pdsg only and this formation
is described by a mechanism in which CO is directly oxidized by molecu-
larly bonded NO. This mechanism is not efficient in the catalytic process.
The formation of COy above 400K is orders of magnitude larger and the
corresponding reaction mechanism is described by the oxidation of CO by
adsorbed oxygen atoms, O,q, resulting from the dissociation of NO. This is
the mechanism relevant in the catalytic process. The much reduced reaction
temperatures for cluster materials in comparison to larger particles or single
crystals may on the one hand be explained by the fact that clusters consist al-
most exclusively of surface atoms and show structural fluxionality. This means
that oxygen cannot be accommodated in the bulk, which may largely reduce
the activation energy for the formation of COs. On the other hand and more
important, the formation of Ny on the cluster materials at low temperatures
prevents poisoning of the model catalysts. Only when Ny is formed can the
reaction cycles take place.

1.5.5 The Polymerization of Acetylene on Pd Clusters

The Reactivity of Free Clusters

Atomic metal ions are known to activate hydrocarbons as described, e.g., in
the reviews by Schwarz and Schroder [471,472]. Cox and coworkers have also
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studied palladium and platinum clusters interacting with a series of alkanes
and aromatics [463,473,474]. In the case of CHy on Pt,, with up to n = 24
atoms, activation was realized for the first time on an unsupported metal
cluster, and the reaction had a distinct cluster size dependence, with Pto—Pts
being most reactive. Charged Pt,,*/~ clusters (n = 1-9) react with methane
under single collision conditions through activation of the C—H bonds leading
to the subsequent elimination of molecular hydrogen Hs, to form the final
metal carbene complex Pt,, /= CHy [475]. The cation cluster reactions were
found in general to proceed more than one order of magnitude faster than
the anionic clusters. The platinum tetramer anion is unique in this respect,
reacting more efficiently than the corresponding cation. Indications for a cor-
relation of reactivity with the availability of low coordination metal atoms
were discussed by Trevor et al. [474]. Thus, it was speculated that low co-
ordination metal atoms activate CH4 more readily than closed packed metal
surface atoms [476]. The propensity of small Pd clusters to activate methane
in a similar manner was also confirmed theoretically [477-479].

The CHy reactions with gas-phase platinum clusters yielded Pt,,C; 2H,
species but larger clusters retained more hydrogen [474]. However, platinum
clusters reacting with larger alkanes caused extensive dehydrogenation down
to a C/H ratio of nearly 1, indicating that aromatization of certain alkanes
was facile and cluster size dependent. Mono- and diadducts of alkanes with
Pto—Pty were extensively dehydrogenated. Similar, strongly size-dependent
dehydrogenation patterns were observed for the reactions of CHy, CDy4, CoHy,
and CoHg with Pd clusters [463].

For Pto—Ptg clusters reacting with n-hexane and 2,3-dimethylbutane,
the degree of dehydrogenation increased with cluster size. In the case of
cyclohexane, dehydrogenation to benzene occurred. Benzene itself was de-
hydrogenated on Pt; and larger clusters [473]. Qualitative comparisons of
rates indicated that these clusters have at least the same reactivity for re-
versible C—H bond breaking in benzene as a clean surface of Pt(111). However,
the analogy with crystal surfaces broke down when considering the seemingly
excessive number of adsorbed aromatic moieties, more than could be accom-
modated considering steric factors.

Dehydrogenation reaction steps are characteristic for metal ion- or metal
cluster-mediated cyclization reactions in the gas phase, leading eventually to
the formation of stable aromatic complexes. The most general example is the
gas-phase trimerization of ethylene catalyzed by Fe,™, W, and U™, which
proceeds in a consecutive manner [25,481,482]. Fig.1.99 displays the corre-
sponding general catalytic reaction cycle. The sequence starts with the forma-
tion of a cationic metal-acetylene complex via dehydrogenation of ethylene
by M* [480]. In the next step, which is often rate-determining, the acetylene
complex undergoes dehydrogenation of a further ethylene molecule to yield
MC4H4*. With the third addition of ethylene, benzene complexes are formed
via the loss of Hy. However, although the latter reaction step is very exother-
mic, the heat of reaction liberated is usually not enough to overcome the large
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CeHe CoH,
CID?/ \(Y
MCHg* MC,H*

k%\ ‘/f\CZH“
MC,H, *,

Fig. 1.99. General schema for the trimerization reaction of ethylene to yield benzene
in a final collisionally activated reaction step (CID). This reaction has been shown to
proceed with W+ and U™ cations or the iron tetramer cluster Fes™ as catalysts [480]

bond dissociation energy of M*-(benzene) [480]. Therefore, the regeneration
of the bare metal ion or cluster accompanied by the liberation of a benzene
molecule is not observed. This dehydrogenative cyclization of hydrocarbons
may be driven in a catalytic manner by detaching the newly formed benzene
ligand from the metal by collision-induced dissociation (CID), thus regener-
ating the bare metal cation or cluster to start a new catalytic cycle [25]. In
an ideal catalytic system, however, the catalytically active species should be
regenerated in the reaction system without additional supply of energy. This
is conveniently achieved by employing “high-energy” reactants as, e.g., acety-
lene instead of ethylene. With acetylene as reactant, the exothermicity of the
final catalytic reaction step, i.e., the reaction MC4H,+ + CoHy — MCgHg T is
increased approximately by the heat of dehydrogenation of ethylene to acety-
lene [480]. This additional reaction energy is stored completely in the reactive
complex. Consequently, the final detachment of the benzene ligand is eased
and, thus, the catalyst MT becomes available to start a further catalytic cycle.

This concept was proven valid for Ru™ and Rh™ cations in an FT-ICR
mass spectrometry experiment [480]. A catalytic cycle for the formation of
benzene from butadiene and acetlyene, mediated by these metal cations with
a turnover number of 6 for the rhodium and 4 for the ruthenium system, has
been realized. In the first step, dehydrogenation of butadiene by MT gener-
ates MC4Hy™ (M = Ru, Rh). This key intermediate was found to react with
acetlyene to yield CgHg and bare M*. CID experiments suggest a metallacy-
clopentadiene strucure for the intermediate RuC4H,* and the formation of
a cyclobutadiene ligand in the case of RhC4H4* as the most probable struc-
tures. Also C4Hy complexes of all other group 8 transition metal cations have
been generated and reacted with acetylene. Only FeC4H,s* was observed to
produce benzene in these investigations, while the analogous complexes of
Co™ and Nit are unreactive toward acetlyene [480].

The Reactivity of Supported Clusters

Although a lot of information on the stoichiometry of the intermediates has
been obtained in the gas phase, the unambiguous assignment of neutral



168 T.M. Bernhardt, U. Heiz, and U. Landman

reaction products has not been realized directly so far. Thus the investiga-
tion of the selectivity of a catalytic process on free clusters is difficult. On
supported clusters, the detection of neutral product molecules is straight
forward by applying TPR. In the following example, we illustrate such a
size-dependent selectivity with the polymerization of acetylene on palladium
nanocatalysts [483]. This reaction over supported Pd particles reveals a di-
rect correspondence between reactivities observed on model systems and the
behavior of industrial catalysts under working conditions [484]. In ultrahigh
vacuum (UHV) [485] as well as under high pressure, large palladium particles
of typically thousands of atoms show an increased selectivity for the forma-
tion of benzene with increasing particle size [484]. In contrast, small palladium
particles of typically hundreds of atoms are less selective for the cyclotrimer-
ization and catalyze butadiene and butene as additional products [484].

The Trimerization Reaction on Single Atoms. First, we discuss the cyclotri-
merization on single Ag, Pd and Rh atoms. The nanocatalysts were exposed at
90 K, using a calibrated molecular beam doser, to about 1 Langmuir of acety-
lene. In a TPR study, catalytically formed benzene (CgHg), butadiene (C4Hg),
and butene (C4Hg) were detected by a mass spectrometer and monitored as
a function of temperature. Surprisingly and in contrast to single crystal stud-
ies, where an ensemble of seven atoms is needed in the case of Pd(111) [486]
and Rh bulk systems are inert, already single Pd and Rh atoms catalyze the
cyclotrimerization reaction and the benzene molecule (CgHg) is desorbing at
300K (220K) and 430K, respectively (Fig.1.100). No other product mole-
cules of the polymerization reaction (e.g., C4Hg, C4Hg) are observed. Thus
these model catalysts are highly selective for the polymerization reaction. As
shown above, the formation of benzene on Rh* has also been suggested in the
gas phase. In contrast, on single Ag atoms no benzene is detected (Fig. 1.100).
We note that on Ag and clean MgO(100) surfaces none of the products are
formed.

In the following, the key factors governing the observed element-specific
cyclotrimerization of acetylene on Ag, Pd, and Rh atoms on MgO surfaces are
discussed. The influence of the electronic structure is best analyzed on free
atoms with the help of ab initio calculations [487]. Free Ag atoms do not ad-
sorb CoHy due to the presence of the partially filled 5s level. This orbital does
not hybridize with the filled 4d shell and, as it is spatially expanded, gives rise
to a strong Pauli repulsion with the electronic states of the reactant in the
entrance channel so that the reaction is not possible. A free Pd atom (4d'°)
readily adsorbs two CyHy molecules by an average binding energy of 1.35eV
per molecule and transforms them into the C4Hy intermediate with an energy
gain of 3.9eV. A third acetylene molecule, however, is only weakly bound and
practically not activated. Thus, also on a free Pd atom, the cyclotrimerization
does not occur. This changes for Rh atoms with their open d-shell configura-
tion. The first two acetylene molecules adsorb with an energy gain of 1.57 and
1.23 eV, respectively, and transform with a very small barrier (0.04eV) and
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Fig. 1.100. TPR spectra of CgHg formed on Ag, Pd, and Rh atoms deposited
on defect-rich MgO thin films grown on Mo(100) surfaces. For comparison, the
same experiment was performed on a clean defect-rich MgO film. Shown is also the
calculated (C4Ha4)(C2Hz2)/Pdi/Fsc intermediate of the cyclotrimerization reaction
on Pd atoms adsorbed on an F center of the MgO(100) surface. For Pd atoms, the
formation of benzene was also observed at 220 K

an energy gain of 0.86eV into the metallopentacycle, Rh(C4Hy4). The third
acetylene molecule is readily adsorbed (0.76eV) and activated as shown by a
change from sp to partly sp? hybridization. Finally, benzene is formed with
a low barrier (0.24eV) and an energy release of 2.1eV. Thus, free Rh atoms
are not only predicted to be reactive but, due to the very low barriers along
the reaction path, they should form benzene at very low temperature.

We now consider the influence of the support material on the reactiv-
ity of the three atoms. The experiments show that the coinage metal atom
silver remains inert when deposited on the MgO surface and exposing this
model system to 1 Langmuir of acetylene at 90 K and detecting benzene as
function of temperature (Fig.1.100). Thus, the electronic structure of Ag is
not substantially changed even when trapped at an F center. Calculations
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confirm this observation and show no ability of the Ag/MgO(F) complex to
bind acetylene. In fact, activation of Ag atoms requires depopulation of the
5s orbital, which is not possible on basic oxides like MgO. In contrast to the
inert character of an Ag atom, a single Pd atom is turned into an active model
catalyst when deposited on MgO films, and benzene is detected in the TDS
spectra as a sharp peak at 215 or 300 K, respectively. Such a change in reac-
tion temperature is only observed for Pd and is related to the thickness of the
MgO film. This surprising result can be rationalized by studying theoretically
a Pd atom adsorbed on different MgO sites represented by a cluster of ions
embedded in an array of point charges. First a Pd atom was adsorbed on a
five-coordinated oxygen ion on the MgO(001) terrace, Os., the binding energy
is about 1eV. It was found that indeed the Pd(C4Hy) complex is formed but
the third acetylene molecule is not bound to the complex and therefore this
configuration is catalytically inactive. Other bonding sites for the adsorption
of Pd atoms are considered. On four-coordinated step or three-coordinated
corner oxygen sites, Oy and Os., respectively, the Pd atom binds slightly
stronger with an energy of 1.2-1.5¢eV, in addition, the atom is more reactive.
However, on both O3, and Oy, sites, the third CoHy molecule is only weakly
bound or even unbound to the Pd(C4Hy) surface complex, with the binding
energy smaller than the activation energy of the formation of CgHg. Thus,
Pd atoms adsorbed on Oy, sites cannot explain the observed activity. This is
consistent with the results of the study on the adsorption properties of CO on
Pd; /MgO [443], as the experimental results have been rationalized in terms
of Pd atoms, which are stabilized on oxygen vacancies (F centers) in neutral
or charged states, F or F*, respectively. The interaction of a Pd atom with
the F center is much stronger, 3.4eV, which makes these centers good candi-
dates for Pd binding. On F* centers, binding energies of about 2 eV have been
computed [443]. The presence of trapped electrons at the defect site results
in a more efficient activation of the supported Pd atom. In fact, the complex
(C4Hy4)(C2Hz)/Pd;y /Fse, Fig. 1.100, shows a large distortion and a strong in-
teraction of the third CoHs molecule. These results indicate that F and F+
centers can act as basic sites on the MgO surface and turn the inactive Pd
atom into an active catalyst. Notice that the supported Pd atoms on defect
sites not only activate the cyclization reaction but also favor benzene des-
orption, as shown by the very small (CgHg)/Pd; /Fs. adsorption energy. The
complete reaction path for this specific nanocatalyst has been calculated [488]
and is shown in Fig. 1.101. The first barrier of the reaction path is the one
for the formation of the intermediate Pd(C4H,) and is 0.48 eV only. The for-
mation of the C4H, intermediate is thermodynamically favorable by 0.82¢eV.
On (C4Hy,)/Pd; /F5., the addition of the third acetylene molecule is exother-
mic by 1.17eV, leading to a very stable (C4H4)(C2Hz)/Pd; /Fs. intermediate
(Fig.1.101). To transform this intermediate into benzene, one has to overcome
a barrier of 0.98eV. The corresponding energy gain is very large, 3.99 eV, and
mainly related to the aromaticity of the benzene ring. Once formed, CgHg
is so weakly bound to the supported Pd atom that it immediately desorbs.
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Fig. 1.101. Computed reaction path for the formation of benzene starting from
acetylene promoted by a Pd atom supported on a neutral oxygen vacancy at an
MgO terrace, Fsc (DFT BP results)

Thus, the reaction on Pd/Fj5. is rate limited in the last step, the conver-
sion of (C4H4)(C2Hs) into CgHg. This is different from the Pd(111) surface
where the rate determining step for the reaction is benzene desorption. The
calculations are consistent with the experimental data. In fact, on Pd;/Fs.,
the computed barrier of 0.98 eV corresponds to a desorption temperature of
about 300K, as experimentally observed (Fig.1.100). On Pd (111) surfaces,
the bonding of benzene is estimated to be ~1.9¢eV. This binding is consistent
with a desorption temperature of 500 K as observed for a low coverage of CsHg
on Pd(111) [489].

Thus, this atom is activated on specific sites on the MgO surface. From
FTIR studies, it is known that Pd atoms already diffuse upon deposition to
F centers and it is this defect site, which activates Pd by a substantial charge
transfer [490]. This increases the possibility for binding and activating the
third acetylene molecule. Theory predicts Pd atoms to be also activated at
MgO(Oy.) low-coordinated sites [490], but the energetics of the reaction on
these sites is totally incompatible with the desorption peak of the product
molecule at 215 and 300K (Fig. 1.100). This further supports the presence of
a single active center, namely Pd/MgO(F).

A change in reactivity upon deposition is also observed for Rh. In this
case, however, Rh atoms are deactivated, as the reaction occurs at higher
temperature than predicted for the gas-phase by DFT calculations. The prod-
uct molecule, benzene, is desorbing as a broad peak between 350 and 500 K
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(Fig.1.100). The identification of the involved reaction mechanisms is more
complex, as Rh atoms are stabilized at two different trapping centers after
deposition and as migration on the MgO surface occurs upon heating. After
deposition and prior to acetylene exposure, the majority of the Rh atoms bind
to step edges. The calculations show that these Rh atoms strongly interact
with a first acetylene molecule by 1.76eV and the reactant is highly acti-
vated as indicated by the long C-C distance (d(C-C) = 1.315A), and by the
small HCC angle [(H-C-C): 140.2°]. The Rh(C3Hj) complex is strongly bound
(2.5eV) to the surface where Rh is simultaneously interacting with the Oy
atom at the step and with the Os. anion of the basal plane. The large activa-
tion of the acetylene molecule reflects the interaction of the complex with the
two surface basic sites. The high stability of the Rh(CyHsy) complex together
with steric effects prevent adsorption of a second and third acetylene molecule
to form the Rh(CoHs ) and Rh(CyHs)s complexes essential for promoting the
reaction. As comparison, for free Rh atoms, the two acetylene molecules are
bound at opposite sites, a configuration which is not possible when Rh is
bound to step edges. Thus, in this configuration Rh atoms do not contribute
to the observed formation of benzene. Heating up the model catalysts above
room temperature induces migration of the Rh(CyHz) complex to those F
centers which have not been populated upon deposition of Rh atoms. On F
centers the Rh(CyHs) complex is stably trapped with a binding of 2.8 eV. The
computed diffusion barrier for Rh(CoHs) from a step (=1eV) is considerably
lower than the binding energy of acetylene to Rh (1.76eV) and consequently
the whole Rh(CoHs) complex is detaching from the step edges and migrates
on the surface. Interestingly, when Rh is bound at an F center, the binding
(1.06eV) and activation [d(C-C) = 1.274 A; (H-C-C): 149] of the acetylene
molecule is considerably weakened with respect to the step case. This is one of
the reasons why Rh can now adsorb a second acetylene molecule from resid-
ual reactants in the vacuum chamber by an energy gain of 0.96eV. At this
stage of the process, the sample temperature is high enough (>300K) that
the complex is immediately transformed to the metallopentacycle, Rh(C4Hy),
with a gain of 0.91 eV and overcoming a barrier of 1.18 eV. This complex binds
a third acetylene molecule with a binding energy of 1.07eV and the product
is subsequently formed in an exothermic process (3.2eV). The involved acti-
vation energies for the formation of the metallopentacyle (AE# = 1.18eV)
and the formation of benzene (AE# = 1.07eV) are of the same order but are
about 20% higher than for Pd. This explains the higher reaction temperature
for Rh. Notice that these are the rate-determining steps as, due to strong
Pauli repulsion, benzene desorption requires very little energy (<0.2eV) for
both Pd/MgO(F) and Rh/MgO(F). Assuming the Redhead equation with a
pre-exponential factor of 1013, the computed barriers correspond to a reaction
temperature of about 300 K, which is lower than the temperature of maximal
benzene formation at 420 K. In addition, the activation energy for benzene
formation is similar to the barrier for detaching the Rh(C3Hs) complex from
step edges. Thus, only Rh atoms initially trapped at F centers contribute to
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the initial formation of benzene at 350 K and the main contribution at higher
temperature originates from Rh atoms first trapped at step edges and sub-
sequently turned active after diffusion to the F centers. The existence of a
distribution of Rh atoms at F centers and at step edges prior to reaction,
therefore, explains the rather broad desorption peak of benzene in contrast
to the narrow peak observed for Pd, which populates only one kind of defect
centers already at the deposition stage. The situation is even more complex
as it could be shown that Rh can detach at around 450 K from the F centers
and form larger clusters [491]. In this context, it is important to note that
larger Rh,, clusters with n > 10 are inert for the cyclotrimerization reaction.
In summary, the specific electronic configuration of Ag renders these atoms
inert for the polymerization of acetylene both as free or supported atoms. The
reactivity of Pd and Rh is strongly influenced by their adsorption and by their
diffusion dynamics on the MgO surface. Pd atoms are turned into active cat-
alysts for the cyclotrimerization reaction only when adsorbed on F centers as
charge donation from the defect site to the atom occurs upon bonding. Finally,
the low-activation barriers of the process on free Rh atoms are substantially
increased for Rh adsorbed on an MgO surface, and the cyclotrimerization is
only catalyzed when trapped on F centers as otherwise steric effects, which
are especially marked for supported atoms and small clusters, prevent the
adsorption of a second or third acetylene molecules on step edges.

The Selectivity of Polymerization of Acetylene on Pd, Clusters. Larger Pd,
clusters also reveal an interesting behavior and the corresponding TPR. spec-
tra of the different polymerization products of acetylene on small supported,
monodispersed palladium clusters are shown in Fig. 1.103. Striking atom-by-
atom size-dependent reactivities and selectivities are observed. Only the three
reaction products C¢Hg, C4Hg, and C4Hg are detected. Remarkably, no CsH,,,
CsH,,, and CgH,, are formed, indicating the absence of C—C bond scission as
already observed on Pd single crystals [492] and Pd particles [484]. Up to Pds,
only benzene is catalyzed reflecting a high selectivity for the cyclotrimeriza-
tion of acetylene. Pd,, (4 < n <6) clusters reveal a second reaction channel by
catalyzing in addition the formation of C4Hg, which desorbs at around 300 K.
The third reaction product, C4Hg, desorbing at a rather low temperature of
200K, is clearly observed for Pdg. For this cluster size, the abundance of the
three reaction products is similar. For even larger clusters (13 < n < 30) the
formation of CgHg is increasing with cluster size, whereas the conversion of
acetylene into C4Hg reaches a maximum for Pdsyg. Note that Pdsg selectively
suppresses the formation of C4Hg (the peak in the TPR spectrum of C4Hg
at 200K is part of the fragmentation pattern of C4Hg). For Pdag, the exper-
iments were repeated in the presence of Dy [483]. Dy was exposed prior and
after CoHs. The results clearly indicate that no product containing deuterium
is formed. Consequently, Dy is not involved in the polymerization reaction.
However, the presence of Dy opens a new reaction channel, the hydrogenation
of acetylene. In addition, D4y blocks the active sites on the palladium clusters
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Fig. 1.102. The proposed mechanisms are shown schematically for the three atoms.
Ag and Pd atoms are decorating exclusively F centers after deposition whereas Rh
is trapped at step edges and F centers at 90 K. Ag atoms do not adsorb acetylene
and are therefore inert for the reaction. Pd and Rh are forming benzene only when
trapped at F centers. Note that the relatively broad temperature range for the
formation of C¢Hg on Rh originates from the fact that Rh is trapped at two defect
sites at 90K and that the reaction occurs only after diffusion of the Rh(C2H2)
complexes from steps to F centers

for the polymerization, as the formation of the products is slightly reduced
when exposing Dy prior to CoHs. On Pd(111), predosing with Hy completely
suppresses the cyclotrimerization but enhances the hydrogenation of acetylene
to form ethylene [489].

If one assumes stoichiometric reactions, as indicated in Fig.1.104c, and
estimates the relative number of CoHs from Fig. 1.104a, one observes a pro-
portional increase of acetylene with the number of palladium atoms per cluster
up to Pdy3. Surprisingly, at this cluster size, the surface-to-bulk ratio as well
as the coordination number of Pd in the cluster is changing as at this size
one Pd atom sits completely in the cluster. In addition, according to the free
stochiometric chemical reactions, each reaction requires a minimum number
of Pd atoms, which are 3, 4, and 6. The experimental results are surprisingly
consistent, that is C4Hg is formed for Pd,, with n > 4 and C4Hg for cluster
sizes with n > 6.
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Fig. 1.103. TPR spectra of the catalytic formation of C¢Hg, C4Hg, and C4Hs for a
defect-rich MgO thin film, Pd;, Pd4, Pds, Pds, Pdis, Pd2o, and Pdsg. The relative
ion intensities are corrected with the relative detection efficiencies of the experiment,
and scale with the number of formed product molecules per cluster

Analyzing the products formed on small size-selected Pd,, (1 < n < 30)
clusters deposited on MgO(100) thin films indicates that the surface inter-
mediate C4H, is being produced efficiently on all cluster sizes. Thus at least
two acetylene molecules are adsorbed in a m-bonded configuration at the ini-
tial stage of the reaction [493]. The observed size-dependent selectivity may
then be understood by regarding the influence of the cluster size to steer
the reaction either toward the cyclotrimerization to form CgHg or toward
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thin films. Also shown is the relative number of reacted CoHs as function of cluster
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a direct hydrogen transfer from adsorbed CoHs to the C4H, intermediate
to catalyze the formation of C4Hg or C4Hg, respectively. Cyclotrimerization
is generally observed when a third acetylene molecule is adsorbed in a m-
bonded configuration, which results in a change from sp-hybridization toward
sp2-hybridization [494]. This bonding configuration leads to a weak activa-
tion of the C—H bond in analogy to ethylene [495]. The hydrogenation of the
Pd,, (C4Hy) metallocycle, on the other hand, is favored by the adsorption of di-
6/m bonded acetylene to three Pd atoms, effecting a more efficient activation
of the C-H bond, in analogy to ethylene [495].

As shown above, for Pd atoms adsorbed on defect sites, the Pd(C4Hy)
intermediate is readily formed as shown in Fig. 1.102. A third adsorbed CyHs
molecule is purely n-bonded and the activated acetylene molecule reacts with
the intermediate to form benzene with a total exothermicity of about 7eV
(Fig.1.101). The weakly bound CgHg (0.3eV) then desorbs at low tempera-
ture from the nanocatalyst [493]. A second reaction channel, the formation of
butadiene, C4Hg, opens for Pd,. This channel reveals highest selectivity for
Pdg, in this case a third CaHs molecule can bind in a di-6/m bond configura-
tion to three Pd atoms. The charge transfer from the substrate to the cluster
further enhances the activation of the C—H bonds. For even larger cluster sizes,
the adsorption of two di-6/m-bonded C3Hy molecules becomes possible and
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opens up the third reaction path, the formation of C4Hg. In our experiments
this is clearly observed for Pdg. Purely geometric arguments (possible adsorp-
tion of two di-6/n-bonded CoHy molecules close to the C4Hy intermediate)
suggest that this third channel is more pronounced for the larger clusters,
and indeed our results show maximal C4Hg formation for cluster sizes of 20—
25 Pd atoms. For the largest clusters of the measured range, e.g., Pdsg, the
increased number of metal-metal bonds and the concomitant delocalization of
the charge transferred from the substrate to the cluster results in less charge
density available for the activation of the C—H bond [496]. Consequently, the
cyclotrimerization becomes again more efficient than the hydrogenation of
the C4H, intermediate. Going to even larger particles or to Pd(111) single
crystals, the cyclotrimerization to benzene is selectively catalyzed.

In conclusion of this chapter, there is no question that a new catalytic
chemistry emerges in the nonscalable size regime where every atom counts.
This may have important implications for industrial catalysis with respect
to low-temperature active catalytic materials and selectivity tuning by size-
selection. From a more fundamental point of view, in particular, the com-
bination of gas-phase studies, clusters supported on surface, and ab initio
theoretical simulation are fruitful in defining important nanocatalytic factors
and concepts. The most important reviewed in this contribution are the tuning
of selectivity and activity by electronic quantum size effects and charging, the
dynamic structural fluxionality, i.e., the self-selection of the low activation en-
ergy reaction path via interconversion of structural isomers, and especially for
supported clusters, the tuning of activity through the design of the cluster—
support interface and the size-dependent adlineation. Most of these factors
are unique for small clusters and not observed for bulk catalytic systems or
particles in the scalable size regime as described in Chap. 3.
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2

Theory of Metal Clusters on the MgO Surface:
The Role of Point Defects

G. Pacchioni

2.1 Introduction

Oxides surfaces are finding continuous new applications in advanced technolo-
gies, like corrosion protection, thermal coating, in catalysis as inert supports
or directly as catalysts, in microelectronics for their dielectric properties; films
of magnetic oxides are integral components in magnetic recording devices and
many microporous materials are based on oxides. For all these reasons, there
is a considerable effort to better characterize the surfaces and the interfaces of
oxide materials [1,2]. New experimental methods have been developed to grow
well-defined films of oxides on metal supports in ultrahigh vacuum (UHV) con-
ditions [3—10]. This approach allows overcoming some difficulties connected to
the use of electron spectroscopies for the study of insulating materials, as most
of the oxides are. Not surprisingly, the increasing experimental activity has
stimulated a parallel computational activity based on high-quality first prin-
ciple calculations.

As we mentioned, oxide surfaces are important in the field of nanocataly-
sis by supported metals. In practical applications, the support has the crucial
role of stabilizing small metallic particles, which act as the actual catalysts in
a chemical process. Once the oxide surface is sufficiently well characterized,
one can deposit small metal clusters and study their reactivity as a function
of the support, of the metal, of the size of the cluster, etc. In this way, com-
plex catalytic processes can be divided into a series of substeps, which allow a
more detailed microscopic characterization. Despite the fact that only recently
well-defined metal clusters have been deposited under controlled conditions
on oxide surfaces and thin films, great advances have been obtained in the un-
derstanding of the mechanisms of adhesion and growth of the metal particles
to the oxide surface. In this process, the role of theory is quite substantial.

Important information coming from calculations is the structure of the
oxide surface. Oxide surfaces are often heavily reconstructed or relaxed com-
pared to the truncated bulk, and the experimental determination of the surface
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structure is not always straightforward. To this end, reliable classical poten-
tials have been developed, in particular, for the study of ionic crystals and
covalent solids. Nowadays, first principle band structure calculations making
use of large supercells are routinely used. Band structure calculations, usually
based on plane waves basis sets and on the density functional theory (DFT)
approach, represent the most appropriate computational method to study
solids. An alternative approach to band structure, the cluster approach, has
been developed in the past two decades with the aim of describing in chemical
terms interactions occurring at surfaces and other localized phenomena [11].

One of the problems, where the use of cluster models is more appealing, is
in the study of point defects. These centers are often the most interesting ones
from the point of view of the physical and chemical properties of a material.
Several chemical reactions taking place at an oxide surface are directly or indi-
rectly connected to the presence of point and extended defects. Unfortunately,
defect centers are elusive species because of their low concentration even in
the bulk material, and their identification by spectroscopic methods can be
rather difficult. Furthermore, the distinction of surface from bulk defects may
be extremely subtle. For all these reasons, the theoretical modeling of defect
centers at the surface of oxides is attracting an increasing interest.

2.1.1 Oxide Surfaces: Single Crystals, Powders, Thin Films

There are several strategies to prepare oxide surfaces for cluster deposition
[7,12]. A lot of work has been done using high surface area polycrystalline
oxides prepared by chemical means (e.g. decomposition of the correspond-
ing hydroxides or carbonates). Actually, these are the “natural” candidates
for practical applications as they are normally used in catalysis as supports
for noble metal catalysts. Several attempts have also been done to deposit
well-defined clusters onto the surface of polycrystalline oxides starting, for in-
stance, from organometallic precursors [13]. The system is then treated ther-
mally so that the ligands around the organometallic cluster are removed and
the metal cage is left on the surface. A recent example is that of an Iry
cluster which has been prepared on two substrates, MgO and Al;Ogs, by de-
position of Irs(CO),, [14]. The existence of the metal unit after the removal
of the CO ligands has been proved by extended X-ray absorption fine struc-
ture (EXAFS) measurements. These nanoclusters exhibit a specific catalytic
activity, in particular in propene hydrogenation. However, it has been found
that replacement of the MgO with the Al,Os support boosts the catalytic
activity tenfold, showing the important role of the interface bonding on the
electronic and chemical properties of the metal particle [14].

Oxide surfaces in normal conditions are generally covered by OH groups as
they have the tendency to interact with water from the atmosphere leading to
water dissociation and surface hydroxylation. Polycrystalline oxides present a
very complex surface morphology, a high number of defects, pores, impurities,
etc., and their use for detailed studies of metal-support interactions present
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problems related to this surface complexity. Therefore, other techniques have
been developed in recent years to deal with this problem.

The most direct way to prepare an oxide surface is by in situ cleavage of a
single crystal in UHV [1]. For some oxides, in particular cubic oxides, like MgO,
NiO, SrTiOgs, this works nicely; for other oxides, like SiOs, Al;O3, TiOo, this
process is much more difficult as they tend to form rough surfaces by cleav-
age. Most of these oxides are good insulators or wide gap semiconductors.
This represents an additional problem for their study. To overcome this prob-
lem, single crystalline oxide surfaces are prepared by growing epitaxial thin
films on single crystal metal supports [7,12]. Epitaxy (literally “placed” (epi)
“arrangement” (taxy) from Greek) is essentially a recrystallization process in
which gaseous atoms condense on a template created by a substrate to form
a single crystal film. At least three major techniques have been developed in
this context [15]. One possibility is to oxidize the substrate by direct exposure
of the metal surface to Oz pressure (e.g., SiO2 is grown in this way on Si
single crystals for microelectronic applications). Often, the direct oxidation
of the metal single crystal presents problems connected to the different lat-
tice constants of the metal and its oxide. When the lattice mismatch is larger
than a few percents, epitaxial growth is not possible and the film grows in
microcrystalline form, with a lot of additional interfaces and grain boundaries
where the control of the morphology at microscopic level is low. In some cases,
the direct oxidation of the metal substrate leads to good quality films. This is
the case for instance of NiAl alloys which are widely used to grow ultrathin,
three atomic layers thick films of Al;O3 [8-10]. In this case, the segregation
of Al toward the surface of the alloy leads to a well-defined interface and a
regular Al;O3 film.

Probably, the most widely used method to grow oxide thin films in UHV
conditions is by metal atoms deposition in an oxygen atmosphere [7]. Here,
a metal is vaporized (e.g., in a Knudsen cell) and deposited onto a substrate
in a given background Og pressure. One grows in this way films of various
thicknesses on the substrate whose quality is strongly dependent on a num-
ber of parameters (e.g., temperature of the substrate, flux of metal vapor, O
pressure, etc.). Films of MgO and NiO on Mo(100), Ag(100), or other metal
substrates are usually produced in this way. Recently, a similar technique has
been adopted to grow epitaxially crystalline SiOq films on Mo(112) [16]. The-
oretical studies have shown that the electronic structure of the corresponding
single crystal oxide surface is usually recovered after a few oxide monolay-
ers [17-19] (Fig.2.1). It is important to mention that the surface of these
films contain more defects than the surface of cleaved single crystals. On the
other hand, it is in principle possible to grow films with different concentra-
tions and kinds of defects, allowing in this way to tune another important
parameter of metal-oxide interfaces, i.e., the defects concentration.

All the oxide surfaces used to deposit metal clusters in controlled condi-
tions need to be well characterized both structurally and electronically. As we
mentioned above, thin oxide films allow one to use a variety of spectroscopies.
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Fig. 2.1. Calculated surface layer LDOS (Local Density of States) for 0- to 3-MgO
layers on Ag(100). Reproduced from [19]. Copyright 2001 American Physical Society

Low-energy electron diffraction (LEED) provides information on the long-
range order of the film; this can be complemented by short-range order
analysis like photoelectron diffraction (PD). Very important for the struc-
tural characterization are scanning tunneling microscopy (STM) and atomic
force microscopy (AFM). STM is based on the measurement of the tunneling
current from a tip to the sample; it provides an image of the empty or of the
filled states of the atoms of the surface. When one is dealing with insulating
materials, like MgO, SiOs, or Al,Ogs, the use of STM is not possible unless
one makes use of ultrathin films of a few layers thickness.

Once the oxide substrate has been structurally characterized, one has to
identify the characteristic features of its electronic properties, and in particu-
lar the differences from the corresponding bulk oxides. In fact, the truncation
of the bulk Madelung potential (MP) at the surface leads to considerable
changes in the chemical bonding at the surface. One direct consequence of
this is the reduction of the band gap at the surface; this is even more pro-
nounced at low-coordinated sites, like steps, edges, kinks, and corners, and
can lead to a completely different reactivity from that expected for the reg-
ular surface. In this respect, several characterization techniques have been
applied. Ultraviolet photoemission (UPS) provides a way to investigate the
valence band structure of the films. The problem here is that one wants to
analyze only the very top layers of the film, which will directly affect the prop-
erties of the supported metal particle. UPS, on the other hand, is sensitive
to several internal layers, and the features of the surface can be difficult to
identify in this way. For this reason, UPS measurements have recently been
complemented by another technique, metastable impact electron spectroscopy
(MIES) [20] that makes use of energy transfer from He atoms in an excited
state to the surface atoms of the films. The technique provides information
about the valence band structure of the film but has the advantage of being



2 Theory of Metal Clusters on the MgO Surface 197

sensible to the top layer only. In this way, it has even been possible to identify
states in the gap associated to surface defects that are not observable with
UPS because of the low sensitivity to the surface. Other means to characterize
the surface are based on the detection of surface species by vibrational spec-
troscopies (e.g., to identify the presence of OH groups) or optical transitions
(this can be useful in particular in the presence of localized defects).

In general, the good quality of the substrate is essential to analyze in detail
the properties of the supported nanoclusters. In fact, as we will discuss below,
the cluster—oxide interaction is such to influence the shape and the electronic
structure of the deposited cluster. A deep understanding of the cluster prop-
erties needs therefore a similarly profound knowledge of the interface bonding.
Furthermore, a precise knowledge of the surface structure is essential to design
realistic theoretical models.

2.1.2 Metal Particles on Oxides

There are several reasons why supported metal clusters can play a role in
nanoscience and nanotechnology [4,21-23]. The most immediate application
is related to catalysis [24]. In typical heterogeneous catalysts as those installed
in automobiles, the catalyst consists of a structure covered with porous ce-
ramic materials like alumina. On the surface of the ceramic are deposited
small particles of noble metals like palladium, platinum, and rhodium. In or-
der to be active, the metal particle must have a size of a few nanometers. The
better the control on the size distribution of the particles, the more efficient
the catalyst. However, despite several efforts to better characterize the rela-
tionships between surface morphology, size, and shape of the metal particles,
a deep understanding of the catalytic mechanisms is often lacking. Also, the
nature of the bonding at the interface between the particle and the oxide
support is known only very approximately. Ideally, one would like to be able
to prepare monodispersed catalysts particles, all having the same number of
atoms and possibly of very small size. In fact, the active part of the catalyst
is its surface, where the low-coordinated atoms are responsible for most of the
chemistry. However, the surface atoms are only a small fraction of the total
number of atoms in the particle. Since heterogeneous catalysis often relies on
precious metals, reducing the size of the particle immediately results in a bet-
ter surface-to-volume ratio. In this way, it is possible with a given quantity of
material to produce a much larger number of active sites and to increase the
efficiency of the catalyst.

The second appealing aspect of a good control on the size and shape of
the particles is to achieve a better selectivity of the catalyst. A higher re-
activity and a better selectivity are some of the final goals of nanocatalysis,
an area aimed at preparing new catalysts at the nanometer scale with good
perspectives in practical applications and bright potential for fundamental un-
derstanding. One should mention that the preparation of small metal particles
supported on an oxide substrate is at the heart of the research on supported
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metal catalysts. However, what makes the relatively mature field of supported
metal catalysts different from nanocatalysis? Basically, it is the level of con-
trol on the dimensions, structure, and chemical mechanisms. Nanocatalysis is
related to the possibility to produce new systems at the nanoscale under con-
trolled conditions. Some new techniques have been developed in this direction
in the last few years (see other chapters of this book).

There are other fields where supported metal clusters will play a role like
in the microelectronic technologies and in particular in the production of
sensors or magnetic recording. Magnetic clusters provide a link between the
magnetism at the atomic level and in the condensed state [25]. Finally, cluster-
assembled materials offer new opportunities in material science.

No matter which is the application, in order to be of practical use, the
clusters must be deposited and stabilized on a substrate. This leads us to the
second aspect of the problem namely that of the atomistic characterization of
the supporting material and the defects present on its surface.

2.1.3 The Role of Defects in Nucleation and Growth

A key aspect of the deposition and diffusion of metal atoms and clusters on
oxide surfaces is the role played by point and extended defects. There is little
doubt that the nucleation and growth of clusters and small metal particles
occur at defect sites [26-33]. A recent example is that of atomically resolved
STM images of Au atoms on TiOs [34] (Fig.2.2).

Still, relatively little is known about the nature of the defects involved in
this process. So far most (if not all) of the attempts to define the site where
two metal atoms combine to form a dimer and start the nucleation of the
cluster are limited to theoretical analyses [35,36]. Also, in this case data are
extremely scarce and the results are not unambiguous. To make an example,
there is general consensus that oxygen vacancies (F centers, see Sect. 2.3.4) at
the surface of MgO act as strong traps for the metal atoms diffusing on the
surface [26-33]. However, the general assumption that F centers are nucleation
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Fig. 2.2. (a) STM image of small Au clusters on TiO,. Vacancies are marked
with squares. (b) Simulated STM image of a single Au atom trapped in an oxy-
gen vacancy. (c) Line profiles comparing DFT theoretical and experimental results.
Reproduced from [34]. Copyright 2003 American Physical Society
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sites has been recently questioned for the case of Pt and in general of the
transition metals (TMs) at the right of the periodic table [35,36]. It has
been suggested that other sites, e.g., a divacancy and an OH group can act
as efficient nucleation centers on the MgO surface. On the other hand, very
recent results for Pd on MgO show that several defect sites act as dimerization
centers with a net energy gain with respect of having two separated Pd atoms,
one adsorbed at the defect and one adsorbed on a regular terrace site [37].
Thus, while there is little doubt that the diffusion of metal atoms is prevented
once the metal binds to a defect site, it is still unclear which defect sites are
most likely involved in the nucleation process.

An accurate answer to this question is probably not possible without the
use of a combined theoretical-experimental approach. Based on experimental
signatures, one often ends up with a shortlist of possible candidates rather
than an unambiguous identification of the defect. The reverse is done by the-
ory. A specific structure is assumed for a defect, and its properties and geom-
etry are calculated at first principle level. If the calculated properties match
the experimental ones, there is a high probability that the defect is identified
and understood. Some successful examples of combination of theory and ex-
periment to identify point defects and sites where metal atoms are deposited
have been reported in the last few years. In this chapter, we report some of
these results related to a specific surface, MgO(100), which turns out to be
one of the better characterized in the large family of oxide surfaces.

2.2 Theoretical Models

2.2.1 Periodic Models

The electronic structure of solids and surfaces is usually described in terms of
band structure. To this end, a unit cell containing a given number of atoms is
periodically repeated in three dimensions to account for the “infinite” nature
of the crystalline solid and the Schrodinger equation is solved for the atoms
in the unit cell subject to periodic boundary conditions [38]. This approach
can also be extended to the study of adsorbates on surfaces or of bulk defects
by means of the supercell approach in which an artificial periodic structure is
created where the adsorbate is translationally reproduced in correspondence
to a given super lattice of the host. This procedure allows the use of efficient
computer programs designed for the treatment of periodic systems and has
indeed been followed by several authors to study defects using either DFT
and plane waves approaches [39-41] or Hartree-Fock (HF)-based methods
with localized atomic orbitals [42,43].

The presence of the adsorbate in the surface unit cell, however, results in
a periodic repetition of the adsorbate or defect in the two directions of space,
hence modeling high coverage. The only way to reduce the adsorbate concen-
tration is to increase the size of the unit cell, a solution that implies a large
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computational cost. Nowadays, periodic calculations for supercells containing
several tens of atoms are routinely done. Even for large supercells containing
~100 atoms, however, the coverage may still be too large. The supercell ap-
proach is therefore based on the assumption that the adsorbates (or defects)
do not interact appreciably, except when they are very close to each other, so
that rapid convergence is achieved by increasing the size of the supercell. With
charged adsorbates (e.g., ions adsorbed at electrochemical cells) or charged
defects, quite common in insulators, the supercell approach is feasible but less
reliable because of the long-range Coulomb interaction between the charges.
Methods to include correction terms to account for these spurious interactions
have been proposed [44], but their use is not always straightforward.

2.2.2 Local Cluster Models

An alternative to the periodic band structure methods to study solids is the
cluster approach [11,45-47]. Here, one considers explicitly only a finite number
of atoms to describe a part of the surface while the rest is treated in a more
or less simplified way (embedding). The main conceptual difference is that in
the cluster approach one uses molecular orbitals (MO) instead of delocalized
functions (e.g., plane waves). The description of the electronic properties is
thus done in terms of local orbitals, allowing one to treat problems in solids
with the typical language of chemistry, the language of orbitals. This is partic-
ularly useful when dealing with surface problems and the reactivity of a solid
surface. In fact, the interaction of gas-phase molecules with a solid surface
can be described in exactly the same way as the interaction of two molecules.
Of course, also the cluster model is not free from limitations. The most se-
rious one is that the effect of the surrounding is often taken into account in
a more or less approximate way, thus leading to some uncertainties in the
absolute values of the computed quantities. It is also possible that some prop-
erties are described differently depending on the size of the cluster used. It
is therefore necessary to check the results versus cluster size and shape. The
advantages, besides a smaller computational cost, are: (a) a very low cover-
age of adsorbates or concentration of defects is considered so that no mutual
adsorbate—adsorbate or defect—defect interaction is present in the model and
(b) that accurate theoretical methods derived from quantum chemistry can
be applied (like configuration interaction approaches, see Sect.2.2.5). This is
an important advantage, which should not be underestimated. In fact, in this
way it is possible to explicitly include correlation effects in the calculations
and to treat exactly the nonlocal exchange as in the HF formalism; in DFT
in fact the exchange is taken into account in an approximate way through
the exchange-correlation functional (see “Density Functional Theory-Based
Methods in Quantum Chemistry”). This second aspect can be particularly
important for the description of magnetic systems, radical species, or defects
with localized holes or electrons [48].
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Therefore, cluster calculations represent an alternative way of describing
localized bonds at surfaces as well as defects in ionic crystals. The problem is to
introduce in a reasonable way the effect of the rest of the crystal. Completely
different strategies can be adopted to “embed” clusters of largely covalent
oxides, like SiOs, or of very ionic oxides, like MgO. In SiOs and related ma-
terials, the cluster dangling bonds are usually saturated by H atoms [45,47].
The saturation of the dangling bonds with H atoms is an important aspect
of the embedding but not the only one. In fact, in this way one neglects the
crystalline Madelung field. While this term is less important in semicovalent
materials, like silica, it is crucial in the description of solid surfaces with more
pronounced ionic character like MgO.

2.2.3 Embedding Schemes

The very ionic nature of MgO and other ionic oxides implies that the MP is ex-
plicitly included. Indeed, several properties of ionic crystals are incorrectly de-
scribed if the long-range Coulomb interactions are not taken into account [49].
A simple approach is to surround the cluster of ions by a large array of point
charges (PC) to reproduce the Madelung field of the host at the central region
of the cluster [50]. However, the PCs polarize the oxide anions at the clus-
ter border and cause an incorrect behavior of the electrostatic potential [51].
The problem can be eliminated by placing at the position of the positive PCs
around the cluster an effective core potential (ECP) representing the finite
size of the cation core [52]. No basis functions are associated to the ECP [53]
that accounts for the Pauli or exchange repulsion of the O?~ valence electrons
with the surrounding. This is a simplified approach to the more rigorous ab
initio model potential (AIMP) method [54,55] but is computationally simple
and reliable. In the AIMP approach, the grid of bare charges is replaced by a
grid of AIMP, which account not only for the long-range Coulomb interaction
but also for the quantum mechanical short-range requirements of exchange
and orthogonality without introducing explicitly extra electrons in the model.

The addition of the ECPs to the cluster gives a better representation of
the electrostatic potential hence of the electrostatic contribution to the surface
bonding. What is still missing from this simplified approach is the polarization
of the host crystal induced by an adsorbed species or by the presence of
a defect. This effect can be particularly important for charged adsorbates or
defects. The polarization, E},q1, induced by a charge on the surrounding lattice
can be estimated by means of the classical Born formula [56]:

Epol = - (1 _21}/26)Q2’, (2.1)

where ¢ is the dielectric constant of the material, g the absolute value of the
charge, and R the radius of the spherical cavity where the charge is distrib-
uted. Since a certain degree of ambiguity remains in the definition of R, this
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correction is only qualitative. A more refined approach that has been used
for the study of the ground state of oxygen vacancies in MgO [57] makes use
of the ICECAP program [58]. In this approach, instead of PCs the cluster
is surrounded by polarizable ions described according to the shell model ap-
proach [59,60]; in this way, the polarization response of the host is taken into
account self-consistently up to infinite distance. In the shell model, an ion is
represented by a point core and a shell connected by a spring to simulate its
dipole polarizability.

A model based on a mixed quantum-—classical approach has been proposed
a few years ago [61]. Briefly, the ionic crystal is represented by a large finite
nanocluster, which is divided into two regions: region I, which is centered on
the defect site and the rest—region II. Region I at the center of the nanoclus-
ter includes a quantum-mechanically treated cluster (QM cluster) surrounded
by interface ions and a region of classical shell model ions [59]. The remain-
ing part of the nanocluster is represented by PC. The classical ions, both
shell model and PCs, interact between themselves via classical interatomic
potentials. All quantum-mechanical, interface, and classical ions (both cores
and shells) in region I are allowed to relax simultaneously in the course of
geometry optimization. Ions outside region I remain fixed and provide accu-
rate electrostatic potential within region I. This approach allows one to take
into account the defect-induced lattice polarization of a very large crystal re-
gion. In bulk calculations, it can be extended to infinity outside region I using
a polarizable continuum model and the Mott-Littleton approach [62]. The
interface between QM cluster and classical ions is needed to prevent an artifi-
cial spreading of electronic states outside QM cluster. The interface includes
cations only; these are represented using a semilocal effective core pseudopo-
tential [63]. The interface atoms interact quantum mechanically with atoms
in the QM cluster and classically with other interface atoms and with classi-
cal atoms in regions I and II. The interaction between the QM and classical
atoms in regions I and II is also included and represented using short-range
classical potentials. In this way, it has been possible to include both geomet-
ric and electronic relaxations in a region of several angstroms in diameter at
a reasonable computational cost [61]. A similar approach has been recently
implemented and applied to the study of Pd atoms on MgO [64].

An alternative, more rigorous approach has been developed in recent years
by Pisani and coworkers [65-67]. It is named perturbed cluster method and is
based on the EMBED computer program [68]. With this approach, the proper-
ties of adsorbates at the surface of MgO have been studied at the HF and MP2
levels. The method relies on the knowledge of the one-electron Green function
Gf for the unperturbed host crystal, which is obtained by means of the pe-
riodic program CRYSTAL [69,70]. A cluster (C) containing the adsorbate or
the defect is defined with respect to the rest of the host (H). The molecular
solution for the cluster C in the field of H is corrected self-consistently by
exploiting the information contained in G in order to allow a proper coupling
of the local wave function to that of the outer region.
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2.2.4 Electronic Structure Methods

In this section, we provide a brief account of the different theoretical methods
used in the study of electronic structure. This includes two families of methods
that arise from the principles of quantum mechanics, the ab initio methods of
computation of electronic wave functions and the methods based on DFT. The
choice of a particular computational method must contemplate the problem to
be solved and in any case is a compromise between accuracy and feasibility.
Details of the methods outlined in this section can be found in specialized
references, monographs [71], and textbooks [72].

Wave Function—Based Methods

The best attainable approximation to the wave function and energy of a sys-
tem of N electrons is given by the full configuration interaction (FCI) ap-
proach. In the FCI method, the wave function is written as an expansion of
Slater determinants with the electrons distributed in the orbitals in all possi-
ble ways and the expansion coefficients are given by the corresponding secular
equation. This is the exact solution (in a given finite orbital subspace) and
is independent on the N-electron basis used. This is a very important prop-
erty because it means that the total energy and the final wave function are
independent of whether atomic or molecular orbitals are used as one-electron
basis to construct the Slater determinants. The use of atomic orbitals leads
to valence bond (VB) theory [73], whereas use of molecular orbitals leads to
the molecular orbital configuration interaction (MO-CI) theory [72]. In the
FCI approach, both theories are exactly equivalent and provide the same ex-
act wave function. However, the dimension of the FCI problem grows so fast
that practical computations can be carried out only for systems with small
number of electrons. Therefore, the FCI method is mostly used to calibrate
more approximate methods [74].

The simplest N-electron wave function that can be imagined is a single
Slater determinant and the energy is computed as an expectation value. Of
course, constraining the wave function to just one Slater determinant largely
reduces the variational degrees of freedom of the wave function and the energy
is uniquely defined by the one-electron basis used to construct this particular
Slater determinant. The only variational degree of freedom concerns the or-
bital set which is chosen to minimize the energy expectation value. This leads
to the HF equations. The optimum orbitals are then named self-consistent
and HF is synonymous of self-consistent method. Using the HF orbitals has
technical advantages because, at least for the ground state wave function, the
HF determinant contribution to the FCI wave function is by far the dominant
term. The fact that the electronic Hamiltonian includes up to two-electron
interactions suggests that double excitations would carry the most impor-
tant weight in the FCI wave function; this is indeed the case. Therefore, one
may design an approximate wave function in which only the reference HF
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determinant plus the double excited determinants are included. The result
is called the doubly excited CI (DCI) method and is routinely used in ab
initio calculations. Adding single excitations is important to describe some
properties such as the dipole moment (SDCI method) [72].

The truncated CI methods described above are variational and finding the
energy expectation values requires the diagonalization of very large matrices.
An alternative approach is based on the estimate of the contribution of the
excited determinants by using the Rayleigh—Schrédinger perturbation theory
up to a given order. This is the basis of the widely used MP2, MP3, MP4,
etc., methods which use a particular partition, the Moller—Plesset one, of
the electronic Hamiltonian and a HF wave function as zero-order starting
point [75,76]. A disadvantage of perturbation theory is that the perturbation
series may converge very slowly or even diverge. Furthermore, its application
to metal clusters is not always satisfactory.

The logical extension of the truncated CI expansion is the so-called mul-
tireference CI (MRCI) approach where excitations, usually single and dou-
ble, for a set of reference determinants are explicitly considered [77,78]; the
method is referred to as MR(SD)CI method. Energies and MRCI wave func-
tions are obtained by solving the corresponding secular equation. Again, while
the concept is quite simple, solving the corresponding eigenvalue problem is
not simple at all. Several ways to solve the problem have been proposed lead-
ing to methods, like CIPSI [79-81] and CASPT2 [82-84], where CAS stands
for complete active space, the active space being defined once a subset of or-
bitals is chosen. The use of these methods is restricted to the cluster model
approach and is practicable only for relatively small systems (but examples
of calculations of solid state problems were up to 100 electrons have been
explicitly correlated exists [85]). Still, there is a considerable value in us-
ing this kind of approaches in order to estimate the reliability of the results
obtained with other, more approximate methods. For instance, these meth-
ods can be used to calibrate and validate other approaches, like for instance
in the calculation of excited states of defects in solids with time-dependent
density functional theory (TD-DFT) (see “Density Functional Theory-Based
Methods in Quantum Chemistry”) [86]. In this respect, correlated calculations
with cluster models represent an important tool also in the study of surface
phenomena.

Density Functional Theory—Based Methods in Quantum
Chemistry

The Schrédinger equation provides a way to obtain the N-electron wave func-
tion of the system and the approximate methods described in the previous
section permit reasonable approaches to this wave function. The total en-
ergy can be obtained from the approximate wave function as an expectation
value and the different density matrices, in particular, the one-particle density
matrix, can be obtained in a straightforward way as
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pol) = / U (2) U (2)da, (2.2)

where the integration is carried out for the spin and space coordinates of all
electrons but one.

In 1964, Hohenberg and Kohn proved a theorem that states that the in-
verse of this proposal does also hold [87]. They proved that for a nondegenerate
ground state the one-electron density determines the external potential and
hence the electronic Hamiltonian, the ground state energy, and the electronic
wave function. They have proved that a universal functional exists so that
the total energy is a functional of the density; i.e., given a density there is a
mathematical rule that permits to obtain the exact ground state energy. The
resulting theoretical framework is nowadays referred to as density functional
theory or simply DFT. Since the functional is unknown, one may think that
DFT is useless. However, Hohenberg and Kohn also proved a variational the-
orem stating that the ground state energy is an extreme (a minimum) for the
exact density and, later, Kohn and Sham proposed a general framework that
permits the practical use of DFT [88].

In the Kohn—Sham formalism, one assumes that there is a fictitious system
of N noninteracting electrons experiencing the real external potential and this
has exactly the same density as the real system. This reference system permits
to treat the N-electron system as the superposition of IV one-electron systems
and the corresponding N-electron wave function of the reference system will
be a Slater determinant. This is important because in this way DFT permits
to handle both discrete and periodic systems. To obtain a trial density one
needs to compute the energy of the real system and here it is when a model
for the unknown functional is needed. To this purpose, the total energy is
written as a combination of terms, all of them depending on the one-electron
density only:

E[p] = TS [p} + V:ext [P] + choulomb [P] + VXC [p]7 (23)

Ti[p] is the kinetic energy of the noninteracting electrons, Vext[p] accounts for
the contribution of the external potential, Veoulomb[p] corresponds to the clas-
sical Coulomb interaction of noninteracting electrons and Vxc[p] accounts for
the exchange part due to the Fermi character of electrons and the correlation
contribution due to the fact that electron densities are correlated. Obviously,
the success of DFT is strongly related to the ability to approximate Exc in
a sufficiently accurate way. Now (2.3) plus the Hohenberg—Kohn variational
theorem permit to vary the density by varying the orbitals, which are now
referred to as Kohn—Sham orbitals. In addition, the Kohn—Sham orbitals can
be expressed in a given basis set as in the usual LCAO (Linear Combination
of Atomic) approach. The overall procedure is then very similar to the HF one
and the orbitals minimizing (2.3) are those satisfying a one-electron eigenvalue
problem. Here, however, the one-electron operator contains the exchange and
correlation effective potentials. Mathematically, the exchange and correlation
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potentials are the functional derivatives of the corresponding energy contri-
butions in (2.3). Once Exc[p] (or more precisely Ex[p] and Ec[p]) is known,
the effective potentials are also known and solving the Kohn—Sham equations
is similar to solving the HF equation with the important difference that here
one may find the exact solution, if Exc[p] is the exact one.

Several approaches to Exc[p] have been proposed in the last years with
increasing accuracy and predictive power [89]. However, in the primitive ver-
sion of DFT, the correlation functional was ignored and the exchange part
approximated following Slater’s p'/3 proposal (the method was known as Xa.).
In 1980, Vosko et al. [90] succeeded in solving the electron correlation for a
homogeneous electron gas and in establishing the corresponding correlation
potential. The resulting method including also the exchange part is nowadays
known as the local density approximation (LDA) and has been successful in
the description of metals, although has experienced more difficulties in the
description of molecules and ionic systems (for instance LDA incorrectly pre-
dicts NiO to be a metal [91,92]). The Kohn—-Sham equations were initially
proposed for systems with a closed shell electronic structure. The study of
open shell systems can be carried out using a spin-unrestricted formalism. In
this case, different spatial orbitals are used for alpha- and beta-spin orbitals.
In the case of LDA, the resulting formalism is known as the local spin den-
sity approximation (LSDA). This is similar to the well-known unrestricted
Hartree—Fock (UHF) formalism and suffers from the same drawbacks when
dealing with open shell systems [72]. This is especially important when at-
tempting to study magnetic systems with many open shells. The unrestricted
Kohn-Sham determinant corresponds in fact to a mixture of different possible
multiplets.

In spite of the inherent simplifications, LDA (and LSDA) predictions on
molecular geometries and vibrational frequencies are surprisingly good. How-
ever, binding energies are much less accurate and require going beyond this
level of theory. The density functional (DF) methods that go beyond LDA
can be grossly classified in gradient corrected (GC) and hybrid methods. In
the first set, the explicit calculation of the Fxc[p] contributions involves not
only the density, p, but also its gradient Vp. The number of GC functionals
is steadily increasing but among the ones widely used we quote the Becke
exchange functional (B) [93], and the Perdew—Wang (PW) [94,95], exchange-
correlation functional [PW is usually referred to as the generalized gradient
approximation (GGA)]. Another popular GC correlation functional is the one
proposed by Lee—Yang—Parr, LYP) [96]. In some cases, one uses B for the ex-
change and PW for the correlation part—This is usually referred to as BP—or
B for the exchange and LYP for the correlation part giving rise to the BLYP
method. The term hybrid functionals is used to denote a family of methods
based on an idea of Becke [97]. This approach mixes DF and Fock exchange
and local and GC correlation functionals in a proportion that is obtained
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from a fit to experimental heats of formation for a wide set of molecules. The
most popular hybrid method is B3LYP, where the number indicates that three
parameters are fit to experiment [97].

Before closing this paragraph, it is useful to mention that successful ex-
amples of applications of DFT to excited state problems have been reported
in recent years. This is based on the TD-DFT method. In this method, ex-
citation energies are calculated from the poles of the frequency-dependent
polarizability and the oscillator strengths from the residues. Recent studies
show that TD-DFT is more accurate than the configuration interaction single
(CIS) method [98] and that it can provide transition energies with accuracy
similar to that of MRCI or coupled-cluster methods [86]. However, Rydberg
states [99] and in general transitions to states that are close to the conduction
band edge [86] are poorly reproduced. For a more detailed description of GC
and hybrid methods, the reader is referred to general textbooks [100] or to a
more specialized literature [89].

2.2.5 Density Functional Theory Versus Wave Function Methods:
Cu on MgO

Aside the great advances in the development of new exchange-correlation func-
tionals, the question of which functional provides the best chemical accuracy
is still under discussion. In the wave function—based methods, it is possible to
check the accuracy of a given level of theory by systematic improvement on the
basis set and on the level of treatment of electron correlation. Unfortunately,
this is not completely feasible in the framework of DFT. One can improve
the basis set but there is no way to systematically improve the Exc[p] term.
Therefore, one needs to establish the accuracy of a given approach by com-
paring several choices for Exc[p]. For many systems, this choice is not critical
and the use of several functionals permits to add error bars to the computed
quantities. However, in the systems of interest in the present chapter, namely
the description of the metal-oxide interface, the choice of the functional is
crucial [101]. An extreme case is that of Cu adsorption on MgO: The reported
adsorption energies range from a practically unbound Cu atom at the HF
level to moderate adsorption, 0.35-0.90eV, at gradient corrected DF level,
to strong adsorption, about 1.5eV, using LDA. Ranney et al. [102] have ex-
trapolated the adhesion energy of a single copper atom on MgO from their
microcalorimetric measures of the heat of adsorption and have found a value
of 0.7eV. The comparison of this value with the computed adsorption ener-
gies of [101] indicates that, among the currently used approximations of the
exchange-correlation functional, the BP and BLYP ones seem to provide the
best answer, while hybrid functionals slightly underestimate the adsorption
energy.
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2.3 Defects on MgO

Point defects in oxides determine the optical, electronic, and transport prop-
erties of the material and usually dominate the chemistry of its surface. A
detailed understanding and a control at atomistic level of the nature (and
concentration) of point defects in oxides are therefore of fundamental im-
portance to synthesize new materials with well-defined properties. Of course,
before to be created in controlled conditions point defects have to be known
in all aspects of their physicochemical properties. The accurate theoretical
description of the electronic structure of point defects in oxides is essential for
the understanding of their structure—properties relationship.

MgO is a particularly well-studied oxide; the structure of the (100) single
crystal surface is extremely flat, clean, and stoichiometric. Both relaxation,
—0.56 + 0.4%, and rumpling, 1.07 + 0.5%, are extremely small [103]. However,
no real crystal surface consists of only idealized terraces. A great effort has
been undertaken to better characterize the MgO surface, in particular for
polycrystalline or thin film forms, which in some cases exhibit a heterogeneous
surface due to the presence of various sites. All these sites can be considered
as defects.

In the following, we provide a summary of the most important kinds of
defects at the MgO surface (Table2.1). In a broad classification, one can
recognize at least 12 major kinds of point defects:

Low-coordinated cations (Sect. 2.3.1). These are Mg®" ions with a number
of neighbors lower than on the flat (100) terraces. To this category belong
four-coordinated ions located at step and edge sites, Mg®™ 40, and the three-
coordinated ions located at corners, kinks, etc., Mg‘2+3C.

Low-coordinated anions (Sect. 2.3.2). The O?~ sites exhibit a completely
different chemistry when located in the bulk, at the five-coordinated ter-
races, O%2 5., or at irregular sites with lower coordination, O%~4. and
027 3., where the MP (and the basicity) of the site change dramatically.
Hydrozyl groups (Sect. 2.3.3). HoO is almost ubiquitous and easily reacts
with low-coordinated sites to form OH groups at the surface of MgO.
These centers induce asymmetries in the surface electric field and exhibit
a classical Brgnsted acid behavior.

Ozxygen vacancies (Sect. 2.5.4). These are usually called color or F centers
from the German word for color, Farbe. The vacancies can have different
formal charges. The removal of a neutral O atom results in a neutral F
center; the removal of an O~ ion in an FT center (paramagnetic); the
removal of an O?~ ion in an F?T center. Since the surface O ions can
be located at terraces, steps, edges, corners, etc., also the corresponding
vacancies can in principle form at five-, four-, and three-coordinated sites.
In the following, the subscript s distinguishes a surface F center, F"™,
from the bulk counterpart, F*T.

Cation vacancies (Sect. 2.3.5). These are often classified as Vg centers.
Cation vacancies in MgO correspond to the removal of Mg, Mg™, or Mg**
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Table 2.1. Summary of most important surface point defects in MgO

Defect Symbol Schematic description
Low-coordinated cation Mg”T __ (n = 3,4) Coordinatively unsatu-
rated cation
Low-coordinated anion 0% e (n=3,4) Coordinatively unsatu-
rated anion
Hydroxyl group (OH) Proton attached to O?~
Anion vacancy F™" . (m=0,1,2;n =3,4,5) Missing oxygen with
trapped electrons
Cation vacancy V™ e (m=0,1,2;n =3,4,5) Missing cation with
holes at O neighbors
Mg and O divacancy Vmgo Cation and anion va-
cancy
Impurity atoms M™ /0" Mg?t /X2~ Substitutional  cation
(M) or anion (X)
Oxygen radical O™ ne (n=3,4,5) Hole trapped at O anion
Anion vacancy aggregate M™T (m =0, 1) Two (or more) adjacent

oxygen vacancies

Shallow electron traps MgOcorner(€™) Trapped electrons at ex-

posed cations

Deep electron traps (M™*)(e™) pair Cation (H*, Na%, etc.)

and electron pairs

(111) microfacets None Small ensemble of Mgs,

or O3, ions

species and result in V, V~ and V2~ defects. The V and V™~ centers are
paramagnetic.

Divacancies (Sect. 2.3.6). Closely related to the O and Mg vacancies are
the divacancies, defect centers created by removing a neutral MgO unit.
The formation of a divacancy on a (100) terrace results in a mini step, a
site where some of the surface atoms are four coordinated.

Impurity atoms (Sect. 2.8.7). The presence of substitutional atoms can
lead to modified chemical centers on the surface. The replacement of Mg
ions by Ni ions, as in MgO-NiO solid solutions, introduces TM atoms in a
MgO matrix and can alter the local properties of the material. Even more
effective is the replacement of a divalent Mg?* cation by a monovalent
dopant, like Li*. In order to compensate the charge, an O?~ anion at the
surface becomes O~ , a highly reactive paramagnetic species.

Ozxygen radical anions (Sect. 2.5.8). The O~ center can be formed by var-
ious means on the surface and not only by doping the material with alkali
metals ions. O~ exhibits a high chemical reactivity and can be located at
low-coordinated sites as well as at regular terrace sites.

Anion vacancy aggregates (Sect. 2.3.9). Under some conditions, aggregates
of O vacancies can form in the bulk of MgO. The smallest aggregate is the
M center, consisting of two adjacent O vacancies.
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Shallow electron traps (Sect. 2.8.10). Some specific sites at the MgO surface
exhibit electron affinities of about 1eV and can bind electrons. Among
these sites, there are low-coordinated cations, like an Mg2+3C corner site,
divacancies, and other morphological sites like the reverse corner.
(M*)(e™)pairs (Sect.2.3.11). The number of paramagnetic centers on
polycrystalline MgO can be increased by chemical means, like for instance
alkali metal deposition or exposure to molecular hydrogen followed by
UV irradiation. In both cases, irregular sites at the surface, like steps,
corners, reverse corners, etc., can promote the stabilization of (M™1)(e™)
pairs (M=H or an alkali metal). These neutral defects are color centers
with characteristic EPR (Electron Paramagnetic Resonance) signals.
(111) microfacets (Sect.2.3.12). Small ensembles of three-coordinated
atoms with a pyramidal structure resembling a reconstructed (111) po-
lar surface can form and have been indeed been proposed as the centers
where oxygen-exchange reactions occur.

2.3.1 Low-Coordinated Cations

Adsorption of CO on MgO is probably the most studied case of molecular ad-
sorption on an oxide [104]. CO adsorbs on Mg cations with the molecular axis
normal to the (100) MgO surface. Infrared (IR) measurements at 77 K of the
C-0 vibrational frequency on polycrystalline MgO have shown a small shift of
about +10cm ™! with respect to free gas-phase CO [105]. The adsorption en-
ergy of CO on MgO powders [106] is quite low, 0.15-0.17 eV, indicating weak
adsorption. This is confirmed by experiments on single crystal MgO [107,108].
CO thermal desorption spectra (TDS) show a peak at 57 K corresponding to
an adsorption energy, 0.14eV, very close to the earlier data of CO on MgO
powder [106]. When adsorbed on low-coordinated cations, the properties of ad-
sorbed CO change significantly. Part of the interaction of CO with the cation
sites of MgO is of electrostatic nature [109], and there is a direct relation-
ship between the surface electric field and the CO stretching frequency [109].
Less-coordinated cations generate a larger electric field, which interacts with
the CO dipole and multipole moments giving rise to an increase of w,. The
adsorption of CO on low-coordinated Mg®" cations at edge and corner sites
leads to larger binding energies and larger CO vibrational shifts [110]. For in-
stance, CO frequency shifts of +31, +55, and +97 cm~! were predicted at the
HF level for CO adsorbed on Mg*" ., (terrace), Mg®",. (edge), and Mg?*,.
(corner) sites [110], with a similar trend to that experimentally observed in IR
for CO on various sites of MgO smokes, +13, +21, and +60cm~! [111]. Accu-
rate cluster model calculations on CO/MgO including correlation effects [112]
have shown that the binding energies of CO adsorbed on Mg?* cations at
terraces, edge, and corners of MgO are 0.08, 0.18, and 0.48 eV; the frequency
shifts are of +9, 427, and +56 cm ™1, respectively [112]. However, it has been
found recently that the correlation between the electric field generated by the
surface cations, the strength of the MgO—CO bonding, and the frequency shift
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Fig. 2.3. Optimal structure of CO adsorbed on a step on the MgO surface. Bond
lengths and inward displacements (A) of the adsorbing cation(s) with and without
(in parentheses) adsorbates are given. In this configuration, the CO molecule is
relatively strongly bound but exhibits almost not shift of the vibrational frequency.
Reproduced from [113]. Copyright 2000 Elsevier

of the adsorbed CO molecule is not always so simple: On some specific sites
(e.g., a step, Fig. 2.3), the nonuniform field results in a relatively large binding
energy (0.2eV) despite a negligible CO vibrational shift [113].

2.3.2 Low-Coordinated Anions

The activation of an adsorbed molecule is often connected to the transfer of
electronic charge to its antibonding orbitals, with consequent rupture or weak-
ening of the bond. In this respect, the O anions can play a very important
role in the activation of adsorbed species. A simple example is that of the
interaction of CO5 and SO5 with MgO. These two molecules can form surface
carbonates, MgO + COy — MgCOj, and sulfites, MgO + SOs — MgSO5. Ab
initio cluster model studies [114, 115] have shown that the five-coordinated
0%~ jons at the (100) MgO terraces are unreactive toward COy and SOg,
while the 0?4, ions at the step sites are very reactive and spontaneously
form carbonates and sulfites. The O~ 5. ions at the (100) terraces of CaO
exhibit a similar reactivity to that of the low-coordinated anions of MgO,
and stable chemisorbed species form at the terraces of CaO. This result is
consistent with the trend of surface basicity, MgO < CaO < SrO < BaO.
The surface basicity is the capability of the oxide to donate charge to an
adsorbed molecule (Lewis acid). A general explanation of this behavior has
been proposed [114]. The different reactivity of the terrace, step, and cor-
ner O?~ ions is not due to a different charge of the anions that is similar in
high- and low-coordinated sites [116]. The O~ anion is unstable in gas phase
where it dissociates into O~ + e~. O?~ anions are stable in ionic solids be-
cause of the Madelung potential (MP). A larger MP results in a more stable
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02~ ion (the corresponding filled 2p levels are shifted to lower energy). The
MP is smaller at low-coordinated sites: On MgO, the MP is 23.9eV for a bulk
024, 23.0eV for a terrace 0%~ 5., 21.8 eV for a step 0?4, and 18.4¢V for a
corner O?~ 3. [45]. Thus, an O~ at a corner site is less stable than the same ion
at a terrace site. CaO has the same cubic structure of MgO but a larger lattice
constant (2.399 A in CaO versus 2.106 A in MgO); in a full ionic model, the
MP at the (100) terraces of CaO is 20.2eV, about 3 eV smaller than in MgO.
This means that the donor levels of an 0?7 5. ion (terrace) of CaO are at a
similar energy of the corresponding levels of an O?~ ion at the step and corner
sites of MgO. The oxide basicity is therefore a direct function of the electrosta-
tic potential at a given site: A lower potential results in a less stable anion and
larger tendency to donate the electronic charge to an adsorbate. The different
reactivity of MgO versus CaO surfaces predicted theoretically [114] has been
confirmed by metastable impact electron spectroscopy (MIES) experiments
on CO4 adsorption on MgO [117] and CaO [118] as well as by synchrotron
based photoemission spectroscopy on the same systems [119, 120].

The enhanced activity of the low-coordinated ions of the MgO surface
has stimulated specific studies aimed at characterizing the nature of these
centers [121-123]. We mentioned already that one important difference is the
value of the MP at these sites and the consequent shift in position of the
filled O 2p levels and stabilization of the empty Mg 3s levels. This results in
a narrowing of the band gap in correspondence of these sites as found in CI
cluster studies [123] of the optical absorption energies of O~ ions at regular
and low-coordinated sites of the MgO. A decrease of the transition energy
from 7.1eV for a terrace site to 5.7 and 4.5eV for edge and corner sites,
respectively, has been found [123].

2.3.3 Hydroxyl Groups

OH groups can easily form at the surface of MgO, even in UHV conditions
or after thermal treatment of polycrystalline samples due to the presence of
humidity or traces of Hy in the environment. This may lead to the forma-
tion of a small but not negligible number of OH groups on the surface with
possible consequences on the study of chemisorption processes. On MgQO var-
ious types of OH groups can form, depending on the sites involved in the
chemisorption process. Quite intensive theoretical efforts have been done to
elucidate the mechanism of dissociation of H2O molecules on MgO (for a
complete account see a recent review [124]). This process is of fundamen-
tal importance for the understanding of the hydroxylation—dehydroxylation
processes occurring on the surface and to identify the different OH groups
present. The methods used to study HoO adsorption and dissociation range
from ab initio calculations on molecular (MgO),, clusters [125], to periodic
band structure [126], and Car-Parrinello molecular dynamics [127-129] calcu-
lations. All methods show that isolated HoO molecules are physisorbed on the
MgO(100) terraces without dissociating while dissociation occurs rapidly at
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stepped surfaces or low-coordinated sites, in particular corner sites, a conclu-
sion which is in complete agreement with the experimental observations. How-
ever, at high coverages water dissociation can occur also at the MgO terraces,
thanks to the hydrogen bonding interactions between adjacent molecules [129].

2.3.4 Anion Vacancies

In MgO thin films, O vacancies can be generated by electron bombardment
or sputtering with Ar™. In polycrystalline MgO samples, O vacancies can be
created by thermal treatment of hydroxylated surfaces. The dehydroxylation
occurs at the expense of a lattice O~ anion with consequent formation of a
surface vacancy or F center. Anion vacancies on the MgO surface, the Fy*T
centers corresponding to the removal of O?~, are difficult to observe, as these
centers do not have specific spectral properties. However, they can act as
electron traps and their existence can be deduced by doping the material with
excess electrons to form the corresponding Fs™ and Fy centers which can be
detected either by EPR (F, ") [130-133] or by optical (Fy™ and F) [134-137]
spectroscopies. In the FT or F centers one or two electrons are associated with
the defect; they are localized in the vacancy [39-43,50] by the MP.

In 1970, Tench suggested that a surface F center has a similar structure
as in the bulk [130, 131] and proposed a model consisting of a missing O
ion from a (100) terrace of MgO [130, 131]. The resulting vacancy can be
classified as Fs. to indicate the fivefold coordination of the missing O ion.
Recently, new accurate EPR measurements [133, 138] have shown that the
large majority of the paramagnetic F¥ centers at the MgO surface obtained
by irradiation in hydrogen are associated with the presence of a nearby proton.
These centers are named Fg(H)™ centers, i.e., an oxygen vacancy in the vicinity
of an adsorbed hydrogen. The EPR signal of a surface paramagnetic center
consistent with the Tench model, i.e., of the F, T site, in absence of the coupling
with the proton has not been observed yet. Furthermore, based on IR and EPR
spectroscopies, as well as of ab initio calculations it has been suggested that
the paramagnetic centers form preferentially at low-coordinated sites (steps,
edges, corners) [138]. Theoretical estimates of the formation energies support
the view of a lower cost to remove oxygen atoms from the low-coordinated
sites [41,139]. Several theoretical studies have been dealing with the hyperfine
coupling constants of F* centers in MgO [50,133,140]. In general, excellent
agreement is obtained for the bulk where a firm assignment is possible. For
the surface, despite a satisfactory numerical agreement between theory and
experiment a firm assignment is not yet possible.

An important question when one addresses the stability of charged defects
in insulators is that of the relative position of the corresponding energy levels
with respect to the vacuum level. This problem has been considered for the
MgO(100) surface [61]. Using cluster models embedded in polarizable ions
and PCs, the ionization energies and electron affinities of oxygen vacancies
located at the terraces and corners of the MgO surface have been determined.
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Fig. 2.4. EEL spectra of an MgO thin film after electron bombardment to create
oxygen vacancies on the surface. Reproduced from [137]. Copyright 2002 Elsevier

A neutral Fs. center gives rise to an impurity level in the gap which is about
3eV above the top of the valence band. F centers give rise to states closer
to the valence band (for a terrace FTs. the level is about 1eV above the
O 2p states). The vertical ionization energy of a neutral Fs. defect is 3.4¢eV;
that of an FT5. center 5.6eV. Similar IPs (Ionization Potential) are found
for F centers located at a corner site: The IPs of Fs. and FT3. centers are
3.4 and 6.6 eV, respectively [61], showing that not only electrons trapped at
low-coordinated sites may exist but they are also more strongly bound than
at the corresponding terrace sites.

Another indication of the location of F centers in MgO comes from the
analysis of optical spectra. Bulk F and FT centers give rise to an intense
absorption band around 5eV with two components, one due to F* centers
at 4.96eV and one to neutral F centers at 5.03 eV [141]. Much less is known
on the optical properties of surface F centers. Optical spectra of MgO surface
F centers have been measured on polycrystalline materials [138, 142], single
crystals [134], and ultrathin MgO films [135-137,143]. Optical measurements
on fine powder samples of MgO using diffuse reflectance technique showed a
feature at 2.05eV attributed to F* 5. centers [142]. A peak at 2.3 eV has been
observed by Henrich et al. [134] on MgO single crystals using electron energy
loss spectroscopy (EELS). The feature was tentatively assigned to surface F
centers. By reactive deposition of Mg in oxygen atmosphere or by electron
bombardment of MgO thin films, Pfniir and coworkers [136, 137] have been
able to study the optical spectra of MgO films with large oxygen deficiency
(Fig. 2.4). They observed characteristic loss peaks at 2.4, 2.8, and 3.4 eV, which
can be attributed to color centers due to surface oxygen vacancies located at
various sites [137], in close agreement with theoretical predictions (see below).
It is interesting to note that optical absorption bands in the same regions, 380
and 520nm, have been observed in the UV—-Vis spectra of polycrystalline
MgO [138]. Only recently accurate CI calculations have been reported on this
problem [85,144]. The estimated transitions energies and the corresponding
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assignments are: Bulk Fg. and Ftg, =~ 5eV, terrace Fs. and Ft5, ~ 3eV,
step Fye and FTye &~ 2.2-2.5eV, corner F3. and F3, &~ 2.1-2.2eV [85,144].
No evidence of transitions below 2eV due to F centers has been found. The
computed optical transitions imply that in the EELS experiment [136,137] not
only five-coordinated F centers but also low-coordinated oxygen vacancies are
present, in agreement with the results of other spectroscopic investigations
[138]. Recent EELS measurements on stepped MgO surfaces fully confirm
the assignment of low-energy transitions (around 2eV) to low-coordinated
F centers [145]. It is important to mention in this context that the optical
absorptions measured by Pfniir and coworkers on MgO thin films [136,137,145]
combined with the theoretical estimates of the transition energies associated
to F centers [85,144] not only allows a firm assignment for these transitions
but also provides the only direct proof of the existence of F centers on the
surface of MgO thin films grown in UHV on metal substrates.

2.3.5 Cation Vacancies

Among intrinsic defects, the cation vacancy or V center is of particular interest
because it favors the formation of trapped holes at neighboring O ions. At the
surface, this results in particularly active O~ species [146]. There are several
studies dedicated to the V center in the bulk both experimental [147,148] and
theoretical [40, 41,149, 150], as reviewed by Chen and Abraham [151]. This
center can exist in three charged states, V°, V=, V2=, The ground state of
VO corresponds to two holes located on oxygen ions at opposite sides of the
vacancy, and the ground state is a triplet. The singly charged V~ defect is
very stable and experimentally one of the best characterized, while theoretical
information mostly exists on the diamagnetic V2~ center. Compared to the F
centers, much less work has been devoted to the Vg center. One reason is that
these centers are supposed to be present in lower concentrations than the O va-
cancies [152,153] due to their high formation energy (of the order of 20-30eV
for a V2~ center [40]). The electrons associated to the V~ and V2~ surface
centers are occupying levels near the top O 2p valence band and the associated
holes are completely localized on the oxygen atoms around the vacancy [50],
in analogy with the bulk electronic structure. A combined periodic supercell
and embedded cluster study on the electronic structure of the cation vacancy
at the MgO surface [154] has shown that the formation energy of the neutral
VO defect in the bulk, 15eV, is higher than at the surface, 13.5eV, suggesting
that migration to the surface should be thermodynamically favored.

2.3.6 Divacancies

Early experiments on the EPR spectrum of paramagnetic centers at the sur-
face of MgO by Lunsford and Jayne [155] have been interpreted in terms of
an electron trapped at a surface divacancy because of the analogy with the
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spectrum of an F* 5. center, attributed to a divacancy with a trapped electron
in bulk MgO [156]. There are several arguments in favor of the existence of
divacancies [157]: (a) they are easier to form than a pair of isolated cationic
and anionic vacancies; (b) due to the mobility of cationic vacancies, recom-
bination of isolated vacancies should occur at high temperatures, > 1,000 K,
the typical temperatures reached in the thermal treatment of polycrystalline
MgO; (c) the divacancy is intrinsically asymmetric, a fact that would easily
explain the anisotropy of the EPR signal; (d) the divacancy is a neutral center
and can be present in high concentrations without the need for compensating
charges.

In the last few years, there has been a growing interest around this cen-
ter [157,158], leading to the conclusion that divacancies are relatively stable
defects [157] with an appreciable electron affinity of almost 1eV so that they
can act as shallow electron traps (see Sect.2.3.10). Recent experiments on the
formation of surface O~ ions by bleaching color centers with NoO point to the
important role of these defects [146]. The study of the hyperfine coupling con-
stants, however, resulted in a too small anisotropy of the signal compared to
experiment. In this respect, the assignment of the observed EPR spectra [133]
to surface divacancies with a trapped electron is not conclusive [157]. A de-
tailed theoretical study of the reaction of a surface divacancy with Hy aimed
at the identification of the Fy™(H) color center observed in EPR also come
to the conclusion that the calculated magnetic parameters show discrepancies
with the experiment [158]. Thus, while the divacancy is an attractive center
from a thermodynamic point of view, there is no clear spectroscopic evidence
of its existence.

2.3.7 Impurity Atoms

Impurity atoms in MgO can be either cations replacing Mg** or anions sub-
stituting O2?~. In either case, the surface reactivity is significantly modified
by their presence. At least two kinds of cationic impurities can be distin-
guished. If Mg?" is replaced by another cation with the same formal charge,
e.g., Ca?T Ni?T Co?*, etc., the main changes in the electronic structure are
connected to the different size of the ion, to small modifications in the chem-
ical bonding with local increase or decrease of the covalent character and to
the presence of partially filled d orbitals. On the other hand, when a mono-
valent cation, like Na® or Lit substitutes Mg?*, an adjacent anion changes
its formal charge from —2 to —1 [159]; the O~ species is a radical with a
chemistry fundamentally different from that of the corresponding fully re-
duced species (Sect.2.3.8). M /O~ pairs have been extensively studied in the
bulk of alkaline-earth oxides by optical studies, EPR and ENDOR, (Electron
Nuclear Double Resonance) measurements [160,161] as well as by embedded
cluster calculations [162].

MgO can dilute ions of similar size, as for instance Ni*" or Co®" forming
NiO-MgO and CoO-MgO solid solutions with an infinite range of composition.
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The effect of progressively replacing Mg®™ by Ni** or similar cations (C02+,
Cu®") on the surface properties has been investigated both experimentally
[111,163,164] and theoretically [165,166]. The presence of Ni*T cations di-
luted in the MgO matrix results in an efficient catalyst for nitrous oxide,
N3O, decomposition probably because of the different bond strength of the
Ni-O and Mg-O bonds at the surface [163]. Also NO, which on pure MgO is
weakly bound [167], on Ni-doped MgO forms relatively strong bonds with the
Ni** cations [168].

Less is known about anion substitution. A recent study of the O?~—S2~
exchange reaction on MgO has been reported [169]. The reaction involves
adsorption of CS; on MgO powders and the subsequent exchange reaction
with formation of COS and S?~ ions located at the low-coordinated sites.
The basicity of the MgO surface doped with sulfur ions is drastically modified
with respect to that of pure MgO [169]. The substitution of low-coordinated
02~ anions of the MgO surface with sulfur anions completely suppresses the
chemical activity of the sample.

2.3.8 O~ Radical Anions

O~ anions located at the surface of ionic crystals are capable of cleavage
processes, such as hydrogen abstraction from methane and hydrocarbon mole-
cules adsorbed on the surface. They can also facilitate UV-induced homolytic
splitting of hydrogen. The reactivity of the O~ anions has been studied ex-
tensively by means of EPR and TPD (Temperature Programmed Desorp-
tion) [170]. Some of the most efficient catalysts to promote the conversion of
methane into higher hydrocarbon derivatives are based on alkali-doped metal
oxides, including Na/CaO and Li/MgO and their activity is attributed to the
presence of M /O~ pairs. The O~ ions can also be produced on the MgQO sur-
face by other methods, e.g., by excitation of low-coordinated surface anions,
O, by UV light [146,171-173] or filling anionic vacancies with paramagnetic
O~ species [146,174]. In the first case, the process involves ionization or charge
transfer processes:

Oy +hv— O +e, (2.4)

where the electron is released to an electron acceptor. In UHV conditions,
short lived O~ — Mg™ pairs form in the excitation step. The energy required
to ionize O?~ anions from the MgO surface from DFT cluster calculations [61]
is 6.7 eV, in excellent agreement with an experimental estimate of 6.7 + 0.4eV
[20]. On an Og. anion at a corner site, the IP decreases to 5.6V [61]. Thus,
it is conceivable that UV irradiation will preferentially produce O~ radicals
at low-coordinated sites.

Another mechanism to generate O~ radicals on the MgO surface implies
the creation of color centers and then their bleaching with NoO:

(e_)trapped + N2O — 0 + Ny (25)

surface
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Clearly, the presence of O~ species at the surface of MgO is not disconnected
from the existence of other defects, low-coordinated anions or O vacancies.
In fact, the complex interconversion of one center into another one is one of
the reasons for the difficult identification of defect centers on oxide surfaces.

2.3.9 M Centers (Anion Vacancy Aggregates)

In a recent paper by Piniir and coworkers [137], O vacancies have been created
on MgO thin films by electron bombardment and the corresponding optical
properties have been measured by EELS (see Sect.2.3.4). A band at 1.2eV
has been tentatively assigned to surface M centers, an aggregate of two adja-
cent F centers. Neutral and charged M centers in the bulk and on the surface
of MgO have been studied by means of explicitly correlated cluster model
calculations (CASPT2 approach) [175]. The ground state of the M center is
characterized by the presence of two doubly occupied impurity levels in the
gap of the material (Fig.2.5); in MT centers, the highest level is singly occu-
pied. The allowed electronic transitions have been computed and the results
show that bulk M and M™ centers give rise to intense absorptions at about
4.4 and 4.0eV. Another less intense transition at 1.3eV has also been found
for the Mt center. On the surface, the transitions occur at 1.6eV (M*) and
2eV (M). While the computed transition energies for the surface Mg™ center
are close to the observed band in EELS experiments, this is not sufficient to
conclusively demonstrate the presence of M centers. Still, high-temperature
annealing of MgO samples can result in the migration of vacancies and forma-
tion of vacancy pairs or larger aggregates, a process which has not yet been
carefully investigated.
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Fig. 2.5. Schematic representation of the energy levels involved in the electronic
transitions of bulk F and M centers. The energies reported refer to the computed
excitations energies for the bulk centers at the CASPT?2 level [175]. Copyright 2003
American Physical Society
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2.3.10 Shallow Electron Traps

We have mentioned in Sect.2.3.6 that a possible precursor site for electron
trapping is a Mg and O divacancy on the MgO terraces, Vygo; recent theo-
retical calculations have confirmed this hypothesis [157,176]. However, these
are not the only shallow traps existing on the MgO surface. In fact, low-
coordinated Mg sites, such as kinks and corners, can serve as surface electron
traps [177] and even divacancies located at steps or corners are able to trap
electrons [176]. All these centers are classified as shallow electron traps since
they bind quite loosely one electron and are thermally unstable, at least at
temperatures higher than 300 K. Still, the fact that on the MgO surface there
is a large number of morphological sites which can act as electron traps has
been recognized only recently. This fact could be of some importance to ex-
plain charging effects observed in AFM measurements on vacuum cleaved
single crystal MgO samples.

2.3.11 (M™1)(e~) Centers

Although several experimental and theoretical studies point to the existence
of surface oxygen vacancies (Fys centers, Sect.2.3.4) [40-42, 178-181], their
exact nature is still under discussion. The natural abundance of F centers (or
at least of trapped electrons) in as-prepared high surface area MgO samples
is too low to be monitored by UV—Vis spectroscopy and even by the highly
sensitive EPR technique. The number of populated centers can be significantly
increased using chemical or photochemical treatments. One way of achieving
that is to deposit low dosage of alkali metals on the surface [133,182,183].
Another approach is based on the adsorption of molecular hydrogen, which
dissociates at specific sites into H" and H™ species. Under UV irradiation,
the H™ species transforms into H + e, where the electron is trapped at the
surface producing an EPR-active center:

MgO + H, — MgO(H™)(H") (2.6)

MgO(HT)(H™) + hv — MgO(H")(e™ )trappea + H (2.7)

Recently it has been proposed that some morphological sites, like a cor-
ner Mg?* cation, MgOcorner, Fig.2.6, a reverse corner, MgOgc, or a step,
MgOgtep, are the precursors of MgO(H+)(e*)trapped centers and that these
are the actual structures of the F5(H)™ paramagnetic defect centers [184,185]
(see Sect.2.3.4). The new sites can be considered as the prototypes of an en-
tire family of surface traps. They represent abundant “natural” morphological
features at real surfaces. Their existence does not require the high formation
energy of other traps like the oxygen vacancies.
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Fig. 2.6. Schematic structure of a (H")(e™) pair (paramagnetic color center) at an
Mg?" corner ion; the H ion is bound to a four-coordinated O~ anion

These centers in particular fit a number of observations [184,185]:

. They dissociate the Hy molecule with a nonactivated reaction and an

energy release, 0.5¢eV, close to the measured one.

. The structure of the resulting MgO(H')(H™) center is consistent with

an heterolytic dissociation of Ho and the computed vibrations are in full
agreement with the observation.

. The removal of a neutral H atom from the MgO(H™)(H™) center has a

cost consistent with the use of UV light for the process and results in a
trapped electron at the MgO surface, MgO(H™)(e™ )trapped-

. The analysis of the isotropic hyperfine coupling constants (in particular

the existence of a small coupling with H) provides strong support to the
proposed model [185]. New, highly resolved EPR spectra clearly show in
fact three different 2°Mg hyperfine coupling constants at about 10-12, 30,
and 60 G (Fig.2.7). It has been suggested that the three signals arise from
MgO(H")(e™ )trappea centers formed at steps, reverse corners, and corner
sites, respectively, thus providing a direct proof of the large number of
surface traps at the MgO surface and of the variety of coordination modes
[185]. The results also provide a direct tool to titrate low-coordinated Mg
sites at the surface of polycrystalline MgO samples.

. The computed transition energies for the trapped electron, about 2eV,

are close to values reported for optical excitations at the surface of poly-
crystalline MgO where Fs(H)™ defect centers have been created according
to reactions (2.6) and (2.7).

Similar centers can be formed by alkali and other adsorbed atoms M,

which can donate electrons to the surface and stabilize them by the Coulomb
field created by the corresponding M™ cation [186]. The centers illustrated
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Fig. 2.7. Experimental and simulated EPR spectra of MgO(H™')(e™ )trapped centers.
The different values of the A matrix indicate the presence of a variety of centers.
In particular, the features at 10-11 G are attributed to electrons trapped at steps,
the features at 26-30 G at electrons trapped at reverse corners, and the weak fea-
tures at 59-63 G at electrons trapped at exposed corner sites [185]. Copyright 2003
Wiley-VCH

in this section explain and rationalize a number of observations into a single
coherent picture. It should be stressed at this point that these centers have
been created and observed on the surface of polycrystalline MgO samples,
characterized by a rich surface morphology and that their existence or forma-
tion has not been reported for MgO(100) single crystal surfaces nor for MgO
thin films.

2.3.12 (111) Microfacets

In contrast to nonpolar (100) surfaces of rock-salt structured ionic materi-
als, which are thermodynamically stable, (111) polar surfaces are unstable if
they remain in the bulk terminated structure due to the diverging surface
potential [2,187] and undergo substantial surface reconstruction. It has been
predicted that the (111) surfaces of NaCl, NiO, MgO, etc. reconstruct from
the p(1x1) bulk terminated into a p(2 x 2) structure [187]. This kind of recon-
struction has been indeed observed on NiO(111) grown on Au(111) [188]. Polar
surfaces can also be stabilized by the presence of oxygen vacancies, impurities,
hydroxyl groups [189] or in general molecular adsorbates [190, 191]; on NiO,
by simple heat treatment, the OH groups are desorbed and the surface recon-
structs exhibiting a diffuse p(2 x 2) structure [189]. The surface morphology
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and faceting of MgO(111) surfaces has been studied with atomic force, scan-
ning, and electron microscopies [192,193]. It has been suggested that oxygen
trimers reminiscent of cyclic ozone appear on the reconstructed surface [193].
However, no further reports of similar structures have been reported and the
formation of cyclic ozone has been questioned by some authors.

A related important defect in MgO consists in a missing cation from a
cube corner, leaving a (111) microface with three oxygen ions and one hole.
The electronic structure of this center was then investigated theoretically in a
pioneering study of Kunz and Guse [194]. The involvement of (111) microfacets
was also invoked in a thermal desorption and isotope exchange reactions study
of CO and CO45 on MgO where the condition needed for double exchange was
identified by means of HF cluster calculations in small ensembles of three-
coordinated O ions [195,196].

2.4 Metal Deposition on MgO

2.4.1 Transition Metal Atoms on MgO(001)

Understanding the bonding mechanism of individual metal atoms with the
surface of a simple oxide, like MgQO, is essential for the theoretical study of
more complex systems, like clusters or organometallic fragments, supported
on oxide substrates. The interaction of various transition metal (TM) atoms,
Cr, Mo, W, Ni, Pd, Pt, Cu, Ag, and Au, with the oxygen anions of the
MgO(001) surface has been investigated theoretically [197] and provide a first
basis for the identification of some trends. We restrict the analysis to the O
anion sites as it is known from other theoretical investigations that the Mg
cations of the surface are rather unreactive. Using cluster models and the
DFT-BLYP functional [93,96], it has been possible to divide the metal atoms
in two groups according to their more or less pronounced tendency to bind to
the MgO surface.

The presence of a filled d shell and singly occupied s orbital prevents the
Cu, Ag, and Au atoms (d'%s! atomic ground state) from easily changing their
configuration during bond formation. On the other hand, Cu, Ag, and Au form
relatively strong bonds with oxygen atoms of not completely reduced oxide
surfaces, like TiOg, by partial transfer of their outer electron to the substrate
[198]. On MgO, the coinage metal atoms retain their nd'®(n + 1)s' atomic
configuration and only a very small mixing of the metal ¢ orbitals with the
O 2p, orbital occurs. As a consequence, these atoms are weakly bound to the
surface with adsorption energies of 0.2-0.3eV. This means that these atoms
are likely to diffuse freely on the surface even at very low temperatures. Their
interaction with the substrate becomes appreciable only in correspondence to
surface defects.

There is little or no charge transfer from the Cu, Ag, or Au atoms to the
substrate, and the bonding is mainly due to the polarization of the metal
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Fig. 2.8. Potential energy curves for the *By and 'A; states of (a) Ni, (b) Pd, and
(c) Pt atoms interacting with an O atom of the MgO surface. Reproduced from [197].
Copyright 1997 American Chemical Society

electrons by the surface electric field plus a small covalent interaction. This
result suggests that the oxide anions of the MgO surface are highly charged
with little tendency to ionize the adsorbed coinage atoms. The relatively weak
bonding found for Cu, Ag, and Au is therefore the consequence of the large
adatom size (due to the singly occupied valence s orbital), which determines
the long surface-adsorbate distance.

The interaction of Ni, Pd, and Pt atoms with MgO is considerably more
complex than that of the coinage metal atoms because of the interplay be-
tween the d'°, the d?s' and, at least for Ni, the d®s? atomic configurations.
The interaction of free atoms with the MgO gives rise to several states; the
lowest triplet and singlet states, By and 'A;, correlate at infinite adatom-
surface separation with MgO + M(d%s!) and MgO +M(d!?), respectively. The
magnetic state, 3Bo, features the lowest energy for long surface-metal dis-
tances. At shorter distances, however, a crossing of the 3B, with the 'A;
state occurs (Fig.2.8). At short distances, the *A; state becomes lower in
energy, although the detailed nature of the ground state is not completely es-
tablished [199]; the potential energy curve exhibits a deeper minimum and a
rather high adsorption energy of about 1eV or more depending on the metal.
The curve crossing implies that a magnetic quenching accompanies the forma-
tion of the bond. The key mechanism for the bonding is the formation of s—d
hybrid orbitals which can conveniently mix with the O 2ps orbitals; in fact,
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Fig. 2.9. Electron density difference plots for a Pd atom bound at a regular O%~ site
(top) and at an F center (bottom). Ap = p(Pd/MgO)—p(Pd)—p(MgO). Reproduced
from [64]. Copyright 2001 American Institute of Physics

in the 'A; configuration the metal s, ds and the O 2pgs orbitals are strongly
hybridized.

The bonding with MgO has a somewhat different character for Ni than
for Pd and Pt. Ni exhibits a non-negligible polarity of the bond while Pd
and Pt form a more covalent bond (Fig. 2.9). This is consistent with the fact
that Ni is easier to ionize. However, by no means the bonding can be viewed
as a charge transfer from the metal atom to the oxide surface. The orbital
analysis clearly shows a substantial mixing (hybridization) of metal nd and O
2p orbitals. The fact that all three atoms in the group form relatively strong
bonds with the surface, compared for instance to the coinage metals, can be
explained by the more pronounced tendency of the group 10 atoms to form
s—d hybrid orbitals and a more direct involvement of their valence d orbitals
in the bond with the oxygen. This tendency can be generally related to the
s—d (or d — s) transition energies which are considerably smaller for Ni, Pd,
and Pt than for Cu, Ag, and Au.

The interplay between high- and low-spin states is of great importance
in the interaction of Cr, Mo, and W atoms with MgO. These atoms have
high-spin atomic ground state configurations, nd®(n + 1)s' (A in Cy, sym-
metry); their valence d shell is therefore half filled, and a comparison of their
interaction with that of the late TM atoms is particularly instructive. For Cr,
the ground state of the M/MgO cluster, "A;, correctly dissociates into Cr
and MgO ground states and exhibits a very shallow potential energy curve
(re = 2.8A, D, = 0.34eV). Also for Mo, the “A; state is lowest in energy
(re = 3.0A, D, = 0.33eV). At adsorption heights below 2.2-2.3 A, the low-
spin A state becomes energetically preferred. The two atoms, Cr and Mo,
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also have similar bonding properties. The bonding is largely due to polariza-
tion and dispersion, with little, if any, chemical mixing of the metal orbitals
with the surface electronic states. A completely different bonding arises from
the interaction of W with MgO. The interaction of W in the high-spin d’s!
configuration results in a flat curve very similar to those computed for Cr and
Mo. This state, however, is not the lowest one, even for long surface-adsorbate
distances. The low-spin °A; state exhibits a deep minimum near 2.15 A with
D, = 0.72eV, a chemical bond of similar strength than that calculated for the
Ni triad. In this state, the d*s? atomic configuration is mixed not only with
the d®s! state but also with the O 2p orbitals. This is consistent with the fact
that the s—d excitation energy is smallest in W where the s'd® and s2d* states
are almost isoenergetic in contrast to the situation for Cr and Mo. The easy
s—d hybridization is actually the reason for the strong bonding of W. As for
adsorbed Ni, the bond with W exhibits a considerable polar character.

In summary, the Ni triad is the only one for which strong interface bonds
are formed among the atoms considered here. The adhesion energy of these
atoms on top of surface oxygens is about 1eV per atom or more. The only
other metal atom which exhibits a tendency to form strong bonds with the
surface is W. For W/ in fact, the bond strength is comparable to that of the
Ni triad. The tendency to form strong bonds is connected to the fact that
metal s and d orbitals hybridize and that these hybrid orbitals mix with the
p orbitals of the surface oxygen. Pd is somewhat special in the Ni triad as it
has the smallest binding energy. This reflects the general tendency toward a
nonmonotonous behavior in many chemical properties as one moves down a
TM group; in particular, second-row TM atoms often exhibit weaker interac-
tions than the isovalent first- and third-row atoms. To some extent, this trend
is observed also for the other two triads considered. The bonding of Cr, Mo,
Cu, Ag, and Au to a MgO substrate, however, is weak, arising mainly from
polarization and dispersion effects with only minor orbital mixing with the
surface oxygen orbitals. This explains the very long-bond distances found in
some cases, and the flat potential energy curves which result in very small
force constants.

Thus, the TM atoms considered can be classified into two groups, atoms
which tend to form relatively strong chemical bonds with the surface oxygen
anions of MgO (Ni, Pd, Pt, and W) and atoms which interact very weakly with
the surface with adsorption energies of the order of one-third of an electron
volt or less (Cr, Mo, Cu, Ag, and Au). The interaction does not imply a
significant charge transfer from the metal to the surface. This is an important
conclusion, connected to the highly ionic nature of the MgO surface where
the surface oxygen atoms have their valence almost saturated. To a first-
order approximation, MgO can be described in terms of classical ionic model,
Mg?T — 02~ This means that the oxygen centers at the regular surface sites of
MgO(001) are almost completely reduced and are not able to oxidize adsorbed
metal atoms. This conclusion is valid for the regular surface sites but of course
adsorption phenomena at oxide surfaces can be substantially different when
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occurring at defect sites. In Sect.2.4.2, we consider some of these sites and
their interaction with deposited metal atoms.

A final comment is required about the problem of the description of
isolated TM atoms on oxide surfaces in general. TM atoms have complex
spin states which are not properly described within the DFT approach.
Spin-polarized calculations provide a way to take into account the spin
properties of the system but some details of the interaction may be described
incorrectly. In this respect, the use of wave function-based methods is par-
ticularly important for benchmarks and comparisons. This problem is less
severe when one considers small clusters where several electronic states exist
separated by small energies. But one should be well aware of the fact that
the treatment of isolated atoms, dimers, and very small aggregates with DF'T
methods requires spin-polarized approaches and special care in evaluating the
results [199,200].

2.4.2 Small Metal Clusters on MgO(001)

The interaction of TM metal clusters with the surface of MgO has been stud-
ied with ab initio methods with both cluster [201-204] and slab [205-207]
models but mostly small supported clusters, containing less than 10 atoms,
have been considered. The theoretical study of these systems is rather com-
plex because of the very many isomers that one can have. The number of these
isomers increases exponentially with the cluster nuclearity making an accu-
rate evaluation with ab initio methods of the relative stabilities very difficult
and extremely time consuming. The metals studied so far are Co, Ni, Cu, Pd,
Ag, and Au. Some of isomers studied for Co, Ni, Cu, Pd, Ag tetramers are
shown in Fig.2.10. They can be classified into three main groups: Planar or
nearly planar structures with the cluster plane “parallel” to the MgO surface,
Fig. 2.10a—c, planar structures with the cluster plane “normal” to the surface,
Fig.2.10d—f and tetrahedral or distorted tetrahedral structures (Fig.2.10g-i).

The results show that nanoclusters adsorbed on the regular MgO(001)
surface do not necessarily tend to adhere to the surface with the largest possi-
ble number of metal atoms (surface wetting) but rather that they keep some
bond “directionality.” This results from the balance of various terms, the en-
ergy gain due to the bond formation with the O anions, the Pauli repulsion
with the surface, and the loss of metal-metal bonding within the cluster due
to distortions of the metal frame.

When the metal-oxygen bond is sufficiently strong, e.g., as for Ni and Pd,
the formation of new interface bonds may compensates the loss of metal—
metal bonds and the cluster distorts from its gas-phase geometry (Fig. 2.101).
For weaker metal-oxide bonds, as found for Co, Cu, and Ag, the metal-metal
interactions prevail over the metal-MgO ones so that the cluster maintains,
to a large extent, its electronic and geometric structure (Fig. 2.10f). Niy and
Pdy, which form relatively strong bonds with MgQO, tend to adhere with more
metal atoms to the surface leading to a distorted tetrahedron while in the
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Fig. 2.10. Optimal structures of Co, Ni, Cu, Pd, Ag tetramers adsorbed on the
regular MgO(100) surface

gas phase they both assume a tetrahedral shape (Fig.2.10i). Agy and Cuy
clusters which interact weakly with MgO, assume a rhombic form with the
cluster plane normal to the surface (Fig.2.10f); their structure on the surface
is not too different from what they have in gas phase. Coy, which forms bonds
of intermediate strength between Ag and Cu on one side, and Ni and Pd on
the other, exhibits several surface isomers with different structures but similar
stabilities.

The magnetization on the Ni and Co clusters is largely unchanged also in
the supported species. In some cases, however, there is a partial quenching
of the magnetic moment which is generally restricted to the metal atoms
in direct contact with the oxide anions [203]. Thus, despite the relatively
strong MgO /M, bonds (Coy is bound on MgO by 2.0eV, Niy by 2.4eV), the
electronic structure of supported transition metal moieties is only moderately
perturbed. These conclusions are valid only for an ideal defect-free surface;
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Fig. 2.11. (a) Magnetic moment per atom versus cluster size for gas phase (squares)
and adsorbed (circles). (b) Reduction of magnetic moment and surface to clus-
ter charge transfer as determined from DFT calculations. Reproduced from [208].
Copyright 2003 American Physical Society

investigations of the interaction of metal clusters with surface defects may
lead to quite different conclusions [200]. Similar results have been recently
obtained on Fe clusters containing up to 8 atoms deposited on MgO flat
terraces [208]. Also in this case, it was found that upon deposition the clusters
tend to preserve their gas-phase structure. Compared to gas phase, significant
reductions of the magnetic moments were found for Fe,, clusters with n < 6
(Fig.2.11). The reduction of the magnetization was attributed, as for Ni and
Co clusters [203], to the interaction with the 2p orbitals of the surface O
anions rather than to structural deformations or charge transfer from the
surface [208]. The conservation of the magnetization seems to be general as
ab initio molecular dynamics simulations have found that also clusters of a
nonmagnetic metal, like Pd, have magnetic ground states in the gas phase
and retain the magnetic moment when supported on the MgO surface [207].

Only very few ab initio molecular dynamic studies on the structure and
growth of supported metal clusters have been reported, and the only case
studied is that of Cu clusters on the regular MgO(100) surface [205-207].
It has been found that Cu-Cu intra-cluster interactions are stronger than
the cluster-surface interactions, so that three-dimensional (3D) structures are
largely preferred with respect to two-dimensional (2D) ones. This indicates a
Volmer—Weber growth mode for Cu on MgO in agreement with experimental
observations. It has also been found that the adsorbed clusters diffuse by
“rolling” and “twisting” motions with barriers that may be smaller than for
the diffusion of the isolated atoms (Fig.2.12).
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Fig. 2.12. Snapshots (top view) from a molecular dynamics simulation of the coa-
lescence of an adsorbed pentamer (ABCDE) with a single adatom (F). Reproduced
from [207]. Copyright 1999 American Physical Society

2.4.3 Metal Atoms on MgO: Where Are They?

A key question for the analysis of the reactivity, nucleation, and growth of
small metal aggregates is where the atoms adsorb preferentially and which
are the nucleation centers? A clear answer to this question is very difficult.
Atoms arrive from the gas phase with a small but nonzero kinetic energy
and can be reflected from the surface, can stick on a given adsorption site,
or can diffuse on the surface until they become trapped at some strongly
binding site (usually a defect). STM images show that small metal particles
grow homogeneously on the surface at low temperature but is very difficult
to image single metal atoms and on some substrates, like MgQO, this is simply
impossible unless the film thickness is kept below three monolayers.

We have seen above (Sect. 2.3), how many different defect sites exist even
on the surface a simple oxide like MgO. Each of these sites can react in a
different way with an adsorbed species and is a potential candidate for the
nucleation and growth of metal particles. The complexity of the problem is
increased by the fact that the concentration of the defects is usually low mak-
ing their detection by integral surface sensitive spectroscopies very difficult.
A microscopic view of the metal-oxide interface and a detailed analysis of the
sites where the deposited metal atoms or clusters are bound become essential
in order to rationalize the observed phenomena and to design new materials
with known concentrations of a given type of defects.

For the specific case of isolated Pd atoms, a number of these sites have
been investigated theoretically and a classification of the defects in terms
of their adhesion properties is possible [32]. We first consider the case of Pd
interacting with anion sites, Osc, O4c, or Os.. The binding energy of a Pd atom
with these sites increases monotonically from ~1eV (Os.) to ~1.5eV (Os.)
and consequently the distance of the Pd atoms from the surface decreases.
This is connected to the tendency of low-coordinated anions on the MgO
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surface to behave as stronger basic sites as the coordination number decreases
(see Sect.?2.3.2). However, the difference in binding energy between an 0%~
at a terrace site or a corner site, 0.5eV, is not too large. Much larger binding
energies have been found for other defect sites like the oxygen vacancies or
F centers. On these sites, the bonding of Pd is about three times stronger
than on the O anions [209, 210]. There is no large difference in Pd atom
adsorption energy when the F center is located at a terrace, at a step, or at
a corner site (Ep &~ 3.5 + 0.1eV). Notice that the binding energy of Pd to
an F center turns out to be the same with different computational methods.
In fact, cluster model studies [32] and periodic plane wave calculations [210]
give almost exactly the same energy and geometry for Pd on an F5. center.
Thus the Pd atoms are likely to diffuse on the surface until they become
trapped at defect sites like the F centers where the bonding is so strong that
only annealing at high temperatures will induce further mobility. Another
group of defect sites is that of the paramagnetic F* centers (see Sect.2.3.4).
Formally, these centers are positively charged as a single electron replaces an
02~ ion in the lattice. On these sites, the bond strength of Pd is between
that of the O, sites and F centers. For instance, on FT5., Pd is bound by
2.10eV, while Ey, for Pd on Os. is 0.96eV and that for Fs. is 3.42eV [32].
Recently, the adsorption of a Pd atom on a model of a surface OH group on
MgO has shown that the binding energy at this site, 2.6 eV [36], is in between
that found for neutral and charged F centers suggesting that hydroxyl groups
at the oxide surface are good candidates for metal nucleation and growth.

Although this list is far from being complete, it provides strong evidence
that in the initial phases of metal deposition the defect centers play a crucial
role in stabilizing the metal atoms and in favoring nucleation and growth. It
should be mentioned at this point that the use of CO as a probe molecule to
check the adsorption site of the metal atom has proved to be very efficient.
Its use will be discussed here with a concrete example.

An indirect yet powerful tool to monitor the metal adsorption sites is
to study CO adsorption. CO is widely used as a probe molecule because of
its low reactivity and quite sensitive vibrational frequency: Small changes
in the substrate electronic structure reflect into measurable changes in CO
stretching frequency. The study of CO desorption temperature from a metal
covered MgO film and of the IR bands associated to the formation of metal-
carbonyl complexes provides an useful tool to identify the surface sites in-
volved in the stabilization of the M—CO species [31]. However, for an atomistic
view of the sites involved, it is essential to combine the experimental evidences
with the results of ab initio calculations. Recently, this has been done for a
series of transition metal atoms, Rh, Pd, and Ag, all belonging to the second
transition series but characterized by quite different valence structures (Rh,
d%; Pd, d'%; Ag, d19%) [211,212].

Thermal desorption spectra (TDS) of 3CO for the three metal atoms
(Ag, Pd, and Rh) deposited on thin MgO(100) films have been compared
with the ¥CO-desorption spectra for the clean thin films. CO desorption at
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low temperature (120 K) originates from CO adsorbed on low-coordinated
cation sites (most likely steps) of the MgO film (Sect.2.3.1). For the case of
Ag atoms, a modest contribution to the CO desorption after metal deposition
is observed in the temperature range of 130200 K, and the corresponding
binding energy estimated using the Redhead approximation is 0.3-0.5eV. The
CO desorption from Pd atoms reveals two desorption peaks at around 230 K
(0.6eV) and 370K (1.0eV), respectively. The CO desorption from deposited
Rh atoms is very similar to that of Pd and exhibits two desorption peaks at
180 K (0.5eV) and 390K (1.1eV). These results show distinct differences in
the interaction of CO with the three metal atoms. CO hardly interacts with
the Ag atoms (E}, = 0.3-0.5eV) while for Pd and Rh the CO interaction is
stronger (Ep(Pd-CO) = 0.6 and 1.0eV, E,(Rh—CO) = 0.5 and 1.1eV). The
presence of two desorption peaks, however, could have at least three different
origins: (a) subsequence desorption of two or more CO molecules bound to
the same metal atom, (b) desorption of CO molecules bound to metal atoms
adsorbed on different surface sites, and (¢) desorption of CO molecules from
metastable atoms/clusters (larger clusters can be formed on the surface upon
heating during the TDS experiment).

To disentangle the origin of the double peak in the CO TPD spectra,
IR spectroscopy provides valuable information. For Ag, however, almost no
change in the CO frequency has been observed going from MgO(100) to
Agy/MgO(100). On the contrary, the results for Pd and Rh clearly indicate
that more than one CO molecule is bound to the metal atom and that complex
diffusion processes occur as the temperature is increased. For instance, for Pd
a band at 2,045cm™! with a shoulder at 2,010cm™! has been observed at
95K, but at 180 K only a single peak at 2,010 cm ™! remains, and at 300 K the
CO frequency shifts to 1,830cm ™!, typical of bridge bonded CO, indicating
nucleation of small Pd clusters. On the contrary, no indication is found of for-
mation of small Rh aggregates. To interpret these results, extensive ab initio
calculations have been performed within the cluster model approach [211].

Deposition of Ag atoms represents the simplest case due to the low-
adsorption energy of Ag to MgO and to the absence of reactivity of the de-
posited Ag atoms. The calculations exclude the formation of stable Ag—-CO
complexes at any of the surface sites considered (regular sites or point defects
like F' centers or steps). The small changes in the TDS and FTIR (Fourier
Transform Infra-Red) spectra before and after Ag deposition must thus be
attributed to indirect effects, like local changes in the surface potential in-
duced by the presence of the Ag atoms or the formation of van der Waals
complexes.

For Pd, at low temperature (T" < 300K), there is evidence from the IR
experiment of the formation of Pd(CO)2 species [32] while at higher temper-
atures Pd aggregation occurs. The calculations show that, most likely, the
Pd atoms at 95K possess a sufficient mobility on the surface to diffuse and
become stabilized at strong trapping sites before CO exposure. This is con-
nected to a relatively low barrier for diffusion (< 0.5eV) on the terrace sites
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Pd
Rh

Fig. 2.13. Optimal geometry of M(CO)2 complexes adsorbed on the MgO surface.
(left) PA(CO)2 complex formed at an oxygen vacancy (F center); (right) Rh(CO)2
complex formed at a step

but also from steps to terraces. In fact, the steps of the MgO surface are
not strong binding sites for the Pd atoms. The best candidates for trapping
the Pd atoms are the oxygen vacancies (F centers). Thus, by exposure of the
sample to CO, Pd(CO), and Pd(CO)s complexes form on F centers where the
Pd atoms have been trapped during the diffusion process. The CO molecules
are desorbed from these sites at relatively low temperature according to the
calculations: Both CO molecules desorb from a Pd atom bound at an F center
with Ey, < 0.6eV, consistent with a desorption temperature of 230 K). Above
370K, few residual Pd atoms or Pd(CO) units, bound at other defect sites
(steps) diffuse on the surface until they aggregate to form larger particles.
The calculations exclude the possibility that the Pd atoms are bound to ox-
ide anions of the surface either terraces or steps. In fact, on these sites the
Pd—CO binding energy is very high, more than 2eV, a value which is totally
incompatible with the measured desorption temperatures. The F centers have
been found to be the only sites where the computed binding energies for CO
fit with the experimental picture [32] (Fig.2.13).

According to the calculations, Rh atoms can diffuse on the flat terraces
very easily, even more than Pd, but they bind quite strongly to the step
sites (much more than Pd). The binding energy of a Rh atom at a step is
about twice that on a terrace. This means that the step sites are decorated
by Rh atoms at low temperature (95K) and only a small fraction of Rh
atoms populates the F centers. The exposure to CO leads to the formation
of relatively stable Rh(CO)s complexes at steps, Fig.2.13, at variance with
Pd. The first CO desorption from the Rh(CO)s units formed at steps occurs
around 180 K (computed Ey,(RhCO-CO) = 0.7¢eV) and leaves on the surface a
stable Rh(CO) unit. The calculations show that the Rh—CO bonding is strong
(Ep(Rh—CO) = 2.6eV) and that this species is rather mobile. It is likely that
this is the species which diffuses on the surface until it becomes trapped at
F centers. From these sites, a further increase in the temperature leads to
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a second desorption of CO from Rh atoms (390K, computed Ey(Rh—CO) =
1.2eV) [211].

The experimental results and the tentative explanations clearly indicate
that the deposition of metal atoms on the MgO films is followed by com-
plex diffusion mechanisms, which depend quite strongly on the nature of the
metal-MgO bond. The use of CO as a probe molecule provides invaluable
information to identify the metal adsorption sites but also contributes to com-
plicate the diffusion mechanisms as new M—CO species, quite strongly bound
in the case of Rh and Pd, can become mobile on the surface and compete with
the mobility of the individual metal atoms.

2.5 Reactivity of Supported Metal Atoms: The Role
of Defects

We have seen above that a great variety of defect centers can form at the sur-
face of MgO (Table2.1). Each surface defect has a direct and characteristic
effect on the properties of adsorbed species. This becomes particularly impor-
tant in the analysis of the chemical reactivity of supported metal atoms and
possibly of small clusters as well [23,24]. In fact, the defects not only act as
nucleation centers in the growth of metal islands or clusters, but they can also
modify the catalytic activity of the deposited metal by affecting the bonding at
the interface [213-215]. The role of point defects at the surface of MgO in pro-
moting or modifying the catalytic activity of isolated metal atoms or clusters
deposited on this substrate has been recently investigated by considering the
cyclization reaction of acetylene to form benzene, 3CoHy — CgHg [214,215].
This process has been widely studied on single crystal surfaces [216-218] and
it has been shown unambiguously that the reaction proceeds through the for-
mation of a stable C4Hy intermediate, resulting from addition of two acetylene
molecules [219]. This intermediate has been characterized experimentally [220]
and theoretically [221] and its structure is now well established. Once the
C4H, intermediate is formed, it can combine with a third acetylene molecule
to form benzene that then desorbs from the surface at a temperature of about
500K [216,217].

The reaction has been studied on size-selected, soft-landed Pd atoms and
clusters deposited on MgO thin films [214, 215]. The clusters-assembled ma-
terials obtained in this way exhibit peculiar activity and selectivity in the
polymerization of acetylene to form benzene and aliphatic hydrocarbons [222].
Here, we restrict the analysis to the reactivity of isolated Pd atoms. On a clean
MgO(100) surface, no benzene is produced at the same experimental condi-
tions. However, even 0.2 monolayers of deposited Pd atoms produce benzene
for temperatures of about 215 K. This is an important result which has al-
lowed to investigate the activity of the Pd atoms as function of the support
where it is deposited or of the sites where it is bound.
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The possibility to catalyze the acetylene trimerization depends critically on
the ability of the metal center to coordinate and activate two CoHy molecules
and then to bind a C4H4 intermediate according to reaction:

Pd + 2CQH2 — Pd(C2H2)2 — Pd(C4H4) (28)

The activation of the acetylene molecules is easily monitored, for instance,
by the deviation from linearity of the HCC angle due to a change of hybridiza-
tion of the C atom from sp to sp?, or by the elongation of the C-C distance,
d(C-C), as a consequence of the charge transfer from the metal 4d orbitals
to the empty m* orbital of acetylene. The level of activation of acetylene is
clearly larger when a single CoHs is adsorbed, consistent with the idea that
the electron density on the metal is essential for promoting the molecular ac-
tivation. A key point is therefore the ability of the Pd atom to bind more
than one acetylene molecule. Once two acetylene molecules are bound to the
Pd atom, in fact, the formation of the C4H4 intermediate occurs with a sig-
nificant energy gain. The following step, C4H4 + CoHy — CgHg, requires the
capability of the metal center to coordinate and activate a third acetylene
molecule according to reaction:

Pd(C4H4) + CQHQ — Pd(C4H4)(CQH2) — Pd(ijHﬁ) (29)

DFT calculations show unambiguously that the third CoHy molecule in-
teracts very weakly with Pd(C,H,4) in gas phase [214,215]. Therefore, an
isolated Pd atom is not a catalyst for the cyclization process, at variance with
the experimental observation for Pd;/MgO.

The role played by the support becomes therefore a critical aspect of the
interaction. A simple model study where the electronic charge on a Pd atom
has been artificially augmented has shown that the excess of charge on Pd
reinforces the bonding and the activation of acetylene [214]. This result shows
that the increase of the electron density on Pd is a key mechanism to augment
the catalytic properties of the metal atom. The role of the substrate is just
that of increasing the “basic” character of the Pd atoms (or clusters). As we
have seen above, the Pd—MgO bonding is not characterized by a pronounced
charge transfer. However, things change when one considers defect sites.

When Pd is deposited on an MgO site like an O%~ ion at a terrace, a
step, or a corner site the activation of CoHs is much more efficient than for
an isolated Pd atom. The structural distortion of adsorbed CoHs follows the
trend Pd-02~3. > Pd-0?"4. > Pd-0? 5, > free Pd atom [215]. The donor
capability of Pd increases as a function of the adsorption site on MgO in the
order terrace < edge < corner. However, even on the low-coordinated anions
the Pd atom is not an active catalyst for the cyclotrimerization. The increase
of electron density on Pd due to the bonding with the MgO substrate at these
irregular sites does not account for the observed reactivity.

Things are different when the Pd atom sits on the F and FT centers. In
this case, one can form stable Pd(C4H4) complexes, and bind and activate
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Fig. 2.14. Energy profile for the cyclization reaction of acetylene to benzene oc-
curring on a Pd atom supported on an Fs. center, Pdi/Fs. (DFT-BP results).
Reproduced from [223]. Copyright 2000 American Chemical Society

the third acetylene molecule. In addition, the calculation of the energy bar-
riers involved in the process shows that these are broadly consistent with
the observed desorption temperature (the barriers are of the order of 1eV,
Fig. 2.14 [223]).

Much larger barriers are found for sites different from the F centers. The re-
sults show that only in the presence of F centers, an isolated Pd atom becomes
an active catalyst for the reaction and that the substrate has a fundamental
role in the reactivity of the supported metal. The main reason is that the
F centers delocalize in a very effective way the two electrons trapped in the
cavity over the adsorbed Pd atom, thus increasing substantially its ability to
bind and activate adsorbed hydrocarbon molecules. Therefore, the F centers
(oxygen vacancies) not only act as trapping sites for the Pd atoms but they
also contribute to modify their chemical activity.

2.6 Summary

Our understanding of the behavior of isolated metal atoms and small metal
clusters adsorbed on oxide surfaces has increased enormously in the last few
years, thanks to spectacular advances on the experimental side but also to the
high level of reliability reached by first principle calculations. Not surprisingly,
this is a complex problem which cannot be solved from scratch by using one
or another technique. Rather, from the combination of several results and
different approaches one can get a deeper insight at an atomistic level of the
interaction of a metal atom or cluster with the support.
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After some initial skepticism, it is now universally accepted that a key
role in determining the adsorption, diffusion, stabilization, and reactivity of a
metal deposit is played by the surface defects, in particular the point defects.
These are present on every surface, independent on the form of the mate-
rial, single crystal, powder, thin film. However, it is likely that the relative
abundance of the various defects differs substantially on the form of the mate-
rial as well as on the preparation and on the thermal treatment of the surface.
This makes a direct comparison of results obtained on the same material in
different forms difficult and sometimes confusing.

In this chapter, we have concentrated on MgQO, one of the most studied
and better understood oxide materials. We have shown that even on such
a simple nontransition metal oxide about a dozen of different surface defect
centers have been identified and described in the literature. Each of these
centers has a somewhat different behavior toward adsorbed metal atoms. It
becomes immediately clear that the precise assignment of the defect sites in-
volved in the interaction, nucleation, and growth of the cluster is a formidable
task. Nevertheless, thanks to the combined use of theory and experiment, the
progress in this direction has been particularly significant and promising. For
instance, a lot of evidence has been accumulated that points toward the role
of the oxygen vacancies, the F centers. At the moment, these sites seem the
most likely sites for nucleation and growth of small metal clusters.

The theoretical results have also indicated that when metal atoms are
bound to specific defects their chemical activity may change, in particular
can increase. This is likely to be true also for small metal clusters. This has
not been fully appreciated so far. In fact, even “inert” supports, like silica,
alumina, or magnesia, can interact strongly with the supported metal if this is
bound at a defect site and can have a direct role in the chemistry of the sup-
ported species. Some preliminary calculations on supported clusters, however,
suggest that the effect of the defect on the cluster electronic structure is re-
stricted to very small, really nanometric clusters of about ten atoms size [224].
Should the size of active catalysts in real applications go down to this size,
the specific interaction with the substrate could no longer be ignored in the
interpretation of the catalytic activity.
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3

Catalysis by Nanoparticles

C.R. Henry

3.1 Introduction

What is the meaning of nanocatalysis? Is it not a pleonasm? Indeed, industrial
catalysis generally takes place at the nanoscale (or sub-nanoscale): most of the
catalysts are made of metal particles of a few nanometers in size and in fine
all the elementary reaction steps occur at the atomic (or molecular) scale.
Thus, catalysis seems to be intrinsically a nanoscale phenomenon. The word
nanocatalysis, in fact, does not apply to the catalytic phenomenon itself but
to the intrinsic properties of the catalysts, which may change in the nanoscale.
As we will see, some properties of nanometer sized, supported metal particles
directly affect their catalytic activities and these properties are, in size range
of up to a couple of hundred atoms, not scalable from bulk properties.

First, we can look at the properties of atoms and small clusters. The
most important property which influences catalysis is the electronic structure.
Figure 3.1 shows the evolution of binding energies of the 4s and 3d electrons of
free Cu clusters as a function of size. These results, from the group of Smalley
[1], clearly show the electronic structure (influenced by the onset of the s and d
bands) to evolve in a non-monotonic way as function of size. In fact, it depends
on the exact number of atoms in the cluster. When the clusters, however,
reach a size of about 30-50 atoms, the electronic structure evolves smoothly
towards the bulk limit. Experiments by several groups [2-5] have shown that
the chemical properties of small free metal clusters indeed evolve in a discrete
manner with the exact number of atoms. Moreover, beautiful experiments on
size-selected clusters softlanded on MgO thin films, performed in the Heiz
group [6-9], have shown that the same trend is observed for supported small
cluster, paraphrasing the title of a paper of Heiz, I would state: each atom
counts [7].

Figure 3.2 exemplifies remarkably the fact that the reactivity for the CO
oxidation of Pt clusters shows a strong dependence with the number of atoms
in the cluster. After reaching a size of about 25-30 atoms, the reactivity
varies more smoothly. This behaviour is a direct consequence of the discrete
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Fig. 3.1. Evolution of the electronic properties of small free Cu clusters as a function
of their size (from [1])
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Fig. 3.2. Evolution of the activity of small Pt clusters towards CO oxidation as a

function of the number of atoms (from [7])

evolution of the electronic properties. Now we could expect that the catalytic
properties of the metal cluster will evolve smoothly after say 50 atoms, and
they should be scalable up to bulk limit. In fact, this is not true, very of-
ten the catalytic properties of supported nanometer metal particles are not
directly predictable from experiments on bulk metal surfaces [10,11]. In fact,
nanometer-sized supported particles, which constitute the majority of het-
erogeneous catalysts, have specific physical properties that differ from their
bulk counterpart. The most striking example is given by gold, which is the



3 Catalysis by Nanoparticles 247

() (b) (c)

Fig. 3.3. AFM image of a 10-nm gold nanoparticle (middle of the (a)-image) sup-
ported on mica (001) showing the (111) and (100) crystal planes constituting the
crystal habit. (a) Top view AFM image, (b) high-resolution AFM image close to an
edge (dotted line) showing the lattice of the (111) top facet and of a (100) lateral
facet, (c) ball model of the Au particle showing a line scan of the AFM tip (from [14])

noblest metal and thus non-reactive in the bulk state. This observation, by the
way, is very well understood theoretically [12]. In the nanometer size range,
however, gold turns into a very active catalyst for several reactions [13]. This
specificity of the nanometer size range in catalysis is due to several reasons
that we will emphasize in the following. First, small metal particles (1-20 nm)
reveal generally crystalline structures exhibiting facets constituted by dense
planes. As shown in Fig. 3.3, metal particles (here Au nanoparticles supported
on mica [14]) present well-defined facets (in this specific case (111) and (100)
planes) that minimize the surface energy. Their lattice can directly be imaged
by atomic force microscopy (AFM). It is known that the reactivity of crystal
planes is often strongly dependent on their structure [15]. Metal particle hav-
ing different sizes will have, as we will see in Sect. 3.2, different proportions of
facets that may react completely differently. This effect will not only depend
on the percentage of the different facets but also on the diffusion barriers of
adsorbed species to move from one facet to another [16]. As imaged by scan-
ning tunnelling microscopy (STM) [17], edges separating two crystal facets
and corresponding to low-coordinated atoms have different local densities of
states than highly coordinated atoms from the facets. Thus, coordination also
plays an important role for the catalytic action. This edge effect will be only
important for particles smaller than about 5nm, for which the ratio of edge
atoms to surface atoms is important.

Going further to smaller sizes, other dramatic changes appear. A typical
example is depicted in Fig. 3.4, which displays an atomically resolved image
of a Pd nanoparticle supported on a MoS2(0001) surface [17]. This particle is
only two-layer high, all the surface atoms are imaged. From this, we can deduce
easily that it contains 27 atoms exactly, 20 in the first layer and 7 in the second
one. It is interesting to see that compared to the larger particle (roughly 400
atoms) represented in Fig. 3.5, this small particle presents very open sites.
One of those marked by an X is a Bj site, which was predicted long time
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(a) (b)

Fig. 3.4. STM image of a Pd cluster supported on MoS; containing 27 atoms (a) On
the ball model (b) the sign X indicates a Bs site (from [17])

Fig. 3.5. STM image at the atomic scale of a 4-nm Pd particle supported on a
graphite (0001) substrate. The STM image reveals unambiguously that this particle
reveals (100) facets forming a regular tetrahedron [17]

ago in a famous paper by Van Hardeveld and Hartog [18]. It corresponds to a
very active site and is responsible for strong size effect in catalysis. By closer
inspection of Fig.3.4, one can see that around the Pd cluster, the sulphur
atoms of the substrate (identified as protrusions in the STM images [19,20])
seem to be raised above the substrate plane. In fact, this is an apparent effect
due to electronic modification of the substrate atoms by the metal atoms
from the interface. Conversely, the electronic structures of metal atoms at the
interface are also modified by the substrate, which by itself may have a strong
influence on their catalytic properties. For very small sizes, eventually, all the
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atoms of the metal cluster can be modified by the substrate especially on
defects resulting in a charged cluster, which modifies drastically the catalytic
properties [21].

The presence of the substrate, even if it does not directly take part in the
reaction, can have a profound influence on the reaction kinetics. Molecules
physisorbed on the substrate are, besides the gas phase molecules, a source of
reactants for the metal particles. This second source of reactants depends on
particle size and density, as we will see in Sect. 3.1. This phenomenon [22-24]
is called reverse-spillover in reference to the well-known spillover phenomenon,
which represents the diffusion of adsorbed species from the metal particles to
the support [25].

Another effect of the nanometer size in reaction kinetics of catalytic
reaction is the disappearance of the bi-stability in the CO oxidation as
recently evidenced by molecular beam experiments on supported model
catalysts [26].

In this chapter, we will examine the change of the physical properties
of metal particles in the nanometer size range and the consequence it has
for the evolution of the catalytic properties with size. We will also see that
by controlling the fabrication of the metal particles, it will become possi-
ble to design new catalysts with tuned reactivities and possibly enhanced
selectivities.

3.2 Specific Physical Properties of Free and Supported
Nanoparticles

3.2.1 Surface Energy and Surface Stress

Surface energy results from the different environment of surface atoms rel-
atively to the bulk ones. In a simple description, one can consider that the
surface energy corresponds to the number of broken bonds of surface atoms rel-
atively to the bulk situation. For a compact structure there are 12 neighbours.
The work necessary to increase the surface by adding atoms is proportional
to the increment of the area dA, the proportionality factor is the surface free

energy, v:

dW = ~dA. (3.1)
One can also increase a surface by stretching it and keeping the number
of atoms constant, then we define the surface stress g;;:

Here g;; is a tensor, its relationship with the surface free energy is given by
the following equation:

9ij = 0ij + (8v/duij) (3-3)
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where u;; is the strain tensor of the deformation and d;; the Kronecker symbol.
Few accurate experimental values of the surface energies [27] are available and
even less for the surface stress [28]. However, realistic values of surface energies
can now be obtained by numerical calculations [29]. The question arises now,
how far these bulk values can be extended to small nanoparticles? Recently,
calculations have been performed by using EAM many-body potentials [30].
These calculations have shown both the surface energy and the surface stress
to increase for particles below 2-3 nm.

3.2.2 Lattice Parameter

The surface stress has a direct influence on the lattice parameter of the
nanoparticles. Indeed, surface stress induces a pressure (AP) towards the
core of a spherical nanoparticle that is given by

29
AP = ik (3.4)
where R is the particle radius and g the surface stress when considering the
case of a simple cubic structure. This increase of pressure induces a contrac-
tion of the lattice (assuming a positive surface stress, which is generally the
case). The variation of the lattice parameter (Aa/a) is given by the following
equation [31]:

& — (_2/3)X97 (35)
a R
where y is the compressibility. We see the decrease of the lattice parameter to
be inversely proportional to the radius of the particles. Contraction has been
observed for many particles and is generally of the order of a few percents. In
Fig. 3.6, the variation of the lattice parameter of Cu particles, measured by
EXAFS and SEELFS is represented.

contraction (%)
(6]

0o 10 20
1/d (102/A)
Fig. 3.6. Variation of the lattice parameter of free Cu clusters as a function of their

reciprocal diameter. Circles represent SEELFS measurements (from [32]), while the
straight line corresponds to EXAFS measurements (from [33])
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Fig. 3.7. Most common stable shapes of nanoparticles: (a) icosahedron, (b) trun-
cated octahedon (Wulff shape), (c¢) Marks decahedron

When the particles are in epitaxy with a crystalline support, the lattice of
the small particles can be accommodated to the substrate lattice. If the lattice
parameter of the support is larger than those of the particle, its lattice may
expand. This has been observed by HRTEM for 2-nm Pd particles supported
on MgO(100), where the expansion is 8% [34]. However, when the size of the
particles increases, they progressively recover their bulk lattice parameter by
the introduction of dislocations as shown experimentally [35] and simulated
by molecular dynamics [36].

3.2.3 Equilibrium Shape

The equilibrium shape of a macroscopic crystal is an old problem first
addressed by Wulff [37], who showed the equilibrium shape at 0K to be a
polyhedron. At the equilibrium, the surface energy is given by the famous
Wulff’s theorem: 4

Z—: = const., (3.6)
which expresses the surface energy of a given facet to be inversely proportional
to the central distance to this facet. For an FCC crystal, it is a truncated
octahedron that exhibits hexagonal (111) facets and square (100) facets (see
Fig.3.7b). These two planes have the smallest surface energy. The anisotropy
of surface energy v(100)/v(111) is 2/+/3. However, the validity of these findings
to very small particles is questionable for several reasons: We have seen that
below 2-3nm, the surface energy increases, an effect which is not negligible.
Furthermore, below about 5nm, the fraction of edge sites increases, another
finding which is neither taken into account in the Wulff theorem. Marks was
the first to take into account for the effect of edges in the equilibrium shape of
nanoparticles [38]. Using a simple first neighbour bonding model, he showed
the (100) facets to vanish at small sizes, and the equilibrium shape of an
FCC particle to become an octahedron. Another point, which has to be taken
into consideration is: at very small sizes the bulk structure is rarely the most
stable one. It is known from many molecular dynamic calculations that often
the most stable structure of a 13 atoms metal cluster is the icosahedron [39,40].
The icosahedron structure (see Fig.3.7a) can be stable up to relatively large
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sizes, it generally transforms not directly to the bulk structure but transits
towards another peculiar structure called Marks decahedron, which is in fact
a truncated decahedron [41] (see Fig. 3.7c).

The transition to the bulk structure appears for several metals at relatively
large sizes, 17,000 atoms for Ni [39] and about 50,000 atoms for Cu [42]. It
is important to notice that the energy difference between these structures is
often very small. This explains the very rapid fluctuations between different
structures observed by HRTEM [43] that we call quasi-melting [44].

If the crystal is lying on a support, the equilibrium shape is modified by the
interaction with the substrate. This problem has been solved independently by
Kaichew [45] and by Winterbottom [46]. The equilibrium shape is expressed
by the Wulff-Kaichew theorem represented by the following equation:

Ah _f

= (3.7)

In this case, the Wulff shape is truncated at the interface by an amount
Ah, which is proportional to the adhesion energy (3. The latter represents
the work to separate the supported crystal from the substrate at an infinite
distance. hs and s are the central distance and the surface energy of the
facet parallel to the interface, respectively. In particular, this theorem shows
that the stronger the particle-substrate interaction (given by () is the flatter
is the supported particle. Equation (3.7) offers a simple way for determining
the adhesion energy of a supported crystal from TEM pictures of supported
particles observed in a profile view [47].

Figure 3.8 shows an example of a 10-nm Pd particle supported on
MgO(100). Its shape is a truncated octahedron seen in the [110] direction.
Assuming a surface energy of 1.64.Jm ™2 [48] for the top (100) facet, one de-
rives an adhesion energy of 0.90J m ™2 [49], which is in good agreement with
molecular dynamic simulations giving an adhesion energy of 0.83Jm ™2 (36].

(a) ® o
(111)

(100) (010)

MgO

Fig. 3.8. Picture of a 10-nm Pd particle supported on MgO(100) seen in profile
view. (a) TEM picture in the [110] direction, (b) schematic representation of the
3D shape
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Fig. 3.9. Adhesion energy and fraction of occupation of oxygen sites as a function of
the size of Pd particles supported on MgO(100) calculated from molecular dynamics
simulation (from [36]). The adhesion energy (a) is decomposed into two parts: the
Pd-MgO bonds (b) and the Pd-Pd bonds (c) at the interface. (d) Fraction of
substrate oxygen (filled circle) and magnesium (asterisk) occupied by Pd atoms at
the interface

In fact, the application of the Wulff-Kaichew theorem implicitly assumes that
the supported particle is fully relaxed. This is true for 10 nm or larger parti-
cles, for particles smaller than about 7nm, however, the first layers from the
Pd/MgO interface are dilated in order to accommodate, at least partially, the
lattice misfit of 8% [35]. This strain energy has to be accounted in the mini-
mization of the total energy. This situation leads to a decrease of the aspect
ratio of the Pd particle (or an increase of the truncation at the interface) [35],
which is equivalent to an increase of the adhesion energy. This result can be
understood from molecular dynamics simulations [36] showing that, at very
small sizes, the first plane of Pd atoms in contact with the MgO substrate
is dilated. In addition, the number of Pd atoms sitting on top of the oxygen
ions is maximized as the binding energy is higher at these sites. This situation
maximizes the adhesion energy. When particle size increases, the Pd lattice
starts to relax towards its bulk value and less direct Pd-O bonds are formed,
and finally, interfacial dislocations appear that correspond to the full relax-
ation of the Pd lattice. Figure 3.9 depicts the evolution of the adhesion energy
with the size of the Pd particles. The adhesion energy decreases (in absolute
value) when particle size increases. It can be decomposed into two contribu-
tions: the Pd—Pd bonds (it corresponds to a decrease of the bonding relative
to the free particle) and the Pd—O bonds at the interface, the latter is by far
the major contribution. The minimum in the absolute value of the adhesion
energy corresponds in fact to the minimum of the Pd—O bonds corresponding
to a partial relaxation of the Pd lattice by the introduction of dislocations.
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Another factor, which has a strong effect on the equilibrium shape of
crystals is the adsorption. Indeed, from Gibbs we know that adsorption
reduces the surface energy (the number of broken bonds decreases):

dy == Tidu;, (3.8)

where I'; and p; are the concentration and the chemical potential of the ith
species, respectively. As generally the equilibrium concentrations of the ad-
sorbed species are different from one facet to another, the decrease in the
surface energy is facet dependent. If the surface energy anisotropy changes
upon adsorption, the equilibrium shape of the particle will change. The change
of the equilibrium shape has been studied theoretically by Shi [50]. Experi-
mentally, it has been shown that Pd particles supported on MgO(100) become
flatter upon heating under oxygen due to an increase of the (100) facets at the
expense of the (111) facets [49]. Calculations showed that already an oxygen
coverage of 0.2 changed significantly the equilibrium shape [49]. This phenom-
enon occurs already in bulk crystal, but the kinetics of the process is very slow
and it is expected at a temperature close to the melting point. It has been
shown that the relaxation time depends inversely to the fourth power of the
radius of the crystal [51]:
2kTR*

= Dy
where k is the Boltzmann constant, T the temperature, v the atomic volume,
D the surface self-diffusion coefficient and ~ the (average) surface energy.
Thus, for particle in the nanometer size range, the change of the equilibrium
shape occurs in a time of the order of a few minutes, as observed by environ-
mental HRTEM [52].

(3.9)

3.2.4 Melting Temperature

Another physical property, which strongly depends on particle size, is the
melting point. It has been known since a long time that the melting point
T(R) of a crystal decreases with the inverse of its radius (R). This relation is
expressed in the Pawlow law [53]:

T 207505 "> = p ")

[ R
T LRp;/S

Ty, is the bulk melting temperature, v and p are the surface energy and the
density of the solid phase and the liquid phase noted by the subscripts s and
1 and L is the latent heat of fusion. This phenomenon is due to the increase
in the fraction of surface atoms. The Pawlow law is verified experimentally
for particles larger than 5nm and more sophisticated thermodynamic models
have been developed which can be applied down to 2-nm particles [54]. During
catalytic reactions, particles are generally solid, but in the case of carbon nan-
otubes synthesized by CVD, the catalyst particles could melt at temperatures
lower than the bulk melting point.

(3.10)
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Fig. 3.10. Evolution of the local density of valence states on various sites on
Pd particles containing 3,871 atoms, calculated in the tight-binding approximation
(from [40])

3.2.5 Electronic Band Structure

Metal particles larger than about 100 atoms present an electronic band struc-
ture like in the bulk state, when the proportion of surface atoms, however,
becomes non-negligible, several differences appear in the band structure. First,
the width of the valence band is reduced and, second, its centre of gravity is
shifted towards the Fermi level [55,56]. This evolution is a consequence of the
reduction of the coordination that is equivalent to an increase in the localiza-
tion of the valence electrons. This becomes more dramatic if we consider the
local density of states on low-coordinated sites like edge and corner atoms.
Figure 3.10 shows the calculated density of states on various atoms from a
cubo-octahedron Pd cluster containing 3,871 atoms (equivalent to a radius of
5.7nm) [40].

The shift of the d-band centre on the various Pd atoms is of particular
importance for the reactivity because it is now well established, essentially
from the work of the group of Ngrskov, that a shift of the centre of the d band
towards the Fermi level leads to an increase of the adsorption energy and a
decrease of the dissociation barriers for adsorbed molecules [57].

3.3 Reactivity of Supported Metal Nanoparticles

3.3.1 Support Effect: Reverse-spillover

The spillover of reactant is a well-known phenomenon in heterogeneous cataly-
sis. It is due to the diffusion of atomic or molecular intermediates, formed, e.g.
by dissociation, from the catalyst to the support material [25]. The reverse-
spillover is the opposite process and it corresponds to the diffusion of mole-
cular species adsorbed on the support towards the catalyst’s particles (see a
complete discussion of this phenomenon in [58]). This phenomenon was first
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(

Fig. 3.11. Schematic representation of the reverse-spillover for gas molecules im-
pinging on a Pd/MgO model catalyst. (1) Reflection from the MgO, (2) adsorption—
desorption from the MgO, (3) direct chemisorption on the Pd cluster, (4) capture
by a Pd cluster of a molecule physisorbed on the MgO

suggested by Tsu and Boudart in 1961 [59]. It was later used to explain size
effect in CO oxidation on model Pd catalysts [22,23]. A quantitative model
for the reverse-spillover was given by Henry and applied to the CO oxidation,
assuming that the catalyst particles were distributed on a regular lattice [24].
Later, Zhdanov and Kasemo have extended the model for the case where the
catalyst particles are randomly distributed [60].

Within this model, the capture of adsorbed molecules physisorbed on the
support is a second channel for chemisorption of reactants on the catalyst’s
particles, with the direct impact from the gas phase being the first channel
(see Fig.3.11).

In a simple approach, one defines a capture zone around each cluster of
width p, where all physisorbed molecules will become chemisorbed on the
metal cluster by diffusion. In the first degree of approximation, p is equal to
the mean diffusion of a molecule physisorbed on the substrate:

X, = (D1)V/2, (3.11)

where D is the diffusion coefficient and 7 the mean lifetime of a molecule on
the substrate. This is true for an isolated cluster. In the case of an assembly
of clusters of radius R, which are distributed on a square lattice of parameter
2L, p is given by the following equation representing the capture area A [61]:

R L
2
A=m7(p*+2pR) = 2rRX P < X S> , (3.12)
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where P(z,y) is defined by:

| L)Ki(e) - K\(y)L(2)
P@.y) = LK) + Kow)h ()’

I; and K; are the modified Bessel functions of ith order. The number of
molecules joining a cluster per second is:

(3.13)

Fdiff = aJA, (314)

where « is the adsorption probability of a molecule on the substrate and J
the impinging flux of molecules. The total rate of molecules joining a cluster
(by diffusion and by direct impingement) will be

Fiot = Faig + nR?J, (3.15)

assuming a unity sticking probability on the metal particles.

We can define a parameter o, that represents the fraction of the flux of
molecules impinging on 1cm? of sample that becomes chemisorbed on the
metal clusters:

nFiot
J b
where n is the density of metal clusters. o, is called global adsorption prob-
ability and it can be directly measured in a molecular beam experiment as
shown in Fig. 3.12 [58,61].
The global adsorption probability has been directly measured for CO
and NO on Pd/MgO(100) model catalysts [61,62]. Figure 3.13 presents such
measurements for NO [62].

(3.16)
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Fig. 3.12. Principle of the measurement of the global adsorption probability in a
molecular beam experiment. The desorption pulse is composed by a fast component
(Sfast) corresponding to molecules reflected or desorbing from the substrate and a
slow component (Ssiow) corresponding to (chemisorbed) molecules desorbing from
the metal clusters. The relative amplitude of the slow component gives the global
adsorption probability o
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Fig. 3.13. Variation with temperature of the global adsorption probability of NO
on three different Pd/MgO(100) model catalysts (from [62])

We see the global adsorption to increase when the temperature decreases.
At high temperature it is equal to A, the fraction of the substrate covered
by the metal clusters. In that case, the width of the capture zone, p, is zero
and only molecules directly impinging on the clusters are chemisorbed and
ag is equal to nR?n. When the temperature decreases, the mean diffusion
length, X, grows and p increases. Finally, the global adsorption probability
reaches saturation when the capture zones overlap. The maximum value of
the adsorption probability is given by:

Al = (1 - A.) + Ae. (3.17)

The global adsorption is a function of three parameters: the substrate
temperature, the cluster density and the cluster size. For example, in the
case of the smallest clusters in Fig.3.13, the maximum value of the global
adsorption probability is six times larger than A., meaning that the total flux
joining the clusters is six times larger than the direct flux. This phenomenon
can affect strongly the reaction rate of a catalytic reaction, especially in cases
where the reaction is limited by the adsorption of the reactants. This is true for
the CO oxidation in the oxygen-rich regime (i.e. high temperature) [22-24,63].
In this regime, the TON is proportional to the CO coverage [58], which itself
is proportional to the effective flux of CO joining the Pd clusters. Then, the
TON can be written by the following expression:

_ PcoS(D)[1 + (aXs/R)P(,y)]
Nov/(2nmkT)

TON

(3.18)

S(T) is the reaction probability that is assumed to be the same as on a Pd
extended surface, N, the density of surface atoms, R the cluster radius, P(x,y)
is given by (3.13) and X by (3.11). When the capture zones overlap (at low
temperature) the TON becomes maximum and has a simple expression:
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PcoS(T)[l —a/2+ a/(2TcR2n)]

Nov/(2rnmkT)

In the reduction of NO by CO at low temperature, on Pd/MgO(100) model
catalysts, the reaction rate is independent of CO pressure but increases with
NO pressure [64,65], then the TON of the reaction is modified by the reverse-
spillover effect and, in particular, depends on particle size. In that case, it is no
longer possible to compare the TON value measured on different particle sizes,
it is more appropriated to calculate the reaction probability [64], which takes
into account for the real flux of molecules that reach the clusters which can
be measured by molecular beam experiments. Reverse-spillover effects have
also been recently observed for the CO oxidation on size-selected Pd clusters
soft-landed on MgO epitaxial films [66].

TON = (3.19)

3.3.2 Morphology Effect

Morphology effects appear for reactions that are structure sensitive. A good
example is the reduction of NO by CO on Pd, which shows the highest activity
on (111) planes and lower activity on open surfaces [67]. However, in the case
of supported particles it is difficult to control the particle shape independently
of particle size [68]. However, by using a careful TEM characterization it is
possible to disentangle size and morphology effects. An example is given by
the NO reduction of CO on Pd/MgO(100) model catalysts [64].

Figure 3.14 shows the reaction probability as a function of temperature
for three different samples having particle sizes of 2.8, 6.9 and 15.6 nm. In the
low-temperature regime, the reaction is limited by the dissociation of NO, we
see that the largest particles are the least reactive ones, while the smallest
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Fig. 3.14. NO reduction by CO. (a) Steady-state NO-reaction probability for three
different samples with different particle sizes. (b) The shape of the large particles is
schematically represented, other particles have a truncated octahedron shape as in
Fig. 3.8
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ones are less active than the middle sized ones. The same evolution for the
three different samples is also observed for the NO dissociation rate measured
on the same samples [62]. One can ask the question: Why does this evolution
not follow the size evolution? The answer comes from the shape of the par-
ticles. The largest particles have coalesced and present mainly (100) facets,
which are the least active for the reaction (see Fig.3.14b). The medium sized
particles, which have a truncated octahedron shape that mainly presents (111)
facets, are the most active ones (see Fig. 3.8). Finally, the smallest particles,
which reveal also a majority of (111) facets, are a little less active because
for that size (2.8nm) the proportion of edge sites is no longer negligible.
These sites are, however, low-coordinated atoms, which reveal low activity.
The origin of the low activity on open surfaces (and low-coordinated sites)
has been explained by Goodman and co-workers [69]. They have shown that
for open surfaces there is a second type of adsorbed nitrogen atom, result-
ing from the dissociation of NO, and which are strongly bound and thus
do not desorb at the reaction temperature. In other words, they poison the
catalyst.

3.3.3 Effect of the Edges

As we have seen in Sect. 3.1, the proportion of edge sites on the catalyst
particles no longer to be negligible below a size of about 4-5nm. These
low-coordinated sites have different electronic structures (see Sect. 3.2.5) that
generally induce higher binding energies and lower dissociation barriers for
the adsorbed molecules. An example of this effect has been observed on
Pd particles for the binding energy of CO at low coverages. The lifetime of
CO molecules has been measured as a function of temperature by molecular
beams methods [58].

Figure 3.15 displays the evolution of the binding energy of CO at a coverage
of a few percent of a monolayer as a function of size of the Pd particles
supported on MgO(100) [70]. The Pd particles were obtained by epitaxial
growth at high temperature. From TEM observation, the shape of the particles
was shown to be of truncated octahedral shape [68]. By decreasing particle
size, the adsorption energy is constant (about 30 kcal molfl), but it increases
for particles below 5nm to values of up to 38kcalmol™'. This follows the
evolution of the proportion of edge sites. A more quantitative account of this
effect can be given from theoretical calculations. We have seen in Sect. 3.2.5,
from the calculation of Mottet et al. [40], the evolution of the local density
of d states for various sites on the Pd particle. Going from a site on a (111)
facet to a site on a (100) facet, the d band shifts towards the Fermi level by
0.19eV, when going to an edge site, however, the shift is 0.22eV and finally
going to a vertex site the shift is 0.45eV. From Hammer and Ngrskov [57],
we know that the upward shift of the d band corresponds to a proportional
increase of the binding energy of CO. The proportionality factor has been
determined by ab initio calculation [57]. We can then calculate the increase
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Fig. 3.15. Size effect in the adsorption of CO at low coverage on Pd particles
supported on MgO(100). On CO adsorption energy measured at low coverage by a
molecular beam relaxation spectroscopy (MBRS) (from [70])

of the adsorption energy, which is 3.4, 3.9 and 8.1kcalmol ™" for (100) facets,
edges and vertices sites, respectively. These values are in fairly good agreement
with the measurements. This proves that when particle size decreases, the
low-coordinated sites become more and more important for catalysis.

3.3.4 The Peculiar Case of Gold Nanoparticles

Gold presents, probably, the most remarkable genuine “nanosize effect”. In
fact, whereas bulk gold is the most inert metal in the bulk state [12], it be-
comes chemically very active when it is dispersed as nanometer-sized parti-
cles [13]. The catalytic properties of nanogold were already discovered in the
1970s [71], but nobody paid attention since the work of Haruta in the late
1980s [72]. A complete chapter in this book is devoted to catalytic properties
of gold [13]. Modestly, in this part, I want to present some recent results ob-
tained by surface science techniques that answer at least partially some open
questions concerning the catalysis by gold.

From the numerous results published on catalytic gold, it is clear that
for particles larger than about 5nm the activity is very low. Haruta and
co-workers [73] showed that for the CO oxidation at RT on gold catalysts
prepared by chemical methods, the activity is maximum for sizes of around
3nm (see Fig.3.16). This result was later confirmed by Goodman and co-
workers [74] on Au particles grown by vacuum evaporation on TiO2(110).

Many hypotheses have been proposed to explain the peculiar behaviour of
gold nanoparticles. One of the first explanations attributes these observations
to a quantum size effect. Indeed, Goodman and co-workers [74] observed on
gold supported on TiOg by STS the opening of a band gap for particles of
4nm or smaller (see Fig. 3.16). For size-selected clusters soft-landed on MgO



262 C.R. Henry

(@)

(b)

(c)

Fig. 3.16. CO oxidation on Au/TiO, powder catalysts prepared by deposition
precipitation (from [73]) on the left and on a model catalyst Au/TiO,(110) curve
(a), panels (b) and (c) represents band measured by STS and the proportion of
particles presenting a bandgap, as a function of particle size (from [74])

thin films, the onset of catalytic activity for eight-atom gold clusters was
explained from ab initio calculations by a charge transfer between an F-centre
on the substrate and the gold cluster [21]. The presence of oxidized gold
at the Au/oxide interface was further postulated by Bond and Thompson
[75]. The role of edges as reaction sites was put forward by the group of
Ngrskov to explain the size effect [76]. The maximum of activity should be
due to the 