


Geographies of Labour Market
Inequality

In recent years, the local dimensions of the labour market have attracted increasing
attention from academic analysts and public policy makers alike. There is growing
realization that for a large segment of the labour force there is no such thing as the
national labour market, instead a mosaic of local and regional markets that differ in
nature, performance and regulation. Geographies of Labour Market Inequality is concerned
with these multiple geographies of employment, unemployment, work and incomes,
and their implications for public policy.

The Introduction sets out the case for thinking about the labour market in geo-
graphical terms, and discusses some of the challenges confronting labour markets in
the contemporary period. In Part Two, the focus is on the processes that produce
and reproduce inequalities in employment, unemployment and wages within and
between local labour markets: how the varying demand for labour modifies the way
the unemployed search for work in different regions; how local concentrations of
unemployment arise and interact with the operation of local housing markets and
exacerbate social polarisation; how employers reconstruct traditional low wage labour
pools to meet new employment needs; how the deregulation of the labour market
can increase regional and socio-economic disparities; and how the relationship between
households, gender and employment is being reconfigured by the increased flexibility
and fluidity of work and work processes.

Part Three then explores some of the strategies by which organized labour (unions)
and the state are seeking to respond to and ameliorate the uncertainties and inequal-
ities generated by the growing flexibility and fluidity of labour markets: in the case
of unions through attempts to protect workers threatened with job loss by promot-
ing employee ownership schemes and the socially useful investment of employee’s
pension funds; and in the case of the state through a shift to active labour market
policies (notably welfare-to-work) and the use of national minimum wages to counter
low pay. A postscript chapter examines some issues for a future research agenda.

The contributions testify to the key role that place and locality play in the opera-
tion of the labour market at a time when local context is becoming an integral part of
the design and implementation of labour market policies.

Ron Martin is Professor of Economic Geography at Cambridge University. He
is also editor of the Regional Studies Association Journal. Philip S. Morrison is
Professor of Geography at the Victoria University of Wellington, New Zealand.
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Preface

The origins of this book reside in a special session of papers on Labour
Market Geographies given at the Annual Conference of the Royal Geo-
graphical Society–Institute of Geographers held at the University of Sussex in
January 2000. During that session, it became clear that several of the papers
shared some common concerns: namely, how the operation of the labour
market generates geographical inequalities in unemployment, incomes, hous-
ing and other forms of social exclusion; how these and other forms of
inequality feed back to influence the operation of labour markets; and how
these spatialities influence the scope, form and outcomes of policy interven-
tions. It was decided, therefore, to invite the contributors of those papers to
expand and elaborate their presentations for a volume on the Geographies of
Labour Market Inequality. This book is the result.

Inevitably, producing an edited work such as this takes time, and we are
grateful to all of the contributors for their patience in responding to our
various requests for revisions and redrafting. The contributions themselves fall
into two groups: those which examine the various processes by which labour
market inequalities are produced and reproduced; and those that examine
how specific examples of political intervention – by workers and by the state
– have responded to and impacted on those inequalities. To this we have
added an introductory chapter that sets the various chapters within a broader
substantive and theoretical context, and a final postscript chapter that examines
some issues for a future research agenda.

Interest in geographical aspects of labour and labour markets has increased
rapidly in recent years, both within economic geography and economics.
This in part reflects the dramatic upheavals and transformations that are
reshaping the landscapes of work, wages and welfare. It also reflects what
appears to be an increasingly local dimension to labour market policy through-
out the OECD countries. Understanding the nature of local labour markets,
how they function and how they are regulated is, therefore, an important
field of academic enquiry. This volume is intended as a contribution to that
endeavour.

Ron Martin and Philip S. Morrison
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1 Thinking about the
geographies of labour

Ron Martin and Philip S. Morrison

The new focus on labour geographies

Over the past decade, the geography of the labour market has received
increasing attention from both academic analysts and policy-makers alike. In
economic geography, for example, research into labour and labour markets
has been growing apace (for example, Allen and Henry, 1997; Hanson and
Pratt, 1992, 1995; Clark, 1989; Herod, 1995, 1997; Lawless et al., 1998;
McDowell, 1997; Martin, 1986; 2000; Martin et al., 1996; Morrison, 1990;
Peck, 1989, 1992, 1996; Regional Studies, 1996). Basic to this new-found
focus is the belief that the labour market has an intrinsically local or spatially
constituted level of operation and regulation, that the creation and destruc-
tion of jobs, and the processes of employment, unemployment and wage
setting, and the institutional and social regulation of these processes, are, to
some extent at least, geographically constituted. It is within specific spatial
settings and contexts – local and regional labour markets – that workers seek
employment and employers hire and fire workers, that particular forms of
employment structures evolve, that specific employment practices, work cul-
tures and labour relations become established, and particular institutionalised
modes of labour regulation emerge or are imposed. While it would certainly
be an exaggeration to claim that this growing literature constitutes a fully
articulated spatial theory of labour markets, the topic is at last firmly estab-
lished as a key subject of geographical enquiry.

At the same time, economists have also discovered geography in their
theorisations and analyses of the labour market. Historically, economists have
not assigned much significance to the geography of the labour market (see
the critique by Corina, 1972). Even in the work of the most influential
labour economists, the labour market was a curiously spaceless entity, either
a purely abstract (micro-economic) construct or a macro-economic aggre-
gate. In the main, the role of location in the functioning and operation of
labour market processes tended to be viewed as secondary, and was used
either as a means of introducing barriers, such as incomplete information or
incomplete mobility, into the free functioning of market (Rees and Schultz,
1970; Robinson, 1970), or as a way of identifying those markets experiencing
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different employment conditions (for example, Mackay et al., 1971). How-
ever, at least two recent texts in labour economics have begun to recognise
the geography inherent in labour markets (see, for example, Bosworth et al.,
1996: 176–178; Fine, 1998: 170). Further, as part of a more general interest
in space and location, a number of economists have begun to accord explicit
attention to the geographical bases of the labour market, and to local and
regional variations in labour market performance and problems, such as re-
gional employment patterns, wage dynamics, spatial unemployment dispar-
ities and local skill and human capital formation (see, for example, Adams,
1985; Benabou, 1994; Blanchard and Katz, 1992; Blanchflower and Oswald,
1994; Decressin and Fatas, 1995; Eichengreen, 1993; Evans and McCormick,
1994; Hanson, 2000; Marston, 1985; Robinson, 1991; Topel, 1986). To be
sure, much of this recent economics literature on the geographies of labour
and labour markets seeks to apply rather orthodox neoclassical concepts in
spatial settings. Nevertheless, the fact that economists are according increasing
recognition to the geographies of employment, work and wages is a welcome
development.

New worlds of work

All of which raises a key question: what explains this sudden explosion of
academic interest in the geography of the labour market? Without doubt, the
main stimulus has been the changing world of work itself. Since the end of
the 1970s, a number of intersecting socio-economic and political develop-
ments have been gathering momentum which have already had profound
effects on the nature, organisation and allocation of work (see Figure 1.1).
Deindustrialisation and accelerating tertiarisation, a wave of dramatic techno-
logical change, increasing globalisation, and the reconfiguration of political
intervention in the labour market, have combined to sweep away the old
certainties and verities concerning employment opportunities, job security,
occupational structures, wage differentials and welfare entitlements. Labour
markets are now much more uncertain, fluid and insecure, and employment
and wage structures are much more unevenly divided than they were only
twenty years ago.

These same forces are simultaneously recasting the geographies of labour
and labour markets. At one level, major differences in labour market per-
formance have opened up between nations. For example, much has been
made of the contrast between the so-called ‘jobs miracle’ in the US, involv-
ing the creation of several million jobs since the late 1970s, and the minimal
employment growth and high unemployment of much of the European
Union. On the other hand, wage inequalities in the US have widened more
than those in the EU (with exception of the UK). Debates have arisen over
whether and to what extent this difference in labour market developments
between the US and the EU reflects a greater ability of American labour
markets to adjust to new technologies, international competition and other
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Figure 1.1 Some of the key forces of change and their labour market impacts.

demand and supply side shocks. Some have even argued that the only way to
stimulate job growth in Europe is to emulate the ‘US model’ of flexible
labour markets and stable or even falling real wages. Others, however, warn
against such emulation, pointing to the inferior nature of many of the new
jobs created in the US over the past two decades, and to the marked widen-
ing of income inequalities that has taken place as a consequence (see Mishel
and Schmitt, 1995; Philpott, 1997; Herzenberg et al., 1999, for a critique of
the ‘US model’: even more mainstream economists such as Samuelson, 1997,
and Krugman, 1994, 1997, have voiced similar concerns).
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At another level, new patterns and forms of regional disparities in employ-
ment and unemployment have emerged within nations. In the case of the
US, for example, the ‘jobs miracle’ has not in fact been a nation-wide
phenomenon, but has been characterised by sharply divergent regional growth
patterns (see Blanchard and Katz, 1992). Within Europe, the rise and persist-
ence of high unemployment in the 1980s and 1990s was associated with a
widening of regional and sub-regional disparities in jobless rates (Baddeley
et al., 1998; Martin, 1997, 1998; Martin and Sunley, 1999; Martin and Tyler,
2000). Although (official) unemployment rates have since fallen, numerous
spatial pockets of entrenched joblessness still remain. Contrary to what some
commentators have claimed, the existence and greater persistence of marked
spatial unemployment disparities across the EU compared to the US does not
appear to be due to regional labour markets being less flexible in the former
than in the latter (Baddeley et al., 2000). And at a more local level still, in
most major cities in both Europe and the US, employment and income
disparities have intensified markedly, and localised problems of labour market
disadvantage and associated social exclusion have become much more en-
trenched (for the case of Britain, see Gregg and Wadsworth, 1999; Turok
and Edge, 1999; for Europe more generally, see Madanipour et al., 1998).

Compared to barely two decades ago, the landscape of labour market
inequality is now a much more rugged terrain. This increased spatiality of
employment, work and welfare poses a number of important empirical, theor-
etical and policy challenges, not only in terms of making sense of the new
patterns that are emerging, but also in terms of understanding how contem-
porary labour markets function and what form labour market policy inter-
ventions should take.

The new localism in labour market policy intervention

Indeed, the new focus on local and regional labour markets is not purely an
academic one. It is also an increasingly important dimension of policy. The
typical post-war model of labour market policy in the OECD countries was
basically ‘passive’ and universalist. The accent was on the provision of welfare
benefits, training measures, income support schemes and workplace entitle-
ments that were automatic (that is, set down in law, or subject only to basic
eligibility criteria), nationally uniform, and centrally determined. Thus, most
advanced economies had established systems of unemployment benefits, in-
come support and related welfare payments. These in turn were linked to the
active pursuit of full employment as a key macro-economic policy goal. Full
employment maximised the flow of taxes and national insurance payments to
fund the welfare system, while minimising the claims made on that system.

Over the past two decades or so, however, states have been busy dismant-
ling and reconfiguring this post-war policy model and their interventions in
the labour market. To varying degrees, states have deregulated the workplace,
removing previous regulatory structures and practices so as to encourage
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wages and employment to respond more flexibly to local variations in labour
demand and supply conditions. Linked closely to the spread of political-
economic neoliberalism in the 1980s, the opening up of labour markets to
greater competition was deemed to be essential in order to improve national
economic efficiency in an increasingly global economy. An extensive welfare
state and strong labour entitlements were seen as being incompatible, indeed
antithetical, to this imperative (for a critique of this view, see Kitson et al.,
2000). Many would argue that the restructuring of welfare systems and the
deregulation of labour markets and employment relations that occurred during
the 1980s and 1990s, together with technical changes including those embodied
in new trade patterns, contributed in no small measure to the widening of
employment inequalities and wage dispersion over the same period.

In addition, as part of this evolving search for a new policy model, states
have begun to experiment with decentralising and devolving certain labour
market measures and policy programmes to the local level. This, it is argued,
represents an attempt to improve the flexibility and effectiveness of such
policies and programmes by tailoring them more closely to local conditions
and circumstances, harnessing the energies, knowledge and skills of local
actors and organisations, and coordinating such programmes with other local
and regional economic, social and related policies (OECD, 1998). Whilst the
degree of policy decentralisation and devolution should not be exaggerated –
most such measures are still operated within nationally-set guidelines and
budgets – a distinctive new localism in national labour market intervention
would appear to be well underway.

This new localised policy model is associated with the shift to more ‘active’
labour market interventions that are more closely targeted to specific groups
and problems. In most OECD countries, the receipt of benefits (such as un-
employment compensation) is now conditional on compulsory participation
in job-search, employment, training and other schemes (OECD, 1999). The
Workfare schemes in the US and the similar New Deal (Welfare to Work)
programme in the UK are leading examples of this trend. And as states have
moved down this path to more localised modes of policy implementation, so
local private sector and community-based employment initiatives have prolifer-
ated, in some cases working in local partnership with government schemes,
but in other cases focusing precisely on those groups and areas excluded from
government policies.

Thinking about local labour and local labour markets

Together, these new emphases on the geographies of labour have served to
problematise how we think about local labour markets. Writing half a cen-
tury ago, in what are generally regarded as two of the classic papers on the
nature of labour markets, Kerr (1950, 1954) argued that geography acts to
‘balkanise’ or segment the labour market, imparting strong but not fixed local
boundaries. Thus the ‘national labour market’ can be thought of as a spatial
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mosaic of overlapping local markets (Loveridge and Mok, 1979). On the
demand side these local labour markets trace out ‘labour catchments’, that
is worker recruitment spaces of local employers (Vance, 1960). On the supply
side, local labour markets embrace the ‘employment fields’ or job search
spaces of workers (see Shen, 1998). Clearly, the more the labour supply shed
of employers and the employment field of workers coincide and involve the
same set of individuals, the more self-contained local labour markets will be.
It is this notion of ‘self-containment’ that underpins attempts to delineate the
spatial boundaries of local labour markets as ‘travel to work areas’ (see Smart,
1981; and more recently Casado-Diaz, 2000).

However, delimiting the boundaries of local labour markets is thwart with
difficulty as Carmichael (1978), Goodman (1970) and Ball (1980) recognised
early on. Not only are the boundaries fuzzy and overlapping but the nature
of the overlap depends on the particular category of labour being considered,
as illustrated for example by Green et al. (1986) in the case of gender, and
Casado-Diaz (2000) in the case of occupation. The contours, and hence the
boundaries, of a local labour market vary across different groups of worker,
being more spatially extensive for high-skill, high-wage occupations than for
low-skill, low-paid ones (see Coombes et al., 1985).

In addition, local labour markets are much more fluid and diffuse than we
might infer from travel-to-work areas, labour catchments or employment
fields. Changes and developments in transport and housing continually rede-
fine the commuting propensities, the residential mobility opportunities and
capacities of workers. At the same time, shifts in employment and skill
structures are continually changing the occupational composition and thence
the job search spaces of workers and the worker recruitment spaces of em-
ployers. In general, the trend has been for the outmost boundaries of local
labour markets to become more spatially extensive, as improvements in trans-
port, rising incomes and shifts in residential tastes have extended the journey
to work distances workers are willing to travel. As a consequence, the degree of
overlap, and hence the interaction, between spatially proximate local labour
markets have increased; a point US urban geographers were making over two
decades ago: see, for example, Berry and Gillard (1977).

One thing is quite clear therefore: local labour markets are not exogenous,
pre-given entities – fixed ‘spatial containers’ – within which various labour
processes take place. Rather, they are highly endogenous in nature, being
actively and continuously constructed and reconstructed through the very
processes that take place within and between them. This makes their
conceptualisation, theorisation and analysis far from straightforward. In prac-
tical terms, for example, we often have to assume that local labour markets are
actually exogenously set, at least in the short run, for much of the published
data available on local employment, unemployment, wages and so on, are
collected for fixed areal units that remain unchanged over the period being
analysed. Such areas are usually simply assumed to have a rough approxima-
tion to functionally meaningful local labour markets.
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And to compound the identification problem, there are several differ-
ent theoretical perspectives on the nature and functioning of local labour
markets (see Figure 1.2). A simple typology would suggest four main types of
approach. In the first, orthodox economic view, local labour markets are
analysed in competitive market terms, that is in terms of the concepts of demand
and supply together with simple assumptions about the degree and speed
with which such markets adjust. Since perfectly adjusting local labour markets
should ‘clear’, the continued co-existence of unemployment, vacancies and
skill-adjusted wage differentials is attributed to the barriers, frictions and other
impediments to the free play of competitive forces. Minford’s account of
regional unemployment disparities in the UK is couched in these terms
(Minford et al., 1985; Minford and Stoney, 1991).

A second approach sees the local labour market as an imperfect market in
which the special nature of labour, the employment relation and other processes
of socio-spatial differentiation and segmentation generate non-competing and
stratified submarkets and conditions of perpetual disequilibrium (see Morrison,
1990).

Figure 1.2 Theoretical perspectives on the local labour market.
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The third and fourth perspectives move away from the competitive market
model even further. In the institutionalist approach, the local labour market is
construed as a set of social institutions embedded in local networks and systems
of formal and informal conventions, routines, customs and practices, includ-
ing those institutionalised practices that produce and reproduce patterns of
discrimination and stratification (see, for example, Hanson and Pratt, 1992,
1995). Other analysts build upon this institutionalist view and see the local
labour markets as a site of socio-political regulation, as a space within which the
various social relations and social institutions (including industrial relations
systems, legal structures, and welfare programmes) that support and shape the
process of capital accumulation take their specific form (see Peck, 1996;
Martin et al., 1996).

Clearly these different theoretical positions embody different notions of
what labour markets are and how they function and adjust to external shocks.
None on its own is adequate to capture the full complexity of local labour
markets or local labour, and each has its particular strengths and weaknesses.
The choice between them is far from trivial because each leads to different
interpretations of a given labour market problem (such as unemployment,
wage inequalities, or gender discrimination at work) and hence to different
policy prescriptions. Some of this diversity of approach and policy orientation
is evident in this book.

Geographies of labour market disadvantage:
outline of the book

The primary aim is to draw attention to the multiple geographies of labour,
employment and work and the relevance of this perspective for contem-
porary public policy. The plural ‘geographies’ is used deliberately to denote
the variable role of place in the forging of relationships between capital and
labour. Multiple geographies arise from the simultaneous presence of different
categories of labour and of various scales at which the employment relation-
ship can be understood. The contributions to this volume give a clear indica-
tion of these different (but interacting) spatial scales at which labour market
processes and problems occur.

The central problem being addressed is how to interpret contemporary
changes in the labour market, and especially labour market inequalities, as
they are manifest at particular locations. In each case there is a particular
ongoing concern with low-wage labour and with the unemployed. This
attention reflects in varying degrees a concern with inequality: between socio-
economic groups, localities, regions and nations. The motivation derives
primarily from a recognition by economic geographers of the equity and
efficiency considerations that arise when employment opportunities are un-
evenly spatially distributed both within and between countries. Although
there are sometimes useful heuristic reasons for positing spatial equilibrium
within and between local labour markets, in practice local labour markets are
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much more likely to be in perpetual disequilibrium. The real, immediate and
practical concern, therefore, is over the hardship induced by shocks to par-
ticular regions in the short run. This concern arises from the fact that invest-
ment capital, infrastructure, labour, institutions and entrepreneurship experience
substantially different costs in transferring from one place to another. As
product markets change, technology evolves, and the comparative advantages
of different locations shift, so these factors must adjust. The costs they face in
doing so vary substantially, and as a result there are considerable periods
during which the least mobile factors, especially built capital and unskilled
labour, are left behind in relatively unproductive locations.

These differential levels of inertia pose particular problems for the poor and
the unemployed and for a state pressured to address spatial inequalities by a
geographical system of political representation. The spatial consequences of
lagged adjustment become particularly apparent during periods of persistently
slow or even negative growth in which opportunities for all are restricted.
The most severely disadvantaged by slow growth and the peculiarities of the
geographical adjustment process are those individuals with low levels of edu-
cation, histories of casual employment, long spells of unemployment living in
locations with poor accessibility, outmoded social and physical infrastructure
with a ‘leadership’ pool weakened by out-migration. It is for these groups in
these locations, above all, that geographical adjustment poses the greatest
challenge and for whom our quest for a better understanding of the operation
and nature of local labour markets may be the most relevant.

The contributions that follow are organised into two groups. The focus in
Part I is on the processes that produce and reproduce inequalities in employ-
ment, unemployment and wages within and between local labour markets;
while Part II examines some examples of policy interventions – by states and
unions – in response to such inequalities. While the various chapters do not
cover the full range of inequality and disadvantage that characterise contem-
porary labour markets, they do illustrate how geography – at all spatial scales
– shapes both the processes that generate such disparities and the scope and
impact of policy responses.

Stimulated by Ulrich Beck’s (1999) notion of the ‘risk society’, increasing
emphasis is being accorded to the increase in and incidence of insecurity in
the economy in general (Elliott and Atkinson, 1998) and the labour market
more particularly (Allen and Henry, 1997). Although there are various aspects
to labour market insecurity, in Chapter 2 Philip S. Morrison and Olga
Berezovsky focus their attention on how far and in what ways the risks of
leaving employment – either of becoming unemployed or of dropping out
of the labour force altogether – vary across regional labour markets, using
novel data on gross labour flows for the regions of New Zealand. As one of
the few countries to release information on gross flows at the regional level,
New Zealand offers a unique opportunity to explore regional differences in
local labour market adjustment which remain hidden in countries such as the
UK because of data limitations.
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The authors show how the concept of risk not only highlights the geo-
graphic variability of the labour market but also alters workers’ search beha-
viour. By applying a linear logit model to empirical probabilities calculated
from gross flows out of employment in ten regions over a fourteen year
period (1986 to 1999), Morrison and Berezovsky describe succinctly how the
risk of men and women leaving employment rises as the size and economic
diversity of the regional labour markets diminish. Contrary to conventional
theory which relies heavily on ‘discouraged worker’ hypotheses, they find
that the greater opportunities for employment that exist in metropolitan areas
actually increases the likelihood that both men and women leaving employ-
ment will withdraw from the labour force. It appears that active job search
activity is less likely to be undertaken in relatively strong labour markets
whereas in labour markets where demand for labour is much weaker workers
leaving employment have to search more aggressively rather than simply
withdrawing from the labour force. The combined effect of these dynamics is
to exaggerate regional differences in their unemployment rates, lowering
them in stronger, metropolitan markets and raising them in weaker, periph-
eral regions. In this way, differences in the risk of unemployment between
different regional labour markets feed back to influence the geography of
unemployment rates and labour force inactivity.

Processes of feedback and adjustment are also central to Ian Gordon’s
paper on the geography of unemployment (Chapter 3). Gordon observes that
the two striking features of unemployment are its unevenness and the way in
which these geographic differences persist over time. Any theory of unem-
ployment geography he suggests, must be able to account for both. Gordon
argues that explaining any group’s vulnerability to unemployment in terms of
their constrained journey-to-work capability is to misunderstand the spatiality
of labour demand. The key to understanding this spatiality, he argues, lies in
the chains of substitution that exist within any urban labour market. Gordon
does not test the chains of substitution hypothesis directly, nor their length or
the geography of their connections across the urban labour market. What he
does do is draw on a number of previous tests for outcomes which could be
expected to hold were the process to operate the way he posits. These tests
are undertaken in three different ways: directly, in terms of the degree of
movement induced by local imbalances in demand and supply; indirectly, in
terms of the degree of the diffusion of consequent shifts in unemployment
across other sub-markets; and negatively, in terms of the absence of evident
variations in unemployment across sub-markets with disparate trends in sup-
ply and demand. Collectively, the results suggest that the higher the aggregate
level of labour demand the quicker any unusually dense spatial pockets of
unemployment are dispersed as the successive cascades of vacancies penetrate
the employment fields of the unemployed.

Gordon argues that shortfalls in the level of demand at national and re-
gional levels play a fundamental role in the development of concentrated (and
persistent) unemployment among particular groups and in particular areas,
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not only because of the direct effects in terms of job availability, but also because
of the effects of deficient demand on the way that labour markets operate.
Local concentrations of unemployment persist because they have become
structural in character, and can only be removed by some combination of
supply-side (and equal opportunity) measures targeted at all the links in local
processes which reproduce them, together with sustained full-employment
in the regions concerned. Supporting measures should include efforts to pro-
mote upward mobility among those already in employment in order to relieve
congestion in those occupational sub-markets to which the unemployed can
realistically gain access.

In short, Gordon argues the importance of grounding analyses in a spatial
perspective on labour market behaviour that recognises the strong inter-
connectedness of sub-markets through both geographical and occupational
mobility, and the empirical significance of the specific ways in which adjust-
ment processes operate.

Paul Cheshire, Vassilis Monastiriotis and Stephen Sheppard in their
turn show how sorting processes in urban labour markets interact with the
uneven distributive effect of the housing market to produce problems of
localised social exclusion. In their analysis a key factor determining the inten-
sity of social segregation is the distribution of income. Consumption of an
important range of goods – local public goods such as schools or amenities,
such as open space – is conditioned by the residential location. The way the
demand for these goods rises disproportionately with income means that the
relatively richer tend always to outbid the relatively poor for access to these
‘purely positional’ goods in ways that end up confining poorer households to
less desirable areas of the city. The differential access to a range of amenities
and local public goods which comes with residential location perpetuates
advantage on one hand and disadvantage on the other and any spatially
uneven distribution by income in turn fosters, perpetuates and even exacer-
bates the real income and wealth inequality among households. Increasing
income inequality whether arising from an increase in unemployment or an
increasing inequality of earnings will therefore generate more intense social
segregation; households made even richer still in relation to others, have their
ability to bid for ‘purely positional’ goods enhanced.

This circular and cumulative process of geographically perpetuated (dis)-
advantage can be triggered by labour market deregulation which has the effect
of opening up additional opportunities for high-wage employment while
reducing the protection previously afforded to low-wage workers. The exagger-
ated scramble for positional goods that follows the deregulation of the labour
market propels low-wage and unemployed workers into even less desirable
neighbourhoods with reduced access to quality local public goods (such as
education). The result is a mutually reinforcing relationship between income
inequality and income segregation within cities.

The limited opportunities afforded low-wage workers in a deregulated
labour market depends crucially on how employers structure the utilisation of
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such labour. The extent to which employer strategies fragment the work
opportunities of low-skilled, low-waged work within local labour markets is
addressed by Suzanne Reimer in Chapter 5. Reimer argues that by taking
a local labour market approach we can appreciate the increasingly heterogene-
ous ways in which employers arrange jobs and employees position themselves
in the hiring market. The case study is the Conservative government’s policy
of compulsory competitive tendering for local authority services in the UK,
and the way the competition between private firms and Direct Service Organ-
isations reshaped local employment conditions and opportunities.

Drawing upon her research into the contracting out of local authority
manual services, Reimer documents the way in which private cleaning and
catering firms have sought to manipulate local labour markets in Cambridge,
Camden and County Durham. By targeting women in local council estates
for part-time work the private contracted firms created and channelled
employment opportunities for low-wage workers in ways that contrasted
noticeably with the older practice of Direct Service Organisations. Moreover,
Reimer shows how this difference between DSOs and private contractors
varied according to the particular characteristics of the local labour market in
question.

A further aspect of how working patterns and conditions are being trans-
formed is taken up in the final chapter in this part of the book, where Diane
Perrons examines some of the gender inequalities being created by the so-
called ‘new economy’. Within the past few years considerable attention (and
hype) has centred on the claim that Western capitalism – led by the US and
UK – is undergoing a fundamental shift to a new socio-technical paradigm or
mode of economic development, based primarily on telecommunications,
media and technology industries. The myths and realities surrounding this
paradigm continue to be hotly debated, but one feature does seem to be
widely recognised, namely that in the new economy work at all levels is
characterised by increasing insecurity and inequality. Perrons focuses on the
impact of this increasing insecurity and inequality on achieving a work–life
balance, and how the nature and form of this balance itself takes different
forms for different groups of worker and different types of household.

She shows that some of the essential characteristics of the knowledge-based
economy which contribute to economic growth also increase economic in-
equality and put increasing pressure on maintaining a ‘work life balance’.
While other authors have discussed this issue in general terms, Perrons argues
that questions of reproduction and the gendered nature of emerging inequal-
ities in the new economy have been overlooked. She shows, both theoret-
ically and empirically, how the social divisions in the new economy take a
gendered form at both ends of the job hierarchy as a consequence of gender
stereotyping and the under-valuation of jobs carried out predominantly by
women. Case study research on two expanding sectors – the new media
industry, and personal and collective services – are used to illustrate her
arguments. Further, she shows how the scale and nature of such gender
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inequalities can be shaped by the specific conditions and circumstances in the
local labour market (in the city of Brighton and Hove, in the UK).

A further source of gender differentiation is shown to arise from the
unequal distribution of caring responsibilities and correspondingly gender
differences in the amount of time that can be devoted to paid work. While
these findings are not novel, they do emphasise how the new worlds of work
associated with the new economy are reinforcing gender inequalities in the
labour market and in household dynamics more generally. Reducing this
aspect of labour market inequality represents a difficult challenge, although
Perrons’ empirical findings do reveal that some people have been able to
carve out satisfactory ways of earning a living and achieving an acceptable
work–life balance. She also finds that on some occasions cross-class, cross-
gender and cross-politics alliances can be created at the local level to resist
adverse developments in working conditions.

The three essays in Part II address interventions and policies. The first of
these papers begins with trade unions and their possible roles in stemming the
negative social effects of deregulation. The emasculation of unions has been
an integral aim of the deregulation of labour markets pursued by Western
governments over the past two decades and as a result unions themselves
have experienced a diminished role in mediating the trends towards inequit-
ies. In almost every OECD country, union membership levels and densities
have fallen sharply as a result of structural shifts in the economy, while at the
same time the influence of unionised labour in the workplace has been
sharply curtailed by new anti-union legislation. This legislation has reduced
union rights to strike, removed union recognition, reduced employment
protection, and de-institutionalised employment relations and work practices,
and transferred power to employers over hiring, firing and wage setting. In
their role of mediating the relationship between capital and labour, severely
weakened unions must now inevitably confront the dispersed geography of
their membership. Unions everywhere are currently searching for ways of
recruiting new members and rebuilding their influence as the representative
organs of labour in an increasingly globalised, competitive and flexible world.
Strategies range, for example, from the development of non-workplace ‘cus-
tomer services’ for members, to targeting groups of workers hitherto neg-
lected by the unions (such as female employees, and low-paid service sector
labour), to courting potential recruits in some of the new financial, scientific
and related industries, to ‘community unionism’, to forging international
alliances with unions elsewhere.

The paper by Andrew Lincoln picks up this theme and explores the
concept of ‘worker ownership’ within the US steel industry as a pragmatic
strategy to defend local jobs faced with the threat of plant closure. Employee
ownership, he explains, is now viewed as a more proactive labour strategy for
achieving greater employee involvement in corporate governance. He begins
his paper with the closure of the Shenango ingot mould foundry in Sharpesville,
Pennsylvania, which, together with a series of other shutdowns in the same
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valley, left a trail of dereliction of once vibrant communities. A long and
bitter struggle to save the foundry resulted in the workers buying the plant
and returning to work. A similar tale unfolded following the closure of the
Tower Colliery in South Wales. After an eight month struggle former miners
bought back the colliery making Tower the only fully employee-owned pit
in Europe. These two cases are used by Lincoln to illustrate how unions can
take an active role in preserving their members’ jobs by tackling questions
of ownership and investment. There are also potential pitfalls associated with
this strategy, however, including the fact that there are no guarantees that the
enterprise can be made profitable following the buyout nor that workplace
relations will in fact be reconfigured following the transition to employee
ownership. Instances exist where new structures have been used to weaken
the role of trade unions as new governance structures marginalise union
objectives in the quest for profits.

At the same time, Lincoln’s case studies also show that some workers have
gained greater control over the investment of pension funds. Several exam-
ples are provided of workers actually mobilising pension funds through their
unions in ways that directly benefit workers and communities. Some of the
more spectacular achievements have taken place in Canada where labour-
sponsored investment funds have grown to account for more than one-third
of all venture capital. Capital collected into a fund is pooled, then re-invested
back within the province from where it was raised with social audits accom-
panying investment decision making. In this sense at least, some workers and
trade unions have shown they too are capable of ‘shaping the capitalist
landscape’.

The next two papers examine rather different facets of the changing
regulatory landscape of the labour market in the UK. In their study, Ron
Martin, Corinne Nativel and Peter Sunley examine the local impact
of the first stages of Labour government’s New Deal or ‘welfare to work’
programme introduced in early 1998. As well as denoting a major shift to a
more active style of labour market intervention, like the US workfare schemes
on which it is largely modelled, the New Deal also incorporates a shift to a
more locally based system of labour market regulation and welfare provision.
A major challenge facing local agencies within this decentralised structure is
their ability to respond effectively to the particular circumstances in their
local labour market.

What is clear from this study is that programmes designed to get the
unemployed back into paid work in different local market circumstances can
experience quite different outcomes. Labour markets in the south-east of the
country (outside inner London) where youth unemployment is lower and
employment growth is higher, have had more favourable outcomes in terms
of job placements under the New Deal. In terms of their post-programme
employment experiences participants in these regions also have higher rates of
job retention. When mapped, the UK Employment Service’s own perform-
ance indicators show clearly that geography is making an important difference
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to the operation of the New Deal. The concentration of youth unemploy-
ment in the inner cities experiencing low labour demand has made it more
difficult to maintain national level proportions of job placements, and as a
result there is a much greater reliance on the full-time education and training
options in these areas. Whether such training will be sufficient to make
young unemployed workers more employable is debatable. The government
view seems to be that improving the quality of supply of young labour force
entrants (enhancing their ‘employability’) will be sufficient to create its own
demand (that is, increase the number of jobs available for this group). How-
ever, the evidence from the early phases of the New Deal suggests that the
flow of jobs in some of the most depressed local labour markets (especially
the inner cities) is unlikely to be automatically forthcoming in this way.
Indeed, the results seems to imply that, certainly in its initial stages, the New
Deal has tended to fare worst in the areas where it was most needed.

In Chapter, 9 Peter Sunley and Ron Martin examine the local dimen-
sions of another recent UK labour market policy development, namely the
introduction of a national minimum wage. They consider whether and to
what extent the introduction of the new national minimum wage by the
Labour government that came into power in 1997 represents a genuine
departure from the preceding neoliberal labour market regulatory model
pushed through under successive Conservative governments during the 1980s.
The authors examine how far the national minimum wage can be expected
to redress some of the substantial geographical inequality in wages across local
labour markets which developed under the Conservative regime. To provide
comparative context, they argue that the introduction of a national minimum
wage in the UK brings the country in line with many others that have long
had such a statutory wage. Against this backdrop, Sunley and Martin show
that there are marked local variations in the incidence of low pay across
Britain. Areas in London and the south-east of England have the lowest
proportions of employees earning less than the minimum wage, while the
highest proportions are found in rural and older northern industrial areas.
The differences in the incidence of low pay between the south and north of
Britain are especially marked for young workers. The authors argue that the
impact of the national minimum wage could, therefore, vary depending on
the nature of local labour market characteristics, not just the local wage
distribution, and local employment and workforce structures, but also the
scale of local unemployment.

The authors then take up a more contentious issue as to whether there is
a case for regional differentiation of the national minimum wage. A number
of countries do have some form of regional or local differentiation built in to
their minimum wage, to take account of geographical variations in living
costs and industrial and labour market conditions. The authors cite the case
of Japan, where a complex system of region-specific (and industry-specific)
minimum wage differentiation has operated for some years. In the UK, the
cost of living for low-wage households is shown to be substantially greater in
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London and the south-east, and the real value of the national minimum wage
is estimated to be more than 20 per cent less in these areas than elsewhere
in the UK. As they point out, one implication is that in London and the
south-east the national minimum wage may not have the beneficial impact
on low pay and poverty hoped for by government.

In the last, concluding chapter, we review some key emerging trends
concerning income inequality, job growth debate, and labour market and
welfare policy, and the challenges these present for the geographical study of
the labour market.
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Part I

The production of local
labour market inequalities
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2 Labour market risk and the
regions: evidence from gross
labour flows

Philip S. Morrison and Olga Berezovsky

Introduction

Risk society, as Ulrich Beck uses the term, ‘describes a phase of development
of modern society in which the social, political, ecological and individual
risks created by the momentum of innovation increasingly eludes the control
and protective institutions of industrial society’ (Beck, 1999: 72). Although
Beck is concerned with ‘society at large’, it is clear that some of its members
are exposed to substantially higher risks than others.1 Our particular interest
here is in aspects of risk in the labour market, and especially in less secure
regional labour markets. In this chapter we show how the concept of risk not
only highlights the geographic variability of the labour market but alters
search behaviour in ways that feedback into indicators we use to judge the
economic health of regions.

Gross flows refer to flows of the working age population between three
mutually exclusive labour market states: employment, unemployment, and
outside the labour force. Measured over months or quarters, these flows
indicate the proportion of people entering and leaving the labour market as
well as those moving from employment and unemployment within it. The
nine possible flows that interconnect the three states collectively depict the
dynamics. The study of labour market flows can be traced back at least as far
as the 1960s. Holt and David (1966), for example, were concerned with the
way searching individuals matched job vacancies and how this influenced the
behaviour of key magnitudes like unemployment. Most of the early empirical
work focused on the behaviour of the working age population as they moved
between labour market states (see for example Perry, 1972; Marston, 1976;
Clark and Summers, 1979; Foster, 1981; Foster and Gregory, 1984; Blanchard
and Diamond, 1990, 1992; Burgess, 1994; Davis and Haltiwanter, 1999).
More recently attention has shifted to the efficiency of the vacancy–worker
matching process (e.g. Burda and Wyplosz, 1994; Barkume and Horvath,
1995 and Beeson Royalty, 1998).

Despite the insights gained through the study of gross flows at the aggre-
gate level there have been very few applications at sub-national scales (see
Schettkat, 1996a; Lazar, 1977; Armstrong and Taylor, 1983, 1985; Martin,
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1984; Green, 1986; Jones and Martin, 1986; Gorter et al., 1990; Jones, D.R.,
1992; Jones, S.R.G., 1993, 1998a; Bennett and Pinto, 1994; Martin and
Sunley, 1999). Nevertheless one can trace some of the basic ideas back much
earlier, see Singer (1939). The same is true for the work on matching func-
tions although recently several applications using regional data have begun
to appear (e.g. Ritter, 1993; Gorter and van Ours, 1994; Broersma, 1997;
Mortensen, 1994). When regional gross flows have been analysed it has been
primarily to measure the relative importance of gross flows into and out of
unemployment. Although collectively results of this regional research have
been modest they have at least established that the dynamics underlying the
unemployment rate do differ substantially from one region to another.2 By
contrast, relatively little attention has been paid to the regional dynamics of
the other main states, to the gross flows into and out of employment and the
labour force as a whole.

In this paper we argue that the dynamics which underlie employment levels
are of particular interest in regional and local labour market contexts because
of the local multiplier effects of earned income. Losses which fall unevenly on
people grouped by age, gender, or occupation alone are geographically dif-
fused, but when they are grouped by place the adverse effects of employment
loss generate negative externalities and compound themselves locally. For
example, if the number employed falls severely in a locality then local spend-
ing falls, trade declines, net out-migration increases and the declining labour
pool can lead to the net out-migration of further potential employers. When
it comes to understanding the standard of living in a region and regional
inequality it is the risk of leaving employment rather than simply the likeli-
hood of becoming unemployed that is important.

One of the reasons for the limited attention paid to gross flows at the
regional level is the lack of appropriate data. The release of full gross flows
data at the regional level by Statistics New Zealand for this study opens up
opportunities to explore the dynamics that lie behind all three key rates; the
unemployment rate, the employment rate and the labour force participation
rate. It is the movement in and out of employment which is of particular
concern in this chapter.

The use of panel data to study labour markets, although well established
internationally, has been realised only lately in New Zealand. Even though
a feasibility study was undertaken in 1976 and government approval was
obtained in 1979, the Household Labour Force Survey (HLFS) did not start
producing data until the last quarter of 1985. Gross labour flow analysis was
not applied until the 1990s when sufficient number of years of the household
labour force survey had elapsed to provide adequate information (see
Grimmond, 1993a; Silverstone and Gorbey, 1995; Gardiner, 1995; Herzog,
1996; Irvine, 1995; Wood, 1998).

As of the late 1990s, the data published from the HLFS was based on a
questionnaire applied quarterly to a stratified sample of over 15,000 private
dwellings throughout New Zealand.3 Information is obtained on each resident
in the dwelling yielding about 30,000 individual respondents each quarter.
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Households remain in the sample for two years, one-eighth of sample households
being rotated out of the survey each quarter and replaced by a sample of new
households. In their first quarter households are interviewed in person regard-
ing their participation in the labour market and then again by telephone over
the successive quarters. Measures of change in the numbers employed, unem-
ployed and those outside the labour force are based on the matched households
only, that is the seven-eighths of the survey that remain in the sample from
quarter to quarter.4

The remainder of the chapter is organised as follows. We begin with an
overview of labour market dynamics in Auckland, the most heavily popula-
tion region of New Zealand. This allows us to introduce the data sources,
concepts and magnitudes involved in gross flows analysis. The subsequent
section then outlines the model used to estimate the risk of leaving employ-
ment and the subsequent section presents the results. We then discuss a number
of issues arising from the use of gross flows in general and at a regional level,
and end with some conclusions and implications.

Labour market dynamics

Geographers, regional scientists and those economists who venture into
subnational issues have tended to describe the labour market conditions
of regions by using rates, particularly the unemployment rate (e.g. Vedder
and Gallaway, 1996; Martin, 1997; also see Gleave and Palmer, 1980), and
the labour force participation rate (e.g. Gordon, 1970, Elhorst, 1996, 1998,
Greenhalgh, 1977, Molho, 1983 and Gallaway et al. 1991). These rates are
based on stocks constructed from the standard classification of the working
age population into the employed (E), unemployed (U) and those not-in-
the-labour force (N). The unemployment rate is calculated as u = U/(U + E),
and the labour force participation rate as l = (E + U)/(E + U + N).

One of the aims of this chapter is to reinterpret the conventional U and N
categories explicitly in labour search terms and to explore the way in which
the different forms of search which they represent are used under different
regional labour market conditions. The job search questions typically asked in
household labour force surveys allow us to empirically identify individuals
according to the degree of search activity. Following international practice,
New Zealand defines the ‘unemployed’ as those in the working-age popula-
tion who are without a paid job, available for work, and actively seeking
work in the four weeks ending with the reference week (or are starting a
new job within four weeks). For reasons expressed by Clark and Summers
(1979) and others (e.g. Gonul, 1992) about the narrowness of this definition,
we have extended this conventional notion of unemployment to include
those who were without employment (during the reference week) and avail-
able (but not actively seeking work) as well as those actively seeking (but not
available for work), plus those who seek work through newspapers only. The
result is a new wider category of unemployed we call the jobless. By using the
jobless ( J) measure we not only reduce much of the ambiguity surrounding
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Table 2.1 Gross flow addresses

Quartert−1 Quartert

Et Jt Nt Row Total

Et−−−−−1 EE EJ EN E.
Jt−−−−−1 JE JJ JN J.
Nt−−−−−1 NE NJ NN N.

the narrow official definition of the unemployed but we nearly double the
number of ‘unemployed’, thus reducing the sampling error typically associ-
ated with this gross flows category.

Our analysis of gross flows in the New Zealand regional context will there-
fore be based on flows between three categories: the employed E, the jobless
J and those outside the labour force N. In order to illustrate the typical pattern
of labour market flows that can be generated in this way we take the reader
through an analysis of the quarter-by-quarter flows of male workers in Auck-
land, the largest of the New Zealand regions. As well as offering a convenient
illustration of the gross flows method, the Auckland case also serves as the
base against which to compare the experience of other New Zealand regions.

Illustration of gross flows

Table 2.1 labels each of the flows between the time periods Qt−1 and Qt in the
standard gross flows matrix. So for example, EJ refers to the flow of people
from the state of employment in the previous quarter, t−1, to the state of
joblessness ( J) in the next, t. The cell EN denotes flows over the same period
from employment to not-in-the-labour force, and the cell EE counts the num-
ber who remained in employment from one quarter to the next, and so on
for the remaining six cells in the matrix. The three entries in main diagonal
of the matrix {EE, JJ and NN} refer to individuals who have not changed
their status from quarter to quarter. The six off-diagonal cells count those who
have made a transitions {EJ, EN, JN, JE, NE and NJ}. The rightmost column
E, J and N. refer to the number in each category at the beginning of the
period; they are the sums of the row entries, e.g. E. = EE + EJ + EN.

The gross flows of male workers in the Auckland region is described in
Table 2.2 for the 3/91 to 4/91 period. The table shows first how the 289.8
thousand men of working age surveyed in the third quarter of 1991 were
distributed over the three states: 143.1 or 49.5 per cent were employed, 27.5
thousand or 9.5 per cent were unemployed and the remainder, 118.9 thou-
sand or 41 per cent lay outside the labour force.5 Summing the off-diagonal
entries reveals that an estimated total of 40.1 thousand men or 14 per cent of
the region’s working age population changed their labour market state within
the space of only three months.6
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Table 2.2 The gross flows matrix. Males in the Auckland region between quarters
3 and 4, 1991 (in thousands)

Quartert−1 Quartert

Et Jt Nt Total

Et−−−−−1 131.8 4.1 7.5 143.4
Jt−−−−−1 5.4 12.7 9.4 27.5
Nt−−−−−1 7.2 6.5 105.2 118.9

Source: Statistics New Zealand, Special tabulation from the Household Labour Force Survey.
Rounded to the nearest 100.

Table 2.3 Transition probabilities of males in the Auckland region, quarter 3–4,
1991

Quartert−1 Quartert

Et Jt Nt Total

Et−−−−−1 0.919 0.028 0.052 1.00
Jt−−−−−1 0.196 0.464 0.341 1.00
Nt−−−−−1 0.061 0.054 0.885 1.00

Source: Statistics New Zealand. Special tabulation from the Household Labour Force Survey.

The sheer volume of ‘churning’ (or ‘turnover’) within this regional labour
market is impressive, but it is typical of both national and regional markets in
general. In terms of learning how the regional labour market functions,
however, it is not the absolute number moving that is most useful but the
normalised values, that is the probability that an individual in any given state
will in fact change state within the time period. For example, the probability
that an individual who is employed in t−1(E−t−1) will become jobless ( J) in t is
EJ/E which, from Table 2.2, is 0.028 = 4.1/143.4 or about three out of
every one hundred employed.

It is apparent from the full set of transition probabilities in Table 2.3 that as
a group the employed in Auckland are relatively stable with over 9 out of 10
male workers remaining employed from one quarter to the next. The next
most stable group are those outside the labour force, 8.8 out of 10 staying
outside for the duration of the quarter. By contrast, the unemployed are quite
unstable – even in this application where we have doubled the size of this
category by making it refer to the jobless. Less than half of those who were
jobless in one quarter were recorded as such in the following quarter.

We also learn from Table 2.3 that only about 20 per cent of those leaving
joblessness actually move into employment ( JE), that just under half remain
jobless ( JJ), and that over one-third leave the labour force altogether ( JN).
This high propensity to leave (and re-enter) the labour force is one of the big
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revelations from the extensive empirical literature on gross flows. The more
general point is that few of the features that emerge from Table 2.3 are
unique to Auckland or New Zealand but are characteristic of gross flows
matrices over a range of countries.7

Space does not permit us to analyse all the flows in such a matrix and for
the purposes of this chapter we will focus primarily on the first row – what
happens to the employed. We will focus not only on the likelihood that men
will leave employment between quarters but also what happens after they
leave. The results are instructive. For example, the conditional probability that
a male leaving employment in Auckland will also leave the labour force in
this same period is p = EN/(EJ + EN) which from Table 2.2 is 4.1/(4.1 +
7.5) = 0.65. The remaining proportion become jobless (i.e. 1 − p = 1 − 0.648
= 0.352). What is noteworthy here is the large proportion of men who, after
leaving employment do not actively search for work as jobless (let alone as
unemployed) but actually withdraw from the labour force. This concern
underscores the more general focus now being paid to the role of the so-
called household sector/informal economy in understanding regional labour
adjustment.

It is common in the linear logit models we use below to express these
transition probabilities in terms of the odds ratio, p/(1 − p). Figure 2.1 plots
the relationship between the odds ratio (or) and the probability in order to
draw attention to the way in which the odds rise rapidly the more likely the
event. From Table 2.3 for example we learn that the odds of men leaving
employment over the last quarter is 0.081/0.919 = 0.088, which is less than
9 in every 100. So the odds of an employed male in Auckland remaining
employed through to the next quarter is over 11 to 1, the chances of jobless
person doing so are just over 0.8 to 1, and of those outside the labour force
remaining outside, 7.7 to 1. The full set of odds ratios are given in Table 2.4.

The odds function
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Figure 2.1 Transforming probabilities into odds.
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To summarise: gross flows tell us the number of people who enter and
leave employment, unemployment and enter and exit the labour market from
quarter to quarter. Only recently have such three-way gross flows been
examined at the regional level and then only in passing (see Jones, S., 1992,
1993; Jones and Riddell, 1998). In contrast, the majority of the geographic
work has been focused on flows into and out of unemployment alone and
almost exclusively using data collected for other purposes, such as the British
claimant counts. Few researchers have had access to data that allow them to
focus on the dynamics underlying the other two states, employment and the
non-labour force, and how flows to and from these states vary from one region
to another, and yet both these flows are central to understanding how labour
in different regions adjust to changes in local demand.

What the Auckland illustration has highlighted is just how dynamic a
regional labour market can be – with 14 per cent of the working age
population changing states in this particular three-month case. It has also
drawn our attention to the importance of those outside the labour force, N,
who are supplying and receiving labour from the other two states on a
regular basis. As geographers, our concern is with understanding just how
these dynamics vary by region and how the different dynamics can alter key
rates that we routinely use to judge the employment health of regions. We
turn therefore to the method we use to draw such conclusions.

Estimating regional labour market risk

In very general terms our aim is to describe how the probability of making any
particular transition, p, varies with characteristics of the region (R) after control-
ling for the conditions in the macro economy (M) and attributes of the indi-
viduals which might have a bearing on the probability of transition (A), that is

p = f(R, M, A) (1)

Ideally, we would like to model the probability of a sampled individual
moving between labour market states. The categorical form of the available
data, however, means that we must confine our attention to groups. What

Table 2.4 Odds in favour of the transition occurring (odds ratios). Males in the
Auckland region, quarter 3–4, 1991

Quartert−1 Quartert

Et Jt Nt

Et−−−−−1 11.413 0.029 0.055
Jt−−−−−1 0.243 0.864 0.517
Nt−−−−−1 0.065 0.058 7.675

Source: Statistics New Zealand. Special tabulation from the Household Labour Force Survey.
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Figure 2.2 The probability to logit function.

The logit function
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we have available have are estimates of labour market transitions experienced
by men and women in all 10 regions of New Zealand between each of the
53 quarters available over the period 1986 and 1999. We analyse men and
women separately which brings the number of observations in each of the
two pooled data sets to over 520.8

The use of a bounded variable such as 0 < pi < 1 as the dependent variable
in a regression framework is subject to a number of well-known problems
including the estimation of p outside its range. For reasons that are thor-
oughly detailed in Wrigley (1985) we transform p into the log of the odds
ratio which gives us the linear logit model in equation (2):

L = log (or) = log (p/1 − p) = α + βX (2)

This logit transformation runs from minus to plus infinity as p increases from
0 to 1 as shown in Figure 2.2. Thus, while the probabilities are bounded, the
logits are unbounded. It follows from (2) that

p = eα+βX/1 + eα+βX (3)

so the predicted probabilities can be found by substituting for the α and β
parameters in the above (Wrigley, 1985: 28–9).

The model we apply to a given transition probability (pi) is

L = log(pi/1 − pi) = α + β1T + β2C + β3Qk + β4D + β5Rj + [β6A];
i = 1,2, . . . , 520 (4)
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where pi is the ith inter-quartile transition probability between any pair of
states.

The parameters of this model when applied to grouped data are estimated
using weighted least squares. The error variance in the linear logit model
is non-constant (heteroscedastistic) for it depends upon the probabilities of
occurrence of each response and on the sample size of each subpopulation.
Weighted least squares (which minimises the weighted sum of squared residuals)
is therefore favoured over ordinary least squares because it does not require a
constant error variance (homoscedasticity) (Wrigley, 1985: 31).

Variables

Three variables are used to account for the temporal variability in the transition
probability over the 53 quarters, the trend, the cycle and seasonal effects.9

T This trend variable refers to the long term growth in GDP over the 14-
year period (53 quarters). The trend is positive with units in thousands of
millions of current dollars.

C Business cycle. This variable represents residuals from the linear trend T
above.10

Sk Seasonal dummy variables, k = 1,2,3 with the fourth quarter used as the
base.

In order to ensure that the rebasing of the Household Labour Force Survey
did not influence our results we included a redesign variable, D.

D Starting in December quarter 1993, the Household Labour Force Survey
sample was redesigned using information from the 1991 Census of Popu-
lation and Dwellings. The last quarter in our series, March 1999, was
also rebased using the 1996 census. Rebasing alters the proportions of
the sample that are new and can have an influence on the flow probabil-
ities. We have therefore specified D as a dummy variable which takes the
value 1 in the rebasing quarters.11

At the time of this study New Zealand had not been formally divided into
local labour market areas (LLMs) the way Britain had and therefore we have
not had the benefit of the wide-ranging comparative analysis which travel to
work areas (TTWAs) have received. The New Zealand regions we use here
are, in several cases, aggregations of proximate Labour Employment Districts
on which the HLFS were originally coded (see Table 2.5). There is a suf-
ficient degree of disaggregation here to classify them into three groups:
the metropolitan based regions (MR), the provinces (PV), and the peripheral
regions (PR) as shown in Figure 2.3.

The dominance of the Auckland regional region within the New Zealand
labour market is quite apparent from the relative size of the workforce
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Figure 2.3 Regional divisions used in the study of gross flows, New Zealand.
Source: Atlas of New Zealand Boundaries (1996).
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(column 3, Table 2.5). Wellington is only 39 per cent of the size of the
Auckland labour market, Canterbury (containing the Christchurch urban
area) 43 per cent and Waikato (including the Hamilton urban area) 32 per
cent. The smallest regions in workforce terms are the more marginal regions
both geographically and economically: Northland, which is only 12 per cent
the size of the Auckland region, Nelson-Blenheim-Greymouth 13 per cent,
Gisborne-Hawkes Bay 16 per cent, and the Bay of Plenty 20 per cent.

With the exception of the Gisborne-Hawkes Bay area, all regions in-
creased their workforce between 1986 and 1991 (see column 4, Table 2.5).
The greatest growth was experienced by Auckland, where the working age
population increased by 17 per cent over the one and a half decades, in
Canterbury (13 per cent) and the two quite mixed regions of Nelson-Blenheim
– Greymouth (15 per cent) and the Bay of Plenty (12 per cent).

The primary differences across these regional labour markets are apparent
from the remaining columns. Unemployment in 1996 was highest in
Northland, the Bay of Plenty and Gisborne-Hawkes Bay (column 5, Table
2.5; the combination in this last region understating the much higher unem-
ployment rate experienced by Gisborne alone). These rankings will come as
no surprise to those familiar with New Zealand, for these regions have for
many decades experienced much higher than average unemployment rates.
By comparison, the metropolitan centres typically almost always record the
lowest average unemployment rates: Auckland and Wellington (7.5 per cent)
and Christchurch in Canterbury (6.5). Only during periods of unusually rapid
growth will unemployment rates in the non-metropolitan regions fall below
these levels (as Nelson-Blenheim illustrates). The fragile communities in the
West Coast of the South Island (labelled Greymouth in Table 2.5 and Figure
2.3) are too small to be identified alone but typically have unemployment
rates well above the average both for New Zealand and the wider region into
which they have been grouped.

Although employing only a small percentage of the contemporary New
Zealand workforce the agriculture sector nevertheless plays a much larger
economic role in some regional economies than others. While relatively high
percentages are employed in agriculture in Northland (8.6 per cent) and
Gisborne-Hawkes Bay (7.4 per cent) this is also indicative of a lack of
industrial and service sector development as well as a more labour intensive
agriculture. In a country like New Zealand with a highly sophisticated agri-
cultural industry regions with significant agricultural sectors like Nelson-
Blenheim [Greymouth] and Otago and Southland can be quite bouyant
regional economies and even more so when anchored by an expanding
metropolitan centre such as Hamilton in the ease of the Waikato region.

Our threefold division of the New Zealand region into metropolitan, pro-
vincial and peripheral is most clearly seen in the labour force participation rates
which although spanning a relatively narrow range are strongly negatively
correlated with the unemployment rate (see Morrison 1997, 1999). These rates
are lowest and highest respectively in Northland (69.7 vs. 10.8 per cent) and
Gisborne-Hawkes Bay (74.4 vs. 8.8) and highest in the low unemployment
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areas of Wellington (76.7 vs. 7.5 per cent) and Nelson-Blenheim-Greymouth
(77.2 vs. 5.7).

The age structures of the regions can be important in a gross flows context
because of the quite different labour market entry and transitional properties
of younger and older workers. However, the age structures show relatively
little difference across the regions with a range from 19.4 per cent under 25
years in Northland to 24.8 per cent in Southland, the latter inflated by the
major tertiary education provider in Dunedin. The peripheral regions have
the lowest proportion under 25 years, due to heavy rates of out-migration
(Northland, 19.4 per cent and Gisborne 21.6) and in Northland’s case the
highest proportion of over 50s in the workforce as older people have re-
turned (24.1 per cent compared to only 18.8 per cent in Auckland at the
other extreme).

Finally, from Table 2.5, we see how the much higher incomes earned in
the metropolitan centres of Wellington ($19 thousand median income per
annum), Auckland ($17.8) and Waikato ($15.2) compare with the lower
incomes in the high unemployment regions of Gisborne-Hawkes Bay ($13.9)
and Northland again ($13.2).

In spite of the internal complexity of each of these regions, in our analysis
we represent each region simply by a dummy variable. This means that it is
the combined influence of the characteristics in Table 2.5 which quantitatively
influence the transition probabilities we choose to model. Thus, in addition
to the explanatory variables listed above, we also include

Rj Regions, j = 1, . . . , 10. Of the 10 regions, 9 are represented as a
dummy variable whose estimated coefficients are compared against Auck-
land = 1 as the base.

Finally, we come to the matrix A in (equation 4) which would normally
differentiate groups according to their particular attributes. The only differen-
tiation undertaken in our application is by gender and because the literature
has shown it is inappropriate to assume men and women experience the same
labour market behaviour, the two gender groups are run separately.

Having to be so selective on attributes is a problem imposed by the
categorical or crosstabular nature of the data. It is a classic problem for
geographical analysis, which in order to retain the geographic differentiation
often has to sacrifice demographic detail. Similar problems, though often
unrealised, are faced by those who examine the effects of age, education and
related variables but gain no insight into the quite different workings of
different parts of the country because geographic detail is excluded or heavily
reduced (e.g. Herzog, 1996). There is clearly a trade-off in both cases.

In summary, in exploring variation in transition probabilities (pi) we have
constructed a time series × cross-section pooled data set of transition prob-
abilities and specified a model which estimates the fixed effects of individual
regions once the growth trend, cyclical and seasonal effects (and periods of
sample rebasing) have been controlled.12
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Table 2.6 The influence of region of residence on the (log) odds of leaving
employment by quarter, males and females, 1986–1999. Weighted least squares.
Base = Auckland, quarter 4, 1991

Variable Males Females

Log odds Odds t statistic p > 0.05 Log odds Odds t statistic p > 0.05

Constant −1.519 0.219 −13.12 * −2.826 0.059 −21.591 *
Trend −0.049 0.952 −8.516 * −0.009 0.991 −1.364
Cycle −0.014 0.986 −1.176 −0.095 0.909 0.005
Quarter 1 0.108 1.114 4.215 * 0.016 1.016 0.511
Quarter 2 −0.002 0.998 −0.08 0.025 1.025 0.862
Quarter 3 −0.037 0.964 −1.336 0.0001 1.000 0.005
Redesign −0.026 0.974 −0.822 −0.057 0.945 −1.51
Northland 0.289 1.335 5.824 * 0.201 1.223 3.695 *
Waikato 0.096 1.101 2.877 * −0.029 0.971 −0.754
Bay of Plenty 0.115 1.122 3.096 * 0.039 1.040 0.928
Taranaki- −0.128 0.880 −3.512 * −0.196 0.822 −4.773 *

Wanganui-
Manawatu

Gisborne- 0.332 1.394 8.732 * 0.148 1.160 3.392 *
Hawkes Bay

Wellington 0.001 1.001 0.049 0.007 1.007 0.206
Nelson- 0.172 1.188 4.027 * 0.007 1.007 0.156

Blenheim-
Greymouth

Canterbury 0.095 1.100 3.382 * −0.011 0.989 −0.0369
Southland- 0.117 1.124 3.479 * 0.116 1.123 3.208 *

Otago

Adj R-squared 0.358 0.206
No of obs. 520 520

Source: Statistics New Zealand, Household Labour Force Survey. Special tabulation.

Regions and the risk of leaving employment

The probability of leaving employment in any region between any two
quarters is estimated as follows:

p = (EJ + EN) / (EE + EJ + EN) (5)

as these terms are defined in Table 2.1.13

The influence of economic growth

The experience of men in Table 2.6 shows quite clearly how the risks of
leaving paid work fall with the size of the regional labour market. The odds
of leaving employment are much higher for those working outside the two
main metropolitan centres of Auckland and Wellington, a result that echoes
the findings by Grimmond (1993b) who found greater employment stability
in the three older metropolitan regions for the period 1986–1991.

The risks of leaving employment increase slightly for workers resident in
the other two regions with large urban centres, Canterbury and Waikato.
They rise again in the Bay of Plenty region then jump markedly for workers
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resident in the smaller more peripheral employment districts. In the Nelson-
Blenheim-Greymouth region the odds of leaving employment are nearly
one-fifth higher than Auckland, in Northland by a third over Auckland and
in Gisborne-Hawkes Bay where the odds of leaving expand to nearly two-
fifths per cent over Auckland.14

Such results are quite consistent with those who argue that agglomeration
economies benefit labour by increasing the number of jobs available at any
one time (e.g. Ades and Glaeser, 1999). Given a fixed turnover rate, labour
in these larger denser markets can move relatively seamlessly from one job to
another without major interruptions in their income stream. For the same
reasons, the large urban labour market environments engender greater secur-
ity which encourages higher turnover rates. This in turn ensures that the
range of job vacancies remains high. This characteristic of large urban areas also
encourages high levels of migration between them (see Cordey-Hayes, 1978).

A comparison of the results for the two gender groups in Table 2.6
highlights the much greater risk that residence in the smaller provincial
regional labour markets imposes on men.15 Even though we have controlled
for seasonal and cyclical effects, there is clearly a substantial residual occupa-
tional effect here. The service sector in which the majority of women are
employed is far more evenly distributed across the regions and as a result
fewer regions show women departing at greater rates than men (relative to
the Auckland base). Having said that, while the degree of risk that residential
location imposes is noticeably lower for women the ordinal rankings of the
regions in terms of employment risk are the same for both men and women.

Employment risk as measured by employment separations is sensitive both
to the expansion and contraction of the national economy as well as to local
labour market size. Whereas the probability of leaving employment remains
fairly stable over the 15 year period for women, the coefficient on the trend
variable shows that the odds in favour of males leaving employment fell by 5
per cent for every unit increase in the linear GDP growth trend over the 14
year period.

Notwithstanding our use of an estimated linear trend in GDP, economic
growth was far from steady over the 1986–1999 period; in fact this was quite
a tumultuous period in New Zealand’s labour history (see Morrison, 2001).
GDP fell below its trend over the period 1986 to 1992, rose at a declining rate
between 1993 and 1998, then fell over the last few quarters of the period.
The unemployment rate tracks the quarterly GDP series very closely, rising as
the economy enters a recession and falling as the economy grows again.

Whereas men’s job stability appears to be more sensitive to the longer-
term structural change in the economy, women appear more affected by
these short-term cyclical fluctuations in part because the much higher pro-
portion of women are in part-time work. Seasonal effects on the other hand
mainly affect men, with the odds of leaving employment increasing signific-
antly during the summer half of the year.

Employment risk has been used so far simply to denote employment
separation or quits. While the term can be used solely to refer to actual,
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measured risk of leaving employment it is also useful to look at the way that
risk affects subsequent search strategy. While the positive link between em-
ployment instability and the unemployment rate across regions is reasonably
well documented in the literature, the way that this is mediated by search
behaviour has received much less attention.16

The argument we wish to advance is that employment risk affects the
unemployment rate in two ways: firstly by increasing the pool of likely
unemployed, and second by increasing the proportion who will be classified
as unemployed because they have to search actively for replacement work.
The first affects E to U flows, the second U to N flows. The two are
mutually reinforcing and, when they work together, they widen the spread of
unemployment rates observed among regions. We now turn now to the
supporting empirical evidence.

Leaving employment and the labour force

What happens to those who leave employment? Do they remain in the
labour force as active searchers (the officially unemployed) or do they simply
withdraw from the labour force? Or is there an intermediate stage, the
‘peripheral’ labour force, as suggested by Grimmond (1993a)? The thesis we
advance here is that the greater the employment risk, the greater the pressure
on those leaving employment to actively search rather than withdraw from
the labour force altogether as discouraged workers.

We use the same general model as in equation 2 but apply it to the
conditional probability of leaving the labour force, given they have just left
employment. In other words, we estimate a conditional probability (5), in
which p is the likelihood of someone who used to be in paid work in one
quarter withdrawing from the labour force in the second. By using the jobless
we are constructing a more challenging test than if we use unemployment
alone because the jobless include not just those who have taken active steps
in the last four weeks to find work but also those who are available but are
not seeking work and those who are actively searching but are not immedi-
ately available for work.17

p = EN / (EJ + EN)18 (6)

As a guide to the magnitudes involved here, if we substitute the Auckland
figures from Table 2.2 into (5) we find that 65 per cent of those men leaving
employment in Auckland subsequently withdrew from the labour force by
the next quarter: 0.65 = 7.5/11 = 67.5/(4.1 + 7.5). Only 35 per cent of those
leaving employment searched for replacement work as unemployed. The
results of estimating the logit in equation 5 on the two pooled data sets are
given in Table 2.7.

Economic expansion means more jobs and therefore reduced search costs
and, because of the competition for labour, possibly higher wages. While the
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opportunity cost of not working rises during expansions the greater chance of
actually securing a job at an acceptable wage actually removes some of the
pressure to actively search. Therefore the perceived risks of withdrawal from
the labour force (as opposed to becoming unemployed) diminish with eco-
nomic expansion.

The estimates of our conditional logit model when applied to the pooled
cross-country sample show that those periods of cyclical growth (in which
the increase in GDP exceeded the general trend) were indeed associated with
a greater likelihood that both men and women will withdraw from the labour
force. The cycle coefficients show that the odds of withdrawal increase by 20
per cent for men and nearly 30 per cent for women for every unit upturn in
the cycle.

This is not the first time this argument has been put forward. In an earlier
study based on the 1986–1991 series from the same source David Grimmond
noted that, ‘There appears to be a pro-cyclical pattern to the probability of
entering the peripheral labour force’, and that ‘This might represent relaxation

Table 2.7 The influence of region of residence on the (log) odds of those leaving
the employment also withdrawing from the labour market, 1986–1991, males and
females, controlling for economic growth and sample redesign effects. Weighted
least squares logit estimates. Base = Auckland, quarter 4, 1991

Variable Males Females

Log odds Odds t statistic p > 0.05 Log odds Odds t statistic p > 0.05

Constant 2.009 7.456 9.011 0.807 2.241 3.342 *
Trend −0.059 0.943 −5.306 * −0.049 0.952 −4.092 *
Cycle 0.180 1.197 8.149 * 0.261 1.298 10.783 *
Quarter 1 0.067 1.069 1.388 0.333 1.395 6.171 *
Quarter 2 0.228 1.256 4.302 * 0.512 1.669 8.887 *
Quarter 3 0.213 1.237 4.060 * 0.381 1.464 6.661 *
Redesign −0.068 0.934 −1.161 −0.034 0.967 −0.495
Northland −0.226 0.798 −2.421 * −0.122 0.885 −1.233
Waikato −0.194 0.824 −3.085 * −0.128 0.880 −1.840 *
Bay of Plenty −0.361 0.697 −5.310 * −0.175 0.839 −2.280 *
Taranaki- −0.488 0.614 −7.300 * −0.563 0.569 −7.343 *

Wanganui-
Manawatu

Gisborne- −0.283 0.754 −4.066 * −0.350 0.705 −4.392 *
Hawkes Bay

Wellington 0.029 1.029 0.159 0.800 2.226 1.349
Nelson- −0.218 0.804 −2.698 * −0.013 0.987 −0.147

Blenheim-
Greymouth

Canterbury −0.083 0.920 −1.547 0.011 1.011 0.187
Southland- −0.264 0.768 −4.185 * −0.263 0.769 −4.009 *

Otago

Adj R-squared 0.258 0.312
No of obs. 520 520

Source: Statistics New Zealand, Household Labour Force Survey. Special tabulation.
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of job search effort as job prospects improve from labour participants . . .’
(Grimmond, 1993b: 59). Grimmond’s peripheral labour force consists of
those individuals who are either available for work but not seeking work or
seeking work but not immediately available for work, i.e. the numbers added
to the unemployed to make up the jobless. What our evidence using the
jobless drawn from our much longer series suggests is that it may not simply
be withdrawal into the peripheral labour force ( J-U) that is occurring during
periods of growth but withdrawal into the deeper recesses of the non-labour
force as well.

Withdrawal from the labour market reduces the inflow (from E) into the
stock of U. Therefore those leaving employment during cyclical upturns
actually lower the unemployment rate and in so doing increased the ampli-
tude of the cyclical swings in that rate. On the other hand, when recessions
occur, the employed who leave their job are more likely to move into active
searching which causes a greater inflow (from E) into the stock of unem-
ployed, pushing unemployment rates higher in the recession. Confidence in
the market and its effect on search behaviour therefore exacerbates the tem-
poral swings in the unemployment rate.

One of the reasons for discussing the cyclical effects is that we want to
show how the same argument holds when we apply it to the spatial domain.
If the local labour market played no role in modifying search behaviour
following employment separation then the decision to actively search would
be quite random throughout the country. Our results suggest otherwise. Just
as when the demand for labour rises over time, so regions in which market
demand for labour is strong can induce confidence and reduce the need for
active searching. We find for example in Table 2.7 that men in the two large
high wage labour markets of Auckland and Wellington behave very similarly
to those in the other major metropolitan centre, Christchurch. Just as with-
drawal and passive searching is a more likely response to upturns in the
business cycle so withdrawal from the labour force following employment is
much more likely in stronger metropolitan markets where the chances of get-
ting a job are higher. For the same reason as the unemployment ( jobless) rates
are exaggerated over time, so too are search reactions, thus widening the gap
in unemployment rates between strong and weak regional labour markets.

By contrast, when we look at those who leave employment in the smaller
more ‘risky’ regional local labour markets we find that men are far less likely
to actually withdraw from the labour force.19 The odds of employed males
leaving the labour force in all the non-metropolitan regions are significantly
lower than in Auckland, ranging from 0.82:1 in the Waikato through to
0.62:1 in the Taranaki-Wanganui-Manawatu region.

The fact that the tendency to withdraw is much higher for women than it
is for men, both in response to temporal as well as spatial differences in
markets, probably also reflects the more buoyant employment opportunities
for women – as well as the traditional ‘shelter’ function the domestic economy
provides. The region of residence also impacts on women with roughly the
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same odds although the statistical significance is lower, possibly because of
their already higher labour force withdrawal rates.

In summary it does not seem to matter whether these market conditions
are temporal or spatial, they generate the same effect, namely that the active
searching for work which unemployment (and to a lesser degree joblessness)
measures is less likely to be used as a way of getting back into work in strong
markets than it is in weak ones, whether these are temporal or spatial.

Such evidence runs counter to the discouraged worker thesis – the notion
that labour will be reluctant to actively search if it lacks confidence in actually
securing work. The discouraged worker argument was formulated after em-
pirical observations of the behaviour of the labour force participation rate
under different economic conditions (see Bowen and Finegan, 1964, 1969).
That regional labour markets with high unemployment rates exhibit low
labour force participation rates subsequently became one of the most well
established empirical relationships in the labour market literature, both inter-
nationally (Long, 1958; Mincer, 1966; Bowen and Finegan, 1969; Clark and
Summers, 1979), and in New Zealand (Hyman, 1979; Poot and Siegers,
1992; Morrison, 1999). However there have been prominent detractors,
notably Mincer (1966) and Wachter (1972), who in addition to preferring a
wage rather than job opportunity driven labour supply curve also pointed to
time series relationships that offered nowhere near the strong statistical evid-
ence which cross-sectional estimates based on comparing regions produced.

Access to gross flows data and the ability to model conditional probabilities
actually offers a more refined test of the discouraged worker effect because of
the way it allows us to focus solely on those who leave employment. The
more commonly used labour force participation rates on the other hand are
based on all labour in employment and unemployment (i.e. E + U / E + U
+ N). This reinforces our scepticism over the behavioural model underlying
the discouraged worker interpretation drawn from regional data.

Discussion

While the release of gross flows data has undoubtedly increased our under-
standing of both the magnitude and direction of the dynamics of the labour
market it has also opened up panel data to closer scrutiny and it is appropriate
therefore to raise some of the concerns which have been expressed over their
reliability. Although the empirical patterns identified in our research are quite
plausible both in terms of our own understanding of the geography of the
New Zealand labour market, its macro behaviour and the degree to which
errors accumulate in panel data collections might bias these results is as yet
unclear.20

In estimating the risk or hazard of moving from one labour market state to
another we face two types of error, those generated by sample attrition and
those resulting from errors made by respondents. Sample attrition refers to
the fact that individuals can drop out of the survey before the two years are
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up. From the British experience with panel data we know that the rate of
attrition is especially high for young adults, single people (i.e. never-married
and not cohabiting), those in privately rented accommodation, the unem-
ployed, and those in temporary employment (Office of National Statistics,
1997: 2).21

Two important things happen when we shift our attention from gross
flows at the national level to those of the region. Firstly, the counts become
smaller and the sampling errors relatively larger. Statistics New Zealand al-
ready advise that most of the quarterly survey estimates at the national level
are within the bounds of associated sampling error intervals. The same warn-
ing obviously applies with greater force to the regional estimates as well.22

Similar caveats apply of course when the samples are further subdivided into
other groups such as by age or education.

The second point is quite specific to regional disaggregation. The New
Zealand Household Labour Force Survey, like most of its counterparts else-
where, is based not on individuals but on dwellings; it is a household survey.
Interviews are nevertheless conducted with individuals (sometimes with one
answering on behalf of another). This means that when an individual leaves
the household (dwelling) before the two years is up then that individual is
lost to the sample.

Of special relevance is the way in which regional estimates of labour
dynamics from panel studies might be affected by sample attrition. Individuals
who change dwellings between quarters are lost to the sample and so there-
fore are those who migrate from one region to another as well as those who
move within each region). It is possible therefore that differential mobility
rates across regions might be associated with different levels of attrition bias.
Other things equal, any event that jointly increases residential mobility and
movement in and out of the labour force and/or employment, such as the
closure of a major employer in the region, will exaggerate the transition rates
within the gross flows matrix.23 To the extent that migration out of the
region is more likely for certain demographic groups such as the young,
regions with a younger age structure may be more vulnerable to such com-
position bias. In the absence of any adjustments for mobility induced change
to the transition probabilities such attrition errors will simply become part of
the unexplained variance.24

Although we are aware of this source of error it is also worth noting the
finding by the UK study that the effect of region on sample attrition was not
consistent even for the two periods in which it appears (Office of National
Statistics, 1997: 8). Moreover, the ONS concluded that, ‘there is no signi-
ficant biasing effect arising from the loss from the labour force sample of
people moving away from their present address’. While they did find that
people moving away from their present address (and thereby lost to the
sample) were more likely to change their economic activity category, such
‘movers make up such a small proportion [and] overall [that] the effect on the
whole sample is negligible’ (Office of National Statistics, 1997: para 24).25
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Geographic mobility will also affect the extent to which the matched
sample – those remaining in the survey across eight quarters – is represent-
ative of the full household labour force survey sample. After investigating this
question, Woolf (1989: 34–5) found that rotation group errors had little
effect on the match between the gross flows estimates of employment and the
full sample survey estimates – although the matched sample, consistently
underestimated the number unemployed and overstated the number of people
not in the labour force (cited in Silverstone and Gorbey, 1995: 54, my
emphasis). In general however Woolf believes that, subject to some cautions
with respect to measurement error, timing and weights, it is reasonable to
assume that the characteristics of the persons in the unmatched sample are the
same as those in the matched sample. In short, sample attrition does not
appear to be a problem in the study of risk from panel data. More serious are
the errors generated through the respondent and coders misclassifications of
labour market state.

Classification error refers to the respondents’ incorrect identification of the
labour market state they are in, for example whether they are unemployed or
no longer in the labour force. One of the reasons for concern here is that
response errors are compounding. For instance, a person employed for all
seven quarters if misclassified as unemployed in quarter three will lead to two
spurious transitions, first from employment to unemployment, then back
from unemployment to employment in the succeeding quarters. Such
misclassifications of status can lead to multiple spurious transitions although
the effect on the stocks of multiple misclassifications can be partly offsetting
(see Jones, 1993: 2). Such misclassifications have been identified by compar-
ing stated changes in category with stated durations in those categories. The
UK statistical office, for example, argues that a substantial proportion of
such transitions are inconsistent with the length of time in the category
reported at the second interview and that these inconsistencies are more
likely between the first two interview waves than between later interviews
(Office of National Statistics, 1997: 3).26

Views on the importance of classification or response error vary. A con-
servative approach has been taken by the UK statisticians who conclude that,
‘Until a satisfactory method for adjusting for response error bias is developed,
we do not propose to publish gross flows data, and will warn users of
longitudinally linked data sets against producing them’ (ONS, 1997: 3).27

Other agencies, such as those in Canada and New Zealand, have been more
willing to release gross flows at the regional level with these caveats in order
to learn from the explorations researchers themselves undertake.

In this New Zealand study we have attempted to reduce the possible
influence of classification error by defining unemployment more broadly as
‘jobless’ rather than simply the ‘unemployed’. In addition to reducing clas-
sification errors the jobless count is almost twice the unemployed count, a
feature which also serves to reduce the sampling error particularly in the
smaller regions.28
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It is quite apparent from the two tables of results from the linear logit
models presented above that, while we have successfully identified both
temporary and regional effects on the odds of transitions occurring, these
variables alone have only accounted for about one-third of the variation
experienced by the 520 groups in our pooled sample. Other influences are
present which have yet to be taken into account. The literature on national
studies would suggest that at least some of this unexplained variation is likely
to be due to composition effects, that is to different mixes of age groups,
education, and ethnicity. It is highly likely that some of the effects we have
attributed to regions may well be due to the attribute mix of their working
age populations rather than simply the effect of local labour demand condi-
tions. This is particularly likely in the case of regions which have remained at
the periphery for many decades and where withdrawal and net out-migration
have altered the composition of the regions’ working age population.29

In order to adequately identify the relative role of supply and local demand
attributes on the geography of labour market transitions, data would have to
be released at the individual level and the modelling effort shifted from linear
logit fitted to categorical data to the estimation of multinomial logit models
on micro or individual level data.30 This would also give access to a much
larger sample rather than the restricted number of groups typically found in
categorical data sets.

Much of the concern over gross flows data is that many recorded changes
of state are due to reporting errors. Access to the anonymised individual
records would open up the opportunity to follow individuals over more than
one quarter up to a maximum of eight quarters. This would also allow some
very short spells to be identified as possible reporting errors.

One of the difficulties with many longitudinal surveys for the geographer
at least is the absence of geocoding. One of the potential advantages of
geocoding sampled dwellings is that the researcher would no longer be locked
into preset and often arbitrary regional or local labour market boundaries, but
could isolate those spatial clusters with particular patterns of behaviour. The
isolation of catchments with particular labour demand characteristics, for
example, would have distinct value in testing arguments about the labour
adjustment responses of individuals to particular local conditions.

While access to gross flows undoubtedly increases our understanding of
what is going on within particular regions, it does not by itself help us to
understand what is in effect an integrated regional system. By implicitly
treating each region as if it were an independent identity, as we have done
above, we lose sight of the fact that the behaviour of each ‘regional labour
market’ is highly constrained by developments in labour markets elsewhere in
the country.31 If we were able to combine gross flows across labour market
states with the (often simultaneous) adjustments people make when they
extend their travel to work or migrate to another region, we would be in a
much better position to understand labour adjustment within an integrated
geographic framework.32
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Our focus in this chapter has been on gross flows but there are two
important aspects of regional labour demand which need to be integrated
into an extended analysis of labour market dynamics: job opportunities and
wages. Considerable progress has already been made internationally on the
impact of job opportunities or vacancies on labour flows (see for example
Burda and Wyplosz, 1994), much of this work being done within a matching
function framework (e.g. Burgess, 1994). Far less attention has been paid
within a gross flows context on the role of wages, particularly local wages in
inducing transitions, and there is clearly room for integration of questions
which have driven the wage curve debate (see Blanchflower and Oswald,
1990) into the regional gross flows literature.

Not all progress in understanding labour dynamics at the regional level is
dependent on the release of microlevel data. There are still questions con-
cerning the boundaries between the unemployed and those classified as out-
side the labour force which need exploring. Steps taken on the New Zealand
data to identify a ‘peripheral’ labour group sitting between the official unem-
ployed and the rest of those outside the labour force could usefully be applied
to regional data in order to better understand labour adjustment behaviour in
regions experiencing quite different demand conditions. So far the develop-
ment of such a four-state transition matrix has only been applied at the
national level (see Jones and Riddell, 1998). The Household Labour Force
Survey classifies individuals according to the reasons those not employed or
unemployed have not been looking for work in the last four weeks. The
integration of these data into a suitable model should allow a clearer identi-
fication of the association between lack of participation, individual attributes,
and characteristics of regional labour markets to be explored.33

Conclusions

The underlying dynamics of regional labour markets experiencing markedly
different demand for labour can be exposed by gaining access to gross labour
flows for each region. New Zealand remains one of the few countries which
has released these data for research purposes. The exploratory analysis re-
ported in this chapter is based on the quarterly gross flows data within 10
regions over the 53 quarters from 1986 to 1999. The odds of leaving (and
entering) employment have been estimated via a linear logit model using
fixed regional dummy variables, controlling for trend, cyclical and seasonal
effects. Separate estimates were made for men and women.

The results are instructive. They show that substantial geographic differ-
ences in the risk of breaking the income stream. The chances of leaving
employment are lowest in the large metropolitan markets and rise sharply in
the smaller, provincial and peripheral labour markets outside the main cen-
tres. This supports the conclusions of those who have studied the dynamics of
unemployment, namely that it is regional variations in the inflow to unem-
ployment which set the weaker regions apart from the stronger, metropolitan
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centres. What our chapter has argued is that differences in regional unem-
ployment rates are affected not only by differences in employment risk but by
subsequent job search strategies as well. We have argued that those leaving
jobs in weaker markets are more likely to use active job search strategies in
order to get back into employment than those in stronger, metropolitan
markets who can afford to adopt a more relaxed search strategy simply
because they face large number of jobs and higher job vacancy rates. The
need for those in peripheral regions to search more actively raises inflows into
unemployment in those regions at the same time that reduced risk in metro-
politan regions allows more of those leaving employment to withdraw from
the labour force and hence unemployment. The joint effect is to widen
unemployment rates across the regions.

Far from identifying behaviour consistent with the discouraged worker
hypothesis, we are arguing that withdrawal actually reflects a relative confi-
dence in the labour market (whether locally or by time period) rather than
disillusionment. Rather than those workers in weak, provincial, smaller labour
markets, or in periods of negative employment growth, being more likely to
withdraw from the labour force as implied by the discouraged worker ‘effect’,
we find that individuals in these regions are more likely to actively search and
therefore be classified as unemployed. Therefore it is not merely the actual
risk of leaving employment which differentiates regional labour markets, but
the way the psychology of risk itself modifies job search behaviour and affects
flows into unemployment. It is the impact of the psychology of risk that
widens unemployment rates across the regions.

Acknowledgements

This paper was begun while the principal author was a visiting scholar at the
Department of Geography, University of Cambridge, October 1999 – January
2000 and was initially prepared for presentation at the Labour Market Geo-
graphy session of the IBG/Royal Geographical Society in Brighton, January
2000. The authors wish to thank the Department of Labour for funding the
data for this project and John Scott of Statistics New Zealand for his sup-
port. An earlier draft of the paper was presented at the Economic Geography
session of the New Zealand Association of Economists meeting in Wellington,
July 2000 and we wish to thank the discussant, Jacques Poot, for the helpful
comments he made on the paper. Any responsibility for the paper in its final
form rests solely with the authors.

Notes

1 The concept of risk as it relates to the labour market has also recently been
explored by geographers Reimer (1998) who traces the implications of risk on
work patterns and by Munro (2000) who addresses the perception of employment
risk as it affects housing purchase decisions.
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2 Ann Green’s work on the UK, for example, showed that regions with high
unemployment rates experienced both higher inflow and lower outflow rates and
therefore reflect not so much distinguishing characteristics of workers as the level
of local labour market demand in the region (Green, 1986: 53). Earlier, Armstrong
and Taylor (1983) in their examination of travel to work areas in the North-West
region of Great Britain found that some areas had relatively high unemployment
rates because their mean duration of unemployment was high, whereas other
localities had a relatively high unemployment rate because their mean inflow was
high. Martin and Sunley focus their attention on the overall differentials between
the regional and national unemployment rates and decompose this differential into
the proportion attributed to inflow and outflow rates. They then contrast the
relative importance of the inflow and outflow rates in accounting for the differen-
tial between a region’s unemployment rate and that of the UK and show how
these differences changed as the UK moved from the 1986 recession through to
the recession of the early 1990s. They found inflow rates to be more important in
the north whereas outflows were more important in the south. While this geo-
graphical difference was important in accounting for the differentials in the mid
1980s they diminished into the 1990s as the difference in unemployment rates
across the regions declined (Martin and Sunley, 1999: 536ff ). Following the
decomposition used by Gorter et al., (1990), Morrison and Berezovsky (2000) use
the New Zealand evidence to show how regions with similar unemployment
rates can vary considerably with respect to their component inflows and duration.

3 The sample was redesigned in 1990 and there is now missing data for all gross
flows between March and June quarters of 1990. In 1991 the sample size was
reduced from 24,000 to 16,000 dwellings due to financial constraints and the
1993 survey was redesigned taking into account the final results of the 1991
census (Wood, 1998: 15).

4 Sometimes Statistics New Zealand increase the rate at which they rotate houses in
and out of the sample so the overlap rate can be less than seven-eighths.

5 These figures are sample counts multiplied up to their estimated population totals.
Sampling errors are discussed later in the text.

6 This figure excludes those who were employed in both quarters but changed jobs
and made other forms of adjustment while still employed. These data also do not
include those who changed residence within the two-year period.

7 A similar point about the general structure of transitional probability matrices was
stressed by Foster and Gregory (1984) after his analysis of the Australian evidence.

8 The sample was redesigned in June 1990 leaving too few observations to allow
estimates to be made in that year which reduces the sample size to 520 from 530.
These missing observations are not interpolated (as carried out by Grimmond, 1993a).

9 Here we follow the approach adopted by Jones (1992).
10 Our choice of a national cycle series was based on a comparison of several

contenders: GDP series (GDP), the NZIER quarterly Survey of Business Opinion
(QSBO) and the Capacity Utilisation Index (CU). Grimmond had earlier faced
the same task in analysing the HLFS series 1986–1991 (the shortness of his series
prevented his analysing seasonality). He chose to use the CU series over the GDP
mainly because the ‘implied labour force relation with the GDP cycle often
contradicted intuitive views of cyclical labour market behaviour’ (Grimmond,
1993a: 26). It is true that over this period the GDP series did fail to represent the
1988/89 fall in the unemployment rate and the CUBO series showed a much
closer relationship. After undertaking these comparisons on data spanning over
the much longer 1986–1999 period, however, we found that the expected ‘intu-
itive’ relationship between GDP and the unemployment rate was re-established.
Moreover, these two series correlate (negatively) over time much more closely
and consistently than the unemployment (and jobless) rates do with the capacity
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utilisation series which Grimmond uses. On this basis we chose the GDP series.
For a discussion of cyclical patterns in gross flows, see Beori (1996) and Blanchard
and Diamond (1990).

11 Starting in the December quarter 1993, the HLFS sample was redesigned using
information from the 1991 Census of Population and Dwellings. The new sample
was phased in gradually to enable a smooth transition. One-quarter of sample
households were replaced with one-quarter of the new sample. This process
continued for four quarters, so that in the September 1994 quarter the sample
consisted solely of households selected from the new sample. This means that
rather than the usual one-eighth of the households being rotated out, there was
one-quarter being rotated out each quarter for the four quarters in question. The
final quarter of the data in the series (March, 1999) suffers from a similar problem
because this quarter was redesigned using information from the 1996 census.
Again, rather than the usual one-eighth of the households rotated in and out,
two-eighths were used until the new sample had been completely phased in
(Hamish Wilson, Statistics New Zealand, personal communication, 15/7/99).

12 A range of interaction effects were also estimated but as Jones (1992) found for
the Canadian case they tended to be idiosyncratic in nature.

13 We do not distinguish between voluntary and involuntary quits as done for
example by Herzog (1996). Based on this literature (e.g. see Jones and Martin,
1986), it is likely that there are systematic variations in proportions of these two
types of quits across regions and that this variation could in fact influence the
decision to withdraw from the labour force or to start actively searching. This is
clearly an area in which our analysis could be extended in the future.

14 One of the reasons particular regions might appear to exacerbate employment
risk is because of the coincidence in that region of season sensitive industries.
Although some interaction effects do turn out to be statistically significant it
is probably true that, like Canada, very little if any of the impact of living in a
region is due to any particular local cyclical or seasonal effects on employment
(also see Jones, 1993).

15 Notwithstanding that the overall or average risks of leaving employment are
much higher for women (as a comparison of the two constant coefficients shows).

16 Although see Forsythe (1995) and also the discussions in Ackerlof et al., (1988),
Bailey (1977), Feldstein (1975) and Mattila (1974).

17 This leaves open the possibility of constructing a further test of the hypothesis just
using U instead of J. A model in which p = EN/(EU + EN) would yield a higher
value of p and hence a lower 1–p.

18 The link between the conditional and unconditional probabilities in this case is
EN/(EE + EJ + EN) = EN/(EJ + EN) × (EJ + EN)/(EE + EJ + EN).

19 Levels of labour force participation in such regions are already low and depend-
ency on the employed is therefore very high. The pressure to remain actively
searching as unemployed (and to draw the unemployment benefit) is correspond-
ingly high (Morrison, 1999). Although Herzog (1996) identifies a greater tend-
ency for this same behaviour to be characteristic of Maori men (particularly prime
age males), there is no evidence to suggest that those regional markets (Northland
and Gisborne) where proportions of Maori men are highest are any more likely to
opt for unemployment.

20 Further discussion on these and related data issues may be found in Borland
(1996), Contini and Revelli (1997), Flaim and Hogue (1985), Franz (1994),
Leeves (1997), Sutherland (1999) and Williams (1995).

21 Herzog notes for the December 1986–December 1994 period that the mean
match rate within the New Zealand sample was 72.6 per cent and that matching
was higher for ‘older as opposed to youthful and prime-age workers, and lower
for women in comparison to men. In addition, the match rate tended to be
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Table 2.8 Sampling standard errors for transition probabilities. Males in the
Auckland region, quarter 3–4, 1991

Quartert−1 Quartert

Et Jt Nt

Et−−−−−1 0.006 0.004 0.009
Jt−−−−−1 0.026 0.023 0.048
Nt−−−−−1 0.010 0.008 0.015

Source: Statistics New Zealand, Special tabulation from the Household Labour Force Survey.
Sampling errors for the other regions are available on request.

higher among workers holding school qualifications, among married individuals,
and between September and December of each year’ (Herzog, 1996: 5). Temporal
variations in matching rates were also observed.

22 Population estimates of gross flows are released by statistical agencies on the
understanding that users take into account the likely errors involved in generalis-
ing from samples. The standard errors for each of the nine transition probabilities
in Table 2.2 are given here in Table 2.8 which shows quite clearly how the errors
expand the less likely the transition. Even in a large market such as Auckland
some of the relatively smaller flows are accompanied by relatively large standard
errors. Relative sampling errors (RSE = 1.96 * (SE/Estimate) * 100) in this case
range between 1.23 in the case of EE to 32.82 in the case of EN. Needless to say,
such errors increase as the size of the region decreases.

23 To the extent that residential mobility and labour market transitions vary system-
atically with the business cycle the bias in the transition probability matrix will be
systematically related to the cycle. The problem here is not just one that affects
flows, but also the stocks estimated from the survey and hence the estimates of the
transition probabilities.

24 It may be helpful at some point to identify the number in each labour market
state lost to a region’s sample before the seven quarters is up. Even though we
will not learn whether they changed states after they left the sample we can at least
identify the number of cases in the quarter before they left. Identifying the prior
labour market states of those lost to the sample (for what ever reason including
death) is possible except that in any population estimate such cases would be
weighted in the quarter of their departure according to the weights use in the
quarter they were last observed ( John Scott, Statistics New Zealand, personal
communication).

25 Although intuitively we expect them to be linked, tying down the relationship
between residential mobility and labour mobility empirically is not straightfor-
ward. The study by Clark and Withers is one of the more explicit attempts
(although also see Detang-Dessendre and Mohlo, 1999). This study was based
only on the US Panel Study of Income Dynamics (PSID) since 1988 when
changes of jobs (as opposed to movement in and out of the labour force) were
collected and related to intra-urban movement (as opposed to inter-metropolitan
and inter-regional migration). Clark and Withers found that in aggregate, ‘a
household that had a job change is 2.4 times more likely to change residence than
a household that did not have a jobs change’ (Clark and Withers 1999: 660). The
ratio was higher for single workers and renters and higher in the larger metropolitan
area (ibid: 660–1). Furthermore, ‘job change served as a significant trigger of resid-
ential mobility – after controlling for the other major relocation inducing life cycle
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changes although their results were only statistically significant for renters (Clark
and Withers, 1999: 663). These authors also emphasised that while job change
can trigger movement more often it occurs alongside other factors which together
induce a change in residence.

26 The ONS analysis of the difference between duration and stated activity category
showed that transitions from economic inactivity produce the highest percentages
of inconsistencies, especially when the transition is into unemployment and that
this was especially true for part-time employment (Office of National Statistics,
1997: 12).

27 For a discussion of the merits and demerits of using adjusted and unadjusted (for
classification error) data see Jones (1993: 3).

28 We are indebted to John Scott, Statistics New Zealand, for this suggestion. The
reduction is apparent from a comparison of jobless and unemployment transition
rates. In Gisborne, for example, the Relative Standard error for the male transi-
tion in Gisborne from E to J is 53.5 compared to 67.14 for E to U.

29 Having said this, Berezovsky’s own analysis points quite strongly to the under-
lying demand conditions of the regions in accounting for variations in transitional
probabilities (Berezovsky, 2001).

30 See for example Poterba and Summers (1993). This would also have the added
advantage of allowing us to model the choice among more than two labour states.
For example, the employed could be modelled as making a choice in the next
period of either remaining in employment, actively searching as unemployed,
joining the peripheral labour force, or withdrawing without any apparent intention
of searching. Similar models could be constructed for those in any other state.

31 Although not based on gross flows Groenewold’s work clearly establishes these
interactions (1991, 1995). So too of course does the extensive literature on the
sensitivity of migration to local labour market conditions.

32 Early steps in this direction have already been taken by Armstrong and Taylor for
example who place the relationship between labour stocks and flows in a
multiregional framework (Armstrong and Taylor, 1985).

33 Respondents are asked to identify the main reason among the following for not
looking for work in the last four weeks: 1. Waiting for season to start or start a
definitely arranged job, 2. Own illness or injury, 3. Attending educational institution,
4. No need to work, 5. Ill health of others, 6. Unable to find suitable childcare,
7. Believe lack of skills or wrong age, 8. Believe not enough suitable work
available in area, 9. Temporary layoff-without pay-expect to return, 10. Waiting
to hear from employers about job, 11. Other, specify (Statistics New Zealand,
Household Labour Force Survey personal questionnaire, question 55 page 5). The
potential for further exploration of responses to these questions is considerable.
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3 Unemployment and spatial
labour markets: strong
adjustment and persistent
concentration

Ian Gordon

Introduction

Two of the most blatant features of unemployment are the unevenness of its
incidence – both spatially and socially – and the persistence of these differen-
tials over time (see OECD, 1989; Martin, 1998). These are crucial features in
relation to the politics of unemployment, strengthening the moral case for
corrective action, but also implying some difficulties in sustaining commit-
ment to this goal, since most people will usually face little risk of being
unemployed. But they are also key tests for any theory or analysis capable of
underpinning such action, since any such theory must be able to account for
the observable forms of persistence and concentration.

In social terms the unemployed tend to differ from average members of the
workforce in relation to their occupational position, human capital endow-
ments, and various demographic characteristics, including gender, age, marital
status and ethnicity. Geographically, strong differentials are evident both at a
neighbourhood scale, within towns or cities, and at a regional scale within
countries. There also seems to be a high degree of continuity in both the social
and geographic patterns, with some settlements, neighbourhoods, localities
and population groups facing recurrent risks of high unemployment. While
this applies to rather broad regions within the UK and across Europe, it seems
to be much less true in the United States (Baddeley et al., 2000). The ranking
of British regions in terms of unemployment rates has remained pretty con-
sistent since the 1950s even though the margin of variation has fluctuated a
lot within the past 25 years (see OECD, 1989; Martin, 1997). At a more local
level, however, evidence since the 1980s indicates an intensified concentration
of unemployment within the worst areas of major cities (Social Exclusion
Unit, 1998; Buck and Gordon, 2000).

Such patterns of concentration raise a series of questions both about causes
and about appropriate policy responses. In relation to causes these questions
include two issues. Firstly, whether some of the dimensions of variation in
risks of unemployment are simply reflections of others, or of the experience
of unemployment itself. And, secondly, whether any of these dimensions
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actually cause unemployment, or simply determine who will bear the brunt
of an aggregate shortfall in available jobs.

In relation to policy response, the strategic question is whether unevenness
should be tackled through targeted job creation, actions to improve labour
market flexibility (such as training, assistance with mobility, and promotion of
equal opportunities), or simply by relying on a spring tide of economic growth
eventually ‘raising all ships’, that is macroeconomic demand management.

Any policy choice is likely to be affected by ideological predispositions, but
will also depend on what a highly uneven distribution of unemployment is
taken to imply about barriers between labour sub-markets. For example,
reviving ideas from British inner city policies of the 1970s, it has been sug-
gested that localised concentrations of high unemployment within major cities
(such as Glasgow) essentially reflect a lack of opportunities within travel-to-
work range of local manual workers, negating the effectiveness of supply-side
Welfare to Work policies. The suggested policy response is the creation of
additional jobs in these areas (Turok and Edge, 1999; Webster, 2000b). By
contrast this paper sets out to show that there are few absolute barriers to
movement within the labour market, and that there is sufficient evidence of
strong adjustment processes to indicate that targeted job creation policies are
liable to be an ineffective way of tackling such concentrations of unemploy-
ment. The key problem, it is argued, is not the level of mobility or flexibility,
but the uneven way in which processes of mobility and job competition
operate, leaving behind an accumulating deposit of ‘sediment’ on the margins
of the labour market each time the tide goes in and out.

The remainder of the paper is in three main sections. The next section
outlines a general ‘spatial’ approach to understanding the structuring of labour
markets and sub-markets. This is followed by a review of the British evidence
on the strength of adjustment processes and their relation to spatial variations
in unemployment. This discussion draws from a series of studies linked to
Brown’s (1973) equilibrium spatial unemployment model and includes new
analyses of spatial unemployment variations in the 1990s. In the context of
evidence about the general strength of adjustment processes, the final section
then examines some of the possible causes of persistence in local concentra-
tions of unemployment.

The spatial structure of labour markets

In contrast to text-book models of labour markets which presume both
homogeneity and closure, the spatial perspective to labour market analysis
emphasises their pervasive heterogeneity and openness (Martin, 2000). From
the spatial perspective the key question is how patterns of mobility, between
places and occupations, are structured, not whether such mobility is possible.
Within the text-book model, one extreme case is represented by a single
integrated market spanning all occupations1 and regions. While jobs and
workers may actually be differentiated by locational and other characteristics,
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perfect mobility is assumed in response to local disequilibrium, whether this
be geographical or occupational in origin. Any unemployment should then
be evenly spread over the sub-markets, with its incidence being either purely
random or related to some worker characteristics (such as age, perhaps) which
are both fixed and independent of sub-labour market position. Only when
this condition is relaxed to allow for an uneven spatial distribution of workers
with more/less ‘desired’ characteristics, should there be spatial variations in
unemployment. This would represent a form of structural unemployment,
though one which explained the distribution of unemployment rather than
its overall level, since all workers could do all jobs. And, in conditions of full
employment it could be vanishingly small.

The other extreme case involves a set of independent sub-markets, dif-
ferentiated both occupationally and spatially, with barriers preventing any
significant movement of workers between them in response to differences
in labour market conditions. Unless wages in each are determined purely
competitively, there are likely to be varying forms and degrees of disequilibria,
involving markedly uneven rates of unemployment, directly reflecting the
degree of demand-deficiency obtaining in each sub-market. In principle there
might cease to be a market in each area for ‘unemployables’. Aggregating
shortfalls in demand across occupational sub-markets, with an adjustment for
their share of any overall deficiency or excess in demand, provides a measure
of occupational mismatch (structural unemployment in Thirlwall’s, 1969 sense),
while a similar aggregation across geographical sub-markets provides a meas-
ure of spatial mismatch.

Within this hard-edged market perspective, a key empirical question con-
cerns the level of occupational/spatial disaggregation which provides the
closest approximation to a real world in which there are few clear boundaries.
There are two aspects to this – the degree of internal integration of sub-
markets, and their closure to the external world. Integration and closure are
in tension, since aggregation tends to reduce integration, while raising the
level of closure. In relation to closure, the relevant evidence relates to indi-
viduals’ patterns of substitution, in terms of occupation and workplace. Sub-
stitution between workplaces from a given residence depends on the individual’s
commuting range. Evidence on commuting is currently used in the UK to
define official Travel To Work Areas (TTWAs), although this is done in terms
of aggregate indicators of self-containment, rather than in terms of the field
of search of individuals resident in particular small areas – or the recruitment
field of employers within such an area. The way these TTWAs are defined
prompts charges that they exaggerate the effective spatial scale of sub-markets,
particularly for those occupational/demographic groups with more constrained
possibilities of commuting (Turok, 1998).

There is a conceptual difficulty here, for the range of a market (of any
kind) cannot be defined simply in terms of the set of possible substitutes
considered by individual actors – unless those actors and/or opportunities are
clustered into a number of discrete, homogeneous locations in the ‘space’
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within which choices are made. Rather the effective range has to be seen in
the context of interactions between the choices of many individuals, giving
rise to chains of substitution stretching well beyond the field of choice
contemplated by any individual actor. These interactions are particularly evid-
ent and important in labour markets, where vacancy and displacement chains
initiated by creation of a new job or by a redundancy may stretch well
beyond the occupations and areas from which they started (White, 1970). In
looking for real-world approximations to discrete sub-markets, therefore, the
criterion must be the field over which repercussions (above some defined
level of significance) are experienced as a result of shocks to employment (or
labour supply) elsewhere in the sub-market. What this means in practice is
discussed further below, but we may note here that on this criterion TTWAs
could well turn out to be too small, rather than too large.

A second approach to defining sub-markets is to examine the pattern of
unemployment, given that this might be expected to vary only between sub-
markets. Similarities in unemployment rates provide an indication of the
degree of integration of a group of areas or occupations, rather than of their
degree of closure with respect to the external world. Here, there seems to be
an asymmetry between the occupational and spatial dimensions. Differences in
unemployment across occupational categories are clearly less strong between
broad groups (especially those at different levels in a skill hierarchy) than
within them, whereas spatial variations are greater within cities than between
city-regions. This reflects the fact that, at a local level, residential choices
are much less influenced by the geography of labour demand than by hous-
ing, social and environmental considerations. Thus, substantial variations in
unemployment rates at this scale can simply reflect residential segregation
between workers operating in distinct occupational sub-markets. But it is
also likely to reflect the competitiveness factor discussed above in the context
of a single integrated national labour market, since some of the less desired
groups of workers (e.g. the old or some ethnic minorities) may well occupy
distinctive locations within the housing market. Controlling for these two
factors, local variations in unemployment are likely to be less than those
evident at a higher level of aggregation, where sub-markets are more effect-
ively closed. The relevant indicator of integration among a set of places and/
or occupations is then given by the degree of variance in their unemploy-
ment rates after controlling for these factors.

The spatial approach to labour market analysis starts from a position some-
where between integrated and independent sub-markets (see Martin, 2000,
for a discussion of local labour markets and their theorisation). The implica-
tion is that, rather than seeking empirical approximations to the text-book’s
closed, homogeneous markets, an open market perspective should be adopted,
with an explicit focus on the ways in which adjustment processes between
sub-markets operate. In principle, these processes should include the potential
for shifts in the distribution of labour demand between sub-markets – via
substitution effects in product markets or in the production process, and/or
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relocation of work – as well as supply-side adjustments within the labour
market. In practice, however, the spatial approach has been essentially con-
fined to the last of these, though it could be integrated with macroeconomic
analyses of inter-regional shifts in labour demand.

One aspect of this spatial approach is a shift from the neo-liberal language of
barriers separating discrete sub-markets to one of relative proximities, reflecting
the costs of making adjustments, informational friction, and perceived gaps
between current qualifications and those required in another sub-market.
From this perspective, sub-markets occupy more or less arbitrarily defined
segments of a space, with both occupational and geographical dimensions to
it, and interact most strongly with those which are closest in this space.
Adjustments to disequilibria in particular sub-markets ripple across this space,
more or less rapidly, so that rates of unemployment are always liable to be
more similar among neighbouring sub-markets, except where some of them
enjoy other compensating advantages. In addition, the open market approach
requires attention to how it is that adjustments between sub-markets occur
and with what consequences.

In a geographical context, adjustment occurs both through labour migra-
tion (involving a semi-permanent shift in workplace area), and changes in
commuting patterns. Of these, the former is the less spatially constrained, but
is more obviously an act of investment, involving once-for-all acceptance of
significant costs (including those associated with either the loss or costly
maintenance of personal networks) in return for often uncertain gains (Sjaastad,
1962). Willingness and ability to take on these risks are likely to vary with the
current strength of the economy, as well as with the degree of job security
and support offered by employers (Gordon, 1985a, 1995). Hence, migration
(if not commuting) is likely to be more effective in boom times than in
recession. In any case, both the costs and risks are likely to be much greater
for long-distance moves. This, implies – together with the role played by
commuting change – a more rapid adjustment at an intra-regional scale, with
inter-regional shifts in labour often being achieved indirectly as the aggregate
outcome of numerous sets of shorter-distance moves.

Another important consideration is that these adjustments are conditional
on employment opportunities (actual and perceived), the uneven distribution
of which may do more to effect required shifts in labour supply than differ-
ences in the rewards and risks associated with particular sub-markets. The
importance of these quantity signals reflects both labour market heterogeneity
and limited variability in real earnings between areas (whether due to equilib-
rium or rigidity). Hence much migration reflects individuals’ need for specific
opportunities in order to advance, which are not presently available in their
home area, and are most likely to turn up in expanding areas. The likelihood
of new jobs in these areas stimulating inward migration and/or commuting is
high, since where they are filled by a local worker already in employment a
chain of vacancies follows, any one of which may go to an incomer. Such
vacancy chains also contribute importantly to the spatial ripple of adjustments
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out from an area’s immediate hinterland. In the case of job losses, however,
displacement chains can be expected to be much shorter, with less likelihood
of stimulating spatial adjustment through commuting or migration2 (Gordon,
1999). In this case, adjustment processes may be quite asymmetric in their
effects, with localised job losses leaving a legacy in terms of local unemploy-
ment which is not neutralised even by equivalent local job gains.

Translating this analysis to an occupational context entails some additional
issues, since occupational differentiation of the labour market involves a
vertical dimension (representing different levels of human capital) as well as
several horizontal ones (representing different kinds of human capital). In the
horizontal dimensions ‘distances’, representing costs of adjustment to different
human capital requirements, should be more or less symmetrical, as in the
geographical case. On the vertical dimension, this does not seem to be true,
however, since upward moves require additional capital, while downward
moves should not require any additional investment. In so far as downward
moves involve the effective scrapping of some existing capital (skill endow-
ments), at least in the eyes of prospective employers, there may well be once-
for-all opportunity costs in such moves3 but these do not alter the fact that it
is generally easier to move down than up.

Typically, of course, upward moves predominate, because experience in
most jobs yields additions to human capital and because upward moves yield
higher rewards. But, in the context of general demand deficiency and down-
wardly rigid wages, unemployed workers who cannot afford an extended
period of search will have to ‘price themselves back into work’ through a
downward move. With processes of job (rather than price) competition
operating (Thurow, 1972), these overqualified movers are likely to find
employment opportunities a rung or two below that which they previously
occupied, in turn ‘bumping down’ unemployed job searchers from those
labour markets. In this way, without any structural shifts in demand, the
effects of a general demand deficiency will get concentrated in the lowest
tiers of the labour market (Reder, 1964). Here, where job tenure is weakest,
some downward adjustment of wage rates is much more likely, but demand
is unlikely to be elastic enough for the whole burden of adjustment to be
successfully assumed in this segment of the labour market. With continuing
demand deficiency, unemployment is thus likely to be increasingly concen-
trated among those classed as unskilled, among population groups in the
weakest competitive position, and in those areas where they are concen-
trated. Since individuals’ potential skill levels tend to be judged on the basis
of their work history, a knock-on effect of unemployment via the bumping-
down process is to lower the occupational profile and competitive potential
of the affected labour force (Buck and Gordon, 1987).4 In this way a very
uneven distribution of unemployment can develop from a uniform shift in
demand, as a result of mobility (and certain sorts of labour market flexibility),
rather than of either immobility or initial deficiencies in human capital. And
this outcome is not inconsistent with a high degree of flexibility in the supply
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adjustments which can be achieved through mobility in the context of differ-
ential shifts in demand – rather than overall demand-deficiency.

This spatial perspective is applied in a more quantitative way within the
next section to the analysis of adjustment processes and their implications
for unemployment in particular sub-markets. At this stage, however, three
more qualitative conclusions may be drawn from it about expected relations
between adjustment processes and concentrated unemployment. The first of
these is that neither the causes nor the most effective sites for policy responses
to concentrated unemployment are necessarily to be found within the worst
affected geographical or occupational sub-markets. Secondly, the unevenness
of unemployment is more a reflection of degrees of competitive advantage
than of simple mismatch. And finally, a general tendency to immobility may
well be less significant as a cause of persistent unemployment than asymmetries
in the way in which processes of mobility operate (both occupationally and
spatially).

The strength of adjustment processes

Within this spatialised conception of labour markets, the actual effectiveness
of particular adjustment processes in shifting labour supply between sub-
markets is crucial to understanding how (and why) outcomes, such as unem-
ployment rates, vary across these sub-markets. This section of the paper sketches
a model of the relationship between area unemployment and these adjustment
processes, and then reviews evidence on the strength of these adjustment
processes from a series of studies undertaken within this framework.

An explicit model of the equilibrium relationship between unemployment
in a set of sub-markets and mobility between these was first suggested by
Brown (1973) and put in a spatial context by Burridge and Gordon (1981).
Formally this involves the combination of an accounting identity relating
changes in unemployment within a sub-market to changes in various com-
ponents of labour supply and demand (of which two, employment change
and natural change in labour supply, are treated as exogenous); and a set
of behavioural equations for the other elements, including net movement
(spatial and/or occupational) into or out of the sub-market.

In each case, movement between sub-markets is represented as a response
to differences in conditions, including differences in the risk of unemploy-
ment, as well as to the changing distribution of labour market opportunities.
The actual strength of the response to these differences is seen, however, as
varying with the distances separating the sub-markets involved. The outcome
is the prediction of an equilibrium spatial pattern of unemployment rates,
with that emerging in each sub-market being dependent on three factors: the
average among nearby sub-markets (in occupational and geographical space);
differences between the sub-market and this ‘hinterland’ in terms of the
balance of employment less natural supply change; and any other factors
inducing shifts in supply between sub-market areas. The degree of variability
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across sub-markets is also conditioned by situational factors favouring or
constraining spatial and occupational mobility (with a smaller variance in
outcomes predicted when/where there are few constraints on mobility).

For situations involving a purely geographic disaggregation of the labour
market (that is, where the role of inter-occupational mobility is ignored) the
basic structure of the model is indicated in Figure 3.1. Each local labour
market area is situated within two spatial hinterlands, a narrower one with
which it exchanges commuters, and a broader one with which it exchanges
labour migrants. Labour migrants are defined here as (actual or potential)
members of the labour force who are relocating both their residence and
their (actual or expected) place of work. These (longer distance) migrants are
distinguished from others, moving within the commuting hinterland, who
change only their place of residence (housing migrants) or their workplace
(commuters). The purely residential movers do affect the recorded pattern of
commuting, but have been omitted from the diagram (in the interests of
simplicity) since they have no net effect on the supply–demand balance in the
areas involved.

A further simplification in Figure 3.1 is the treatment of the ‘hinterlands’ as
though these were clearly and sharply defined, whereas each is really con-
ceived as a continuous spatial field within which probabilities of interaction
fall off steadily with distance, each area having its own unique, but overlap-
ping, pair of commuting/migration hinterlands. Conditions in the hinterland
of each area provide the benchmark against which local conditions are evalu-
ated in determining the balance of movement into or out of the area. But
because all hinterlands overlap, and each area is part of the hinterland of
various other places, there are ‘ripple effects’ and actual outcomes are the
result of a simultaneous system of relationships in which conditions in all
areas affect those in all others – to a degree dependent on the general strength
of adjustment processes, as well as the degree to which each is affected by
proximity.

One crucial distinction in this model is between those area specific influ-
ences on individuals’ chances of being unemployed, and the person-specific
(reflecting the influence of various personal characteristics on their competi-
tive position in the labour market). In principle these area and person-specific
factors might interact with the relevance of specific personal attributes vary-
ing according to context – as implied by models of occupational ‘mismatch’.
But empirical analyses of individuals’ employment status (e.g. Buck and Gordon,
1987; Fieldhouse, 1996) suggest that the areal and personal dimensions are
effectively independent. The significance of this distinction is that only area-
specific5 influences provide a motive for mobility, and hence only these get
equilibriated by induced mobility. At the local level barriers to mobility are
low, and housing markets promote the social differentiation of areas so that
differences in unemployment mostly reflect the mix of population characteristics
more or less positively valued in the labour market (Cheshire, 1979). Variations
in the areal balance of supply and demand would be much more important in
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accounting for unemployment between regions, especially when mobility is
constrained although, if there are any factors causing significant differences in
labour supply characteristics, these too can play a significant role.

The local balance of supply and demand pressure in this model does not
depend just on the relationship between employment growth and ‘natural
change’ in labour supply (i.e. the balance of labour force entry/exits expected
from the age structure of the local population), but is also affected by other
economic, social or environmental factors influencing the balance of labour
migration. Potentially compensating advantages of specific areas traded-off
against area-specific variations in the risk of unemployment will positively
influence the expected (equilibrium) rate of unemployment in those areas.

A final general point to be made about the model in Figure 3.1 is that its
‘equilibrium’ character depends on the response of at least one of the adjust-
ment processes (migration in this instance) to spatial differences in unemploy-
ment rates. In the simple case, where migrants respond instantly to the
prevailing pattern of inter-area differences, the model indicates a straightfor-
ward relationship between those differences and the current growth rates of
employment and the local (natural) component of labour supply – as well as
the population-mix and compensating advantage factors. If there is some lag
in this response (i.e. migrants responding to perceived conditions which are a
year or two out of date), the relationship between relative unemployment
and growth rates would still hold, although it is then some moving average of
past growth rates which determines the current unemployment rate. If, how-
ever, migrants cease to respond at all to unemployment rates (or some related
condition such as relative wages), but only move in response to ‘quantity
signals’ from the changing distribution of new employment opportunities,
then there would be no equilibrium pattern of unemployment differentials.
In this situation, past patterns of differential job gain and loss would exert a
permanent and cumulative influence over relative levels of unemployment,
with recent growth rates determining changes in unemployment, rather than
the level. Where there is a continuing pattern of growth rate differentials
across a set of regions (as in the British case), the outcome with the equilibrium
model is a more or less fixed pattern of differentials between them – perhaps
with cyclical variations if mobility is curtailed in times of recession. In the
case where migration is insensitive to relative unemployment, however, the
expectation is of a continuous widening in differential unemployment rates.
It is important therefore to understand the specific form of spatial adjustment
processes affecting labour supply – and how these may change over time –
as well as their strength.

Empirical evidence on adjustment processes in the UK

The strength of adjustment processes in terms of movement across a net-
work of sub-markets can be assessed in three ways: directly, indirectly and
negatively. Direct evidence refers to the scale of movement induced by local
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imbalances in demand and supply. Indirect evidence refers to the degree of
the diffusion of consequent shifts in unemployment across other sub-markets.
Negative evidence refers to the absence of variations in unemployment across
sub-markets with disparate trends in supply and demand. In this section we
bring together evidence of each of these kinds by drawing on a series of
studies involving different scales of analysis using both time series and cross-
sectional data. Each is linked to the framework of the spatial unemployment
model outlined above.

Labour migration

In the case of labour migration, strong effects have been found both from
unemployment and particularly from employment change, with the former
appearing to be more important among lower occupational groups, depend-
ent on external labour markets and more speculative forms of migration
(Gordon, 1995), and the latter appearing to be more significant for those in
middle range and (especially) higher occupations (Gordon, 1981). The strength
of response to given incentives appears to be significantly greater in more
accessible areas, and in periods of near full employment when confidence,
liquidity and informational factors are more supportive of moves. The
macroeconomic influences appear to be particularly strong for groups in the
lower ranges of the labour market. They particularly condition responses to
unemployment differentials, which exerted a substantially less effective influ-
ence on inter-regional migration after about 1975 (Gordon and Molho,
1998). At no time has the direction of labour migration simply been deter-
mined by employment factors. There is substantial evidence that environ-
mental preferences also play an important role (Gordon, 1982: Gordon and
Molho, 1998). At the same time, this result is not inconsistent with there
having generally been strong responses to differential shifts in labour market
conditions.

Because the scale of net migration is affected by inter-area differences in
accessibility, and inter-temporal variations in the effects of general economic
conditions on mobility (related particularly to the level of national unemploy-
ment) the responsiveness of migration to employment and unemployment
differentials is likely to vary between different areas and time periods.6 Even
for an inaccessible region such as Scotland, the potential significance of
migrational adjustments can be seen from a time series analysis spanning
the period 1952–81 which indicated that, with the average UK unemploy-
ment rate prevailing then, each 1,000 additional male jobs in Scotland would
have reduced net migration from Scotland by about 580 (in the relevant
year), while a fall of 1,000 in male unemployment would have reduced it by
150 per year, for so long as unemployment continued at this level (Gordon,
1985a). With the levels of unemployment prevailing since the 1980s, however,
analysis suggested that migration might have become only about a third as
responsive, though Gordon and Molho (1998) argue from a cross-regional study
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of change that this effect has been concentrated on the response to unemploy-
ment (cf. employment change), which might have become only 15 per cent
as strong as in the earlier period. This would have important implications for
the speed with which unemployment differentials approached an equilibrium
distribution.

Commuting changes

The strength of induced changes in commuting would vary much more
between areas, according to how tightly they were defined, and how close
they were to (other) substantial centres of employment. These factors are
reflected in snapshot observations of the ratio of moves in and out of an area
to its stock of workers and jobs. Given that both in and out flows can be
affected by shifts in the balance of employment advantage between an area
and its commuting hinterland, an indicator of expected responsiveness can be
computed by combining the ratios of in-commuters to jobs, and of out-
commuters to employed residents. For an average TTWA with values for
these ratios of 18 per cent and 22 per cent (in 1991) the expectation is that 36
per cent of the effects of differential employment changes would be absorbed
through net commuting changes.7 If many of the jobs accrued to previously
employed people, creating a vacancy chain, the effect could be significantly
greater, actually averaging about 42 per cent in an analysis of British TTWA
changes between the 1981 and 1991 Censuses. Large variations were evident
around this average, however, between highly rewarded job types and those
for lower occupations, or part-timers (Gordon, 1999).

In studies in the South East of England, where constraints on migrational
adjustments in many areas are tight, such strong commuting responses are
consistent with Cameron and Muellbauer’s (1998) contention that commuting
can effectively serve as a substitute for migration. Thus, a time series analysis
of net commuting balances for Greater London over the 1976–94 period
indicates that differential changes in male employment (compared with its
hinterland) within non-manufacturing sectors were very largely (about 90 per
cent) absorbed by shifts in the commuting balance, while for females about
half the effect was absorbed in this way. Similarly, a cross-sectional analysis of
shifts in commuting balances between the 1981 and 1991 Censuses for South
East counties and sub-divisions of London suggests that these operated as
though they were perfectly open sub-markets, with shifts in net commuting
picking up any differences in employment growth rates between areas and
their commuting hinterlands (Gordon, 1999).

Turok and Edge’s (1999) labour market accounts for British cities, based
on 1981 and 1991 Census data, have been cited by Webster (2000b) as
counter-evidence, showing that net change in commuting played ‘little role’
in adjustment to heavy job losses for males over this period, on the basis that
overall the shift toward (net) inward commuting represented only 1.2 per cent
of the jobs lost. However, this comparison ignores the fact that, in the
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absence of job losses, population decentralisation (undertaken mostly for housing
or environmental reasons, without linked shifts in workplace) would have
added to net inward commuting for all cities. It also ignores the very clear
difference in Turok and Edge’s accounts between the commuting changes
experienced in cities with heavy job losses, as compared with those where
employment levels were more stable. A simple regression of net commuting
change rates on rates of net job loss across the 28 areas suggests that (for
males) adjustments in commuting absorbed about 39 per cent of the effects of
differential job loss. Controlling for differences in rates of net out-migration
(which are positively and significantly associated with commuting gains) raises
the estimated proportion to 63 per cent. Adding broad regional controls, to
crudely separate intra-regional from inter-regional adjustment issues, raises the
proportion further to 68 per cent. Allowing for non-linearities the proportion
of differential changes absorbed by commuting appears to vary between
around 85 per cent for the cities with least decline and 50 per cent for those
with most. In other words the Turok and Edge results actually corroborate
the importance of commuting as a means of adjustment to job loss at an
urban scale, even for cities with the heaviest rates of job loss.

Occupational mobility

Patterns of inter-occupational mobility are both less well documented and less
studied, but an analysis of changes in recorded occupations over a 12 month
period, using data from the 1979 Labour Force Survey suggests that much
of the pattern can be explained by factors similar to those driving spatial
mobility. In addition to a clear ‘distance’ effect,8 the statistically significant
influences on (gross) flow rates were rates of employment change in both the
old and new occupations and unemployment rates in the old occupation
(Gordon and Molho, 1984). This analysis could not, however, test for differ-
ences in the ease of moving down, rather than up, occupational hierarchies.

Evidence from analyses of unemployment

Analyses of unemployment rates provide indirect evidence about the strength of
these adjustment processes, both in terms of the transmission of shocks or
other changes from one sub-market into others, and in terms of evident
leakages of change out of a particular area. An advantage of this source of
evidence is that the basic data on unemployment tend to be more consistent
and readily available than direct estimates of any of the types of mobility.

Versions of the equilibrium unemployment rate model fitted both to cross-
sectional and time series data bear out the basic assumptions about inter-area
spillovers through both commuting and migration, as well as the role of
compensating advantages and controls for labour force characteristics (Burridge
and Gordon, 1981; Gordon and Lamont, 1982; Gordon, 1985a, etc.; Gordon
and Molho, 1985). Molho (1995) provides clear evidence of the importance
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of the patterns of spatial auto-correlation implied by the model. Variations in
the strength of migrational responses over the cycle have been shown to be
the essential cause of regional variations in the cyclical sensitivity of unem-
ployment (Gordon, 1985b). An application to US states, using regions to
approximate migrational hinterlands, confirms that differentials in rates of job
creation are much more strongly equilibrated than differences in rates of job
loss, with only a short-term impact on state unemployment rates, whereas
job losses have a continuing significant effect on these (Gordon, 1995).
Similarly, a time series analysis for Greater London (covering the 1956–86
period) showed that employment change in the expanding service sector had
a negligible impact on unemployment within the city whereas the impact of
manufacturing redundancies on male unemployment was very largely con-
centrated within London itself (Gordon, 1988). A more recent analysis for
London (covering 1972–94) again showed no impact of non-manufacturing
employment change, but a rather weak effect also from London manufacturing
change once developments elsewhere in the region were controlled for. Even
at the level of the South East as a whole a change of 1,000 in manufacturing
employment was associated with one of just 530 in unemployment, while an
equivalent change in other sectors affected regional unemployment by only
160 (Gordon, 1996b).

Attempts to apply the same framework of analysis to account for occupa-
tional (rather than geographic) variations in unemployment, using data from
the 1979 Labour Force Survey produced more mixed results. The basic
format and logic of the model was corroborated, but there was a very sub-
stantial underprediction of unemployment in the lowest status occupations,
implying that it was not demand changes in these occupations or their imme-
diate hinterlands which was responsible for their high unemployment rates.
A simpler occupational disaggregation of the spatial analyses for the London
region, with just four broad skill groups, also demonstrated the significance of
interactions between sub-markets, and provided indirect evidence of ‘bump-
ing down’. The strongest influence on local unemployment in each of the
skill groups proved to be unemployment in the other skill group identified as
its nearest neighbour. The actual coefficients on the paired unemployment
rate were around 0.5 in three of the four cases – midway between the
extremes of perfect mobility and immobility – but 0.8 for the skilled manual
group in the equation for semi/unskilled manual workers (Gordon, 1981).

Much of the evidence so far cited relates to the 1970s and 1980s, and may
not reflect the effects of reduced long-distance mobility (particularly among
manual workers) and weaker migrational response to unemployment differ-
entials apparent in the years of generally higher unemployment since the early
1980s. To fill this gap, a series of cross-sectional analyses have been under-
taken of TTWA unemployment rates from the 1991 Census as a parallel to
Burridge and Gordon’s (1981) analyses of 1971 Census data. In this case,
however, three alternative measures of non-employment have been invest-
igated, each expressed relative to the numbers economically active. The
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narrowest of these simply involves those who record themselves as unem-
ployed and seeking work. The second adds three other categories to this
group – the long-term sick and the prematurely retired (both classified as
economically active) and those engaged in temporary government employment/
training schemes (often defined as employed) – to approximate Beatty et al.’s
(1997) definition of the ‘real unemployment rate’. A third, still more
inclusive measure, adds a number reflecting shortfalls in married women’s
activity rate, relative to those in areas of fullest employment. The mean rates
of non-employment on these three measures were 8 per cent, 16 per cent
and 20 per cent, while the standard deviations across travel to work areas
were 2 per cent, 5 per cent and 6 per cent, respectively.

Results from four models are reported in Table 3.1. The first simply
includes, as explanatory variables, labour supply characteristics and measures
of local employment change over the previous 10 years, relative to the
national average. The second introduces the effects of spatial context, in the
form of the hinterland unemployment rate, and employment changes ex-
pressed as differences from hinterland averages. The third adds lag effects
from recorded non-employment measures 10 years previously, together with
a dummy variable for areas with particularly high unemployment rates during
the last great recession. The last model adds two further refinements: a spline
is used to test for differences in employment change effects between the
minority of areas where net manual job loss over the decade exceeded 1 per
cent per annum, and other areas; and the strength of these effects is allowed
to vary between areas in relation to their openness to commuting flows (as
recorded in the 1991 Census).

There are continuities between the results of these analyses and the results
reported from earlier work within this framework, and further support for
some of the basic premises of the model. In particular, there is evidence both
of a high degree of leakage of the effects of employment changes out of the
travel to work areas in which they occur, and of contagion from the levels of
unemployment prevailing in their hinterlands.9 But the relevant hinterland
(identified in terms of the best fitting distance decay function) now appears
a good deal smaller than in the 1971 analyses,10 with an effective range of
50–75 miles,11 implying that most of the adjustment to unemployment
differences now occurs intra-regionally, rather than inter-regionally.

Estimates of the impact of differential employment change during the
previous decade on non-employment rates vary greatly, according to the type
of change, its severity and the measure of unemployment. In terms of the
type of change there appeared no effect from part-time jobs, and two or
three times as much from full-time jobs in manual sectors as from those in
non-manual sectors. With respect to the severity of change, manual job losses
had twice as much effect in areas of chronic decline as elsewhere, which is
consistent with hypotheses about the asymmetry of job loss and job gain
effects. And thirdly, the measure of non-employment also affects the results,
with the most inclusive measure generating two or three times the effect of
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those actually seeking work. Even so, the strongest estimated effect involves
less than a third of employment changes being translated into lower or higher
rates of non-employment, while for non-manual sectors the proportion is
never more than one-eighth.

For each of the dependent variables there is again clear evidence of the
influence of supply-side characteristics, as well as demand, on the geography
of unemployment, a result that holds at this aggregated spatial level of ana-
lysis, as well as at the neighbourhood level where these factors are known
to dominate. One novel feature of these results (reflecting a newly available
variable in the 1991 Census) is the prominence among these characteristics of
a health measure (the prevalence of limiting long-term illness within the
economically active population). But virtually all of these characteristics-
related effects are substantially weakened when lagged unemployment terms
are introduced, reflecting the tendency for these characteristics to be much
less favourable in areas with a history of high unemployment (including those
which suffered particularly in the 1930s). Indeed the evidence of persistence
is a strong (and new) feature of these results. Perhaps not surprisingly this is
strongest in the case of inactivity through ‘permanent sickness’ (with 96.5 per
cent continuity over the decade) although this type of unemployment like
others appears to be in large part a product of job loss. Even in relation to the
numbers recorded as seeking work in 1981 there appears to be about 75 per
cent continuity, though 10 years later much of this is reflected in the num-
bers of permanent sick or premature retirees. Reasons for this high degree of
persistence, which is not really consistent with the equilibrium unemployment
model, will be discussed in the next section. But, one possible explanation lies
in the much reduced responsiveness of labour migration to unemployment
differentials during the years of high unemployment during the 1980s (and
after), when manual worker mobility was substantially curtailed. Whatever
the precise cause, the broad pattern indicated by these results is of strong
supply adjustment in the short–medium term, leaving behind a residual effect
on local unemployment rates which become semi-permanent.

Persistent differentials

Despite the evidence cited above that occupational and spatial mobility re-
spond strongly to local disequilibria, the incidence of unemployment remains
conspicuously uneven. At parliamentary constituency level, in June 2000,
when the national unemployment rate was below 4 per cent, the top 25 had
claimant count rates of 9–14 per cent, while the bottom 25 had 0.6–0.9 per
cent. At finer spatial levels, still sharper variations were revealed by the 1991
Census. Within Greater London, for instance, where the average unemploy-
ment rate was 11.5 per cent, wards in the top decile all had rates over 20 per
cent, while those in the lowest were all under 6 per cent. In occupational
terms, the national rate for unskilled male manual workers then was 24 per
cent, and that for personal service workers 16 per cent, compared with 11 per
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cent for all males. At individual levels too, this unevenness can be seen,
notably in the incidence of long-term and repeat unemployment over ex-
tended periods of time during which a large proportion of people have
remained continuously employed (Hasluck et al., 1996). Spatial persistence is
suggested by the recurrence of areas among lists of unemployment blackspots
over several decades (OECD, 1989; Martin, 1997, 1998), even (as suggested
in the previous section) between the Great Depression and the most recent
British recession.

In order to understand the reasons for this tendency toward persistent
concentration, we need to make a number of basic distinctions. In relation to
concentration, the most fundamental of these is that introduced in the second
section between characteristics of individuals and of sub-markets. Person-
related factors include age, ethnicity, qualifications, marital status, health, hous-
ing tenure and previous work histories (see e.g. Buck and Gordon, 1987).
These are reflected differentially in unemployment rates for sub-markets because
of variations in the population-mix within each. Factors specific to the sub-
market (i.e. area or occupation) include the pressure of demand for labour, rates
of involuntary job loss, the stability of employment relations, the efficiency of
information networks, and perhaps differences in attitudes to work.

Individual and sub-market effects may not be causally independent of each
other, since the personal characteristics of a particular labour force are very
likely to have been influenced by any past exposure to unemployment,
which would be more common in particularly unstable or declining sub-
markets. However, in terms of current influences, the evidence is very strong
from previous research that intra-urban concentrations of unemployment are
preponderantly (or exclusively) the outcome of person-related factors and
differences in population mix (see e.g. Gordon, 1989; Buck and Gordon,
2000; Fieldhouse, 1996, 1999).12 The TTWA analysis in the previous section
indicated that both sets of factors contribute significantly to broader sub-
regional concentrations. Even at a regional scale, a similar conclusion emerged
from Thirlwall’s analysis of unemployment-vacancy relations, which showed
that merely equalising demand pressure (as indicated by vacancy rates) would
serve only to halve unemployment disparities across British regions (Thirlwall,
1975; Gordon, 1987).

In relation to persistence, the main distinction is between continuous
experience of higher unemployment rates resulting from continuity in the
pattern of background factors affecting the incidence of unemployment, and
from the influence of past patterns of unemployment, operating independ-
ently of simple inertia in these factors. The former include recurring patterns
of job loss in the same set of (old industrial or peripheral) regions or the
residential concentration of disadvantaged groups in particular (inner city)
neighbourhoods. The latter involve some kind of hysteresis effect, with past
experience of unemployment actively promoting its concentration in an area.

The evidence, presented in the previous section, that at TTWA level past
unemployment (and other non-employment) rates have a strong effect on
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current rates, even when current population mix and demand effects have
been controlled for, is indicative of the importance of hysteresis effects as well
as inertia in the background factors. At a lower spatial scale, within the
London metropolitan region, Buck and Gordon (2000) find even stronger
evidence of such effects leading to greatly increased concentration in a small
minority of the worst areas over the 1981–91 period, after controlling for
demand and mix factors.13

Such ‘spatial hysteresis’ effects (as they have been termed by Soldera [1999])
may be explicable in a number of different ways. They may reflect the
absence of effective equilibriating processes (i.e. of a link between differential
unemployment rates and labour mobility: see also Baddeley et al., 1998).
They may be a consequence of increased vulnerability to unemployment
among those individuals with previous experience of job loss, and their geo-
graphical concentration in particular housing areas (Buck and Gordon, 2000).
They could be the outcome of spatial externalities in the housing market, with
those who can do so avoiding areas with a significant proportion of unem-
ployed residents (Coleman, 1997). Finally, they could also be the outcome of
spatial externalities in the labour market, with residents of areas with fewer
employed residents losing out in competition for jobs, because of factors such
as address discrimination, demotivation from job search or poorer access to
job information (Soldera, 1999).

One significant distinction between these explanations is in terms of whether
they imply simply a different (increasingly concentrated) distribution of unem-
ployment, or whether they would also contribute to increasing overall levels
of unemployment. The former seems to apply to the first and third of the
types of explanations listed above, neither of which necessarily alters the degree
of concentration of unemployment risks at an individual level. In the case of
the second and fourth, however, increased concentration at this level is quite
strongly implied, since individuals’ chances of gaining or holding on to a job
(still more a job offering some security) are directly affected either by their
own past experiences of unemployment, or those of their neighbours.

In the first case (model 2 above) a version of the ‘bumping down’ process
discussed in the second section is likely to operate,14 with an extension among
the unemployed themselves as an increasing number of individuals move
from short-term to long-term unemployment and on to one of the forms of
concealed unemployment. This process of marginalisation implies a lowering
of the efficiency of the labour market as a matching mechanism, thus pushing
up the underlying ‘equilibrium’ or ‘Non-Accelerating Inflation Rate of
Unemployment’ (NAIRU). Though less obvious, that is also likely to be the
implication of any strong spatial externalities in the labour market (model 4
above).

All four of the models involve processes whose real force depends on a
context of slack demand for labour. In the case of the first and third this arises
because labour markets simply operate less efficiently when demand is weak.
In relation to spatial mobility, a greater degree of risk aversion and poorer
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diffusion of information about job opportunities particularly discourages
those potential labour migrants with least access to secure types of employ-
ment who would otherwise respond to spatial differences in unemployment
rates. And, in relation to status mobility, bumping-down is a consequence
of demand-deficiency (rather than simply of recession), as is the drift of a
proportion of the unemployed from short-term to longer-term (or recurrent)
unemployment and then to effective exit from the labour market. In the case
of the third and fourth models, involving spatial externalities, the general
pressure of demand for labour matters because it is only when (at least)
substantial minorities of the population in less advantaged areas are actually
out of work that these externalities really come into play (as Coleman [1997]
effectively shows with his housing market simulations).

For the two models with aggregate labour market implications – involving
individual bumping down/marginalisation, and spatial labour market external-
ities – this dependence on slack labour markets provides a connection with the
hysteresis observed in overall unemployment rates, and the widely observed
tendency for this to operate primarily in an upward direction. It also links
with Ball’s (1997) cross-national finding that upward shifts in the NAIRU are
primarily associated with extended periods of disinflation through tight
monetary policies. Spatial evidence in support of such processes (and one or
both of models 2 and 4) can be found in the changing relation over the past
25 years or so between unemployment rates for Greater London and the
surrounding areas of the South East region, two areas which are strongly
linked by commuting flows (Figure 3.2). During this time, a substantial gap
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Figure 3.2 Claimant count unemployment in Greater London (GL) relative to rest of
South East (ROSE) 1974–99.
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has opened up between the two areas, with a temporal pattern which cannot
be linked statistically with the evolution of employment or population trends
in either region (Gordon, 1996a) But there is a clear pattern of association
between levels of unemployment in the regional hinterland and the evolution
of this gap, which first emerges and then progressively widens during periods
of slack labour demand in the rest of the South East (ROSE), only starting to
contract when unemployment there is around the full employment level.

As a first approximation, we may regard the hinterland unemployment rate
as an indicator of the current rate of non-structural unemployment prevailing
across this integrated set of labour markets. The differential would then
indicate the scale of structural unemployment, which cross-sectional studies
have shown to be strongly concentrated among groups within the (inner)
London population. On this basis the development of the unemployment
rate gap over the past 25 years provides an indicator of how the overall level
of structural unemployment in the region has been affected by periods of
demand-deficiency, through cumulative processes of marginalisation, which
only start to be reversed in periods of near full-employment. In fact, whereas
the critical level of ROSE unemployment, determining whether the gap
grows or shrinks, starts off in the early 1980s close to the Beveridge 3 per
cent estimate of effective ‘full employment’, by the mid-1990s it was nearer
to 4 per cent, which is probably indicative of the accumulation of some
structural unemployment within ROSE as well as in London. In this case at
least, increasing local concentrations of unemployment (of the kind evident
in inner east London during the 1980s) appear to be not simply a matter of
local residential shifts within the city, but to have aggregate implications. And
they do appear to be strongly linked to extended periods of deficient demand
– and to require comparably extended periods of sustained full employment
in the region concerned before the excess unemployed can be expected to be
reabsorbed into employment. A general implication is that persistent high
unemployment, induced initially by shortfalls of demand, gets translated into
forms of structural unemployment which are not simply reversed by short-
term or localised growth.

The geography of unemployment concentration only partly reflects that of
job loss and growth, since there are intervening processes of spatial diffusion,
social concentration which leads to subsequent spatial reconcentration, and
finally the reproduction of labour market disadvantage in high unemploy-
ment areas. In relation to the last of these processes, there are a number of
positive feedback loops (or vicious circles), linking local unemployment to
local social outcomes further reducing residents’ employment prospects in the
short and/or long term, five of which are highlighted in Figure 3.3. They
involve documented links with access to job information, shorter-term jobs,
health deterioration, family fragmentation and educational outcomes. Among
the less obvious, indirect links, that involving shorter-term jobs, is based on
analyses by Elias and Blanchflower (1987), showing that occupational advance-
ment of young workers in areas of high unemployment is held back by
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Figure 3.3 Causal links in the reproduction of concentrated unemployment.

interrupted work histories; and Buck and Gordon (1987), showing that those
in such areas are less likely to secure jobs in stable segments of the labour
market.

As for family fragmentation, a number of UK studies corroborate Wilson’s
(1987) argument about the effects of high male unemployment on rates of
lone parenthood in an area (Gordon, 1996a; Bradshaw et al., 1996; and
Webster, 2000a), while lone parenthood appears as the main factor associated
with spatial concentrations of educational under-achievement (Gordon, 1996a).
Two-way causal links between unemployment and limiting long-term illness
and single job-seekers clearly emerge from cross-sectional analyses (including
the TTWA analyses partially reported in the third section). As a system, these
links provide a very powerful set of, largely social, forces tending to reproduce
concentrations of unemployment within areas where they may originally
have emerged for quite other reasons – presenting more complex challenges
for policies to reverse the process.

Conclusions

It is a central argument of this paper that shortfalls in demand at national and
regional levels play a fundamental role in the development of concentrated
(and persistent) unemployment among particular groups and in particular
areas, not only because of the direct effects in terms of job availability, but
also because of the effects of deficient demand on the way that labour
markets operate. However, it challenges the notion that these concentrations
arise as a direct result of localised failures of demand, and still more strongly
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the idea – advanced most explicitly by Webster (2000b), but implicit in much
urban policy debate – that targeted injections of jobs into the particular local
areas (and occupational labour markets) involved is an appropriate policy
response.

This argument is not based on the view that such concentrations are
unimportant – indeed they are seen as having significant negative effects on
national economic performance and serious implications for social exclusion
– or that simply achieving full employment nationally will resolve them.
Rather the view is that these local concentrations persist because they have
become structural in character, and can only be removed by some combina-
tion of supply-side (and equal opportunity) measures targeted at all the links
in local processes which reproduce them (see also, Social Exclusion Unit,
1998); and sustained full-employment,15 in the regions concerned. Supporting
measures should include efforts to promote upward mobility among those
already in employment, in order to relieve congestion in the occupational
sub-markets to which the unemployed can realistically gain access.

Targeting job creation at the areas of unemployment concentration alone
has few advantages over a more regional approach, since rates of leakage of
benefits out of local areas are extremely high (with stronger migration and
commuting adjustment than for job losses). In the context of high national
unemployment, inter-regional adjustment processes involving long distance
migration have recently been less effective than in the past, particularly for
manual workers, but intra-regional mobility has remained strong, particularly
through commuting despite suggestions to the contrary based on a misinter-
pretation of Turok and Edge’s (1999) evidence. The disadvantages of emphas-
ising locally targeted job creation are threefold. Firstly, that associated costs
will often be significantly higher, secondly, that the localised focus encour-
ages a gross under-estimate of the scale of job creation required to lower
unemployment substantially, given the high level of leakage. And thirdly, that
it distracts attention from the forms of intervention required to make dis-
advantaged local residents effective competitors for jobs accruing inside or
outside the area.

More generally, the paper has shown the importance of grounding analyses
in a spatial perspective on labour market behaviour, which recognises the
strong interconnectedness of sub-markets through both geographical and
occupational mobility, and the empirical significance of the specific ways in
which adjustment processes operate. In particular, it has emphasised asymmetries
in the operation of adjustment processes, between situations of job growth
and job loss, periods of boom and recession, and between upward and down-
ward mobility. These asymmetries play a major role in explaining the emer-
gence of localised concentrations of unemployment during periods of protracted
disinflation, and the persistent nature of such concentrations.

Emphasising the strength of adjustment processes, and the need for supply-
side measures to address structural dimensions of unemployment, by reducing
the competitive disadvantages of many of those exposed to unemployment, has
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the flavour of ‘blaming the victims’. Thus it is important to emphasise that
such competitive disadvantage is not conceived as generally being ‘natural’,
or even as always reflecting sound judgements about the relative employ-
ability and productivity of workers. In many cases competitive disadvantage is
likely to be a consequence of previous experience of unemployment, by the
individual, their family, or the areas in which they have lived, and com-
pounded by prejudices of various kinds. Given sustained periods of strong
labour demand at a regional/national scale, most of these disadvantages are
potentially resolvable without further action. But in present circumstances,
and those which are foreseeable in many regions, they are real disadvantages.
They are causes of a higher risk of unemployment so long as they persist, and
probably constitute obstacles to running the national economy at a level of
demand consistent with full employment. It is only realistic therefore to place
a high priority on addressing the factors which contribute to and reproduce
labour market disadvantage.
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Notes

1 The term ‘occupation’ is used here as a shorthand for all forms of differentiation
or segmentation of labour demand affecting the worker characteristics (i.e. aspects of
human capital, other than geographical location) which are required and rewarded.

2 Though experience of unemployment raises individuals’ propensity to move,
ceteris paribus, their other characteristics often tend to inhibit movement.

3 Distinguishable from the immediate change in rates of real earnings.
4 Evidence of such knock-on effects may be found in, for example, Cousins and

Curran’s (1982) finding that the vast majority of men working in unskilled manual
jobs had previous experience of more skilled kinds of work, not necessarily
involving obsolete skills, and Norris’s (1978) finding unemployment made people
more liable to take up, and get locked into, less stable kinds of employment.

5 Or, when occupational sub-markets are considered, those specific to a particular
occupation.

6 As estimated in Gordon (1985a) this mobility function is inversely proportional to
unemployment over levels of unemployment up to about 6 per cent after which
it flattens out.

7 The effect is calculated as 22 per cent plus 18 per cent of (100–22).
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8 Based on several dimensions of occupational differentiation.
9 Although coefficients on the hinterland unemployment rate variable only approach

the expected value of 1.0 in the equations using the more inclusive definitions of
‘non-employment’.

10 With the 1971 data this best fit was obtained with a coefficient of –0.005 in the
exponential distance function (close to that observed for long-distance labour
migrants) while for 1991 the comparable coefficient is –0.06.

11 See the calculations in Molho (1995), where similar results are reported.
12 In addition to the published works cited, an analysis of 1991 Census data for

postcode sectors in Strathclyde region, showing that local variations of unemploy-
ment rates were preponderantly linked with the residential distribution of single
males and public sector tenants, indicated that these composition factors were
responsible for over 80 per cent of the gap in excess of unemployment in Glasgow
as compared with its hinterland.

13 In this case it was the square of the lagged unemployment rate which emerged as
significant. The increased concentration in a small minority of areas is consistent
with the pattern reported for two northern cities in Social Exclusion Unit (1998).

14 One piece of evidence in support of this hypothesis is the fact that in both micro-
level and spatial analyses it is only the very lowest rungs of the skill and qualifica-
tions ladder which are found to make a significant difference to the risks of
unemployment.

15 More precisely a level of unemployment consistent with zero demand-
deficiency, which would initially be higher in regions with accumulated structural
unemployment.
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4 Income inequality and
residential segregation: labour
market sorting and the
demand for positional goods

Paul Cheshire, Vassilis Monastiriotis and
Stephen Sheppard

Introduction

The poor may always have been with us but the evolution of cities has allowed
them to be – from the standpoint of the rich – a good distance away. How is
it that cities have evolved this pattern of residential segregation within them so
that the poor and rich are separated from each other? Is this a natural feature of
cities or one created, or at least made worse, by policy? How far do the poor,
segregated to their ghettos, become the ‘truly disadvantaged’ (Wilson, 1987),
excluded from the chance of improving their position by where they live?

There is a widespread view that social exclusion and segregation became
more aggravated in the 1980s and 1990s in almost all OECD countries
(OECD, 1993, 1996, 1998). According to OECD (1998) around 10 per cent
of people in its member countries live in deprived urban areas, in which
living conditions are tending to deteriorate further. The implication is that
the process is of a divergent and self-reinforcing nature. This idea of social
exclusion has become highly influential leading not only to the creation of
research centres and even offices of social exclusion but to renewed interest
in the role of residential location in spatial mismatch, degrees of inclusion in
the labour market and life chances on the basis of where people live. A recent
study of Chicago (Thakuriah, 2000), for example, establishes a remarkably
detailed measurement of job accessibility potentials by Census tract and shows
that not only do these vary widely and non-randomly over the metro area
but also that neighbourhoods with higher unemployment rates have system-
atically lower accessibility to jobs.

An analysis of accessibility does not, however, establish the direction of
causation. Job holders tend to have higher incomes than non-job holders and
value access to areas of employment. They not only have the ability, there-
fore, to outbid non-job holders for housing in neighbourhoods more acces-
sible to jobs but they also have the motivation. It is less likely that it is the
inaccessibility of jobs which causes the unemployment than that it is the
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unemployment and consequent low incomes that confine the poor to less
desirable neighbourhoods from which jobs are less accessible.

A widespread phenomenon of the late twentieth century, particularly pre-
valent in the US, the UK and New Zealand, has been a sharp increase in
inequality in both individual earnings and household incomes from employ-
ment. Unemployment is only one cause of low incomes. The argument of
this paper is that it is to the sources of such increasing income inequality in
society as a whole that we should look for an explanation for increased
segregation within cities. And that exclusion from the labour market and
from the lifestyle and networks of an increasingly prosperous society is the
result of those forces generating inequality rather than where people live
per se. On the contrary, where people live and the incidence of segregation
and ultimately of exclusion, mainly reflects the increasing inequality of
incomes. So if either the incidence of unemployment rises (with the distribu-
tion of earnings constant) and/or if the distribution of earnings becomes more
unequal (with the incidence of unemployment constant) then social segrega-
tion intensifies.

The mechanism which produces this association between inequality and
spatial segregation is the interactive sorting role of housing and labour mar-
kets. Both housing and labour markets are intrinsically ‘spatial’. Houses are
located precisely in space and the occupation of a particular house confers the
ability to ‘consume’ a wide range of amenities, neighbourhood characteristics
and local public goods. Localised urban amenities and public goods are
‘positional’ goods, moreover, in more ways than one. They are ‘positional’ in
the sense that their supply varies systematically over urban space and is also
very inelastic in supply. As a result, access to these goods is conditioned not
only on the occupation of a particular site but by the position a household
occupies within the distribution of income. Only a more or less fixed number
of households, for example, can purchase ‘river frontage’, an outlook onto
open land or access to the best school.

Labour markets are equally spatial in that jobs have precise locations and
workers have to live within commuting distance of them. But labour mar-
kets sort not just (perhaps not mainly) within a spatial dimension but also by
skill, education, experience, ethnicity, motivation and other characteristics of
workers. This sorting process determines both whether an individual has a
job and how much they are paid. In turn this income level determines what
bundle of local amenities, neighbourhood characteristics and local public
goods a given household can afford.

The contribution of these purely ‘positional’ goods or attributes to the
total price of a house, moreover, is very substantial. In the community used
as an example in this paper moving an average house from the catchment
area of the most unsuccessful secondary school to that of the most successful
(measured in terms of pupil performance on GCSEs) would increase its
market value by some 15 per cent and giving it frontage on the Thames
would increase its market value by 40 per cent. Where a household chooses
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to live within a city is determined by the spatial distribution of ‘positional’
goods and the extent to which access to such goods varies across the urban
housing market. But since the ability to choose is conditioned on the ability
of a household to generate income in the local labour market the level of
earnings and degree of income inequality in a particular local labour market
become the ultimate determinants.

The spatial distribution of local public goods and the institutional char-
acteristics of the (local) labour market are not, in the main, determined by
some immutable natural law but are largely moulded by public policy, local
conditions and institutions. The poor are poor, isolated and excluded for the
reason which makes them poor. They are not poor because of where they
live; rather they live where they do because they are poor. And, indeed the
evidence shows that if they get less poor, by improving their position within
the labour market, they tend to move away from the most deprived areas to
be replaced by households as deprived as they were recently themselves.
Many important public policy implications follow.

Outline

This paper is organised as follows. We start with a study of a particular urban
housing market – Reading in South East England. What we observe in this
particular housing market, however, are patterns which may be found in
most urban housing markets.

Our analysis suggests that not only is the role of positional goods critical in
producing segregation but also that the intensity of segregation interacts with
the distribution of incomes. Some of the neighbourhood characteristics for
which there is a significant price paid and the demand for which rises with
household income reflect the degree of social segregation itself. Richer house-
holds seek neighbourhoods with higher concentrations of other richer house-
holds. Since richer households can outbid poorer ones, if the rich become
richer relative to the poor, the intensity with which they can outbid poorer
ones increases and the greater their concentration in richer neighbourhoods.
Increasing neighbourhood segregation with increasing income inequality is
therefore a self reinforcing process. It is driven not just by the ability of rela-
tively richer households to buy access to better local public goods and amenities
but also by the change in neighbourhood composition which results. The
process is circular and cumulative; it makes amenity rich neighbourhoods
even more attractive to other rich households because of the existing concentra-
tion of richer households.

The next section summarises the evidence presented in more detail in the
Appendix. It shows how earnings (that is incomes from employment) became
more unequally distributed in the last twenty years of the twentieth century.
Detailed analysis shows that amongst the factors associated with this particular
dimension of the growth of inequality were changes in labour market regula-
tion, particularly the erosion of trade union power. Given the argument of
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the previous section, this empirical finding adds significantly to our under-
standing of why ‘social exclusion’ has risen to the top of the research and
policy agendas. Rising inequality both in terms of the distribution of earnings
and in the distribution of unemployment produces an increasing incidence
of residential segregation and hence social exclusion. But the increase in
inequality is in part the outcome of government policy directed to other
goals. The increasing public expression of concern with social exclusion is
one more manifestation of the familiar problem encountered by public policy.
Policy directed to redress one problem creates a new problem in a different
but related area because of the seamlessness of social interactions and market
signals.

The paper concludes with a section examining one aspect of this seamlessness:
that in labour markets. If we are analysing labour markets bounded in ‘char-
acteristics space’ rather than geographic space it is more useful to think of
them as being characterised by interdependencies rather than independence
or segmentation. Most characteristics that influence employability (such as
skill, ability, strength, intelligence, education, experience or motivation)1 are
continuously distributed. There may be a degree of skewness but most are
probably more or less normally distributed. In any given labour market
conditions, a lower tail of the distribution will be ‘unemployable’: they will
find it very difficult to get a job and, if they do, are likely to suffer from
repeat spells of unemployment. The problem is that the combination of
characteristics rendering an individual unemployable in the particular geo-
graphic and/or occupational labour market in which they seek work is not
fixed. It reflects the ambient level of demand for labour in the relevant
market, structural factors and institutional factors such as its regime of
regulation. Moreover there will be simultaneity between an individual’s
employability and their experience in the labour market. A labour market in
which there is a depressed demand for labour will ‘expose’ unemployable
people as demand recedes. A change in circumstances that pushes a group or
individual into the ‘unemployable’ part of the distribution (for example they
get a criminal record, fall ill or their skills become less in demand) will erode
their employability even if the labour market recovers. They will become
excluded from access to jobs and so socially excluded and their income will
fall.

Positional goods, housing market sorting, social segregation
and exclusion

Traditionally social exclusion, urban deprivation (high crime and unem-
ployment rates, poor levels of education and health conditions, low levels
of public infrastructure and other amenities, etc.) and segregation have been
strongly associated with concentrations of poverty. If this is the case, then it
might be thought that wage inequality matters only if it is connected to a
deterioration of the absolute real earnings of low paid workers. It is more
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likely to be the case, however, that it is relative poverty that really matters,
in the sense that exclusion is the consequence of high wage (or, more pre-
cisely, income) differentials rather than the consequence of low average
wages (incomes) (Rosenfeld, 1979). We turn therefore to the role of positional
goods.

The role of positional goods

In order to argue that wage inequality is one of the determinants of urban
segregation and social exclusion, an explicit theoretical mechanism for such a
relationship has to be developed. Implicitly this has been done in the work
on urban housing markets where locationally specific public goods, neigh-
bourhood characteristics and amenities are included as attributes of housing
for which hedonic (implicit) prices are estimated. Cheshire and Sheppard
(1995) employed a fully articulated spatial estimation process in which the
exact location of each house in the sample and the size of its plot were
included so that a flexible land rent function could be estimated. This showed
that unbiased estimates of the price of land, as defined in modern urban
economic theory – that is land as pure space with accessibility to employment
concentrations – could only be found if a very full range of local amenities and
public goods was included as attributes of each house. If not, the values of
such locationally specific amenities were simply capitalised into land values.
Amenities, neighbourhood characteristics and local public goods were defined
to reflect the social and ethnic mix of neighbourhoods, the quality of local
secondary schools, the extent of views, the absence of industrial land in the
vicinity and access to both parks and unbuilt open countryside. A more recent
study has updated and extended these estimates (Cheshire and Sheppard
1998b). The estimated implicit prices of a number of these attributes, for one
of the housing markets studied, are shown in Table 4.1 together with the
relevant price and income elasticities of demand.

Table 4.1 shows that a very substantial fraction of the market price of a
house reflects the values attached to these locationally fixed attributes. Thus it
was estimated for the 1993 sample that a house with all other attributes equal
to the sample mean would increase in price by some 15 per cent if located
in the catchment area of the secondary school with the best GCSE results
compared to a location in the catchment area of the school with the worst
GCSE results. A more extreme example is represented by frontage onto the
Thames. This was estimated to increase the price of a house with sample
mean attributes by over £38,000 (40 per cent).

The main point, however, is not the price that appears to be paid for such
locationally specific attributes but how that interacts with the distribution
of income. As the estimates in columns 4 and 7 of Table 4.1 confirm these
locational attributes of housing are normal goods. Thus, the demand for
living in neighbourhoods with a lower concentration of blue collar workers,
a better secondary school or more open space appear to be all highly income
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elastic. Not only that but all these goods are the purest of pure ‘positional’
goods. Consumption is mainly rationed not by the price of the good and the
level of income but by the price of the good and the position of the household in
the income distribution. This is because the supply of such locational attributes is
normally almost fixed. It is determined by the number of houses within the
relevant area.

To take the example of Thames frontage there is a strictly limited number
of such houses available in the Reading area – perhaps 0.5 per cent of the
total. Although occasional opportunities may arise for conversion of existing
structures or even the construction of additional units, supply is for all reason-
able purposes fixed. With given preferences it is not whether a potential
purchaser has an income over some threshold therefore which determines
their ability to purchase the attribute of ‘Thames frontage’ but how close they
are to the top of the distribution. The same sort argument would apply to
houses with access to open countryside, parks or to the best school or the
neighbourhood with the smallest proportion of blue collar workers. The
plausibility of these arguments is strongly reinforced by the proportionate
changes in attribute prices reported in Table 4.1. Structural characteristics of
housing – such as whether they have central heating – are in elastic supply
since they can be reproduced and are subject to technical progress. Similarly
bedrooms or bathrooms can be added by extending or subdividing existing
structures or by converting lofts. As would be expected, the price of such
attributes all rose less rapidly than either prices in general or incomes. In
contrast, except for the price of unbuilt agricultural land mainly at the edge of
the urban area, the prices of non-reproducible positional attributes all rose
substantially more than the price index. A point of interest is that the price of
the ‘best’ secondary school rose more or less in line with school fees, suggest-
ing a possible substitutability between purchasing education through the housing
market or through the market for private education.

What the above analysis tells us, therefore, is that an increase in income
inequality will translate into more concentrated segregation in urban areas.
The table shows the Gini coefficient for household incomes in the South
East in 1984 and 1993 and this reveals a significant increase in income
inequality.2 As richer households become richer relative to poorer households
and attempt to purchase more of the locationally fixed amenities and local
public goods, so they will become more exclusively concentrated in richer
neighbourhoods. Neighbourhoods offering a more desirable set of locationally
fixed amenities – purely positional goods – will become more exclusively
occupied by the richer households. Poorer households do not have prefer-
ences for a lower quality and a smaller supply of such goods; richer house-
holds simply outbid them for access to them. And, as the distribution of
household incomes becomes more unequal poorer households are squeezed
more exclusively into poorer neighbourhoods.3 Since one driver of increased
inequality in household incomes is an increase in unemployment (and under-
employment), given the increased ambient level of unemployment in the last
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quarter century, a further feature of change should be an increased spatial
concentration of the unemployed.

Feedbacks to supply and changes in the distribution of positional goods

There is likely to be a self-reinforcing, cumulative aspect to this process.
Since an attribute of neighbourhoods which commands a price and for which
demand is normal is a relative absence of poorer groups – blue collar workers
and ethnic minorities – the process of sorting and concentrating will produce
richer neighbourhoods with even more of the sought after characteristics (that
is a relative absence of poorer groups). This will lead to an even further
concentration of richer households (with a lower incidence of unemploy-
ment) in such neighbourhoods.

Less certainly there may be feedback effects to other characteristics such as
open space provision, lack of industrial land use or the quality of schools.
Households paying a premium for access to such amenities may seek to
protect the value of their financial assets. They may be more active in pro-
moting the quality of their neighbourhood school and expend more energy
using the local planning or political process to prevent encroachment on open
space by new development. If the implicit assumption of uniform preferences
is dropped, then households at a given point in the distribution of incomes,
willing to pay premiums for access to better schools (or open space), may
value such amenities more highly than other households and so expend more
effort in enhancing them.4 This would lead to a further feedback between an
initial concentration of richer households in a neighbourhood and a sub-
sequent improvement in the supply of amenities in that neighbourhood
which might further reinforce the process of social segregation.

Changes in the distributional incidence of the benefits derived from the
amenities produced by the planning system between 1984 and 1993 are
consistent both with the sorting process suggested above and with a feedback
from household choice with respect to the availability of positional goods and
the spatial provision of such goods. Since the location of households, their
incomes and the structure of demand are all known, the consumption of
positional goods by each household can be calculated and related to the
household’s income. This permits the distributional aspects of the purely
positional goods to be estimated (Cheshire and Sheppard, 2002). As might be
expected, richer households benefit disproportionately from such local public
goods provided through the land use planning system. Less expected was the
extent to which the consumption of such benefits became more unequal
between 1984 and 1993. Table 4.2 shows the proportion of benefits accruing
to the poorest and richest quintiles of the income distribution. We can see
that the distribution of these benefits became very much more unequal over
the decade – even relative to income. This was most striking in the case of
the separation of industrial land from residential neighbourhoods (measured
by the proportion of land in industrial use within the square kilometre
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Table 4.2 The changing distribution of benefits from land use planning amenities:
Reading 1984 to 1993

Planning amenity Proportion of benefit values received by:
Bottom 1/5 of income Top 1/5 of income

1984 1993 1984 1993

Less industrial land 13.6 4.4 32.2 62.9
More open accessible land 19.2 11.3 28.0 37.7
More closed unbuilt land 12.4 10.1 31.9 45.2
Incomes 10.8 6.3 30.6 50.5

containing the observation). This was distributed much as household incomes
were in 1984, but in 1993 the richest 20 per cent of owner-occupier house-
holds were receiving nearly 63 per cent of the benefits of this amenity.

It is worth considering how such redistribution of the values of these sorts
of amenities and local public goods comes about. It is partly by means of the
household sorting process already described. Relatively richer households are
able to outbid poorer households in more amenity rich neighbourhoods. But
in the case of industrial land use both the goals of the system – to reduce
problems of conflicting land use by separating residential from industrial areas
– and the political nature of the planning system probably are at work also.
As more articulate middle class residents move into a neighbourhood they
lobby to have industry removed. In the case of Reading between 1984 and
1993 two major changes occurred. In a relatively high income suburb of
Woodley an old aircraft plant with an associated airfield was closed and
redeveloped for residential use. This eliminated one of the largest concentra-
tions of industrial land in the Reading area from an affluent neighbourhood.
The second major event was the closure of the old Courage brewery where
it had affected a high income residential enclave to the west of the town
centre. The brewery relocated to a new and larger site in the south of
Reading close to the largest concentration of poorer housing in the area.

Measures of local crime rates were not included in the hedonic models
discussed above because of the difficulty of finding appropriate local measures
in the UK, but studies in the US suggest that crime rates may also be a
locational attribute of housing which commands a price. If this is the case,
increasing income inequality will confine poorer households even more exclu-
sively to more crime-ridden neighbourhoods. Together with exclusion from
better quality schools this in turn is likely to transmit disadvantage to the
children of poorer households causing them to have greater difficulties in
acquiring characteristics necessary to improve their position in the labour
market. Thus, social segregation is liable to lead to social exclusion. But the
driver of social segregation is simple income inequality: poor people live in
poor areas because they are relatively poor.
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Get on and get out

Further evidence for this sorting function that housing markets perform is
provided by tracing the moves made by individuals who improve their position
in the labour market. They tend to move to more ‘desirable’ neighbour-
hoods. This is illustrated in Tables 4.3 and 4.4. An evaluation of a City
Challenge programme of urban regeneration in Harlesden in West London
suggested that training programmes had been well designed (after a false start)
and well delivered.5 The City Challenge programme had lasted for five years
and had injected substantial funds – £37.5 million – into a small neighbour-
hood. Despite the apparently successful training provided and the focus of the
funding, unemployment at the end of the programme was higher in the
neighbourhood relative to both West London as a whole and comparable
disadvantaged neighbourhoods than it was at the start of the programme.

An obvious potential explanation was that people who had improved their
labour market position as a result of the programme had differentially moved
out of the neighbourhood. People with even less favourable labour market
characteristics than the people who had left the area had had before improv-
ing their position via the training provided had then replaced those leaving.
Paradoxically, therefore, the very success of the programme – because it had
induced selective mobility – had led to the deterioration in the unemploy-
ment rate of current residents at the end of the period.

To test this three samples were constructed of people of working age: one
of people moving out of the neighbourhood during the period of the pro-
gramme (the ‘Outmovers’); one of people resident within the neighbourhood
throughout (the ‘Stayers’); and a third of people moving into the neighbour-
hood over the five years of the programme (the ‘Inmovers’).

Table 4.3 Mean rating of current job compared to job held 5 years previously

Sample size Skill Pay Conditions Satisfaction

Stayers 270 0.45 0.63 0.53 0.54
Inmovers 63 0.77 1.23 1.23 0.92
Outmovers 48 1.4 1.47 1.6 1.2

Measures range from −2 to +2: the larger the number the greater the improvement.

Table 4.4 Labour market position at time of survey, %

Sample size Inactive Currently unemployed Employed

Stayers 270 42 15 41
Inmovers 63 31 21 48
Outmovers 48 39 9 51
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The usefulness of the training schemes provided by the City Challenge
programme was rated highly and this rating did not vary between groups.
Attendance on the training schemes among the currently employed, however,
varied considerably across groups. The Stayers and the Inmovers displayed
very low levels of participation (Stayers 13 per cent; Inmovers 6 per cent)
whereas 37 per cent of the Outmovers had attended such courses. Perhaps
reflecting this the Outmovers had substantially improved their position in the
labour market compared to five years previously on all dimensions and
this improvement was statistically significant compared to either of the other
groups.

The Outmovers were less likely to be unemployed than either other group
(Table 4.4) – although this was only statistically significant when compared to
the Inmovers. Not only that but if employed, Outmovers were significantly
more likely than either other group to have a full-time job. Of the currently
employed in the Stayers group, 23 per cent had a part-time and 77 per cent
a full-time job, whereas amongst the Inmovers only 13 per cent had a full
time job. Amongst employed Outmovers, in contrast, 97 per cent were
working full time.

Thus, this evidence on the relationship between mobility and labour mar-
ket position points very strongly to the conclusion that if a person living in a
deprived neighbourhood improves their employability and gets a job, they
have a much increased probability of moving out to a better neighbourhood.
It also of course demonstrates the irrelevance of judging the success of pro-
grammes designed to improve the employability and life chances of the
residents of deprived neighbourhoods in terms of the unemployment rate of
the residents of that neighbourhood at the end of the programme. The more
successful the programme the more mobility it will induce and since Inmovers
have much higher unemployment rates than other groups the measured
unemployment rate of current residents will rise!

Cross-country variation in social exclusion and earnings inequality

A final piece of evidence can be obtained from a recent OECD study
(OECD, 1998) which provides an opportunity of directly testing for a rela-
tionship between wage inequality and social segregation and exclusion. There
are obvious limitations because data are only available on a consistent basis for
seven countries.6 The social exclusion variable is that used by OECD and is
defined as ‘the estimated number of people living in urban distressed areas as
a percentage of total population’. Because of the small sample-size, it makes no
sense to specify a formal model. We are simply seeing whether the available
evidence is consistent with the above arguments on the implications of
locationally fixed amenities in urban areas being attributes of housing which
have a normal demand. The test in this case is simply the estimation of the
correlation coefficients between the three measures of wage inequality (see
Table 4.5) for the period 1989/94 and the OECD’s measure of social exclusion.
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Table 4.5 The impact of wage inequality on social exclusion

Dependent variable: Overall Upper-tail Lower-tail
social exclusion inequality inequality inequality

Regression coefficient 0.024** 0.072 0.052*
(t-statistic) (3.26) (1.82) (2.39)
R2-bar 0.62 0.28 0.44
Correlation coefficient 0.8242 0.6302 0.7305

Notes
Estimated with OLS. ** and * show significance at the 0.025 and 0.10 levels of significance.

As far as they go the results in Table 4.5 are highly supportive of the
theoretical relationships identified. The correlation coefficients between wage
inequality and social exclusion are positive and relatively large (0.82, 0.63 and
0.73 for overall, upper-tail and lower-tail inequality, respectively), supporting
the argument that greater wage inequality is connected to more intense
patterns of social segregation and, at least as defined by OECD, more intense
social exclusion.

Labour market (de)regulation and sources of increased
inequality

The increase in ambient levels of unemployment that took place between
about 1975 and 1995 in most advanced economies is well documented. The
causes for this increase have been extensively examined (see, for example
Layard et al., 1991; Nickell and Bell, 1996). In historical terms the parallel but
slightly more recent increase in earnings inequality has been equally striking.
Table 4.6 shows three measures of wage inequality for three time-periods for
18 OECD countries. The normal caveats in interpreting cross-country earnings
data apply since definitions and measurement of the inequality indices vary.
Nevertheless, the overall picture is clear. The dispersion of wages increased
substantially in most countries with few signs of any sustained reduction
in any country. In some countries the increased dispersion of earnings overall
reflected not only rising relative wages for the most highly paid workers, but
an absolute decrease in the real earnings of the low-paid. To complete the
picture, a tendency that has been called the ‘disappearing middle’ has been
apparent. The number of people receiving either higher than average or
lower than average wages increased remarkably from the early 1980s, espe-
cially in the US, UK and Canada.

At the micro-level, wage differentials are attributable to individual workers’
endowments of human capital and to the characteristics of workers and their
jobs. A number of theoretical approaches based on micro foundations have been
developed (human capital theory, efficiency wage models, dual/segmented
labour markets, wage bargaining models) to explain the increase in wage



Income inequality and residential segregation 95

T
ab

le
 4

.6
T

hr
ee

 m
ea

su
re

s 
of

 w
ag

e 
in

eq
ua

lit
y 

fo
r 

a 
se

le
ct

io
n 

of
 O

E
C

D
 c

ou
nt

ri
es

C
ou

nt
ry

9th
-t

o-
5th

 d
ec

ile
5th

-t
o-

1st  d
ec

ile
9th

-t
o-

1st  d
ec

ile

’8
4

–’
88

’8
9–

’9
4

’8
4

–’
94

’8
4

–’
88

’8
9–

’9
4

’8
4

–’
94

’8
4

–’
88

’8
9–

’9
4

’8
4

–’
94

A
us

tr
al

ia
1.

72
1.

77
1.

74
1.

68
1.

66
1.

67
2.

89
2.

94
2.

91
A

us
tr

ia
1.

67
1.

65
1.

66
1.

65
1.

67
1.

66
2.

76
2.

76
2.

76
B

el
gi

um
1.

76
1.

57
1.

66
1.

39
1.

38
1.

38
2.

45
2.

17
2.

31
C

an
ad

a
1.

71
1.

73
1.

72
2.

23
2.

18
2.

20
3.

81
3.

77
3.

79
D

en
m

ar
k

1.
55

1.
57

1.
56

1.
40

1.
38

1.
39

2.
17

2.
17

2.
17

Fi
nl

an
d

1.
69

1.
73

1.
71

1.
51

1.
46

1.
48

2.
55

2.
53

2.
54

Fr
an

ce
2.

12
2.

13
2.

12
1.

62
1.

61
1.

61
3.

43
3.

43
3.

43
G

er
m

an
y

1.
65

1.
64

1.
64

1.
42

1.
37

1.
39

2.
34

2.
25

2.
29

H
ol

la
nd

1.
66

1.
66

1.
66

1.
56

1.
56

1.
56

2.
59

2.
59

2.
59

It
al

y
1.

56
1.

65
1.

60
1.

45
1.

60
1.

52
2.

26
2.

64
2.

45
Ja

pa
n

1.
70

1.
73

1.
71

1.
64

1.
60

1.
62

2.
79

2.
77

2.
78

N
. 

Z
ea

la
nd

1.
64

1.
79

1.
71

1.
74

1.
77

1.
75

2.
85

3.
17

3.
01

N
or

w
ay

1.
49

1.
50

1.
49

1.
45

1.
32

1.
38

2.
16

1.
98

2.
07

Po
rt

ug
al

2.
13

2.
40

2.
26

1.
61

1.
72

1.
66

3.
43

4.
13

3.
78

Sw
ed

en
1.

57
1.

62
1.

59
1.

34
1.

36
1.

35
2.

10
2.

20
2.

15
Sw

itz
er

la
nd

na
1.

64
na

na
1.

49
na

na
2.

44
na

U
K

1.
78

1.
86

1.
82

1.
70

1.
74

1.
72

3.
03

3.
24

3.
13

U
SA

1.
99

2.
01

2.
00

2.
05

2.
13

2.
09

4.
08

4.
28

4.
18

A
ll*

1.
73

1.
76

1.
75

1.
61

1.
62

1.
61

2.
81

2.
88

2.
85

*
T

hi
s 

is 
an

 u
nw

ei
gh

te
d 

av
er

ag
e.

 D
oe

s 
no

t 
in

cl
ud

e 
Sw

itz
er

la
nd

.



96 Paul Cheshire, Vassilis Monastiriotis and Stephen Sheppard

differentials, but they all fail to explain a significant part of the increased
variance of the distribution. The most plausible implication would appear to
be that macroeconomic factors also affect wage inequalities (Dickens and
Katz, 1987; Blackaby and Murphy, 1991).

A number of factors have been identified at the macro-level as being
sources of the increasing (or national variations in) wage inequality. Factors
such as skill-biased technological change (Berman et al., 1994; Machin, 1995),
the increased importance of international trade and specialisation (globalisation)
(Lawrence and Slaughter, 1993; Borjas and Ramey, 1994; Borjas et al., 1997),
and – to a lesser extent – increased female labour force participation (Topel,
1994) and changes in the organisation of production (Storper and Scott, 1990;
Peck, 1992) have been cited. Nevertheless, in a number of other empirical
studies these factors have been found to be insignificant in explaining
cross-country differences in wage inequality (Davis and Haltiwanger, 1991;
Lawrence and Slaughter, 1993; see also Wes, 1996).

The inability of micro-factors to explain a substantial part of the growth in
wage inequality and the inconclusive nature of the evidence with respect to
the importance of other macro-factors, suggests that the impact of institu-
tional factors should be more thoroughly examined. The various possible
causes are not, of course, mutually exclusive and, indeed could embody joint
causation. For example, globalisation might increase earnings inequality dir-
ectly by encouraging trade and specialisation and at the same time generate
forces for labour market deregulation. The evidence presented in the Appendix
to this chapter provides strong support for a link between the observed changes
in the distribution of earnings and particular aspects of changes in labour
market regulatory regimes. The findings thus parallel those with respect to
the impact of (changes in) labour market regulation and unemployment. As
both Nickell (1997) and Siebert (1997) found it is not ‘rigid’ labour markets
as such that are associated with high levels of unemployment but specific
individual aspects of labour market regulation.

The statistical analysis reported in the Appendix, therefore, follows Nickell
(1997) and disaggregates the regime of labour market regulation into seven
different indices, each proxying for different dimensions.7 These indices are
defined in the Appendix but relate to active labour market policies; labour
rights and standards; employment protection; job mobility; co-ordination in
wage bargaining; unemployment benefit regime; and trade union power.
There is no expectation that the impact on wage inequality of the various
dimensions of labour market regulation will be uniform – indeed signs of
estimated coefficients are likely to differ. It is also reasonable to expect that
the estimated functional forms for some of the indices should be non-linear –
most probably quadratic. The existence of non-linearities is suggested in a
broad spectrum of the literature and covers a wide range of approaches (e.g.
Piore, 1990; Herzenberg et al., 1990; Sengenberger and Campbell, 1994;
Fields, 1990; OECD, 1995). This is emphatically a case where the data have
to speak for themselves.



Income inequality and residential segregation 97

There are two sets of results. The first pools two time periods and tests for
the effects of differences in regulatory regimes on earnings inequality across
countries. The second analyses changes in regulatory regimes over time and
the relationship these have with changes in the inequality of earnings. Both
analyses produce consistent and significant results. In explaining differences
between countries in earnings inequality all aspects of labour market regula-
tory regimes except spending on active labour market policies are significant.
Employment protection seems to be significantly associated with measures of
wage dispersion and increases disparities. More job mobility and hence more
flexible labour markets is associated with more wage dispersion. The effect of
union power is the strongest and most robust result obtained in this analysis,
and it is also very robust across the different inequality measures. Stronger
trade unions really do appear to reduce wage inequality. In contrast, but not
surprisingly, the ‘treatment of the unemployed’ variable has a very different
impact on inequality in the upper-tail compared to its impact on the bottom-
tail. More generous unemployment benefits have a negative impact on over-
all wage inequality, but the most significant relationship is with inequality in
the bottom half of the distribution.

In the second analysis of changes in inequality over time the most import-
ant variable is again one of the measures of union power, but other aspects
of regulation including changes in the value of unemployment benefits rela-
tive to wages were also statistically significant. The evidence of this statistical
analysis thus strongly supports the conclusion that one source of increasing
inequality, increasing inequality in earnings, is directly related to changes in
labour market regulatory regimes; that is, it is the direct outcome of changes
in public policy, albeit changes directed to achieving other goals.

A conceptualisation of non-segmented labour markets and
social exclusion

As was noted in the introduction, the main argument of this paper is, that if
either the incidence of unemployment rises (with the distribution of earnings
constant) or if the distribution of earnings becomes more unequal (with the
incidence of unemployment constant) then social segregation will intensify.
In this section we discuss the relationship between unemployment and the
ambient conditions that prevail in a given labour market on the one hand and
social exclusion via non-employability on the other.

Any potential worker embodies a set of characteristics which condition
their ‘employability’. Such characteristics would include personality traits,
ability, experience, motivation, education, training, skills, job record, health,
etc. Nearly all – perhaps all – such characteristics are continuously dis-
tributed and positively skewed as represented in Figure 4.1. This could
be thought of as representing the ‘employability’ of all potential workers
in a self-contained local labour market including both unemployed and
inactive workers. Alternatively, Figure 4.1 could, more usefully in the present
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Figure 4.1 The distribution of employability.

context, represent just the distribution of employability of the population of
working age.

From the point of view of employers, employability will also depend on
another two sets of factors: the particularities of labour market regulation
(minimum labour standards, fire-and-hire legislation, union recognition, etc.)
and demand conditions (ratio of applicants to vacancies, technology-biased
demand changes, increased competition, patterns of international trade, etc.).
In a high pressure of demand context employers may be willing to take on
young, inexperienced workers and provide them with on-the-job training.
They may risk hiring an older or apparently unqualified but well motivated
worker, or a worker with a criminal record. In a context where fully quali-
fied and experienced workers are queuing at the door for jobs the character-
istics necessary for employability will be much more demanding. These two
sets of factors will determine the minimal amounts of employability that will
be sufficient for a member of the workforce to be employed (or short-term
unemployed). This ‘employability threshold’ is represented in Figure 4.1 by a
vertical line, labelled the ‘demand threshold’.

Such a representation of the labour market allows for ‘involuntary inactiv-
ity’, which in terms of Figure 4.1 is given by the area under the curve to the
left of the ‘demand threshold’. We view these ‘involuntarily inactive’ poten-
tial workers as socially excluded. This is because this category of potential
workers possesses minimal or unwanted (obsolete) skills or other characteris-
tics (which could include poor health, disability or domestic responsibilities,
for example) that – in the prevailing conditions – prevent them from entering
into labour (social) relations. The point is that while such characteristics are
objective in the sense that they are determined by the specific and external
characteristics of the workers and can be identified and measured, whether
they render the person ‘unemployable’ and hence socially excluded them, can
only be defined in relation to the conditions which exist in the labour market
in which they operate.
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For example, being a single mother with a below school age child may
place an individual in the socially excluded class in one labour market; but if
she is a highly qualified systems analyst, employers might in that occupational
market make arrangements which would allow her to work from home or
provide a crèche. Equally a much less skilled single parent operating in a local
labour market of high pressure of demand may find an employer providing
childcare facilities or willing to allow the child to be brought to work. In the
same way the ambient regime of regulation might influence the decision
whether to employ a single parent. If hiring and firing is low cost, for
example, being a single parent may have little effect on perceived employ-
ability. Even more obviously if there are high hiring and firing costs and
generous provisions for parental leave then being a single parent may greatly
reduce someone’s perceived employability.

In a rural area of low demand being unable to drive might render an
individual ‘unemployable’ while in a similarly rural but high demand area
employers might bus in workers from outlying areas. The characteristics are
the same but their impact on someone’s ‘employability’ varies according to
local conditions, including the nature of the regulatory regime. Nevertheless,
people with characteristics which place them in the area of the employability
distribution to the left of the demand threshold can be thought of as being
socially excluded both because of income and because of the social oppor-
tunities and networks employment opens up.

It is to be expected that different labour markets (either geographically
different or over time) will have different distributions of employability within
their potential labour force. The more the distribution is skewed to the left,
the larger will be the proportion of excluded within the labour market. It
should be noted that such differences in the distribution might arise because
of intrinsic differences in say the educational levels or health characteristics
of the population or from policy. For example, policies to provide well-
designed training, childcare facilities or to improve public transport (since
people with given levels of skills might be excluded because they lived too
far from jobs) would make the distribution of employability less skewed. So
for a given demand threshold a smaller proportion of the labour force would
be excluded. Figure 4.2 shows two such distributions which for the same
level of the demand threshold produce different levels of exclusion from
work.

We can also represent alternative demand thresholds in Figure 4.2. We can
either think of the demand threshold as shifting from BC to B′C′ over time
or the two thresholds could relate to low and high pressure of demand labour
markets. There are two important points to consider, however. The first is
that the demand threshold may shift not just because of the success or failure
of the specific (local) economy. Institutional and regulatory changes might
also cause it to shift. For example, if wages were forced above market clear-
ing levels (by union bargaining or minimum wage legislation for example)
there would be a rightward movement of the demand threshold. Similarly



100 Paul Cheshire, Vassilis Monastiriotis and Stephen Sheppard

F
re

qu
en

cy

C

EmployabilityB

C′

B′

A′
A

Figure 4.2 The interaction of demand and employability.

if labour overhead costs increased (for example, as a result of increased hiring
and firing restrictions) then that too would shift the demand threshold to the
right.

The second important point is that there will be a simultaneity between
the demand threshold (and shifts in it) and the distribution of employability
of potential workers. Many of the ‘objective’ characteristics of individuals
which influence their employability, for example, are themselves influenced
by the individual’s labour market experience. Thus it should be expected that
a change which led to a rightward movement of the demand threshold (even
if that shift were initially neutral with respect to characteristics), and so to an
increase in the proportion of potential workers excluded from the labour
market, would itself result in an increasingly skewed distribution of employ-
ability over time. There would be a loss of experience in work, erosion of
skills, an increase in ill health, and perhaps eventually a reduction in motiva-
tion and an increase in criminality. Thus over time if the demand threshold
shifted to the right from BC to B′C′ then the distribution of employability
would be likely to shift from that represented by the solid line to that
represented by the dashed line. With the distribution of earnings constant this
would increase the dispersion of household incomes (assuming unemploy-
ment benefit to be less than wages).

There are other likely interactions to be considered, however. Shifts in the
demand threshold may not be neutral with respect to employability. Employ-
ability may be thought of as functionally determined by the weights attached
to a set of individual characteristics. A shift in demand may not be neutral
with respect to these weights. For example, demand might shift in such a way
as to give more weight to education and numeracy and less to physical
strength and experience. Such a shift would be represented by a simultaneous
movement of the ‘demand threshold’ relative to the origin and by a change
in the form of the overall distribution of employability for a given potential
labour force.
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Summary and conclusions

This paper does not resolve the issues which are its focus but it does suggest
that they are closely linked and directly and causally interrelated. Results
from the analysis of urban housing markets are used to develop an analysis
of the relationship between income inequality on the one hand and urban
segregation and social exclusion on the other. Because of the existence of
locationally fixed amenities in urban housing markets (including the socio-
economic composition of the neighbourhood itself ) and the fact that such
attributes of a house are both normal goods and inelastic in supply, as the
distribution of incomes becomes more unequal, social segregation will tend
to become more intense. This tendency is reinforced by the observation that
such locationally fixed amenities are often purely positional goods, the supply
of which is fixed in absolute quantities. Access to such ‘goods’ depends more
on a household’s position within the distribution of incomes in the urban
area than on its absolute income. This conclusion is reinforced by the findings
reported from the study detailing the housing market response of people who
improve their position in the labour market. The evidence also suggests that
in so far as supply of local amenities and public goods is elastic it responds via
the political process in ways which further reinforce social segregation.

Given the role this analysis suggests for income distribution as a driver
of residential segregation and ultimately social exclusion, we then examined
factors driving the differences in one aspect of inequality – the distribution
of earnings. This highlighted the role played by policy itself in the form of
labour market regulatory regimes. While labour market deregulation in
general is associated with more wage inequality, especially for the low-paid,
not every aspect of labour market deregulation is detrimental to equality in
wages. Trade unions, unemployment benefits and co-ordination in wage
bargaining help narrow dispersions in the distribution of earnings. On the
other hand, high labour standards and employment protection, especially for
high-wage earners, appear to be connected to greater inequality, but only
when job mobility and union power are controlled for. Observed changes in
labour market regulation between 1984 and 1994 are shown to be consistent
with an increase in earnings inequalities in all but four OECD countries. The
greatest contribution of such changes to increasing earnings inequality was
estimated to have been in the UK.

The analysis suggests that changes in the distribution of earnings, shifts in
demand, the incidence of unemployment and exclusion from the labour market
are all inextricably linked and are the direct outcome of how (spatial) labour
markets behave and the regulatory regime within which they operate. In turn,
through the sorting process of the housing market, labour market outcomes
will lead to particular patterns and intensities of spatial segregation in urban
areas. While there are some feedbacks from this spatial segregation to social
exclusion, for example through the impact it has on access to education or
positive peer groups, both segregation and exclusion largely reflect wider
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economic processes which determine the distribution of household incomes
and employability. These wider processes are themselves sensitive to policy.

Technical Appendix: Labour market regulation and
earnings inequality

Several recent contributions have pointed out that labour market (de)regulation
is a complex concept since it consists of a number of different measures or
dimensions. Indeed it has been shown, for example by Nickell (Nickell,
1997) that different dimensions of labour market regulation are associated
with unemployment in very different ways with some measures of regulation
being positively and others negatively associated with cross-country unemploy-
ment differences. For this statistical analysis of the possible causal links between
labour market regulation and wage inequality we follow this approach and
use disaggregated measures of labour market regulation and institutional
arrangements. The variables are defined in note 11.

Union power (itself a composite of densities and coverage rates) tends to
increase wages and reduce inequalities, especially for the (more unionised)
low-paid workers (Gosling and Machin, 1993). Unions may increase inequal-
ities by increasing the union/non-union wage gap, but this possibility is
accounted for with the use of a union coverage index. Co-ordination in wage
bargaining (both between unions and between employers) can alter the wage
distribution but mainly reflects the realisation by the co-ordinating bodies of
the need for a wage structure which is sectorally and occupationally more
even. Hence, if anything, co-ordination should reduce wage dispersion. High
labour standards should be expected to be related to lower levels of earnings
inequality, as they reduce the incidence of casual, irregular and low-paid
work, thus narrowing the lower part of the wage distribution. On the other
hand, a preferential treatment of the workforce in terms of labour standards
could compensate for more unequal pay, resulting in a positive relationship
between inequality and labour standards. Employment protection increases job
stability and so the importance of internal labour markets in determining the
wage structure. Although a workforce more vulnerable to dismissal might be
less successful in resisting unequal pay, the overall impact of employment
protection legislation on wage inequality is ambiguous. Finally, unemployment
measures (benefits and Active Labour Market Policies or ALMPs) might have a
significant negative effect on wage inequality. Although the significance of
ALMPs may be small because of their limited effectiveness (Calmfors, 1994),
they should still reduce inequalities by transmitting new skills to the unem-
ployed and increasing the efficiency of the job seeking and matching pro-
cesses. The impact of higher levels and duration of unemployment benefits
should be expected to be similar but more pronounced. A more generous
treatment of the unemployed results in a higher reservation wage (Layard
et al., 1991). It thus puts upward pressure on lower wages and reduces inequal-
ities, especially for low-paid workers.
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A priori reasoning, then, does not suggest any specific relation between labour
market (de)regulation in general and wage inequalities nor, moreover, does it
imply any specific functional form(s) ( Joedijk and Kremers, 1996). Occupa-
tional, individual, locational and industry-specific characteristics are important
determinants of individual earnings at the micro-level, but they still leave a
significant part of the standard deviation of both the distribution of wages and
changes in that distribution unexplained. Factors such as international trade
and female labour force participation have been shown to be significant in
some studies but appear insignificant in others. Hence, for present purposes,
the specification of the model is mainly about the choice of the functional
form(s) rather than the choice of explanatory variables. Nevertheless, we did
experiment with a number of variables that have been suggested but with the
partial exception of ‘openness to trade’ and share of manufacturing, services
and industry in total employment,8 none proved statistically significant. This
is not to deny the possibility that with better data and a fuller specification
other variables – most plausibly openness to trade – might be significant.9

The sample consists of 18 OECD countries with the dependent variable
being the measures of wage inequality for each of the two sub-periods
reported in Table 4.6. The reference date is the last year of each sub-period.10

Measures such as these are generally preferable to the standard deviation of
the distribution of wages, or other inequality measures, such as the Gini
coefficient or the Theil index, especially for cross-country studies (see OECD
1993, Annex 5.A). They also enable us to look inside the wage distribution
and see how even the effects of labour market flexibility (if any) are across the
distribution of wages. The results support this methodological approach, show-
ing that, in general, the impact of differences (changes) in labour market
regulation is greater for lower paid workers.

Across country difference in earnings equality

The independent variables for this analysis are the seven different indices of
labour market regulatory characteristics, each proxying for different dimen-
sions of labour market regulation.11 As noted in the main text there can be no
theoretically based priors about functional forms or even signs of coefficients.

Given the nature of the problem and the data, one approach would be to
use the Random Effects GLS method (Baltagi, 1995) as employed in Nickell,
(1997), because given the panel of data, the two observations corresponding
to the two sample periods for each country cannot be treated as independent
(Greene, 1993). After experimenting with different estimation methods, how-
ever, we ended up using OLS. As reported in Table 4A2 its use was sup-
ported by all the specification tests and the results are easier to interpret.
Reflecting the lack of theoretical priors the decision as to which variables
should enter the estimated equations in both levels and squares was based on
a backward stepwise selection procedure. In general, only employment pro-
tection, occupational mobility and spending on ALMPs did not require the
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inclusion of a squared term. The Breusch-Pagan chi-square test for random
effects and an F-test for omitted time-specific effects, respectively indicate
that we can accept the hypothesis that there are no significant time or
country-specific (random) effects, supporting the use of OLS.12 For all three
equations the adjusted R2 is high, ranging from 83 per cent to 92 per cent,
and the Durbin-Watson statistic is satisfactorily close to 2. All three estimated
models pass the Shapiro-Wilk test for normality and the Ramsey RESET test
for omitted variables – further indications of their good specification. Finally,
with the exception of the case of upper-tail inequality, which is the weakest
relationship, the estimated residuals are homoskedastic according to the Cook-
Weisberg chi-square test – the results of which are reported in the fifth row.

Table 4A1 presents the estimated coefficients and associated t-statistics and
significance levels for the three models. As can be seen, spending on ALMPs
is the only policy variable not significantly related to any measure of wage
inequality. All other variables have a statistically significant impact on overall
wage inequality. The salient results are summarised in the main text.

While superficially the result on employment protection appears to invali-
date the original hypothesis that employment protection increases workers’
power to bargain for more equal pay (or higher wages), it is what would be

Table 4A1 The impact of labour market regulation on wage inequality

Variables Overall inequality Upper-tail inequality Lower-tail inequality
(9th-to-1st decile) (9th-to-5th decile) (5th-to-1st decile)

Constant 3.657 1.020 2.681
(7.140)*** (6.505)*** (11.711)***

Spending on ALMPs −0.00093 −0.00176 0.001709
(−0.215) (−0.858) (0.874)

Labour standards 0.345515 −0.01905 0.155597
(3.118)*** (−1.592) (3.305)***

Square of labour −0.04001 − −0.01575
standards (−3.290)*** (−3.014)***

Co-ordination in −1.03004 0.009218 −0.61025
wage bargaining (−4.532)*** (0.465) (−5.793)***

Square co-ordination 0.111695 − 0.06773
in wage bargaining (4.404)*** (5.647)***

Employment 0.083424 0.046351 0.001225
protection (7.843)*** (9.287)*** (0.254)

Job mobility 0.057275 0.028443 0.008073
(7.025)*** (8.347)*** (2.105)**

Treatment of −0.00128 0.001433 −0.00215
unemployed (−3.120)*** (1.995)* (−3.018)***

Square of treatment − −5.20E–06 5.28E–06
of unemployed (−2.176)** (2.232)**

Unionism −0.02046 −0.00751 −0.0019
(−7.213)*** (−6.378)*** (−4.679)***

Square of unionism 5.95E–05 2.41E–05 −
(5.250)*** (4.907)***
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expected for high-wage earners. Higher employment protection means higher
employment stability with the result that wage determination (and, hence,
inequalities) will depend more on the hierarchical structures of the internal
labour market, increasing inequalities. For low-wage earners, employment
protection is wholly insignificant. The co-efficient on the job mobility vari-
able implies that, controlling for other elements of regulation, job stability
contributes to a narrower distribution of wages.

The last two variables, unionism and the way the unemployed are treated,
are two of the more intensively studied labour market ‘rigidities’. Unionism
has a strong negative impact on wage inequality. Countries/periods with
higher unionisation rates or union coverage have less wage inequality. The
effect of unionism is the strongest and most robust result obtained in this
analysis, and it is also very robust across the different inequality measures.
Hence, it offers further support for the results obtained by other researchers
using different methodological approaches (e.g. Gosling and Machin, 1993;
Fortin and Lemieux, 1997) about the role of trade unions in reducing wage
inequality. In contrast, but not surprisingly, the ‘treatment of the unem-
ployed’ variable has a very different impact on inequality in the upper-tail
compared to its impact on the bottom-tail. More generous unemployment
benefits have a negative impact on overall wage inequality, but the most
significant relationship is with inequality in the bottom half of the distribu-
tion. Since a more generous treatment of the unemployed would be expected
to increase the reservation wage it should be expected that it would mainly
affect wages at the lower end of the distribution.

Changes in labour market regulation and the distribution of earnings

Given the functional forms reported in Table 4A1 there is no clear and
immediate interpretation of the impact of actual changes in labour market

Table 4A2 Test statistics

R2–bar 0.92 0.83 0.87
DW 2.49 1.94 1.89
Normality test z = −0.550 z = −1.339 z = 0.546

(Shapiro-Wilk) (0.709) (0.910) (0.292)
RESET test (Ramsey) F(3,20) = 1.50 F(3,21) = 3.63 F(3,20) = 2.03

(0.246) (0.030) (0.141)
Heteroskedasticity test Chi2(1) = 0.53 Chi2(1) = 7.61 Chi2(1) = 0.38

(Cook-Weisberg) (0.466) (0.006) (0.536)
Test for random effects Chi2(1) = 1.97 Chi2(1) = 0.95 Chi2(1) = 0.50

(Breusch-Pagan) (0.160) (0.329) (0.481)
F-test for omitted time F(10,23) = 0.176 F(11,24) = 0.181 F(10,23) = 0.005

effects (0.679) (0.674) (0.942)

Notes: t-statistics (Table 4A1) and probabilities (Table 4A2) in parentheses. *, ** and *** show
statistical significance at the 10 per cent, 5 per cent and 1 per cent levels, respectively. For
definition of variables see note 11.



106 Paul Cheshire, Vassilis Monastiriotis and Stephen Sheppard

regulatory stances on the distribution of earnings. There are two ways in
which this can be explored. The implications for changes in the distribution
of wages can be calculated on the basis of the observed changes in labour
market regulation and the values of the coefficients reported in Table 4A1.
Such calculations (available from the authors) show that in the great majority
of countries actual changes in labour market regulation made between the
two periods analysed (covering 1984 to 1994) should have been expected
to increase earnings inequality. The changes expected to have produced
the greatest increase in inequality over the distribution as a whole occurred in
the UK, Holland, Portugal and France. Generally changes in the unionism
variable contributed most to the estimated increase in inequality. Only regu-
latory changes in Italy might have been expected to have reduced earnings
inequalities.

A further and perhaps more persuasive approach is to fit a model to
changes. This means that there are only 17 observations. There is a problem
of multicolinearity given the small number of observations and narrow range
of variance for some variables. However, the results are quite robust and
significant. The best model is probably that which includes measures of
labour market regulation even more disaggregated than those used to pro-
duce the estimates reported in Table 4A1. These disaggregated measures
strongly suggest that the most significant driver of increased inequality over
the period analysed was changes in unionism. Union density (one element in
the variable unionism) was the most important variable contributing to changes
in earnings inequality. Other statistically significant variables were changes in
the replacement ratio and in ALMP. All these variables were significant at the
10 per cent level, with union density significant at 1 per cent. The adjusted
R2 was 0.62.
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Notes

1 Without wishing to push the point dogmatically one could even argue that such
apparently binary characteristics as gender or ethnicity are really continuously
distributed if they are perceived as composite characteristics reflecting genetic
factors, cultural factors, experience and individual personality.

2 The household survey undertaken revealed household incomes (necessary to cal-
culate the structure of demand). This showed a far greater increase in apparent
income inequality in Reading with the Gini coefficient going from 0.21 to 0.39.
This was not a random sample of households, however, in that only owner-
occupiers were included. Over approximately the same period the proportion of
owner occupiers in Reading increased from 0.67 to 0.75 so a far smaller propor-
tion of the tail of the income distribution was in the 1993 survey than in the 1984
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one. Thus a direct comparison cannot be made although the household survey is
consistent with a very significant increase in income inequality in Reading over
the period.

3 This also implies that the process of more intensive household spatial sorting
which results from greater income inequality will also lead to increasing absolute
price differentials between structurally similar houses depending on the neigh-
bourhood in which they are located.

4 For example, households without children would presumably have less preference
for being in a superior secondary school catchment area and so be less willing to
pay a premium for a house in such a location than a similar household with
school-age children.

5 This section draws on Cheshire et al. (1998).
6 The countries used in this empirical investigation are Canada, Finland, France,

Norway, Sweden, the UK and the US. Despite the small sample-size, there is
substantial variation in wage inequality as well as in the extent of social exclusion
across these countries, making the results obtained fairly representative.

7 The authors would like to thank Steve Nickell for providing the data on these
indices used in his 1997 study.

8 Data on ‘openness’ were taken from the Penn World Tables (version 5.6), while
data for employment shares were collected from various issues of the OECD
Main Economic Indicators.

9 But note that the Ramsey RESET test results reported in Table 4A2, do not
indicate that for the present data set there are estimation problems resulting from
omitted variables.

10 This implies that we actually test how the regulatory environment of labour
markets in the previous five years was associated with the observed dispersion of
wages at the end of the five year period. This choice is based on the belief that
any impact of labour market regulation on wage dispersion would take some time
to be realised.

11 Using the data compiled by Nickell the authors constructed composite indices of
labour market regulatory regimes. For relevant variables – specifically the power
of unions and the treatment of the unemployed – these were at two levels of
disaggregation. The definitions for each of the seven labour market regulation
indices used in the empirical analysis were as follows:
ALMP: Measures expenditure on Active Labour Market Policies. Constructed as

‘spending on ALMPs per unemployed, as a percentage of GDP per worker’.
Labour standards: Constructed as the average of the relative position of each

labour market (country) in terms of regulation on working time, fixed-term
contracts, minimum wages and employees’ representation rights.

Employment protection: Constructed as a ranking of countries according to the
strictness of legislation concerning hiring and firing procedures.

Job mobility: It measures the share of people employed in their current job for
less than two years, as a percentage of total employment. Hence, it is a measure
of labour market flexibility ( job mobility) rather then deregulation.

Co-ordination in wage bargaining: It is the sum of the scores each country received
in terms of co-ordination between employers and co-ordination between trade
unions in the wage bargaining process.

Treatment of the unemployed: Constructed as the product of two indices, the
duration of unemployment benefits (measured in years) and the replacement
ratio (average unemployment benefit as a percentage of the average wage).

Unionism: It is the product of two more detailed indices – union density (share of
unionised workers to total employment) and an index of union coverage. The
latter is a classification of countries into three categories on the basis of how
widely union negotiated wages are applied in the economy.
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12 The possibility of country fixed-effects was not tested, for two reasons. First,
because the country-specific effects (if any) could not be fixed, as in terms of their
labour market experience our sample countries cannot be considered as forming
one group (Siebert, 1997). Second, because the use of a fixed-effects specification
would create problems of colinearity between the fixed effects and the constant-
across-time regressors, as some of our explanatory variables show no within-group
(between time-periods) variation.
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5 Employer strategies and
the fragmentation of local
employment: the case of
contracting out local authority
services

Suzanne Reimer

Introduction

The primary focus of this chapter is upon the ways in which employers
structure and influence local labour market dynamics. While my arguments
draw upon a specific study of the former Conservative government’s policy
of compulsory competitive tendering (CCT) for manual work within UK
local authorities, a central aim is to address a number of broader issues sur-
rounding the conceptualisation of local labour markets. The consideration
of this particular group of workers and their employers, however, is not
insignificant: as private sector cleaning and catering firms became increasingly
involved in local government contracting through the early 1990s, firms’
employment strategies increasingly began to transform the nature of local
labour markets, reshaping the experiences of low-paid workers in particular
places. Elsewhere, I have considered labour market transformations from the
perspective of employees (Reimer, 1998, 1999a): here my attention primarily
is directed to the activities of employers.

Since the late 1980s there not only has been a growing interest in the
nature, performance and regulation of local labour markets, but also most
discussants concur that an interest in local labour market dynamics has now
supplanted considerations of local labour market ‘cartography’ (Martin, 2000;
Peck 1996; Coe, 2000). Nonetheless, theoretical perspectives on labour mar-
kets remain relatively underdeveloped. We not only need to ‘add empirical
weight to the argument that [labour] markets are, by their very nature,
inherently “local” ’ (Coe, 2000: 79, emphasis mine), but also must pursue the
implications of current labour market processes (such as the deepening and
recomposition of labour market inequalities) for the conceptual frameworks
we use. The chapter begins with a review of the ways in which local labour
markets have been conceptualised. Following a brief sketch of the particular
local authorities used as case studies, the chapter then focuses upon the ways
in which cleaning and catering firms have shaped, and been shaped by,
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different local labour market contexts. In the light of this discussion, the
concluding section then returns to some broader analytical questions.

The concept of a local labour market

Theorising the processes at work in local labour markets is notoriously diffi-
cult (Cooke, 1983; Pinch, 1987; Peck, 1989a; Morrison, 1990; Peck, 1992).
The term ‘local labour market’ often has been used in an ambiguous way
to refer ‘to any number of subnational boundaries’ (Morrison, 1990: 498).
Morrison (1990) has argued that conceptual difficulties have arisen in part
because the notion originally derived from discussions within economics.1

The notion of the ‘local’ labour market was used by economists to control
for ‘extraneous’ factors affecting wage dispersion and was defined in terms
of the location of an employing establishment or group of establishments
which shaped hiring and wage policies (Morrison, 1990). Labour economists,
therefore, assumed that there were general processes at work and sought a
‘laboratory’ in which to observe these general processes: a particular local
labour market would control for national or regional differences (ibid.). Fur-
ther, ‘it did not really matter whether the laboratory was Detroit or Boston,
Chicago or New York’: the individual local labour market used for study was
incidental to the analysis (ibid., 500–502). Yet for geographers, clearly, the
idea of a local labour market is interesting precisely because labour markets
are not the same. Not surprisingly, problems arise when trying to use con-
cepts designed to eschew difference in order to highlight difference. As a
result, it has been difficult for geographers to make comparisons between
local processes without allowing the labour market to be defined in terms of
local conditions.

Most empirical studies of local labour markets in geography have been
based upon delimiting travel-to-work areas, or assessing local job search
strategies, frequently in a largely technical way.2 While attempting to draw
fixed boundaries around travel-to-work areas creates one set of difficulties,
there is also a theoretical problem inherent in the use of such a strategy: it
assumes that space is a container, ‘within which a set of generalised processes
operate, largely unaffected by their spatial context’ (Peck, 1989a: 44). Fur-
ther, Peck contends that the use of the travel-to-work area does not assist in
the conceptualisation of the relationship between space and labour market
segmentation. We must account for the ways in which divisions of gender,
ethnicity and skill, for example, will shape different local labour markets for
different groups of people. Peck’s argument is that labour market segmenta-
tion acts to ‘ “slice up” local labour markets, undermining their internal
coherence to a potentially debilitating degree’, and he therefore turns to look
at the ways in which labour markets might be segmented in locally-specific
ways (Peck, 1989a: 49).

Hanson and Pratt (1995: 13–14) have taken issue with Peck’s account.
They suggest that he
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possibly overstates the ‘debilitating’ incoherence of local labour markets
by ignoring the spatial fragmentation of employment within metropol-
itan labour markets, which may entail the clustering of jobs from different
occupational segments.

Although Hanson and Pratt acknowledge that labour market segmentation
does occasionally render local labour markets inchoate, their research demon-
strates that ‘distinctive labour markets and employment niches’ can develop
within a city, such that ‘a sharp spatial segregation . . . mirrors labour market
segmentation’ (1995: 162).

However, the debate can be taken further. It is the reliance upon labour
market segmentation theory itself which poses difficulties for the concep-
tualisation of local labour markets. There are two issues at stake. First, Peck’s
work in particular implies that structures of segmentation fall, pre-formed,
upon local labour markets. He argues, for example, that ‘the notion of the
local labour market can be deployed as a mid-level theoretical device in order
to specify and understand the ways in which different segmentation processes
intersect and are differentially reconciled at the local scale’ (Peck, 1996: 96,
emphasis mine). This rather problematically suggests that labour market
segments can somehow emerge ‘outside’ space and place – even if, as Peck
claims, it is possible to evaluate the specific local dimensions of segmentation.

In some ways, this critique resonates with that in Pratt’s (1999) recent
account of the ‘discursive geographies’ at work in labour markets. Pratt
(1999: 216) argues that while an emphasis on ‘middle range’ theorising ‘help-
fully highlights the contingency and variability of social and economic pro-
cesses,’ such a stance posits ‘the social and cultural processes that lead to the
marginalisation of certain groups in the labour market as empirical rather than
theoretical puzzles’. Rather than pursuing a ‘middle way’, Pratt (1999: 217)
draws upon poststructuralist theories of discourse and the subject to address
the ways in which ‘material inequalities are produced through everyday
situated practices’. My discussion here is not an explicitly poststructuralist
account, although I would draw attention to the ways in which discursive
constructions by employers (such as appropriate home–work distances for
working women with children) do mesh with hiring practices, for example.
Rather, the chapter directs attention to the potential difficulty involved in
keeping the theoretical ‘work’ of concepts such as segmentation and regula-
tion at a separate level from the notion of the local labour market.

A second problem with closely adopting the conceptual apparatus of
labour market segmentation theory (even its ‘fourth generation’ variant)3 is
that it leaves us ill-equipped to grapple with the diverse employment struc-
tures which have emerged at the end of the twentieth century (and which
are evident in the example of compulsory competitive tendering discussed
below). Segmentation theory was originally developed as a means of explain-
ing divisions between primary and secondary, internal and external labour
markets (see Peck, 1989b). In the primary sector, white, prime-age men
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benefited from stable career ladders, while ‘other’ social groups (including
women, ethnic minorities, older and disabled workers) were confined to the
inherently insecure secondary sector. In the current era it is more problematic
to theorise divisions between workers in such a ‘horizontal’ fashion. Rather,
focusing upon the fragmentation of work in local labour markets provides
a more appropriate means of viewing the increasingly heterogeneous ways
in which jobs are arranged, and employees positioned.4 Workers are now
divided, one from another, in a strongly ‘vertical’ manner.

My focus below upon the contracting-out of manual work in local govern-
ment is obviously a very particular one: the dynamics of the tendering process,
the operation of contracts, or indeed firms’ withdrawal from contracts are
relatively distinctive. However, the outcomes of compulsory competitive
tendering (CCT) provide a useful window on two highly gender-segregated
and marginalised sectors of employment – the ‘bottom end’ of the labour
market – and the chapter illuminates the ways in which these particular types
of employment opportunities are constructed in space and place.

Three local labour markets

The case study local authorities of Cambridgeshire, Camden and County
Durham represent a range of different factors influencing CCT, including
the nature of employment change in each authority and the processes by
which private firms made decisions to bid for particular contracts.5 A distinct
political contrast was evident, particularly between the two county councils.
While Durham has long been under Labour control, Cambridgeshire was
Conservative-controlled during the early 1980s – at which time they con-
tracted out building cleaning work voluntarily. The London Borough of
Camden has also had a long history of Labour control. All three authorities
had embarked upon a second ‘round’ of tendering (a three to four year cycle)
during the period in which the research was conducted.

Cambridgeshire has always been a predominantly rural county. Despite a
degree of commercial and industrial development in Cambridge and Peter-
borough (including the much heralded expansion of high technology indus-
try on science parks surrounding Cambridge), a strong agricultural legacy
remains (Crang and Martin, 1991; Segal, Quince and Partners, 1985). The
importance of the agricultural sector to the local economy has had consider-
able implications for women’s employment opportunities, particularly in
Fenland villages (McDowell and Massey, 1984). In 1991, just over 3 per cent
of the Cambridgeshire population was employed in agriculture (compared
with 1.95 per cent nationally); in the East Cambridgeshire and Fenland areas,
the figures were 7.35 per cent and 6.52 per cent respectively (Offices of
Population Censuses and Surveys, 1991). For many women, working as a
cleaner, or in the kitchen at a local school, provided one of the few alterna-
tives to back-breaking work on the land. The scattered villages and hamlets
in the county have never been well linked by public transport, and so spatial
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constraints are significant, and this was not helped by the deregulation of
bus services in 1986, which led both to fare increases and to a decrease in
frequency of service.

Gender divisions of labour within County Durham have been radically
reworked during the post-war period. Declining male employment in the coal
industry occurred alongside the expansion of manufacturing work for women
in the late 1960s and 1970s (McDowell and Massey, 1984; Hudson, 1989;
Hudson et al., 1992). More recently, manufacturing decline, particularly within
the clothing sector has had substantial implications for households which were
dependent upon a sole female breadwinner. Jobs within the private service
sector were very poorly paid, while the public sector has provided one of the
few relatively stable employment opportunities, particularly for women. Like
Cambridgeshire, County Durham is also characterised by a scattered settlement
pattern. However, public transportation links between towns and villages are
reasonably good: although fares are not inexpensive, services are regular.

Camden’s local labour market context differs substantially from the other
two areas. Whereas the large county council areas of Cambridgeshire and
Durham consist of a series of (sometimes overlapping) local labour markets,
Camden is much smaller in geographical extent, and is characterised by
considerable daily inflows and outflows of labour. Job opportunities within
the local manufacturing sector have declined significantly since the 1970s,
leaving few alternatives to low paid, service sector employment. A decline in
blue collar working in both the railways and in local government itself has
been particularly evident (Goodwin et al., 1993). Low pay has always been a
feature of private service sector employment in Camden, as elsewhere in
London (Sassen, 1991). However, low pay levels became increasingly charac-
teristic of public sector employment as CCT progressed. During the 1980s,
council employees were protected from low wages through a ‘Minimum
Earnings Guarantee’, but this lower earnings limit was abolished during the
first round of tendering in 1990. For both direct employees of the council
and those employed by private sector firms, the restructuring of public sector
manual employment has led to the growth of ‘a shifting mass of low-paid,
insecure and often impoverished staff without employment rights or security’
(Welch and Ellis, 1994: n.p.). While Camden was committed to the provi-
sion of a high standard of public services for much of the post-war period
(Goodwin et al., 1993), the borough’s activities were curtailed through the
1980s and early 1990s both as a result of financial restrictions imposed by the
former Conservative central government and because the effects of local
socio-economic restructuring placed increasing pressures upon local resources.

Competitive tendering, contracting out and the local
labour force

When compulsory competitive tendering legislation first came into effect
in late 1989, private sector firms had little success in winning contracts
within any of the case study authorities. Variation of employment terms and
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conditions thus depended upon decisions taken by local councils’ Direct
Service Organisations (DSO). Compared to the other two case study areas,
workers in Camden remained slightly better off in hourly wage terms, although
part-time working had increased, particularly within cleaning. By 1994, how-
ever, all three authorities had lost control of the majority of their cleaning
and catering services to private firms. Not only did wages and terms and con-
ditions become increasingly variable between the three authorities but also
there was a sharp trend towards the individualisation of employment con-
tracts as firms offered varying levels of remuneration to different workers.

It might have been expected that the labour intensive nature of cleaning
and catering work would sensitise contract service managers to the distinc-
tive features of particular local labour markets. However, it turned out that
managers in head offices often indicated that they did not necessarily give
explicit consideration to local labour force characteristics prior to tendering
for a contract:6

I’d like to say that we’re very sophisticated . . . actually, the main factor is
the labour [i.e. wage] rates in particular geographical areas (7 May 1994).7

Firms did make some attempt to gauge local wage rates for cleaning and
catering work, in order to price their bid accordingly. A firm planning to bid
for a contract advertised by Grampian Regional Council, for example, con-
tacted the firm’s local office in Aberdeen to determine local pay rates for
private sector cleaners; another firm ‘asked all [their] cleaners if they had got
any friends or relations who work in one of the other companies . . . what’s
the pay rate’ (17 September 1993).

By contrast, managers were often inattentive – at least at the time the
initial decision was made to bid for the contract – to the availability of local
labour at that particular price. While the supply of labour is price-dependent
in part, it is also shaped by the nature of the local labour force. Who will
accept part-time working, where and during which particular hours, for
example, all impinge on labour supply. The nature of household benefit
arrangements will also structure the availability of labour (Leonard, 1998).
Cleaning and catering firms commonly assumed that DSO labour forces were
‘overmanned’ [sic] and believed they would not need to recruit additional
workers when they took over a contract. Although an existing labour force
was already in place, incoming private-sector firms were not always able to
retain the established labour force once a contract had changed hands. And
managers also made assumptions about the ease with which they could in any
case draw upon an easily tapped local workforce:

with schools and colleges, most of them are situated in places where
there are people who are going to take their children there. [ . . . ] It
might be that it’s in a small village, but there’s a certain amount of
population there that one can draw on to do the work.

(28 June 1994)
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Nevertheless, for contract managers ‘on the ground’, staffing can pose prob-
lems: firms have had substantial difficulties in recruiting labour at the price
they initially set in the contract. Even if firms are able to recruit sufficient
staff, they may face problems of absenteeism and high levels of staff turn-
over during the contract period. In some cases, private companies have had
to withdraw from contracts altogether. In others, councils have stepped in to
renegotiate the terms of the contracts. One contract manager described an
example of the latter situation – he had recently lost a large school cleaning
contract with Berkshire County Council to a competing firm:

[ . . . ] let’s take the Berkshire experience. Charters School, Sunningdale,
or something like that. Virginia Water. There isn’t a house in Virginia
Water less than £300,000. There aren’t your Mrs. Mopps to come out
cleaning. I mean, they’re scouring the neighbourhood for someone to come
in and clean their house. To whom they can pay cash, and will probably
pick them up, take them back, they’ll get little Johnny’s cast off clothes
to take home to their kids, and it’s a wonderful job. So you’ve got to go
right the way up to somewhere like Bracknell to find cleaning staff. And
[a competing firm] won that, at a price that was cheaper than mine, and
they find (sarcastic tone) ‘we can’t get staff in the neighbourhood’. And to
my utter amazement, they managed to get extra money out of Berkshire
County Council for a bus . . . [ . . . ] I’d priced a bus in [to the contract].
Because I have been around a little bit, and I do know it, and I’m amazed
that Berkshire [council] . . . I wouldn’t have the temerity to go back,
because it was a cock-up, you know, I think we put in something like £4
or £5 an hour, against a normal rate of maybe £3, plus transport, because
you knew darn well you couldn’t get people . . . (17 September 1993).

This is an interesting account for two reasons. First, it indicates the ‘messi-
ness’ of the tendering procedure: firms’ involvement in CCT has not simply
been a logical extension of capital into profitable new areas (Reimer, 1999b).
Second, the Berkshire example highlights a division of labour within contract
cleaning and catering firms. While managers at the national level are not
centrally concerned with the availability of labour when they come to tender
for a contract, managers at a local level must deal with the specificities of local
labour forces. It is at this level where the ‘dynamic dependencies’ between
employers and employees emerge: where ‘employers not only tap into dis-
tinctive local “pools” of labour, but . . . actively shape the communities in
which they locate’ (Hanson and Pratt, 1995: 225).

Firms shaping local labour markets: constructing
geographies of employment

Private sector cleaning and catering firms have become actively involved in
the construction of particular local labour markets as compulsory competitive



Employer strategies and local employment 117

tendering has proceeded. By using specific recruitment strategies and through
the ways in which firms organise labour utilisation, firms create locally-
specific employment opportunities. Under the CCT legislation, local author-
ities’ own DSOs must compete with private firms for the provision of services,
and in this sense, they have been subjected to similar types of (commercial)
pressures (see Painter, 1992). The position of DSOs is slightly different from
that of private firms, however, in that DSOs are not allowed to bid for contracts
outside the boundaries of their own local authority.8 While private firms can
use profits made in one part of the country to cross-subsidise loss-making
contracts in another, DSOs do not have such an option. Nonetheless, DSOs
have found that they too have had to cut wages and terms and conditions
of work in order to compete for contracts, and thus have also contributed to
the increasing fragmentation of employment in much the same way as private
firms.

Contractors made explicit assumptions about the workforce upon which
they would be able to draw: they perceive that working in a school canteen
is a job which is ideally suited to women with school-age children, for
example. Cleaning work too, can be organised around domestic commit-
ments. As one manager noted:

[ . . . ] it’s a labour-intensive market, we draw a fair amount of our staff
from local council estates. We probably draw a lot of our staff from other
residential areas. You know, people do the job not because they’re
perhaps . . . a little less educated than somebody else who can go and get
a job that’s better paid, and better work . . . (pause) what’s the word I’m
looking for . . . job satisfaction, they also do these jobs because it suits
them with family ties and family commitments and that sort of thing,
you’ve got mothers looking after children, and commitments . . . and
wives looking after husbands, and people looking after whoever . . . and
their time slots for doing jobs are early mornings or evenings, because
of their other commitments. So it suits them to come and do a part-
time job.

(18 February 1994)

There are a multiplicity of assumptions being made here – such as the (lack
of ) skills/training required to do cleaning work, and its appeal to the ‘unedu-
cated’. What also is evident is the desire for a very local workforce. Thus,
according to the manager of the civic catering contract in Camden, ‘ideally
you would recruit everyone who’s local, because then you don’t have problems
with staff not turning up because their child is sick . . .’ (5 August 1994). These
sentiments are by no means straightforward: it is not clear why employees
who live closer to work are less likely to be absent from work as a result of
childcare ‘problems’. However, as Hanson and Pratt have argued, ‘employers’
preferences and expectations about ‘appropriate’ home–work distances have
been built into their hiring practices’ (Hanson and Pratt, 1995: 163).
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It is by focusing their recruitment upon very local areas that firms actively
construct local labour markets. A cleaning manager described the ways in
which his firm recruited a local labour force by distributing leaflets to resid-
ents of local council estates:

. . . [it’s] much cheaper than advertising in the paper, and you actually
get it through people’s doorways [ . . . ] ‘cause one of the problems if
you do advertise . . . recruiting . . . advertise in the Cambridge Evening News
or whatever it is, and you want people in Long Road, you can either put
down ‘must be in Long Road area’, but most people don’t see that, they
just see cleaners wanted, £3.50 an hour and that’s it. And you’ll get
them ringing up from all over the place. Wasting our time, because they
can’t get there anyway. So we want people who are local who just walk straight
into those jobs . . .

(28 June 1994; emphasis mine)

Given that the city of Cambridge covers an area of little over 12 square miles,
these are very local labour catchments indeed, formed not simply by the very
real local transport constraints which workers face in the area, but also by the
way in which employers’ own assumptions about these constraints restricts
the spaces over which they seek and hire labour.

Similarly, employers’ perceptions about appropriate jobs for women with
children influence their recruiting practices and recruitment spaces. The con-
straints upon women with domestic commitments mean that in the absence
of affordable childcare they are often required to look for jobs close to home,
and/or jobs which ‘fit’ around school hours. Fully cognisant of such domestic
constraints, employers construct labour recruitment catchments from within
these local residential areas.

Word-of-mouth recruitment by contract cleaning and catering firms is also
important in the construction of local labour forces. As one cleaning manager
commented:

. . . we do get a lot of people by, sort of asking the cleaners, you know,
have you got a mother, sister, aunt, friend. And so you get a lot of
referrals. Of course they’re more reliable people when you get it through
a referral. So we would prefer that form, if we can.

(15 October 1993)

All of the managers interviewed suggested that word-of-mouth recruitment
was one of the first methods to which they turned to find workers, and one
of the major catering contractors even operated a formalised bonus system
whereby workers receive a monetary reward for ‘recommend[ing] a friend’
(6 October 1993). In this way, word-of-mouth recruitment also tends to
reproduce particular gender divisions of labour, given the tendency for social
networks to operate in gender-specific ways: as indeed the quotation above
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suggests. Here too, as Hanson and Pratt (1995: 173) argue, word-of-mouth
recruitment ‘often yields a highly localised work force’.

However, word-of-mouth recruitment may not necessarily shape the labour
market in such a way that the workforce is drawn from the local area.9 There
is evidence that in some cases, the use of word-of-mouth recruitment by DSO
managers operated to construct a non-local workforce. Many of the cleaning
workers in Camden, for example, travelled from Southeast London to work
in the borough. Contract managers suggested that this was not only a func-
tion of relatively high wage rates in the authority but also of strong familial
and friendship-based connections between groups of workers. In Durham
too, there were connections between the women who worked on the night-
time cleaning shift in County Hall: groups of women travelled together from
Chester-le-Street and from Langley Park, for example. In both London and
to a slightly lesser extent, Durham, the availability of (reasonably) frequent
public transportation enabled employees over quite large areas to take advant-
age of these word-of-mouth connections. Thus workforces are not always
drawn from tightly circumscribed local catchments, although the Camden
and Durham examples do illustrate the development of localised workforces.

The relevant question is whether a general trend towards the privatisation
of local authority services will act to narrow opportunities for potential
employees as a result of the different ways in which DSOs and private firms
have tended to recruit workers. In County Durham the authority had long
operated an explicit policy of providing jobs within the school meals service
for women who had been widowed, and particularly for miners’ widows.
DSO managers also tended to use JobCentres as a key recruitment source.10

Both of these strategies arguably will be less likely to construct a local work-
force than the greater reliance on word-of-mouth recruitment found within
private sector contractors.

The temporal organisation of cleaning and catering work itself also acts to
shape local labour market opportunities for women and men. Assumptions
about the suitability not only of the type but also particular hours of work for
women are paramount in employers’ comments about their workforces. Thus,
as one private sector employer responded to a question about the length and
timing of shifts:

Between . . . two to three hour shifts, generally. The other thing we try
and avoid is also cleaning first thing in the morning as well. The only
area of the country where it seems to work quite well is central London,
where everybody does cleaning first thing in the morning. You very rarely
have evening cleaning going on. In the rest of the country, it’s all
evening cleaning. [ . . . ] traditionally in London, people have gone out
and gotten a two hour, three hour part-time job in the morning, and
then gone to their full-time job. Out in the sticks, the women . . . to be
quite honest with you . . . they will see to the breakfast, they’ll see to the
kids, they’ll get the lunch ready for the kids, pack them up, and get them
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off to school. Well, that all happens between half past seven and 9:00 in
the morning, so it really kills it as far as an early morning cleaning shift.
Unless it’s going to be say from 5:00 in the morning till 7:00, and there
are very few premises that want that. So generally cleaning in the UK,
except for London, is part-time in the evenings.

These presumptions about gendered working time feed through to the organ-
isation of cleaning and catering work. The shift away from full-time working
(alongside reductions to the hours worked by existing part-timers) has had an
important effect upon local labour markets. While much of the ‘flexibility’
literature suggests that employers’ increasing use of ‘non-standard’ labour to
perform cleaning and catering tasks stems from the fact that such work
‘requires a limited number of hours to complete’ (McGregor and Sproull,
1992: 226), there is no clear reason for all cleaning and catering work to be
part-time. Prior to CCT, many cleaning and catering jobs were in fact full-
time, and ‘continental’ shifts are commonly used in the cleaning of public
places such as airports or bus stations. Local authority cooks in County
Durham commonly worked 35 hours a week, and a significant proportion of
cleaning work in Camden was organised on a full-time basis (see also Hunter
and McInnes, 1991).

However, part-time working clearly provides financial advantages to em-
ployers, particularly if employees’ earnings (and therefore hours) are kept
below the National Insurance threshold (£55 per week in 1994).11 There is
evidence that employers have been only too aware of the intersection between
employment and benefit arrangements, and have deliberately kept hours of
work low.12 One result has been that the shift to greater part-time working
appears to have altered the gender complexion of the workforce. As two DSO
managers in Camden commented:

the interesting thing is there used to be a lot of men in the service, a lot
of the full-timers were men, and the part-timers were women. And
although, you know, a fair proportion of women were working full-time
as well. The service now is largely female . . .

(23 May 1994)

While this highlights an underlying belief that part-time working will be
unattractive to men because it will not provide a ‘breadwinner’ wage, there
are also implications for the nature of women’s employment locally. One
common response of women in these contracted-out local authority services
to reductions in hours of work and wages has been to take on second and
even third jobs (Reimer, 1999a). Thus, CCT has contributed strongly to the
fragmentation of employment and the expansion of multiple jobholding. Not
only have private contractors’ preference for part-time workers served to
fragment work processes and job opportunities, but also their word-of-mouth
recruitment policies have also encouraged multiple jobholding:
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Around London, when we’re starting up a new contract, the existing
staff have got friends, that they know want jobs. Or if we’re starting up
an evening cleaning contract, we’ll go to our morning cleaning contracts,
and see what ladies or blokes there want to do an evening job as well. So
if they get two and a half hours in the morning, they might be looking
for a two and a half hour evening job, to increase their income. So you
get staff that way.

(19 October 1993)

If the recruitment practices under privatisation have restructured the working
lives of the affected workforce, the nature of the local labour market has also
modified the practices of the forms themselves as the following account shows.

Impacts of local labour markets upon firms

Although managers in head offices suggested that the nature of local labour
markets did not directly influence initial tendering decisions, the ease or dif-
ficulty with which firms are able to engage staff in particular places clearly has
been dependent upon the characteristics of the local labour market. For example,
managers often suggested that they had experienced difficulties in recruiting
contract cleaning or catering staff in upper middle-class residential areas:

SR: Do you ever have – when you take on a contract – have difficulties
recruiting labour?
YL: Um . . . generally no, but, if you take on the obscure locations
in . . . let’s say down in Berkshire, it’s difficult to . . . like Wantage, or
Lambourne, and you’ve got a very limited market in which you can’t get
anybody to do any cleaning . . .

(19 October 1993)

In a rather different context, other firms have experienced difficulties recruit-
ing staff in remote rural locations. In Fenland villages in Cambridgeshire, for
example, the county Direct Service Organisation had to pay up to a 20 per
cent bonus to the basic hourly wage for cleaning and catering staff. And in
some cases such problems operate at remarkably local scales, as illustrated by
a cook in a large Durham Sixth Form College:

This is a hard kitchen, because it’s in the middle of nowhere, and you
can’t get anyone to work. It’s all private houses; university people, and
those women don’t want to come and work here. So often you can’t get
anyone; Gilesgate Estates are too far away, what with bus fare.

(7 October 1994)

The labour geography that the cook constructs here is an interesting one:
although the school is only a few minutes’ walk from the centre of Durham,
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she suggests that it is ‘in the middle of nowhere’ in terms of finding staff to
work in the kitchen.

Local unemployment rates have a substantial effect upon firms’ ability to
recruit staff. A cleaning manager noted that:

the areas of high unemployment, it’s easier for us to get staff. [ . . . ] so
we have problems in some areas and not in others. The recession has
changed that a bit. It’s much easier to get staff now than it was three years
ago. Three years ago we couldn’t get staff in Guildford, or Bracknell, or
Basingstoke, or Reading. We just couldn’t get them. I mean, we went
from – we’re probably paying £3.50 an hour there now – we were
paying £4.50 an hour three years ago; we couldn’t get the people. They
weren’t there to do the cleaning jobs.

(15 October 1993; emphasis in original)

Further, if, as one manager argued, ‘the factory up the road [had] just closed’,
employees would be less resistant to contractors’ efforts to lower wage rates.
A Cambridgeshire personnel manager noted, for example, that even when
wage rates were cut considerably in the second round of building cleaning
tendering, many staff stayed on.

We were quite pleased that sort of over 90 per cent of people agreed to
the new terms. So we didn’t have a massive problem of people saying,
well, you can keep your contract, we don’t want it. We’re going to go
and do something else. Which I think is a reflection of the state of the
economy, people didn’t have much of a choice.

(2 June 1994)

The effects of local unemployment levels are different in different parts of the
country: a contractor in the Northeast suggested that the relationship between
unemployment rates and his ability to recruit workers was the opposite to
that which the Southeast manager had described:

We find difficulty in a market like Cleveland, where there’s a very high
unemployment rate, and therefore ladies don’t want a job, because it
affects whatever benefits they get in the family. So we find a greater
difficulty where there’s high unemployment. [ . . . ] So where there’s low
unemployment, we tend not to have a problem, because the people who
we take on are genuinely looking just for pin money rather than family
living money.

(22 September 1994)

Firms’ ability to recruit staff is not simply a function of general unemploy-
ment levels in a particular place, however, but is also related to the availability
of other types of similar work. The fact that a sizeable number of cleaning
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and catering jobs in Cambridge and Durham are to be found within the
university sector is an important feature of the labour market within these two
urban areas. Contract firms are less able to drive wages down in places where
potential staff have more opportunities for paid employment. Indeed, buoyant
local labour market conditions can force contract managers to increase wages:

Cleaners in Cambridge tend to leave you for no reason at all. They just
disappear. I think when . . . [ . . . ]. when we were having problems with
labour in East Anglia, that we as an industry tended to throw money at
the problem, and the labour rates in Cambridge went up higher than
they did in London, and we had two particular areas, one was East
Anglia, and one was Crawley, around Gatwick Airport, where the wage
rates for cleaners were, for a time, certainly for 18 months/two years,
higher than they were in London. So the cleaners were going for the
highest bidder.

(27 April 1994)

Interviews with workers confirmed the frequency with which cleaning and
catering workers would move in and out of different jobs as pay rates changed.

Contractors suggested that they also competed for staff with households
employing waged domestic labour:

[ . . . ] once you’re in those rural areas, there are people that do cleaning,
but they’ll probably be doing the cleaning for private houses, big places
down there, you know, and those people are probably getting it tax free,
maybe £4, £5 an hour. So we’ve got to compete in that marketplace.
So you would expect me, or I always expect, in those areas, to pay a
much higher rate of pay than ever I would in central London. You
know, in fact, down in Lambourn, and Wantage, that area, we pay
£4.25 an hour, to £4.50 an hour. In Westminster, I pay £2.80 an hour.
I’ve got plenty of cleaners in Westminster, but I haven’t got so many
down there, at £4.50.

(19 October 1993)

The manager drew a contrast between central London and the Home Counties,
but it is also possible to consider a North/South dimension to the competition
firms face from households employing cleaning staff. In this regard, Gregson
and Lowe’s (1994) study of domestic cleaning labour provides an interesting
comparison: they observed that households in the Southeast had more diffi-
culty finding cleaning staff than did those households they interviewed in the
Northeast, and they argue that this has much to do with contrasting local
labour market conditions within the two regions:

In the case of the north-east, we would anticipate that two factors
proved particularly important in ensuring the ready availability of waged
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domestic labour, namely the type of ‘female’ employment generally avail-
able within the region, and the high levels of male unemployment through
the 1980s. In contrast, in the booming south of the 1980s, with jobs
relatively easy to come by (particularly within the service sector) and low
levels of male unemployment, the alternatives to waged domestic work
would almost certainly have appeared more attractive.

(Gregson and Lowe, 1994: 300, fn 2)

Finally, cleaning and catering firms also compete for labour with firms out-
side these two sectors. Several managers suggested that the (part-time) hours
of work that they offered put them in direct competition with, for example,
supermarkets: ‘[ . . . ] when job sharing in supermarkets first came on to the
scene, we lost a lot of staff to . . . doing the checkout in a shopping mall’
(13 October 1993). Another contractor stated that recruitment had become
‘more and more difficult’ as supermarkets

[ . . . ] started taking on shelf-fillers, in the hours that our part-time labour
traditionally could come out to work. You know, when the husband had
come in, kids had come home from school, so between 5:30, let’s say,
and 8:00, which is the time we traditionally clean. Supermarkets were
offering the same work . . .

(27 April 1994)

In places where local authority employment had in the past been relatively
well paid in comparison with other jobs, the contracting-out of cleaning and
catering work – and the accompanying cuts in wages and terms and conditions
– may have made other work seem more attractive. A cleaning manager with
contracts in Cambridgeshire noted that

. . . if a cleaner had been working for the local authority for a long
time, and suddenly because of legislation it went out to . . . it was
outsourced, many of the girls said well, look, this is a good time to get
out of cleaning altogether, and leave it, and either go into supermarkets,
or go into banks, or take a course somewhere, and go into administration
part-time . . . There was a glut of part-time jobs coming . . . into the
employment.

(27 April 1994)

Some implications for conceptualising local labour markets

The complex processes of labour market transformation outlined in this
chapter have a number of important implications for the conceptualisation of
local labour markets. It should be clear from the preceding discussion that my
approach to labour markets is far removed from ‘the idealised, equilibrating
world of the orthodox economist’s demand-and-supply schedules’ (Peck,
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1996: 262). I have sought to demonstrate how employers and employees
interact within particular local labour market contexts, emphasising their fluid
construction through (for example) employers’ recruitment activities or their
presumptions about gendered working times. Further, however, I have pointed
to the difficulties which emerge from a conceptualisation of local labour
markets which has its origins in segmentation theory. Two key issues emerge.

The first has to do with the way in which we think about local labour
market processes. On this issue Peck has rightly critiqued segmentation theory
for its implicit focus on the national scale, arguing that segmentation occurs at
local levels as well (Peck, 1996). However, the primacy of general processes
still remains in Peck’s analysis, in as much that the importance of the local
appears to be as an arena within which ‘common underlying dynamics’ take
on different specific forms: ‘General processes have socially, institutionally
and geographically variable outcomes’ (ibid.: 266). This view does not rest
easily with the case study material presented here, which has emphasised the
ways in which contract service firms work within and through local employ-
ment geographies as they bid for contracts, recruit staff, and compete for
labour. The configuration of the local labour market, particularly the way it
is organised spatially, is shaped at this level. Only in the most general terms
can these features be ‘built down’ (ibid.: 102) from nationwide economic
conditions and national regulatory processes, or local outcomes be ‘read off ’
from general theories.

The second issue concerns the way in which local labour markets are being
transformed in an era of fragmented and disorganised work (see also Reimer,
1999a). The extent to which private sector firms and Direct Service Organisa-
tions have been actively involved in constructing fragmented work sched-
ules for individual workers and developing highly uneven wage hierarchies
demonstrates that the lines of division between and among employees in
local labour markets are much more complex and shifting than segmented
labour market theory dichotomies like ‘primary’ and ‘secondary’ might suggest.
Under compulsory competitive tendering, deteriorating work conditions have
by no means been equally experienced by all workers, nor have they neatly
fractured along gender lines. Further, features such as the emergence of
multiple jobholding render existing local labour market concepts, such as the
notion of ‘place-specific social networks’ (Hanson and Pratt, 1995: 225),
more problematic than is usually recognised. The fragmentation of the work
week into a number of separate jobs and/or time slots with the same or
different employers may actually give workers access to a more extensive
range of social networks than those working through a standard work week
or in a single location. At the same time, the tightly scheduled lives of
multiple jobholders may constrain the type and range of occupational choices
available to employees. Local labour market dynamics are now significantly
more complicated than they were during an (albeit brief ) era of full-time,
continuous and stable employment. However, these are not just empirical
complexities: they are theoretical ones too.
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Notes

1 Cf. Fischer and Nijinkamp (1987: 37) which points out that the theories utilised
in the study of local labour markets ‘were developed for economic rather than
geographic space’; see also Martin (1986).

2 On job search theory, see Clark (1987). In the UK, the Department of Employ-
ment’s official definition of local labour market areas as travel-to-work areas has
undoubtedly structured much research. See, for example, Coombes et al. (1985);
Hubbuck and Coombes (1989).

3 See Peck (1996: 111–112), Table 4.1.
4 The term ‘fragmented polarisation’ is taken from Mingione (1991). See the cri-

tique and extension of Mingione’s work contained within Reimer (1999a).
5 This section draws directly upon the discussion in Reimer (1999a: 162–166),

although the latter includes further details of changing wage rates and terms and
conditions of work as CCT proceeded.

6 Nine of eleven (82 per cent) head office managers suggested that the availability
of a local labour force was not crucial to their bidding.

7 At the same time, however, it might also be argued that wage rates do bear some
relation to, and reflect, labour force characteristics.

8 There is some provision in the 1988 Local Government Act for authorities to
become involved in cross-boundary tendering, ‘but in a limited way’, subject to
the 1972 Local Government Act and the 1970 Goods and Services Act (Department
of Environment, personal communication, 18 May 1995). During the time I was
conducting research, it generally was assumed by local authority managers that
cross-boundary tendering was unlawful; in any event most viewed such an idea as
highly disloyal, given the pressure upon DSOs from private firms. See also Sparke
(1993, chapter 10).

9 Hanson and Pratt (1995: 173) do state that they had ‘found examples of estab-
lished residential communities and workplaces that are spatially discontinuous’,
but they argue that employees in Worcester workplaces were more commonly
drawn from local areas.

10 See also Rees and Fielder (1992: 362), who note that some private sector managers
were ‘especially scathing’ about JobCentres.

11 A 1994 House of Lords decision declared that part-time workers must be given
the same redundancy and unfair dismissal rights as full-time employees. (Guardian,
1994). However, there are still certain statutory rights, such as medical suspension
pay, and time off for union duties, to which workers employed less than 16 hours
a week are not entitled (Labour Research, 1994) Further, part-time employees are
frequently excluded from sick pay and unemployment benefits by virtue of the
low wages which commonly characterise part-time working.

12 See also Leonard (1998). Of those employees in the CCT study who were
married or living with a partner, 15 per cent had a partner in receipt of benefit
(unemployment, invalidity or state pension).
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6 The new economy, labour
market inequalities and
the work life balance

Diane Perrons

Introduction

The ‘new economy’ is a concept that has rapidly entered academic and
media discourse in the last few years. Although it is widely used, it has
acquired several different meanings with differing understandings of the
economy, the labour market, and social welfare. Optimistically, the term
has been used to refer to the unprecedented coexistence of economic growth
and a booming stock market with low inflation, tight labour markets and
low wage pressures (Greenspan, 1998). More substantively, it has been used
to depict ‘a new technological paradigm centred around micro electronics-
based information/communication technologies, and genetic engineering’
(Castells, 2000: 9). The development of the Internet, in particular, is said
to have profound implications for the organisation of economic activity
and for increasing productivity. Other analyses are more circumspect,
and focus on the changing character of work associated with technological
change, deregulation and globalisation (Sennett, 1998; Beck, 2000; Carnoy,
2000), and the new social inequalities that seem to be accompanying these
processes.

Ulrich Beck (2000), for example, argues that in the new economy work at
all levels is characterised by insecurity and increasing inequality. Fernando
Flores and John Gray (2000: 24) speak of the ‘death of the career’ and argue
that lifelong identities are giving way to ‘brief habits’. In rather flowery
language, they suggest that ‘the lives of wired people are more like collec-
tions of short stories than the narrative of a bourgeois novel’. Interestingly,
Danny Quah (1996, 2001) and Robert Reich (2001a) in different ways link
the positive and negative dimensions analytically, and argue that they form
part of an emerging ‘digital divide’. That is, they argue that some of the
essential characteristics of the knowledge based economy, which contribute
to economic growth also increase economic inequality. Although Reich
(2001a) also emphasises that the new economy puts increasing pressure on
maintaining a ‘work life balance’, in general less attention has been given to
questions of reproduction and the gendered nature of emerging inequalities
in the new economy. This chapter seeks to explore these issues.
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It begins by outlining analyses of the dualism of the new economy; it then
develops these ideas by focusing on the gendered nature of emerging divi-
sions theoretically and empirically with reference to two expanding sectors at
opposite ends of the employment hierarchy; the new media sector and, more
briefly, personal and collective services.

Theorising division in the new economy

For Quah (1996, 2001) the hallmark of the new economy is the economic
properties associated with the knowledge based, ‘weightless’ or ‘dematerialised’
goods that form an increasing proportion of economic output. He points out
that although not everyone would consider a Britney Spears recording a
‘knowledge good’, it has the same economic properties as do an increasing
range of goods and services, from business computer software to computer
games to films. These goods are made up of electronic bits and bytes, rather
than physical components and can be downloaded directly from the Internet.
Computer software is one example, and distribution via the Internet is spreading
to books and film. There are also entirely new products such as interactive
digital media. Similarly some computer games can be downloaded from or
played directly on the Internet. It is the economic properties of these prod-
ucts as knowledge goods that paradoxically contribute to increasing economic
inequality.

Knowledge goods are infinitely expansible and non-rival, which means
that consumption by one individual does not reduce availability to another.
Thus as Quah (1999) illustrates, it is possible, simultaneously to consume/use
the same word processing package as someone else, but not to eat the same
chocolate biscuit. Furthermore their weightlessness in the form of bits and
bytes, and their distribution via the Internet creates a disrespect for physical
distance, giving these products a potentially infinite global reach. Together,
in theory these properties – replicability and global reach – should create a
more egalitarian world. In reality, as Quah (2001) points out, the opposite
trends can be observed as inequalities on a global scale within and between
countries are growing (UNDP, 2001). So how can this paradox be explained?

Knowledge goods are subject to increasing economies of scale and there-
fore a tendency towards monopoly. Once the first copies of a product have
been produced the marginal costs of replication are small. Firms need to price
so as to recoup their initial research and development costs, but the low
marginal cost means that they can always lower their prices to eliminate
potential competitors (OECD, 2000). The potential consumer is also likely
to require certain kinds of equipment to be able to receive and make use
of the product. Thus while ‘dematerialised content is freely reproducible by
the originating agent, it can be costly for the receiving one to use’ (Quah,
1996).

Furthermore, Information and Communication Technologies (ICT) soft-
ware and equipment are often tied or linked to other products, locking
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consumers in to particular networks generating ‘network externalities’. This
helps to explain why particular companies come to dominate the market
even though they may not produce the best technical products. The domin-
ance of Microsoft software would be one example. Because their software
looks the same and operates in similar ways it is easy to use. Thus even
though small firms may produce highly innovative applications, to become
widespread they usually have to fit in with systems developed and marketed
by the larger firms, sustaining inequalities between firms.

Similarly, the existence of dematerialised products contributes to the ‘super-
star effect’ which also helps to explain increasing income polarisation. Quah
(1996) demonstrates this by contrasting the wide income differential between
opera singers with the much smaller one between shoemakers. In the case
of opera (in contrast to shoe production), the singer (producer) makes the
same effort whether they are singing to 20 or 20,000 people but consumers
generally prefer to listen to famous singers even though they may not be able
to detect much difference between them and other performers. Given the
almost costless replication of products, market size is unlimited by con-
ventional barriers such as distance. Consequently the market share taken by
superstars is similarly almost limitless, or limited only by competition from
other superstars. Therefore in these cases market size determines the distribu-
tion of income. That is – the winner, the most famous, takes all – which
explains the differential polarisation between the incomes of singers and
shoemakers. More generally the income dispersion between producers of
dematerialised products is greater than for products where such replication is
not possible. As these products become more important, so social inequalities
are likely to increase.

Quah (1996) points out that income differentials are not simply the result
of differential returns being given to differential natural endowments. Whose
voice is replicated or who becomes a superstar depends on the selection
decisions made by companies and agents, and so superstars are to a consider-
able extent made rather than born. Given this recognition, the comparison
with the shoemaker becomes slightly more questionable. Branding and style
have also made some shoes much more ‘desirable’ than others, making the
returns to the owners of popular brands (although not the shoemakers them-
selves) much more wealthy than those of similar products but with no hyped
‘market logo’ (see Klein, 2000). Quah (1996) goes on to suggest that one
reason why people accept widening inequalities is because of increasing social
mobility. That is the poor tolerate the rich because they can see a greater
opportunity for becoming rich themselves. However, there are also specific
structural features, including gender, race and sexual orientation, associated
with the restructuring of economic activity and its wider political and social
context, that generate systemic differences in the probability of becoming
rich. These differences need to be explored in order to explain continuing
social and spatial divisions in welfare and their non-random nature. This
chapter focuses on gender inequalities, but first I turn to the work of Robert
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Reich (2001a and 2001b) who puts forward a related but rather different
explanation for continuing inequalities in the new economy.

Reich’s (2001a and 2001b) analysis of increasing economic inequality and
insecurity in the new economy has parallels with Beck (2000), Carnoy (2000)
and Sennett (1998), but his explanation is perhaps expressed in a more
analytical way and relates to both sides of the digital divide. In contrast to
the era of Fordism, he argues, the new economy is characterised by intense
competition and constant change in which both employers and employees
face increasing risk and uncertainty. These conditions lead to contingent
employment contracts, contingent systems of pay and to longer working
hours at both ends of the employment hierarchy, in turn contributing to
growing income inequalities. In respect to working hours, Reich’s (2001a)
analysis contrasts with those of both Beck (2000) and Keynes (1930), both of
whom predict a decline in the volume of paid work. Keynes (1930) for
example predicted that increases in productivity would mean that by 2030
people would only have to work 15 hours a week. According to Reich
(2001b) however, the dual adult household in the US worked considerably
more hours in 2000 than in 1990, by an equivalent of 7 weeks a year, each
member often working 50–60 hours a week. Such households have been
referred to as DINS – ‘dual income no sex’ by the media. This is perhaps
intended as a humorous or even a wry comment, implying that people who
appear to have everything are in some ways missing out. But these long hours
lead to high levels of stress and anxiety, and raise serious questions about
the viability of social reproduction, such as who cares for children (also raised
by Hochschild, 1997, 2000; Carnoy, 2000; Folbre and Nelson, 2000), and
concerns about the work life balance more generally.

Reich (2001a) attributes these intense working patterns to increased flexibility
in both consumer and investment markets in the new economy, and espe-
cially the ease with which it is possible for consumers or investors to ‘switch’
(between suppliers) as new and better ‘deals’ come along. To retain markets,
producers have to be more responsive to consumer demands through con-
stant innovation and lower prices by developing new products, raising pro-
ductivity and by transferring risk and costs to other firms and employees
through subcontracting and contingent forms of pay and employment.

In relation to innovation, knowledge is a key asset, and firms are often
prepared to pay high sums for innovative people, albeit on short-term con-
tracts. Buying people in, or hiring freelancers for specific projects is often
preferable to in-house training given uncertainty about future skill require-
ments. Employers also seek to maximise the amount of ‘billable’ work they
get out of these people, consequently work, especially at the higher levels, is
increasingly intense and organised on a project basis both within and between
firms; teams are assembled and people brought (and bought) in for particular
projects with set deadlines, leading to long working hours. Thus contracts
and compensatory systems are increasingly variable and individualised, cir-
cumstances which tend towards long working hours.
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As well as being pressed to do so by employers, high level employees or
‘virtual’ employees work long hours because of the high short-term opportun-
ity cost of not working, given the high pay and the uncertainty of future
contracts. Pay as well as employment status is being increasingly organised on
a contingent basis, so employees work long hours not only to ‘make hay
while the sun shines’ (Reich, 2001b), but also to impress their employers and
increase their chances of being asked to work on the next project. It is
important to recognise however, that being a contract worker is sometimes
viewed positively in the high-tech sector and may reflect employee strength
rather than weakness. That is, what some workers might conceive as insecur-
ity others might welcome as the freedom to move between contracts and so
build up their skill portfolio as well as their income. O’Riain (2000) observes
that in Belfast individuals would be on contract if they could not get a
permanent job, whereas in Dublin, where there is a huge demand for IT
skills, individuals would be permanent if they could not go on contract or if,
for some reason, such as qualifying for a mortgage, they needed formally
guaranteed work. In other words, local labour market conditions, as well
as more general trends, influence the determination and meaning of work
contracts.

In addition to the pressures of working, however, it is important to recog-
nise that at higher job and pay levels people often enjoy their work and see
no clear distinction between work and life. In the case of new media com-
panies in Brighton and Hove discussed later on, this was one of the most
striking findings (see also Massey, 1996). Whether desired or not, long hours
at work has made life more intense. Thus Reich (2001b) argues that the stock
response from high level workers in the new economy to the question, ‘How
are you?’, is ‘Busy’, which he suggests is simultaneously a boast – indicating
success or that they are ‘making it’ in the new economy – but at the same
time a complaint or concern that they are missing out on other aspects of life.
Expressions of busyness were also replicated in the findings of the case study
of new media discussed below, but as with all self-reporting, need to be
viewed with caution, as long hours forms part of the image and identity as
workers in the new economy, and the extent of formal monitoring is limited
so the relationship between time spent at work and ‘work’ done is probably
more ambiguous than for industrial workers (see also Hochschild, 1997),
although individual workers do not necessarily have choice over their work-
ing hours. Either people make themselves available at all times to their
employer, or else are not considered serious employees. Feminists have long
complained about the secondary status of the ‘Mummy track’. The ability to
take any form of leave associated with parenting is one factor that contributes
to the lower pay of all women relative to men (Harkness and Waldfogel,
1999).

At the opposite end of the employment hierarchy, employers have re-
sponded to competitive pressures by lowering pay, which similarly tends to
increase working hours as workers have to work longer in order to ‘make
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ends meet’ (Reich, 2001b). The sense of insecurity together with global
competition in some sectors has kept wages low even in the context of
comparatively tight local labour markets (see for example Bonacich and
Appelbaum, 2000, on the development of sweatshops in the clothing industry
in Los Angeles). Thus at both ends of the increasingly polarised labour
market, there is pressure to work long hours, an observation supported by a
positive relationship between working hours and earnings inequality across
occupational data for the US and Germany. Similarly, a positive relationship
exists over time between hours worked and future wages and promotion
prospects in these countries (Bell and Freeman, 2001). There is also empirical
evidence that hours at work have been increasing even when formally
contracted hours have been declining for a number of OECD countries, but
the increases tend to be greater in the deregulated economies of the US
and UK than in continental Europe (Carnoy, 2000). In the UK, over 25 per
cent of the workforce work more hours than permitted under the EU Work-
ing Time Directive, one reason being perceived employment insecurity (Kodz
et al., 1998). These long hours of work are also concentrated amongst prime
age workers, and parents – a third of fathers worked over 50 hours and 10
per cent of mothers, varying with qualifications and the age of the youngest
child, over 40 hours a week (Harkness, 1999), clearly intensifying work life
pressures.

Reich argues that characteristics regarded as positive for people as con-
sumers and investors can be negative for people considered as employees. Thus,
economic dynamism and economic stress are opposite sides of the same coin.
More specifically, he states that ‘even though the economy is growing, what’s
wonderfully good for consumers and investors may not be entirely good for
the same people in their roles as parents, spouses, friends, or members or their
communities. To be “successful” in these relationships often requires time,
energy and continuity – the very things that the dynamic economy is remov-
ing from people’s lives’ (Reich, 2001a: 3). Correspondingly, he argues for
some new form of social regulation in order to combine the benefits of the
new economy with social tranquillity, comparable to the Roosevelt/Keynesian
compromise that facilitated the development of industrial economies in the
twentieth century. From the perspective of the French regulation school,
what is required is a new ‘mode of social regulation’, but the issue of how
this might be attained within the context of a capitalist and globalised economy
has not really been adequately addressed.

In the present era, in the absence of such social regulation at least in the
US and the UK, increased time pressures together with the increasing
feminisation of employment are leading to growing demands for marketed
personal services whose inherent characteristics, together with gender stereo-
typing, lead to low pay. Large companies are providing concierge services
and ‘lifestyle fixers’ for their top employees, such as meals, shopping and dry
cleaning services, as well as organising childcare, and arranging house main-
tenance (Chaudhuri, 2000; Denny, 2001). These companies are advanced in
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that they recognise there is rarely a ‘wife’ at home to play these roles and
they doubtless also aim to relieve strain on their workers. But they are also
self-interested to the extent that these services are designed to increase pro-
ductivity by ensuring that time at work is focused on the job as well as
facilitating longer working hours. On a smaller scale, one of the small com-
panies in the case study of new media examined below provided breakfast to
the employees, to ensure an early start, and also provided a massage service
once every three weeks.

The people working in the sectors supplying these services, disproportion-
ately women and ethnic minorities, are sometimes overlooked in discussions
of the new economy, yet it is clear they play a central role. However, these
workers are generally low paid, and referring back to Quah (1996) realistic-
ally have little chance of becoming rich themselves, because of the nature of
the work they do and because of its low social valuation. For them the
divisions in the new economy are likely to be permanent.1

Many personal services and especially care work are highly labour intens-
ive, and in contrast to opera singing are intrinsically not infinitely expansible
or non-rival. For example, although a professional childcare worker can care
for more than one child simultaneously there is a fixed and relatively small
limit, thereby constraining productivity, market share and income or earn-
ings. However, in parallel to the opera singer’s case there is also some ambi-
guity about the task arising from quality. Care is potentially a composite
good. It has a custodial aspect – in the form of minding – to make sure that
no harm comes to the individuals being cared for, but also a nurturing aspect,
tending to the emotional and psychological needs of the cared-for (Folbre
and Nelson, 2000). In other words, there are different qualities of care just as
there are different qualities of singing. Everyone can probably mind children
and the elderly just as everyone can sing but some of us are better carers (and
singers) than others – because we have more skills, more commitment, more
patience, more interest in patient welfare and so on. However, measuring the
quality and effects of care work is inherently difficult, and wages in these
sectors are well below average.

Measuring outcomes is extremely difficult in the case of care partly because
they are intangible. Good quality care, for example, is probably associated
with positive social externalities in the form of better motivated, trustworthy
workers, less crime and so on. But as Nancy Folbre and Julie Nelson argue,
these gains cannot be realised by those providing the services. ‘Parents can’t
demand a fee from employers who hire their adult children and benefit from
their productive efforts’ (Folbre and Nelson, 2000). Furthermore, the cared-
for rarely meet the conditions for consumer sovereignty. That is young
children or those with impaired mental faculties rarely have perfect informa-
tion on which to choose between carers, and even if they had, the cared-for
rarely have, or are rarely given an effective voice with which to exercise their
preferences. Those responsible for the cared-for similarly lack information
because of the inherently labour intensive nature of care work which makes
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any kind of external monitoring difficult. With new technology greater moni-
toring is being introduced (for example web cams in nurseries or in the home)
but their effectiveness presupposes that someone has time to watch the screens.
Thus there is an inherent tendency for care work to be undervalued in terms
of monetary rewards.

Furthermore, caring work is disproportionately carried out by women and
their skills are frequently taken to be inherent characteristics of womanhood
and rarely rewarded equivalently in monetary terms to stereotypically male
skills (for example in car maintenance). The payment of work on the basis of
who is doing it rather than on the basis of material competencies (Phillips and
Taylor, 1980) further reinforces low pay. Despite the expansion of female
employment and the growing number of female headed households, women
are still presumed not to require a living wage, and in all OECD countries
their average pay remains lower than that for males (EC, 2001). A further
factor in relation to carework is that it is often individualised and con-
sequently such workers have little industrial power with which to press their
claims.

The division between care workers and those in the higher echelons of the
new economy is important. The latter are often time starved, which increases
the demand for marketed care services. But because of the characteristics
described above this demand does not seem to translate into increased monetary
rewards for providers of these services. Thus although workers in both parts
of the new economy are organically connected, they are simultaneously part
of an emerging digital divide, and given the unbalanced gender distribution
between high and low level activities this division takes a gendered form.

Gender divisions in the new economy

To explore some of the gendered divisions of the new economy, it is instruct-
ive to examine inequalities within the new media, a sector often equated with
the high end of the new economy, and to compare this sector with aspects of
work in personal and collective services employment, at the opposite end of
the employment hierarchy.

The new media sector

The Women’s Unit of the UK government has argued that the new economy
and specifically ICT represents ‘one of the biggest opportunities for women in
the twenty-first century to earn more, have more flexible working practices
and adapt their current business or try a business start-up’ (Women’s Unit,
2000). Contemporary technologies extend the range of working opportunities
both temporally and spatially, potentially allow people to manage their own
work life balance, and offer a means of redressing gender inequalities. The
Women’s Unit has been very active in promoting the benefits of the new
economy, through regional seminars and workshops. Unfortunately, the results
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from a small-scale qualitative study based on 55 in-depth interviews with
firms and sole traders in the new media sector in Brighton and Hove during
the period September 2000 to February 2001, provide only mixed support
for their expectations. While some women have been able to combine rela-
tively well remunerated work with caring responsibilities, significant gender
inequalities remain.

New media can be defined as a range of interactive digital products
and services which offer new ways to trade, market, educate and entertain,
delivered through the Internet, CD ROM, DVD, interactive TV and
intranets (Copeland, 2000: 7). It therefore involves a range of skills from high
level programming, through marketing and advertising, to graphics and design.
Furthermore, it is a new and evolving sector where practical skills are often
valued more highly than formal qualifications. The under-representation of
women with formal IT skills is therefore probably not a sufficient explanation
for the marked under-representation of women in this sector.

The majority of companies surveyed (70 per cent) were owned and man-
aged by men. The size of companies owned by women, measured either by
employment or by turnover, was also smaller. For example, only one wholly
owned female company, compared to 14 owned by men had a turnover of
above £500,000, and the two female companies in the £250,000 to £500,000
category were co-owned with their male partners. Turnover was significantly
associated with earnings; thus, in general, women earned less than men.2 One
reason for the comparatively low representation of women and their lower
rewards could be that although it is possible to work flexibly and from home,
working hours tend to be long partly for the reasons suggested by Reich
(2001a), as discussed earlier. The median (45 hours per week) and mode (55
hours) for women were actually higher than for men (45 and 40 respect-
ively), probably because men were more likely than women to be managers
of larger companies with more standard working hours, while women were
more likely to be sole traders or owners with more varied working patterns.
The range of hours between men was, however, much higher, with 17 men
regularly working over 50 hours per week compared to 9 women, and of
these, only 3 people, all women, had major or sole responsibility for childcare.
In general people with caring responsibilities tended to work shorter hours,
but only just over 40 per cent had any caring responsibilities as defined by the
presence of pre-teen children, and only 20 per cent had an evenly divided,
major role or total responsibility for their care. None had responsibility for
elder care. This lack of childcare responsibilities is not explained by age as
the majority (80 per cent) were between 25 and 44 (38 per cent between 25
and 34, and 42 per cent between 35 and 44 years) the primary childrearing
ages, which raises doubts about the extent to which this sector facilitates
work life balance.

Working hours are based on self-assessment and therefore need to be
viewed with caution especially as long hours forms part of the image and
identity of workers in the new economy, and it is usual to
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brag about how busy you are and the long hours you work, to make
deliberate typing errors in emails and to make the rearrangement of any
appointments really difficult.

(ID 34)

Nevertheless, there are four structural reasons associated with the nature and
organisation of work that tend towards long working hours: the unpredict-
able nature and flow of work; uncertainty associated with a business start up;
the need continually to update skills and knowledge, and the intrinsic satisfac-
tion derived from the work itself.

In the new media sector, many products and services are ‘bespoke’, but
clients often do not really know what they want and frequently change their
specifications as the project develops. Referring back to Quah and knowledge
goods, although these products are often weightless, for the small firms they
are less likely to be replicable, that is smaller firms are constantly producing the
first, high cost product. Larger firms are much more likely to be able to adjust
their designs to meet the needs of a wider range of clients and so lower their
marginal costs. Although to varying degrees bespoke, the products are generally
publicly accessible via the web and thus quality matters as firms use their past
products to illustrate their capability. Correspondingly, survey firms did not
always charge for all of the amendments requested by clients or the work that
they themselves considered necessary to produce a good quality product.
One respondent reported a case of ‘massive mission creep’ when a project
estimated to take three weeks took five months and over a third of inter-
viewees autonomously identified this lack of clear boundaries around project
content and uncertainty about the volume of work, as a source of stress:

One particular client kept asking for a website design to be changed just
before it was due to go live. This happened 3–4 times, causing enormous
frustration.

(ID 34)

At the same time, deadlines were often inflexible – for example, launch dates
for web sites which ‘can mean working 24 hours a day’ prior to the launch
(ID 30).

For owners and sole traders, working long hours was often seen as tem-
porary and a form of investment in the company and their own future, as
illustrated in the sentiment below which was repeated many times:

I am working long hours now (110 a week) but this will not be forever.
I want to earn a lot now so that I can do things later on – like travelling.

(his emphasis, ID 7)

For employees, the situation of long working hours was more problematical.
Employers, just as owners, face unpredictable volumes of work and tight
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deadlines. Although they could, and in fact often did, take on temporary or
freelance workers, it could not always be done at short notice, so existing
employees could find themselves working extremely long hours, which is
difficult for those who have caring responsibilities.

Flexible working was widely practised in the sector, sometimes as a
necessary consequence of the long hours and sometimes to fit work around
caring responsibilities; only 2 per cent always worked standard hours. Even-
ing, weekend and to a lesser extent nights were regularly worked. Whether
flexible working facilitates combining paid work and caring responsibilities
depends on the overall number of hours worked and for employees whether
flexibility is reciprocal. Employees were often expected to work flexibly but
there were mixed responses to employee-initiated flexibility from the larger
companies. The majority seemed to employ people with the expectation
that they would work a roughly standard working week but be prepared to
work additional hours when the flow of work required them to do so,
allowing time off later if normal working hours were exceeded. They
were less willing to let employees go home if there was a lull in the flow of
work. Other companies, however, were more project based and regarded
their employees as professionals, able to manage their own time and allowed
to work from home for part of the week and especially when travel was
disrupted:

Forty per cent of staff work from home part of the week – they have
flexible working arrangements – people can take laptops home and this is
their own choice. The work is project driven – people have set things to
do – if they work late they take time off or if they wish to work at home
then they can do so for part of the time as long as the work is done.

(ID 39)

The employees are all people who can manage their own time. They all
have facilities that enable them to work at home and sometimes it is
more effective for them to do so especially when the weather or trains
are bad. Employees can be trusted to get the job done.

(ID 52)

In both of these cases, the employees were in the younger age category and
less likely to have any caring responsibilities, although it was also clear that
employers did value highly skilled innovative workers and were prepared
to be adaptable to gain their services. Employers would often prefer people to
be on full-time contracts but were prepared to accept two or three days work
if this was all the employees would offer. From the employees’ perspective in
this case study this was usually because they had other work they wanted to
retain rather than caring responsibilities.

Many respondents had set up companies or decided to work on their own
in order to obtain greater control over both their working hours as well as
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the nature of their work. In this respect, and again referring back to Quah’s
ideas about knowledge goods, some respondents found that when they worked
for larger companies the work became very formulaic and uninteresting:
replicating and adapting existing designs rather than developing innovative
products. This was one reason why they developed their own companies,
indicating a tension between firm growth and worker satisfaction. In several
cases, there was a desire to escape from this sort of work and also from office
politics and male power structures. Having been independent, one female
respondent found that:

After a while you can’t go back – you think why should I be doing this
for them and they aren’t doing it very well anyway. Power has to be
earned by respect for competencies – not imposed. The IT world is still
a very male world and some men have difficulty in treating women as
equal.

(ID 12)

She then went on to describe how:

The Internet – this is just what I was waiting for. I can now run my own
business from home and have much more flexibility and control over my
work than when I was a freelancer.

(ID 12)

In fact, nearly two-thirds of the people in the survey worked from home
some or all of the time, or had had experience of homeworking. It saved the
expense of an office and provided a means of combining paid work with
family responsibilities. One respondent was particularly enthusiastic:

It’s wonderful! As I own and run my own business in the home, my
work/life balance could not really be improved. I have the flexibility I
need which is why I set up the business in the first place.

(ID 46, her emphasis)

A further reason for her wanting to work in this way was to combine paid
work with caring:

I had a mortgage to pay and very little/no financial support from my
ex partner. I could have easily carried on working, hired a nanny and
earned enough money but I made a decision I wanted to be there for
my children so I had to make it (the new media business) work and I
did . . . it took a lot of sticking to.

(ID 46)

But homeworking was generally a mixed experience:
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You just get motoring on a project and you have to pick them (the
children) up. On the other hand sometimes the enforced break is needed.
I enjoy looking after them – I don’t resent it.

(ID 35)

He went on to say:

I have banned them, especially in the last project, as the work was so
intense. But usually I don’t mind if they (the children) come in . . . I
sometimes work there while they play – children do not need a high
input all of the time they just like you to be there. People in the west
worry too much. I think children like to see you working and being
with you – the notion of a special period of childhood is a particularly
western concept.

(ID 35)

This comment was unusual. More often mixed responses were reported,
44 per cent stating that homeworking was a source of tension in the family.
In some cases this was deemed manageable:

Home work does create some tensions with the children but I don’t
feel isolated – I have increased the number of contacts through the
web.

(ID 31)

But for other respondents, the tensions created by homeworking were quite
severe:

I work from home, so am continually kicked out of the office and
accused of ignoring my family and being a workaholic and preferring the
computer to real people. It’s too easy to just go in for 30 minutes and
spend 3 or 4 hours without noticing the time slipping away.

(ID 12)

There were also tensions for the homeworkers themselves, as they could
never really escape from work:

Even when I do have some spare time, I sometimes find it difficult to
relax in my home as I associate it with work and the PC and the ‘to do’
list always beckoning.

(ID 34)

This study confirms that there are mixed responses to homeworking, and
whether it enables people to manage their work life balance is really contin-
gent on their overall context. The key difference between this sector and
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others forms of homeworking is that potentially incomes are higher, as the
new technologies allow single operators to operate very efficiently in highly
professional ways from home:

The web enables small people to compete on the same terms as larger
companies . . . people are very opaque.

(ID 4)

The most striking finding was that the vast majority of people surveyed liked
their work, with 80 per cent strongly agreeing or agreeing that in general
they were very satisfied with the nature of their work. Gender differences
were not very marked except that the 10 per cent that disagreed with this
perspective were all male. Views about work life balance were more divided
with about half either strongly agreeing or agreeing (54 per cent men and
47 per cent of women) that they were generally satisfied with their work
life balance. One third of men and 40 per cent of women however, either
disagreed or strongly disagreed, as did people with pre-teen children living
at home. Just under half agreed or strongly agreed with the statement that
‘my work takes up time beyond a reasonable working day that I would
rather spend on other activities’. This was also consistent with the finding
that people without caring responsibilities expressed some concern that they
were perhaps becoming rather one dimensional and spent too much time
working. Further, a higher proportion of men than women were dissatisfied
with the amount of time they spent at work and in the home, providing
some empirical support for a re-negotiation of the gender division of labour
between paid and unpaid work. These differences were not statistically signi-
ficant but were consistent with the interviews in which men, in particular,
expressed concern that they spent too much time at work. On the other
hand, women, and especially those with pre-teen children living at home
and some men in similar positions, basically felt time starved and would
have liked to spend more time on their work and at home. Relationships
between partners came under strain as a consequence of the long hours worked
(‘My commitment to the business was at the expense of my relationship’,
ID 49), and people often felt very torn between the competing demands on
their time:

There is a massive tension between home and family. The e-world is an
ever changing one and you need to learn things all of the time. It needs
a lot of headspace and with a family at the same time that is difficult.

(ID 27)

My daughter constantly berates me for working all the time . . . But I
have to work long hours to support her . . . I feel exhausted by my
relentless schedule.

(ID 50)
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It is important to point out that among the new media workers in Brighton
and Hove there was also some resistance to the ‘long hours culture’, to the
idea of business expansion as an unquestioned rationale, and a desire to have
control over the nature of work and the context in which it is performed.
That is, there was by no means a universal endorsement of the entrepre-
neurial mentality, and people set up their own firms or moved between firms
in order to improve their work satisfaction and work life balance. The
independent operators were in some ways more of a ‘cross between employer
and day labourer, self exploiter and boss on their own account . . . with the
objective of moulding their own lives rather than conquering world
markets’ (Beck, 2000: 54–55). For example, one respondent, previously earn-
ing £100,000 p.a. with a London company, now paying himself only 25 per
cent above the minimum wage (having allowed for dividends) commented
that:

I set up my own company so that I have freedom and can control what
work I do.

(ID 53)

There did not appear to be any gender differences in this respect, although as
stated above, those with caring responsibilities had more constraints.

Another entrepreneur, previously a teacher, commented:

I certainly don’t want people working longer than their normal days. It’s
always been something that I’ve thought abhorrent really.

(ID 45)

And subsequently:

My administrator said ‘it’s a lovely atmosphere’ – because she could hear
them all laughing downstairs. And I think, well, this is how life should
be. I’m not paying wildly high salaries; I’m not getting a wildly high
salary. I just think that if we can just create something that is pleasurable
for people to come to, they enjoy it, our clients definitely enjoy having
us around, that’s the whole reason that they say they keep us. If we can
sustain a business like this and grow it organically, not like voompph, so
that more people can enjoy that experience it would be great. I don’t
have huge desires for it to be this massive, competitive thing. Often
people ask who are your competitors and I haven’t got a clue. I haven’t
got a clue who my competitors are because I don’t feel competitive
about it. I feel as if, we provide a service, if it is good enough people will
come to us, and if it is not good enough well, you know, that’s kind of
how it is really.

(ID 45)
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This company was also something of a rarity, having a female owner and a
predominantly female staff. She then described how this freedom contributed
to her own work satisfaction:

Who else is able to have a Thursday when they are completely free
to do what they want to. I wouldn’t if I were married and at home
with a couple of kids and a partner who was working in a really hard
working job, struggling for money, which is certainly closer to the
circumstances before, but not exactly the same . . . There certainly have
been times when I have worked all weekends, every weekend, you
know, just trying to keep the job up when I didn’t have other people as
well. I am very aware that this is a fortunate time and place to be doing
it. We are very fortunate, I am completely aware of it: you know that
this is an unusual set of circumstances. On the other hand, for the
purposes of research you can’t assume that everyone has a hard time, you
know.

(ID 45)

This comment perhaps provides hope and justification for the views of those
who are working long hours now but anticipate a different future. Interestingly
this particular entrepreneur sustains her life style by drawing on a wide range
of marketed personal services including cleaning, gardening, DIY, restaurants
and take-aways as well as using Tele shopping. In the section below I draw
upon ongoing and secondary research to briefly review some of the condi-
tions experienced by personal and collective service workers, the other side of
the new economy, highlighting some gender differences but also focusing on
how their conditions of employment have been deteriorating with deregula-
tion, another feature of the new economy, and specifically with the Private
Finance Initiative (PFI).

Personal and collective services

Turning to the opposite side of the dual economy to two sets of service
workers, home careworkers and refuse collectors and street cleaners, who
supply the needs of the workers in the higher echelons of the new economy
within the same locality, we find that these types of worker are affected by
deteriorating terms and conditions of employment, in part brought about by
the demands for deregulation considered necessary to make the new economy
flourish (Castells, 2000). The Private Finance Initiative (PFI) is the latest of a
series of measures designed to increase efficiency in the provision of pub-
lic services despite evidence which demonstrates that these ‘efficiency’
gains derive primarily from a worsening in the terms and conditions of the
employees. This point has emerged in a number of studies of local government
activities (such as building, street cleaning and refuse collection, catering,
grounds and vehicle maintenance). This research has highlighted the gendered
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effects involved, in that while each activity experienced job losses, women
experienced more severe reductions in hours, overall earnings and job
security while men tended to keep their full-time hours and bonuses in
return for productivity increases (Escott and Whitfield, 1995; see also Reimer,
Chapter 5, in this volume). These illustrations have particular relevance for
the Brighton and Hove area, where the Council has rigorously pursued the
PFI initiative.

Care workers

Although Brighton and Hove is a divided economy (see Perrons, 2002), with
unemployment above the national and regional average, there has been con-
cern about labour shortages, especially in the expanding homecare sector
which is over 90 per cent female. This term refers more to workers supply-
ing the needs of the elderly and people with disabilities rather than childcare.
As a consequence, the local Council sponsored a study of the problems of
recruitment and retention in this sector (Prism Research, 2000). One of the
key findings of this report was that despite excess demand and retention
problems, wages remained very low notwithstanding the evident range of
material competencies that were required. For example, a Grade B Auxiliary
nurse would only receive just over £5 per hour in 2000 for doing ‘routine
work, like leg ulcers, blood sugar, urine analysis, blood pressure and bladder
washout’ (my emphasis, Interview with Lynne Dodd, Community Health
manager cited by Prism Research 2000: 44), and less formally qualified
homecare workers are increasingly required to fulfil nursing tasks.

The report (Prism Research, 2000) also found systematic differences in the
working conditions, pay rates, pension provision and other fringe benefits
between workers who remained directly employed by the public sector and
those working for private agencies created through the PFI. The former
receive higher hourly pay overall and higher rates for unsocial hours, and
furthermore have a guaranteed minimum number of hours each week. None
of these conditions hold in the private service contractors. Typically the
contractor workers were anything from twice to nine times as likely to be
dissatisfied with different aspects of their jobs, ranging from travel time and
overtime payments, training, basic pay, allowance for shift working, etc. The
report concluded that the shift of care delivery from the public to the private
sector had been very disruptive to the workforce in this industry. Despite
dissatisfaction with the employment conditions and protests against further
privatisation, the main worker response has been to leave and take up better
paid but often less satisfying jobs in retail or tele-call sectors. Even so, many,
especially older workers, remain – out of a sense of loyalty and commitment
to their clients. This example demonstrates how gender stereotyping of skills
leads to low pay. Furthermore, and in contrast to the binmen discussed
below, the individualised nature of the work makes effective protest much
more difficult.
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Refuse collectors and street cleaners3

Compulsory competitive tendering (CCT) and the private finance initiative
has also affected street cleaning and refuse collection, where the workforce is
98 per cent male. In this sector, since CCT four companies have successively
held the contract leading to the 250 current employees being on 47 different
contractual arrangements. Each of these companies has tried and failed to run
a refuse collection service profitably.4 The most recent firm SITA (until
August 2001) made losses of £4m a year. To reduce these losses the company
imposed a new set of routes covering greater distances in order to ‘get a fair
day’s work for a fair day’s pay’. The industrial power of the workers in this
sector is fundamentally different from those of the much more individualised
and hidden work of caring discussed above. There is a very low tolerance to
rubbish lying in the streets, especially in a city where tourism is a key aspect
of the economy. A relatively short sit in – five days in June 2001 – was
effective, and led the Council to step in and remove the contract from the
firm5 and existing routes were restored.

The binmen were supported in their sit in by public sector workers from
the union Unison who were also in dispute with the Council over PFI, but
in addition by left and green groups who wanted the new contract to go to
a local recycling firm. Thus there was a curious alliance of predominantly
white working class men alongside public sector office workers and left/
green/feminist ecological groups. In effect, these diverse groups were forging
an alliance around an issue central to current government policy making and
one that affects many low wage workers as well as virtually everyone still
using public education, health and other services. With the individualisation
of many forms of work and decline in trade unionism, it also suggests that
forming cross-sectoral alliances between workers and consumers at the local
level may be a way of resisting the deterioration in working conditions at the
lower end of the employment hierarchy in the so-called ‘new economy’.

Conclusions

This paper has focused on theorising the social divisions in the new economy
and argued that these divisions take a gendered form at both ends of the
hierarchy as a consequence of gender stereotyping and the undervaluation
of jobs carried out predominantly by women. A further source of gender
differentiation arises from the unequal distribution of caring responsibilities
and correspondingly gender differences in the amount of time that can be
devoted to paid work. These findings are in no way novel, and it is by no
means clear how they can be effectively challenged. More optimistically, the
chapter has also shown that some people have been able to carve out satisfact-
ory ways of earning a living and that on some occasions cross-class, cross-
gender and cross-politics alliances can be created at the local level to resist
adverse developments in working conditions.
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Notes

1 There are always isolated exceptions, as one respondent in the Brighton and Hove
case study was simultaneously in both camps; running a start up e-commerce firm
specialising in pet supplies, while also being a dog walker.

2 For example, 58 per cent of women (n = 10) earned less than £15,000 p.a.
compared to 43 per cent of men (n = 16) and 22 per cent of men (n = 8) above
£50,000 compared to 11.8 per cent (n = 2) women, but the differences were not
statistically significant.

3 These findings are based on the author’s ongoing research – for further information
contact the author.

4 It has been argued that few of the companies recognise the geographical specificity
of Brighton and Hove and assume that they can apply national rates of work in this
specific locality. Part of Brighton and Hove – the Brighton side, has very uneven
terrain, which together with the narrow streets and parked cars makes refuse
collection physically more demanding and therefore time consuming than any
national average.

5 Given the losses incurred by the firm the union suspected that the company had
deliberately engineered the protest to enable them to get out of the contract
without losing face (or finance).
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7 The union role in preserving
jobs and communities: the
employee ownership option

Andrew Lincoln

You see when these plants shut down it’s more than just a plant shutting
down, you shut down these communities. You need to go down to Mon
Valley and ride through these communities and see where all these plants
used to be. It’s like Harlem in New York, it’s the slums of the slums, you
know, they’ve never recovered from it. And that’s what people fail to realise
about these plants when they close down.

(Interview with Jeff Swogger, former President of the United
Steelworkers of America Local 1032, 20/6/97)

Introduction

In March 1993, a decision was made ‘out of town’ that would profoundly
affect the lives of the workforce at the Shenango ingot mould foundry,
located in Sharpesville, Pennsylvania. The decision was to close down the
Shenango foundry with immediate effect. The closure was yet another blow
to residents of Sharpesville and the wider Shenango Valley, an area already
devastated by a series of shutdowns during the depression years of the 1970s
and 1980s. These shutdowns left a trail of dereliction as once vibrant com-
munities were destroyed, as Jeff Swogger describes in the opening quotation.
The steel industry, for so long the foundation of the local economy, had been
decimated, leaving Pennsylvania with the unwanted title of principal ‘rust-
belt’ state.

A year later, miners at Tower Colliery in South Wales were confronted
with similar problems. Not even profits of £28 million in the preceding
three years were enough to prevent the colliery being selected as part of the
Government’s pit closure programme. Despite valiant attempts to save the pit
(including protest marches and a 48 hour sit-in) Tower, the last deep mine in
Wales, was closed in April 1994. The closure stunned local residents living in
Hirwaun and the surrounding Cynon Valley. In an area with some of the
highest unemployment levels in the country, the local economy had grown
heavily dependent on jobs provided at the pit. The closure brought an abrupt
end to 235 years of history, hammering the final nail in the coffin of a region
that had once employed 270,000 miners.
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Unlike so many other closures, however, the cases of the Shenango foundry
and Tower Colliery provide the faintest glimmer of hope that there is an
alternative scenario. Supported by their local communities, the former workers
at Shenango and Tower refused to accept defeat, each embarking on separate
campaigns to save their jobs. At the Shenango foundry, employees rejected
the previous owner’s decision to close the facility. Led by the United Steel-
workers of America (USWA) Local 1032, the former workers combined with
residents of the Shenango Valley in a campaign to save the foundry. The
struggle that ensued included a 1930s Flint Michigan-style occupation of the
plant and the ‘Rally for the Valley’ campaign, when thousands of residents
joined hands to form a human chain stretching four and a half miles around
the facility. After a long and bitter struggle, the workers were finally allowed
to buy the foundry in November 1993, returning to work at the renamed
Sharpesville Quality Products.

An employee buy-out was also proposed as an alternative to permanent
closure at Tower Colliery, with the community rallying around the local
union led campaign. After an eight month struggle, the former miners bought
back the colliery in December 1994, triumphantly singing ‘The Red Flag’ as
they marched back to work. Each had invested £8,000 of their own money
to raise £1.92 million, making Tower the only 100 per cent employee-
owned pit in Europe. Despite being the owners of their pit, the workers
are still represented by the National Union of Mineworkers (NUM) with
Tyrone O’Sullivan, the NUM Lodge Secretary for 23 years, occupying the
position of Personnel Director at the colliery (see Wills, 1998a, 1998; Danziger,
1996).

The Sharpesville and Tower cases highlight how unions can take an active
role in preserving their members’ jobs through tackling questions of owner-
ship and investment. While the union movement has traditionally avoided
such issues, this chapter examines the efforts made by certain labour organi-
sations to engage with the difficult political questions facing workers when
dealing with matters of corporate ownership, finance and investment. The
chapter begins by outlining how the actions of workers and communities
have been neglected in contemporary accounts of the global economy. I then
contrast different unions’ approaches to employee ownership, considering
both the possibilities and pitfalls of workers taking an ownership stake. In
particular, I analyse the experiences of the United Steelworkers of America, a
union that has been at the forefront of using employee ownership. The
chapter then explores trade union attempts to ensure that workers’ pension
money is put to productive use in socially responsible projects. Attention is
focused on how certain Canadian unions have become actively involved in
investment issues through the creation of labour-sponsored funds. By detail-
ing union involvement in employee ownership and pension fund investment,
I demonstrate that workers and trade unions remain capable of shaping the
capitalist landscape.
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What about the workers?

In today’s world of global markets and free-flowing capital, a number of
challenges confront workers and trade unions. These challenges have been
highlighted by scholars who have scrutinised ongoing processes of globalisation
and dissected the implications for local labour markets. During the 1980s,
research focused on the role of capital flight in the abandonment of local
labour markets. Studies conducted in the United States detailed the move-
ment of capital from traditional and unionised labour markets in the industrial
North to low-wage regions with an absence of union tradition (see Bluestone
and Harrison, 1982; Piore, 1982; Frobel et al., 1980; Herod, 1991). While
locations chosen by capital benefit from job creation, regions and commu-
nities vacated have not been so fortunate. In addition, scholars have highlighted
the continued, uneven, impact of restructuring, rationalisation and closures
(see McKenzie, 1984; Martin et al., 1994). More recently, attention has
focused on the ways in which labour markets are being reshaped following
business mergers and acquisitions (see Edwards, 1999).

The abandonment and disinvestment of local labour markets by global
capital has had devastating implications for labour (see Sawers and Tabb,
1984; Bluestone and Harrison, 1982; Scott and Storper, 1986).1 Of course,
these job losses affect some workers more than others. For instance, while
professional employees are well positioned to follow capital as it moves to
new locations, less skilled workers have often been left struggling to find
alternative employment (Lawless et al., 1998). Moreover, in recent years, this
latter group of employees are likely to have experienced new ‘workfare’
programmes which are designed to propel them into contingent forms of
employment, without any retraining to improve their skills for the long term
(Peck, 1996, 1998; Peck and Theodore, 1999a; 1999b).

While highlighting the damaging effects of globalisation and uncontrolled
capital flows on local labour markets, geographers have tended to neglect the
actions and responses of these less skilled workers. In a world dominated by
multi-national capital, workers have often been viewed as inactive, unable to
influence the geography of capitalism. As Herod (1995:343) describes:

Whereas corporations are theorized as powerful social agents whose
actions have important consequences for the geography of the global
economy, workers are invariably portrayed simply as the recipients of the
economic and geographic transformations wrought by global capital.

(See also Herod, 1994, 1997, 1998)

In many respects, the lowly status afforded to labour is not surprising given
the problems experienced by the union movement in recent years. The crisis
of organised labour has been highlighted across the industrialised world by a
decline in union membership and strike activity (see Martin et al., 1996).
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However, despite being challenged by the global operations of financial
institutions, markets and transnational corporations, workers and trade unions
remain significant actors in the contemporary world order. This has been
highlighted by labour geographers who have theorised workers as active
geographical agents, capable of transforming the economic landscape (see
Herod, 1997, 1998; Wills, 1998b). In particular, research on trade unionism
has illustrated how workers can utilise different spatial strategies to resist
globalisation. One tactic used by unions to take on the actions of transnational
corporations has been to organise industrial action. This has included cam-
paigns fought on a localised basis, within a specific place (see Beynon and
Hudson, 1993; Hudson and Sadler, 1986) but also at larger scales when
workers in different locations, and even countries, unite against an employer.
Examples of international solidarity include the Liverpool Dockworkers’
campaign against the Mersey Docks and Harbour Company in Britain and
the Steelworkers’ dispute at Ravenswood Aluminum Corporation in the
United States (see Blunt and Wills, 2000; Wills, 1998a, 1998b; Herod, 1995).
Another strategy that labour organisations have increasingly pursued has been
to form alliances outside of the workplace in an attempt to mobilise around
wider community issues (see Tufts, 1998). Such community unionism
initiatives have included unions leading training and education programmes
that encourage lifelong learning (Kent, 2000). Unions have also intervened
in new industrial relations institutions, such as European Works Councils,
that allow workers to share ideas and forge links across national divides (see
Wills, 1998a, 1999, 2000). While these strategies have benefited workers, the
remainder of this chapter is devoted to exploring ownership and pension
matters. These concerns are shown to offer unions an additional option for
preserving jobs and employment.

The labour movement and employee ownership

Worker ownership initially featured in the ideology of both British and
North American labour organisations that emerged during industrialisation.
In Britain, employee ownership through worker co-operatives was widely
embraced by several working class organisations, including the Owenites, the
Rochdale Pioneers and the Christian socialists (Oakeshott, 1990; Birchill,
1994; Backstrom, 1974). To these groups, worker co-operatives offered an
alternative to the social divisions and economic inequalities of industrial soci-
ety (Thornley, 1981; Webb, 1906). Worker ownership was also considered
by early North American labour organisations in response to the hardships
of industrial capitalism. For instance, the Knights of Labor and the National
Labor Union both advocated an alternative society based around worker
co-operatives (Grob, 1976; Lazerow, 1991).

From being embraced by early British and North American working
class organisations, commitments to employee ownership were gradually
superseded by new priorities as industrialisation advanced. In Britain, where
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co-operative ideas initially flourished, workers increasingly turned to trade
unions to represent their interests. This was reflected in the growth of
national trade unions and the formation of the Trades Union Congress (TUC)
in 1868. Instead of pursuing radical alternatives to capitalism, British unions
increasingly accepted their place within the capitalist system, focusing on
collective bargaining and the extension of public ownership (Oakeshott, 1990;
Thompson, 1964). In North America, commitments to worker ownership
were also replaced as the labour movement developed. With the formation of
the American Federation of Labor in 1886, co-operative principles began to
disappear from labour’s agenda. Like their British counterparts, North Amer-
ican unions concentrated on strengthening their position within the capitalist
system, focusing on the negotiation of wages and working conditions (Logue,
1997a; McElrath and Rowan, 1992). These new commitments led both
British and North American labour organisations to view employee owner-
ship as a threat to union organisation and collective bargaining structures.2

This incompatibility has been questioned in recent years, however, with
labour activists gradually rethinking their position on employee ownership
following the introduction of Employee Stock Ownership Plans (ESOPs).3

With ESOPs initially advocated as a way of aligning workers to business
interests and the capitalist system (see Kelso and Hetter, 1967; Weitzman,
1984), these schemes were originally greeted with disinterest by the Amer-
ican left. Union disinterest quickly turned into mistrust following early ESOP
abuses that had damaging implications for workers. For instance, ESOPs were
set up by employers to take advantage of the favourable tax incentives for
companies rather than to benefit workers. Other abuses included the use of
ESOPs to replace pension plans and as a strategy for removing union repres-
entation (McElrath and Rowan, 1992).

Despite these early misuses, however, certain American unions have gradually
reconsidered their attitude towards ESOPs during the 1980s. Weakened by
globalisation and neo-liberal agendas, unions increasingly viewed employee
ownership as a strategy to reassert their influence in the workplace, with
benefits for rank and file members. Local union officials were at the forefront
of using ESOPs as a pragmatic strategy to restrain capital mobility and secure
jobs. While local officials were driven by community concerns, their involve-
ment often forced national representatives to reconsider their attitudes towards
employee ownership.4

Following their North American counterparts, certain British unions
have also recently begun to reconsider employee ownership. This change in
thinking follows four successive Conservative governments that profoundly
altered Britain’s political and economic landscape. While traditionally com-
mitted to public ownership, certain unions were forced to fundamentally
rethink their priorities by the Conservatives’ privatisation policy. Local union
officials were again at the forefront of events, using ESOPs when members’
jobs were on the line.5 While opposing the privatisation process, when it was
inevitable, local union representatives often considered employee ownership
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in preference to closure or take-over by private enterprise. These local
members usually failed to receive support from their regional and national
officials. Indeed, many national representatives continue to drag their feet on
employee ownership, although there is growing evidence that attitudes are
changing. As John Monks recently outlined in relation to the TUC’s position
on ESOPs:

The Trades Union Congress is also drawing on the experience of unions
to make a more informed judgement about the scope for ESOPS. We
would not want them to be the last resort for a failing business, as some
of the worker co-ops of the 1970s turned out to be, nor just a transi-
tional stage. We see them as a useful innovation, and one of a number of
instruments needed to broaden corporate governance and spread eco-
nomic responsibility. Overall our view is favourable, with just a dash of
scepticism.

( John Monks, General Secretary of the
Trades Union Congress, 1999: 31)

While seeking to make ‘a more informed judgement’ about ESOPs, the
TUC remains wary of potential problems with employee ownership.

The possibilities and pitfalls of employee ownership

The ability of workers to take an ownership stake is greatly influenced by
local circumstances, with a number of factors required to be in place for
employee ownership to work in an empowering, community-preserving way.
In this respect, the development of employee ownership cannot be divorced
from its geographical context, shaped by local labour market dynamics. This
is illustrated by the cases of Sharpesville Quality Products and Tower Col-
liery, where the shared cultures and traditions that originally united workers
against their employer were crucial in securing the transition to employee
ownership. While enabling workers to become owners, these locally consti-
tuted labour market characteristics also made it possible for workplace rela-
tions to be reconfigured, allowing ownership to be reconciled with union
membership.

While these cases highlight the possibilities of worker ownership, a number
of tensions and challenges remain for unions considering ESOPs. The transi-
tion to employee ownership can be a minefield for labour, with plenty of
potential for unions to experience problems. A major pitfall facing unions
relates to the initial feasibility of buy-out transactions. Indeed, there have
been a number of instances where employee ownership has been used in
‘unviable’ situations, with workers buying into their business only for it to
subsequently shut down. This was the case with the Benn co-operatives in
the 1970s. Despite reducing their workforce, these islands of industrial demo-
cracy were ultimately undermined by the capitalist market in which they
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operated. A lack of demand for their products, combined with low levels of
profit brought an abrupt end to all three ventures involved (see Coates, 1976;
Bradley and Gelb, 1983; also see Waddington et al., 1998, on the recent case
of Monktonhall Colliery).

Another problem for unions relates to the initial structuring of buy-out
transactions. While ESOPs may facilitate worker buy-outs, there are no
guarantees that workplace relations will be reconfigured following the transi-
tion to employee ownership. The failure of unions to get involved in buy-
out negotiations has left outside advisors setting up deals that do not always
benefit workers. In his critique of the North American experience, Jonathan
Prude (1984) notes how the majority of ESOPs have been structured against
employees’ interests. While workers have made sacrifices to secure stock,
these concessions have often failed to result in increased participation in
business decisions. Instead, deals have been poorly structured, leaving em-
ployees as only ‘owners on paper’ with minimal input (see also Quarter,
1989; Russell, 1984). Prude also highlights how making concessions for an
ownership stake can undermine wider sectoral bargaining. Rather than taking
labour out of the local economy, concessions in one employee-owned firm
may result in other employers demanding similar concessions from their
workers (see Gunderson et al., 1995; Ramsay, 1990).

The introduction of new structures following the transition to employee
ownership can also present a number of challenges for organised labour.
Indeed, in some cases, these new structures have been used to weaken the
role of trade unions, undermining their claims to be the sole legitimate
representative of the workforce. The creation of new governance structures
can potentially confuse people as to what their roles are, allowing certain
individuals to gain influence and credibility. Moreover, when local labour
officials become involved in the decision-making process, there is the danger
that union objectives may become absorbed into a quest for profits. These
types of conflict have been particularly prone to occur when a company faces
unfavourable economic conditions. For instance, a downturn in the market
may necessitate further job losses, with potentially disastrous consequences
for employment relations (see Wills and Lincoln, 1999). Such problems
can quickly lead to employee ownership unravelling, prompting a return
to conventional forms of ownership (see Lincoln, 1999, on the UK bus
industry).

Even successful employee-owned companies are not immune to these
pitfalls and conflicts. At Tower Colliery, for example, there remain periodic
disputes that can strain the shared traditions of the workforce. In particular,
the potential for conflict continues to exist between different groups of the
workforce and management. Tensions between sections of the workforce
have also been accompanied by strained relations with the surrounding com-
munity. Following the success of the buy-out, Tower workers have been
viewed with envy by certain community members, as Personnel Director
Tyrone O’Sullivan revealed:
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You get to the stage where you can get jealousies coming in, when
people see you. First of all they love you to get the pit back, but then
you start making profits and they think: ‘They’ve done well, they’ve
done all right’. You hear all those sorts of things.

(Interview, 16/7/98)

In these circumstances, maintaining employee ownership takes a lot of effort,
requiring both union and management representatives to work together to
resolve difficulties. The need to manage conflicts and keep workers pulling in
the same direction was recognised by Tyrone O’Sullivan:

This company is such a company now that the workforce fear no threats,
they are satisfied with their lives . . . so now you have got to try and find
them an enemy outside the company, keep them loyal to each other.
Instead of us becoming the enemy as directors or management, let’s find
an enemy outside so that we all pull together to face that enemy, rather
than look at each other.

(Interview, 16/7/98)

Ironically, other coal mines located across the UK have been identified as
Tower’s new enemy in an attempt to unite the workforce. The construction
of such an enemy has drastic consequences for relations of solidarity with
other miners. Through taking a stake in their workplace, Tower employees
have altered their relationship with workers in other locations, potentially
confusing traditional class loyalties.

While employee ownership poses many challenges for labour, these diffi-
culties can be minimised by union officials being aware of possible pitfalls.
Through participating in the structuring of buy-out transactions and being
involved after the transition to employee ownership, unions can reduce the
potential for difficulties, ensuring that workers’ best interests are represented.
Such an approach has been adopted by the United Steelworkers of America.
In advancing employee ownership, the Steelworkers have developed a com-
prehensive strategy to minimise problems.

Forging a proactive strategy for labour: the experience of
the United Steelworkers of America

The United Steelworkers of America (USWA), more than any union on
either side of the Atlantic, has been at the forefront of using employee owner-
ship to benefit its members (Lincoln, 1999; Oakeshott, 1994). As Table 7.1
illustrates, by 1996, it was estimated that over 59,000 USWA members were
involved in some form of an ESOP at 26 companies. The majority of these
businesses have been economic success stories, safeguarding jobs and preserv-
ing communities.
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The Steelworkers advocacy and successful use of ESOPs has highlighted
the potential benefits of employee ownership to other labour organisations.
These experiences have been particularly important in reshaping North Amer-
ican union attitudes to workers taking an ownership stake. However, while
the Steelworkers have produced a range of employee ownership guidelines
and policies, the union has not always supported the development of ESOPs.
In line with other North American unions, the Steelworkers were originally
opposed to employee ownership following early negative experiences.

From initially opposing employee ownership, the Steelworkers dramatic-
ally altered their attitude in the mid-1980s. The catalyst for this change was an
unprecedented era of decline in the US steel industry. This crisis was precipit-
ated by a combination of factors, including a downturn in the market due to
recession and a fundamental shift in the economy from manufacturing to ser-
vices. In addition, deregulation and the rise of global competitors offering cheap
steel imports further hastened the industry’s demise. These factors culminated
in the rapid contraction of the industry and restructuring that resulted in plant
closures (Clark, 1993). From employing 650,000 workers in 1953, the industry
dramatically shrunk during the 1980s, with only 163,000 workers remaining
in 1997 (Gates, 1998). With companies going out of business and widespread
job losses, the future of the USWA was thrown into jeopardy, as Mike
Yoffee from the USWA’s International Office revealed during interview:

The 1980s were a period when the Steelworkers may not have survived
as a union. The entire steel industry was in turmoil . . . we were seeing
all the jobs of our members just being wiped out. So we needed to find
some way to respond, other than just going in and negotiating an agree-
ment to shutdown the plant. I mean that just wasn’t acceptable anymore.

(Interview, 19/6/97)

Faced with falling membership, shutdowns and the erosion of communities,
the Steelworkers pragmatically rethought their attitude, turning to employee
ownership in defence of jobs. Provided an ESOP was feasible, the union
considered worker ownership as an alternative to closure or take-over by an
anti-union competitor.

The 1984 employee buy-out of a steel mill in Weirton, West Virginia,
played an important role in changing the USWA attitude towards employee
ownership. This buy-out was mounted by workers represented by a company
union, known as the Independent Steelworkers Union (ISU). The deal arose
when National Steel, Weirton’s parent, announced that it was unwilling to
make any further investments into the facility, signalling the closure of the
division. With both workers and community members convinced that the
plant remained viable, an employee buy-out was proposed as an alternative to
permanent shutdown.6 With Weirton ranked in the Fortune 500 list of
industrial concerns, the news that it was to be bought by its workforce
generated a lot of media interest. The story was picked up and followed by
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both press and television networks, captured in headlines such as ‘Karl Marx
comes to West Virginia’ (Prude, 1984; see also Quarter, 1989). Following the
buy-out, the success of the company illustrated the potential of worker owner-
ship for sustaining employment.

Spurred on by the Weirton example, other local USWA officials began to
consider employee ownership when faced with similar problems. While calls
for buy-outs were initially driven by local officials in response to threats of
closure and job loss, ESOPs were also increasingly embraced by the Inter-
national union. In an attempt to help local members avoid buy-out pitfalls,
the USWA International developed an institutional capacity for dealing with
employee ownership. This included recommending labour-friendly advisors
to local officials involved in buy-out transactions.

As their knowledge and experience of ESOPs developed, the Steelworkers
began to view worker ownership as a principal labour strategy in its own
right. The use of ESOPs as a more proactive tactic received high profile
support from James Smith, USWA Research Director, and Lynn Williams,
the International President. Indeed, in his keynote address to the 1988 Con-
vention, Lynn Williams signalled a new era in USWA’s approach to worker
ownership. From being viewed solely as a way of defending jobs, Williams
advocated employee ownership as strategy for giving workers increased con-
trol in business decisions:

Worker ownership isn’t just a way to save jobs, as important as that is. It
means workers have a major voice in who buys the plant, who doesn’t
buy it and how it operates.

(From Lynn Williams’ keynote speech to the USWA Constitutional
Convention, Las Vegas, 1988. Quoted in Woodworth, 1996)

Thus, as well as using buy-outs to save jobs, the Steelworkers increasingly
viewed ownership as an opportunity to reassert their influence in the workplace.

To this end, the Steelworkers have integrated employee ownership into
their bargaining policy, with a view to securing both partial and majority
stakes for their members. Through a process known as ‘investment bargain-
ing’, the Steelworkers have traded wage reductions for an ownership interest,
where there is a recognised need for the employer to reduce compensation
costs in order to stay in business.7 While stock offers workers some com-
pensation for taking a wage cut, the USWA have ensured that the ownership
stake has been structured to secure increased employee involvement in busi-
ness decisions. These new corporate governance rights have been cemented
in the local union’s labour contract (see Gunderson et al., 1995 on the case of
Algoma Steel; also see Newman and Yoffee, 1996). The Steelworkers have
also used collective bargaining to give workers the first opportunity to mount
a buy-out should their plant ever be put up for sale (Williams, 1997).

Learning from their previous experiences, the USWA have also recognised
the need to support firms following the transition to employee ownership.
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With this aim in mind, the USWA created the Worker-Ownership Institute
in 1994. This separate non-profit organisation works with management and
unions from employee-owned businesses in an effort to develop relations of
trust and partnership. In particular, the Institute seeks to resolve the dilemmas
that employee ownership brings to both parties, as Bruce Householder, Exec-
utive Director of the Institute, explained during interview:

We see the problems that employee ownership brings to the union and
the management and we try to help them resolve those problems . . . I
think the point to be made is how much better things can be if there’s a
relationship between the upper management and the union. I mean, this
is a place where people on both sides of the house can air out their
problems and maybe we can make suggestions.

(Interview, 19/6/97)

The Institute is particularly keen to highlight the benefits of moving from
positional to interest-based bargaining. Instead of maintaining their traditional
roles on either side of the bargaining table, management and union repres-
entatives are encouraged to work together to resolve conflicts, moving bar-
gaining towards a win-win situation that offers mutual gains to both parties.
Through the work of the Institute and the USWA, viable employee-owned
businesses have been set up with democratic governance structures, enabling
employee participation in strategic and operational decisions (see Wills and
Lincoln, 1999, for further details).

Putting workers’ pension funds to productive use

Having used employee ownership to give workers increased governance
rights, labour organisations are also starting to pay greater attention to pen-
sion matters. On both sides of the Atlantic, there has been growing recogni-
tion that the investment decisions of financial institutions affect the fortunes
of nations, regions and communities (Clark, 1998, 1993; Gates, 1998; Treanor,
1999). With institutional investors pursuing their fiduciary responsibilities to
plan beneficiaries, the investment strategies adopted by fund managers have
focused on portfolio performance with little regard to the consequences for
regions and communities (Hutton, 1996, 1999; Martin and Minns, 1995). As
Richard Trumka, Secretary-Treasurer of the American Federation of Labor-
Congress of Industrial Organizations (AFL-CIO) suggests:

Too often, working people’s pension funds are used to finance mindless
corporate downsizing, exorbitant executive salaries, demands for wage
cuts, and management tactics to defeat organising campaigns and destroy
existing unions. These are the kinds of problems that working people’s
money should prevent – not pay for.

(Trumka, 1996: 9; see also Logue, 1997a, 1997b).
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Not all institutional investors have overlooked their local economic respons-
ibilities, however, and there is a history of socially-oriented investments by
certain public-sector pension funds and in the jointly trusteed Taft-Hartley
pension funds (Clark, 1999). In the US for instance, the California Public
Employees Retirement System (CalPERS) has been particularly active in
shaping corporate governance practice in the global companies in which it is
a major investor. This large, regionally based institutional shareholder has
prevented closures, ousted management and wrought changes in several major
companies in the United States and Europe (see Martin, 1999; Buckingham,
1997; Blair, 1995). With an average firm holding of about $35 million, CalPERS
can exercise its considerable shareholder power, influencing how investee
companies are run.

Inspired by the CalPERS model, labour activists have encouraged other
worker pension funds to adopt an active approach to investment. Indeed, the
AFL-CIO has set up a Corporate Affairs Department to focus on the proactive
use of corporate pension funds and stock ownership. In a similar vein, the
British TUC has recently begun to scrutinise how worker pension funds are
managed and invested. This has included urging pension fund trustees to
adopt a more active role as voting shareholders in the companies in which
they invest (see Trades Union Congress, 1996; Williamson, 1997; Ball, 1998).
Such calls have also prompted some of the more conventional pension funds
to reconsider their investment priorities. For example, the £20 billion British
Coal Pension Portfolio (the second biggest British pension fund) has recog-
nised the need to assess the effects of its investment policy on the environ-
ment (Levene, 1999). Individual British unions have also addressed corporate
politics, exerting their shareholder power to protect members’ interests. For
example, the General Municipal Boilermakers union (GMB) purchased
£10,000 of Marks and Spencer shares in 1998. These shares were bought to
enable the GMB to attend the company’s Annual General Meeting, in protest
at the increasing proportion of garments being made outside the UK, leading
to large-scale redundancies for British workers (The Guardian, 1998).

Activists have also called for the huge assets contained in union pension
funds to be mobilised in ways that directly benefit workers and communities.
In this respect, there have been efforts to utilise the considerable assets held in
union pension funds in projects that promote community development. For
instance, the AFL-CIO has been active in putting its members’ pension
money to productive use through investing in various union-built housing,
commercial and industrial developments. These community based projects
have generated union jobs and encouraged urban redevelopment without
sacrificing workers’ pension benefits (see AFL-CIO, 1995, 1999; Herod forth-
coming; Parks, 1996). To promote such initiatives, the AFL-CIO and its
constituent unions have set up the ‘Union Privilege Program’. This Program
aims to provide a range of money-saving benefits and services for trade
unionists and their families, including mortgage assistance to help members
buy affordable housing. British unions have also recognised that they have a
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key role to play in pension matters. Indeed, the TUC has launched its own
stakeholder pension scheme for people on lower incomes without any form
of pension. This includes an estimated one million trade unionists who have
not made any pension arrangements. The GMB union has also recently made
an £18 million investment in Hermes Focus, an activist pension fund that
exercises considerable influence in investee companies (Martinson, 2000; Pitt-
Watson, 2000).

While UK and US unions have made progress in addressing pension
matters, an innovative and impressive attempt tackling the politics of finance
and capital has come from Canada where certain unions have actively en-
gaged with investment issues (Canada Employment and Immigration Advisory
Council, 1987; Jackson and Pierce, 1990). In particular, these unions have
taken an interest in the investment of their members’ pension money, through
the creation of labour-sponsored funds. These labour investment institutions
are considered in greater detail in the following section.

Canadian labour-sponsored investment funds

From their conception in the early 1980s, labour-sponsored investment funds
have rapidly grown to account for more than one-third of all venture capital
in Canada (Logue et al., 1998). As Table 7.2 highlights, there were 24 funds
holding over $4.1 billion in assets by 1998. Fund assets are generated from
the investments of workers and community members within a province.8

The capital collected into a fund is pooled, then re-invested back within the
province from where it was raised. Through investing in these regional funds,
workers and community members allow their money to be re-invested in a
range of local businesses.

The Quebec Solidarity Fund was the first labour-sponsored fund to be
created and has grown to become the largest source of venture capital in
Canada. Since its formation in 1984, the fund has rapidly expanded to hold
over $2.2 billion in assets, generated from the investments of 330,000
Quebecers. The provincial fund was pioneered by the Quebec Federation of
Labour (QFL) at a time when Quebec was experiencing widespread shut-
downs and job losses (see Norcliffe, 1987). However, rather than attempting
to prop up an ailing firm or industry, the fund was set up to invest in
growing small and medium sized Quebec businesses. Through these invest-
ments the Solidarity Fund has been able to combine a competitive return for
shareholders with wider community regeneration.

The Solidarity Fund incorporates a number of unique features in its invest-
ment criteria that were originally established by the QFL. While businesses
must be financially viable, the fund is also committed to a range of social
objectives, including workplace partnership and employee participation in
corporate governance. These factors are taken into account when a business
is considered for investment. Indeed, prior to any investment being ap-
proved, a full social audit is conducted on the business. As Fernand Daoust,
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Vice President of Canadian and International Affairs at the Fund, detailed
during interview:

Not only do we look into all the books and everything . . . we make a
social audit of anywhere where we do invest . . . to look into the beha-
viour of the employer as far as relations with the workers and the union;
if there is a union; problems of health and safety in the workplace;
environment; is the employer a good corporate citizen? What type of
reputation does the company have? Their past history as far as relation-
ships with the workers are concerned. In other words, you have a full
knowledge of what is going on.

(Interview, 14/4/98)

Any firm that fails to meet the financial and social criteria set out in the audit
has its application rejected. To date, however, the fund has invested in 660
firms, supporting a substantial number of jobs in the local economy. Indeed,
it has been estimated that through its investments, the Solidarity Fund has
helped to create, maintain or preserve over 55,000 jobs (Falconer, 1997).

The Solidarity Fund’s commitment to community development has been
shared by the Crocus Investment Fund in Manitoba. Since being formed in
1992 by the Manitoba Federation of Labour, the Crocus Fund has steadily
grown to hold assets of approximately $70 million. These assets were raised
from the investment of over 13,000 individual Manitobans. Institutional in-
vestors have also invested in fund shares, including the Credit Union Central
of Manitoba, the Garment Manufacturers’ pension fund and the Manitoba
Blue Cross.

In line with provincial and federal requirements, the capital accumulated in
the fund has been re-invested in viable small and medium sized Manitoban
businesses. In particular, the Crocus investment process is guided by the
fund’s commitment to employee ownership and participation in investee
companies. To meet its mandate, the fund targets businesses with an estab-
lished employee ownership structure or a commitment to increasing em-
ployee participation. As Sherman Kreiner, President of the Crocus Fund,
explained:

At least half of the people who work in companies in which we invest
have the reasonable opportunity to be owners as part of a broad-based
employee ownership plan . . . we use our best efforts to ensure that 50
per cent of our targeted investment assets are invested in a way that
promotes employee ownership and employee participation in corporate
governance.

(Interview, 17/4/98)

The fund particularly targets firms facing succession problems where an owner
wants to leave or retire from their business. Through becoming an equity
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partner, the fund endeavours to promote internal acquisitions by workers,
fulfilling its own commitment to employee ownership. By encouraging
employees to take an ownership stake, the fund aims to secure long-term
local ownership in Manitoba. Moreover, through combining ownership with
participatory structures, the fund seeks to boost business performance, with
positive implications for Crocus shareholders.

While bringing benefits to Manitoba and Quebec, the development of
labour-sponsored funds has not been so straightforward in Ontario. In this
province a number of funds have been created following the Ontario Federa-
tion of Labour’s failure to establish one regional fund. This resulted in legis-
lation allowing any Ontario labour organisation to sponsor the creation of a
fund, with no specific rules governing the role unions should play in fund
operations. The legislation led to the rapid proliferation of labour-sponsored
funds during the mid-1990s and there are now 20 funds operating in the
province. The majority of these funds are not socially oriented, created by
existing investment firms who pay an annual fee in return for a union
sponsoring their fund. These funds have been nicknamed ‘rent a union’
schemes, due to the sponsoring union not having any involvement in the
management of the fund.

Despite these problems in Ontario, certain US unions have viewed Canadian
developments with interest. The USWA have again been at the forefront
of developments, with Lynn Williams calling for the creation of similar funds
to finance employee-owned firms:

The need for investment capital for the development of the kind of
democratically governed ESOPs in which we are interested, is one of the
most important issues we face and is driving some significant new
initiatives . . . There is now an initiative by labour itself to determine if
there is a way in which it can develop an investment fund or funds
dedicated to this and similar purposes. The inspiration for this approach
comes from locally-initiated funds which have been created on a rela-
tively small scale in various parts of the country, and from Canada where
a number of substantial labour-developed funds, beginning with the Solid-
arity Fund in Quebec, have become important sources of investment
capital.

(Williams, 1997: 40)

While the US tax code makes emulating the Canadian model difficult, cer-
tain unions have agreed to allow labour pension fund assets to be used in the
creation of an in-house investment fund. In this respect, the Industrial Valleys
Investment Corporation (IVIC) has been set up by the USWA, in partnership
with the AFL-CIO and the Steel Valley Authority. While still in the early
stages of development, this fund plans to invest in businesses in Pennsylvania,
Ohio, New York and West Virginia (see Croft and Bute, 1998). To this end,
the IVIC has already secured a commitment of $1 million from the USWA,
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as well as support from the United Mineworkers of America and the Penn-
sylvania State Employee Retirement System. If the IVIC is successful it could
be the first in a series of regional funds, reconciling business investment with
community regeneration.

Concluding remarks

Looking back to the cases of Sharpesville Quality Products and Tower Col-
liery with which I opened this chapter, it is clear that employee ownership
can play a role in modern day capitalism. Through becoming the owners of
their business, Sharpesville and Tower employees have been able to success-
fully preserve their jobs and create local employment opportunities. How-
ever, while highlighting the advantages of using employee ownership in
viable circumstances, this chapter has simultaneously sounded a note of cau-
tion. In particular, it has been shown that the gains from employee ownership
are not automatic, requiring unions to overcome a range of potential prob-
lems and limitations.

Through focusing on the proactive use of employee ownership and workers’
pension money, the chapter has demonstrated that trade unions remain cap-
able of responding to the challenges of contemporary capitalism. Although
not a general panacea for resolving the twin problems of union decline and
global capital, engaging with ownership and pension fund matters can poten-
tially allow workers to shape the capitalist landscape on their own terms. In
so doing, the chapter has contributed to the emerging study of labour geo-
graphy, adding a new dimension by exploring issues of ownership, finance
and investment.

In a world dominated by multi-national capital, employee ownership and
pension fund initiatives offer an additional strategy for securing the survival of
British and North American labour movements (Monks, 1999; Trumka,
1996). The promise of these approaches has been reflected by trade unions
on both sides of the Atlantic moving the politics of ownership and finance up
the political agenda. However, the further development of employee owner-
ship and labour funds in the UK still requires certain unions to rethink their
long-held ideological beliefs. Dealing with such issues in turn requires new
types of expertise that are currently in short supply within the union move-
ment. If unions can overcome their traditional objections, there remain genuine
opportunities for regenerating the labour movement and empowering workers.
This renewed labour movement could take the lead in restructuring the prior-
ities of capitalism, making a valuable contribution towards the creation of a
more socially just economy.
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Notes

1 In this chapter, I use the term ‘labour’ principally to refer to less skilled, unionised
workers. This group of employees is a subset of a much larger workforce and also
remains distinct from the even more general ‘labour’ as a factor of production
categorisation used by labour economists.

2 Despite this change in agenda, certain unions on both sides of the Atlantic period-
ically continued to explore employee ownership (see Logue, 1997b; Oakeshott,
1990). At times of crisis, unions particularly turned to worker ownership to save
jobs and stem rising unemployment (Rothschild and Whitt, 1989). This was the
case with the Benn co-operatives in Britain during the 1970s (see Coates, 1976).

3 From the mid-1970s onwards, ESOPs have rapidly grown to become the main
form of employee ownership in the United States. While co-operatives continue
to feature in the American economy, by 1999, there were approximately 10,700
ESOPs in operation, covering over 11.5 million employees, some 8 per cent of the
US workforce. ESOPs provide a mechanism for allowing workers to acquire an
ownership interest in their firm and it is estimated that over 3,000 US businesses are
majority employee-owned (Logue, 1997a). Employing a total of over 1.5 million
workers, these firms range in size from major corporations, such as United Airlines
(where workers have a 55 per cent stake) to small and medium sized businesses.

4 A number of American unions have supported ESOP developments, including the
United Steelworkers of America, the United Autoworkers, the Amalgamated Cloth-
ing and Textile Workers’ Union and the Air Line Pilots Association. This advocacy
has not been universal, however, and certain unions, such as the United Electrical
workers, have remained resistant to such developments. The AFL-CIO was also
reluctant to support developments, refusing to take a policy position for or against
employee ownership until 1986. This resistance to ESOPs reflected early negative
experiences where employee ownership was structured against employees’ interests
(see McElrath and Rowan, 1992; Prude, 1984; Russell, 1984; Quarter, 1989).

5 While British and North American ESOPs are rooted in different legislative frame-
works, they are designed for the same purpose of attaining and passing shares to
employees. In this respect, ESOPs have been used on both sides of the Atlantic to
convey substantial proportions of ownership to employees, facilitating buy-out
transactions. However, since ESOPs were introduced in 1987, their growth has
remained relatively slow in the UK. Indeed, it is estimated that ESOPs comprise
only 1 per cent of British buy-outs (Monks, 1999).

6 While the buy-out was viewed by the Weirton community as a means to prevent
job loss, it was also readily accepted by National Steel who recognised they would
face huge pension and health care liabilities if they closed the Weirton division (see
Oakeshott, undated). Therefore, employee ownership presented the employer with
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a good opportunity to escape from the community, shifting the burden onto
employees if the company failed. Although the Weirton buy-out succeeded, other
workers and communities that have used employee ownership as a last resort have
not been so fortunate. Indeed, there are cases where employee-owned firms have
had to make hard choices to remain in business, including shutting plants and
shedding workers (see Lincoln, 1999; Prude, 1984).

7 While wage and benefit ‘give backs’ are only temporary, the ownership stake
secured for workers is permanent, with the stock used to increase employees’
control. Before agreeing to make a concession, the USWA carries out an extensive
analysis of the employer’s financial position.

8 Individuals can invest up to a maximum of $3,500 each year in their regional fund
as part of their pension contribution. Those individuals who purchase fund shares
are eligible to receive a 30 per cent income tax credit on their investment, com-
prising a 15 per cent provincial credit, matched by a 15 per cent federal govern-
ment credit. While both governments incur tax and financial costs for supporting
labour-sponsored funds, independent research has illustrated that these expenses are
quickly recovered through investee firms’ tax revenues and social security savings
(see SECOR, 1997; Moye, 1995).
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8 The local impact of the New
Deal: does geography make
a difference?

Ron Martin, Corinne Nativel and Peter Sunley

Introduction

Labour markets across the OECD are presently caught in a powerful predica-
ment. On the one side, during the 1990s many of the OECD countries,
especially those in Europe, experienced resistant labour market problems,
including high unemployment, especially among younger workers, widening
income inequalities and growing social exclusion (OECD, 1994, 1998; CEC,
1996). This has meant rising demands on state welfare, social benefits and
related support measures. On the other side, states are keen to increase the
flexibility of their labour markets so as to improve their adaptability to new
technologies and global competition, while at the same time seeking ways of
curbing rising public expenditure on welfare and benefit programmes. Tradi-
tional welfare and labour market policies are widely considered to be no
longer adequate to the rapidly changing social, economic and labour market
circumstances of today. They have largely failed to provide the intensive
support required to help those who are detached from the labour market to
improve their skills and employability and overcome other barriers to em-
ployment. Moreover, many of the work incentives and signals provided by
post-war systems of welfare have been criticised for discouraging people from
taking work and encouraging long-term welfare dependence. As result, a
general shift is occurring, away from the post-war system of ‘passive’ welfare
systems and labour market benefits, towards a more ‘active’ approach in
which welfare benefits are being closely linked to work experience and job
search responsibilities. Although the specific form such new policies are tak-
ing varies across countries (see OECD, 1999), the term ‘welfare-to-work’ is
now widely used to refer to this ongoing shift in welfare and employment
policy systems. Such ‘active’ policies usually have four aims: to tilt employ-
ment demand in favour of targeted groups; to provide labour intensive com-
munity services; to raise the effectiveness of labour supply; and to check the
eligibility of participants to receive unemployment benefits (Robinson, 1998).

Within Europe, the UK has gone furthest down this path with the
introduction in April 1998 of the Labour government’s New Deal (benefits-
for-work) for the unemployed. The New Deal symbolises New Labour’s
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work-based approach towards welfare, which focuses on employment as the
best form of welfare, and draws heavily on the Democratic Party’s ‘workfare’
policy in the United States (King and Wickham-Jones, 1999). It aims to
establish a mutual obligation between the state and unemployed individuals
in which the receipt of benefits is conditional on the compulsory fulfilment
of individual responsibilities to undertake job search, training or work place-
ments. Its key aim is to restore the ‘employability’ of the long-term unem-
ployed by bringing them back into contact with the labour market and thus
enhancing their confidence and work skills (DfEE, 1997). One of the under-
lying arguments is that indefinite unemployment benefits create a ‘welfare
dependency’ which undermines the desire to work. The long-term unem-
ployed lose their motivation, skills and confidence and are discriminated
against by employers’ recruitment screening (Budd et al., 1988; Layard, 1997a,b;
OECD, 1988, 1994; Snower, 1994). Not only does this lead to a serious
problem of social exclusion, it is argued by some economists that because the
long-term unemployed become detached from the labour market they fail to
exert any influence on wage-setting, so that high rates of unemployment can
coexist with skill shortages and wage inflation (Layard, 1997a). Hence it is
argued that by restoring the ‘employability’ of the long-term unemployed,
labour supply will be increased and thus help to restrain wage inflation. (The
focus on the long-term unemployed also reduces the problem of ‘deadweight’
in which those who would have got jobs anyway take up places on the
available options.) Equally controversially, it has also been argued that be-
cause the improved labour supply will mean that employers will be able to
hire more easily and cheaply, they will bring forward vacancies. In other
words, it is assumed that the labour market will adjust to increased supply by
creating more employment (Philpott, 1990; Layard, 1997a,b). It is also claimed
that such policies will have a ‘moral effect’ in reinforcing the work ethic and
incentives to work, and also that, by deterring claimants who are voluntarily
unemployed, welfare expenditure will be reduced.

Initially, the New Deal was intended to focus on all 18–24-year-olds
registered unemployed for more than six months, but has since been ex-
tended to other unemployed groups in the labour market, including long-
term unemployed adults aged 25 and over, lone parents out of work, people
on disability benefit, and out of work partners of the unemployed.1 In the
first, ‘Gateway’ stage of the main New Deal for the young unemployed, the
aim is to get people directly into work through help with intensive job
searching, careers advice, and guidance lasting up to four months. If they fail
to get a job at this stage they are offered one or more of four options: a
subsidised job with an employer (for up to six months); full-time education
and training (for up to twelve months); voluntary sector work (for up to six
months); or a place on an environmental task force (also for up to six
months). Follow-up support is offered during and after these options to help
participants find employment. People who fail to take up offers of specific
places on these options lose their unemployment benefit for two weeks
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initially, and with each subsequent refusal the length of benefit loss increases.
There is to be no ‘fifth option’ of staying home unemployed on full benefit.

The New Deal for the young unemployed is made up of a hybrid range of
active labour market policies (Cressey, 1999). On the one hand, it involves a
greater reliance on compulsion and sanctions for those refusing to participate,
signifying an end to ‘something-for-nothing’ approach to benefit entitlement.
Compulsion has less to do with improving the performance of labour market
programmes and more to do with identifying those who are not genuinely
unemployed (Robinson, 1998). On the other hand, the New Deal also
involves more individual case management, a boost to local voluntary sector
activity and the reintroduction of wage subsidies, similar to those seen in the
Community Programme of the 1980s (Gray, 1999). In large measure, this
combination of policies reflects the tensions in the thinking underlying the
New Deal. For instance, according to some it is a ‘policing response’ to a
fraudulent ‘dependency culture’, in which the unemployed are either unwill-
ing or unable to take the paid employment available. Elsewhere, however,
the New Deal is justified as a more liberal approach, designed to reform the
economic incentives and opportunities faced by the unemployed, and as
further developing their human capital and social inclusion. Such tensions
have generated much heated discussion of the value of the programme.
Among other things this has focused on the ‘rules’ of the scheme (especially
the contentious issue of compulsory participation), technical details (such as
the duration and type of training available), the target or ‘client’ groups (the
possibility that the most disadvantaged will get marginalised by output-related
funding), the limited recruitment incentives for private employers, and the
quality of the work experience, especially on the environmental task force
and voluntary sector options (see Convery, 1997).

As discussion continued, however, the implications of the geography of
unemployment and local variations in labour market conditions also became
increasingly crucial points of contention. The uneven geography of unem-
ployment implies not only that the extent of the problem – the size of the
‘target groups’ – varies significantly from area to area, but simultaneously so
do the prospects of finding programme places and post-programme jobs for
those target groups. Indeed, some commentators have argued that the success
of the New Deal would vary considerably across the country, and could be
least successful in the very localities where the unemployment problem is
most acute (McCormick, 1998; Peck, 1998, 1999; Hasluck, 1999). Accord-
ing to Turok and Webster (1998), for instance, the supply-side focus of the
New Deal means that it will be unable to cope with the variability of
employment demand between local labour markets. In areas of demand short-
age, the New Deal will be forced to rely on training schemes and subsidised
employment in the public sector. At worst, the programme may be distorted
and least effective where it is needed most.

In support of this argument, several studies have pointed out that ‘workfare’
programmes implemented by state governments in the US have exhibited
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different levels of effectiveness according to the buoyancy of local labour
markets (Mead, 1997; Walker, 1991; Oliker, 1994; Solow, 1998). Relatively
successful welfare-to-work models such as San Diego’s SWIM and California’s
GAIN benefited from buoyant local labour markets (Burghes, 1992; Walker,
1991; Friedlander and Burtless, 1995; Peck, 1998). In contrast, the schemes
operated in depressed rural labour markets, such as West Virginia, were much
less effective (Gueron and Pauly, 1991; Jensen and Chitose, 1997). At a more
local level, a number of observers have highlighted the lack of success of
workfare schemes in the highly depressed labour markets of many US inner
cities (Danziger and Danziger, 1995; Newman and Lennon, 1995; Solow,
1998). These US findings have been used to raise questions about the local
impact of the New Deal in the UK.

However, to date, although several evaluations and assessments of the
impact of the UK’s New Deal have been or are being undertaken, there has
as yet been very little analysis of that impact from area to area across the
country. Our aim in this paper is to do just that. We use the Employment
Service’s own data on various ‘performance measures’ of the New Deal for
Young People for all 144 ‘unit of delivery’ areas to provide a nation-wide
examination of the New Deal’s impact at the local level. Our focus here is
on the first three cohorts of participants on the scheme (covering the period
from April 1998 to December 1998), and our primary concern is to determine
whether and to what extent geography makes a difference to the performance
of the New Deal, and whether and to what extent any such geographical
variations reflect local differences in labour market conditions. (For an analysis
of the more recent performance of the New Deal for Young People, see
Martin et al., 2001 and Sunley et al., 2001.) We begin by reviewing the local
dimension in the New Deal as a policy programme.

The New Deal as a local policy intervention

Active labour market policy often includes an emphasis on local flexibility in
policy design and delivery within nationally set standards. There are several
aspects to this local flexibility (see OECD, 1999). First, a local dimension
means that in principle it is possible to tailor the programme and its delivery
much more closely to the specific problems, needs and opportunities in the
labour market: for most workers, labour markets are essentially local in nature
and operation (see Martin, 2000), and it is at this level that policy interven-
tions are best formulated and implemented. Second, in view of this, from an
institutional viewpoint, the local scale is the most appropriate for bringing
together and co-ordinating the range of different national, regional and local
policies and organisations affecting employment in an area. Third, there are
common issues and forums at the local level that can play a role in mobilising
local actors, employers and community groups in support of policy goals.
The New Deal has sought to incorporate some of these dimensions of local
flexibility into its design and practice.
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In order to achieve local flexibility the Labour government decided at the
outset not to deliver the New Deal exclusively through the national public em-
ployment service, but rather to develop a nation-wide ‘network of local pro-
grammes’, with policy design and delivery entrusted to partnerships of agencies,
companies and organisations operating in each locality. Some 144 such local
programmes, or ‘units of delivery’, were designated, each covering a distinct
geographical area and each managed by its own local partnership of agencies.
This focus on ‘local partnerships’ is seen by the Labour government as an
alternative ‘third way’ to simplistic free-market solutions on the one hand, and
the old centralised system of welfare intervention and support on the other.
According to the Prime Minister, the ‘third way’ involves ‘creating partnerships
at local level, with investment tied to targets and measured outcomes, with
national standards but local freedom to manage and innovate’ (Blair, 1998: 15).

In each locality, or ‘unit of delivery’ (UoD) area, the managers of the local
offices of the public Employment Service (ES) have responsibility for forming
a partnership with interested and appropriate agencies. The local partnerships
are responsible for assessing local labour market needs and designing the
delivery of New Deal provision in their locality within the nationally design
framework. The size and composition of these local partnerships varies from
area to area. However, the principal actors have been employers, trade unions,
voluntary organisations, education and training providers, government careers
services, Training and Enterprise Councils (TECs), Chambers of Commerce,
local authorities and local offices of the Employment Service. There has been
some local variation in the delivery of the programme. Four major types of
partnerships, based on different models of contracting, have been identified
(Tavistock Institute, 1999; Atkinson, 1999): ‘independent contracting’, in
which the ES contracts individually with service providers; ‘joint venture
partnerships’ in which local ES and other partners contract with the Regional
ES co-ordinators; ‘consortia’ whereby the ES contracts with a lead organisa-
tion which, in turn, contracts with individual service providers; and ‘private
sector models’ in which private employers lead delivery (for a discussion of
these different programme delivery models, and how they have impacted on
New Deal outcomes, see Nativel et al., 2001). The degree of local flexibility
in the programme should not be exaggerated, however. In some ways the
key parameters – the ‘nationally set standards’ – of the New Deal are uniform
and quite strongly defined, particularly on budgets and costs.

The boundaries of the local ‘units of delivery’ of welfare-to-work are
obviously important. As Hughes (1996) argues, if local programme area bound-
aries are drawn too tightly they can underbound the opportunities available to
participants in nearby areas with higher concentrations of jobs. On the other
hand, if they are drawn too widely, programme areas can obscure the exist-
ence of marked localised variations in unemployment and job availability.
Travel-to-work distances have a particularly significant impact on the labour
market opportunities for the unemployed and for low-skilled, low-paid workers,
a fact that is recognised by the provision of certain travel-to-work allowances
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within the New Deal programme. An appropriate administrative geography,
preferably one that bears a close approximation to actual local labour markets,
is thus essential to solving the employment needs of welfare-to work. The
New Deal local ‘unit of delivery’ areas appear to have been largely based
on pre-existing ES districts (that is, aggregations of numerous local wards),
although some districts have been amalgamated. Thus there is some institu-
tional persistence or inertia in the geographical basis of the new UoDs.2

Further, they vary considerably in geographical size: for example, from indi-
vidual local boroughs in London to whole counties, as in Cheshire, Cumbria,
or even sub-regions, as in Dumfries and Galloway. While this variation
reflects the general geographical distribution and concentration of the work-
ing population and employment across the country, the UoDs do not neces-
sarily correspond to meaningful functional labour market areas, and problems
of underbounding and overbounding undoubtedly exist.

Nevertheless, for purposes of assessing the performance of the New Deal,
the Employment Service has classified UoD areas into seven different labour
market types (‘clusters’). These range from ‘rural’ through ‘rural/urban’ to
‘urban’, each of which is further subdivided into low unemployment (‘tight’)
and high unemployment types, with a further category of high unemploy-
ment inner city areas (see Table 8.1). Low and high unemployment in this
context are defined as below or above the national average. While this

Table 8.1 Clusters of New Deal units of delivery, as defined by the Employment
Service

Type of cluster

A Rural
tight labour market

B Rural
High unemployment

C Rural/Urban
Tight labour market

D Rural/Urban
High unemployment

E Urban
Tight labour market

F Urban
High unemployment

G Inner City
High unemployment

Source: Employment Service (mimeo).

Cluster characteristics

Overwhelmingly rural area with majority of
population living in villages or small towns. Below
ILO average unemployment.

Overwhelmingly rural area with majority of
population living in villages or small towns. Above
ILO average unemployment.

Often largely rural area but with one or more large
towns with majority of people living outside these
towns. Below ILO average unemployment.

Often largely rural area but with one or more large
towns with majority of population living outside these
towns. Above ILO average unemployment.

Majority of population living in towns or cities.
Below ILO average unemployment.

Majority of population living in towns or cities.
Above ILO average unemployment.

Vast majority of population living within a large city.
Above ILO average unemployment.
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attempt to distinguish different generic types of programme area is at least a
recognition that labour market conditions are not uniform from one part of
the country to another, these groupings are not unproblematic. In practice,
there are different types of high and low unemployment urban labour mar-
kets, just as there are also different types of high and low unemployment rural
labour markets; but this is not taken into account. The rural/urban category
is apparently based on population density, but the precise definition is some-
what unclear. Moreover, arguably the classification of different types of pro-
gramme area should be based not just on unemployment rates and urban–rural
distinctions, but should also take other factors into account, such as the
growth and range of local employment. And finally, these and other con-
siderations raise questions about the validity of including labour markets of a
defined type, but in different regions of the country, within the same cluster.

In addition to the New Deal itself, a smaller-scale and more experimental
Employment Zone Programme was established in February 1998. Five pro-
totype Employment Zones were designated in areas with high concentrations
of long-term unemployment (these are located in the urban areas of Glasgow,
Liverpool and Plymouth, in a mixed urban–rural area in South Teesside, and
in the remote rural area of north-west Wales). Their function is to combine
the training and regeneration programmes that already exist in these localities
with the New Deal and other measures, in new and flexible ways, with a
view to drawing lessons for local policy design and delivery elsewhere (see
Haughton et al., 1999). From April 2000 15 Zones were established in areas
of high unemployment (the eventual planned total is 40) and although not
formally part of the New Deal, the intention was that policy experience in
these Employment Zones will be fed back into the operation of the New
Deal programme more generally.

Overall, the New Deal represents a central element of the government’s
attempt to create a more flexible, ‘work-based’ and locally-driven welfare
state which will eventually be delivered though a national network of local
agencies operating a single, employment-focused ‘gateway’ to the benefit
system. The New Deal is explicitly intended to respond in a flexible and
effective way to specific local conditions and circumstances. The geography
of unemployment, employment growth and labour market exclusion is thus
of central importance to the operation and success of the programme.

The spatial context of the New Deal: the geographies of
unemployment

The geographical patterns of unemployment in Britain over the past few
years have attracted considerable attention. As national unemployment rose
steeply during the first half of the 1980s, so regional disparities widened
markedly. Unemployment rates increased much more rapidly in northern
regions than in the south, leading to the opening up of a major ‘North–South
divide’ between the lower unemployment regions of the South East, East
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Anglia, the South West and East Midlands on the one hand, and the higher
unemployment regions of the rest of the United Kingdom on the other (see,
for example, Martin, 1988, 1997). Underpinning this divide were rather dif-
ferent regional unemployment flow regimes, in that the high unemployment
northern regions had much higher rates of flows into and lower rates of flow
out of unemployment than the lower unemployment southern regions (see
Martin and Sunley, 1999). But as national unemployment subsequently fell
from its 1986 peak, so regional disparities declined and the ‘North–South
divide’ narrowed. Then, in the recession of the early 1990s, national unem-
ployment increased once more. However, this time the rise in unemployment
was substantially greater in the southern region of the economy than in north-
ern parts of the country, with the result that the unemployment gap between
the north and south narrowed appreciably, enticing some observers to announce
the ‘end’ of the ‘divide’ (see for example, Jackman and Savouri, 1999).

Such prognoses may be premature (see, for example, Baddeley et al.,
1999). While convergence in regional unemployment rates has certainly been
apparent, there is no clear trend of convergence in regional ‘non-employment’
rates, as inactivity has risen faster in traditionally high unemployment regions
than in lower unemployment regions (Green and Owen, 1998; Glyn and
Erdem, 1999). What does appear to have happened is that during the 1990s
local variations in unemployment became more significant than regional
disparities. Thus in their study of recent trends in the variation in unemploy-
ment rates across the 62 British counties, Green et al., (1998) found that
while during the 1980s the within-region and between-region components
of the total variation of unemployment rates across counties were about
equal, since 1990 both sources of variation have declined but the between-
region variance has fallen considerably more, and is now lower than the
within-region variance. Thus while it may be correct to argue, as some
economists have done in the context of the New Deal, that regional differ-
ences in unemployment are no longer that significant, the findings of Green
et al., suggest that local differences remain important, and although not as
great as they were in the mid-1980s, are nevertheless more marked than they
were at the beginning of that decade. Such local differences suggest that the
scale of the problem the New Deal is intended to address does indeed vary
significantly across different UoD areas. This would seem to conflict with the
official view that geographical variations in unemployment were not likely to
be a critical factor in limiting the impact of the New Deal (Education and
Employment Committee, 1997).

Measuring differences in the scale of the local unemployment problem at
the level of the New Deal’s 144 UoDs is not straightforward, however. For
one thing, for the first two years of the New Deal, unemployment and other
labour market indicators were not specifically collected on the basis of indi-
vidual UoD areas, and instead have to be compiled from detailed ward-level
data.3 But, secondly, in addition, there is the question of what measure of
unemployment should be used. Claimant count data are now known to



The local impact of the New Deal 183

seriously underestimate the true or real extent of joblessness (Green, 1998;
Green and Owen, 1998). For example, a recent DEMOS report argued that
there are large numbers of persons aged between 16 and 24 who are neither
employed nor in training, but not claiming benefit (Bentley and Gurumurthy,
1999). They estimate that if these ‘missing’ jobless are taken into account,
there could have been many as 624,000 young unemployed, rather than the
250,000 estimated by the government, prior to introducing the New Deal.
Many unemployed are now ‘hidden’ in the greatly expanded numbers regis-
tered as unfit for work and receiving illness and incapacity benefits (Beatty
et al., 1997; Martin and Sunley, 1999). Moreover, there is evidence that the
degree of under-recording due to the effects of illness and incapacity benefits
is greatest precisely in the areas with the highest official claimant unemploy-
ment rates. In addition, the claimant count rates are based on percentage of
the local workforce, rather than residents, claiming benefit, and may there-
fore produce misleading figures in local labour markets subject to either
large-scale net in-commuting or net out-commuting (Webster, 1999). While
the unemployment rates of most inner city areas are thereby underestimated
(Westminster has six times as many workers as residents and Tower Hamlets
twice as many), the rates in other local areas with net out-commuting (such
as Greenwich) are exaggerated.

Thus, true spatial variations in unemployment are certainly much larger
than those measured by the official claimant count statistics, and measures of
‘non-employment’ by residence would provide a more accurate indication of
joblessness in the various New Deal ‘units of delivery’ across the country.
Unfortunately, it is not possible to compile such measures for UoD areas.
Labour Force Survey estimates, being based on the ILO definition, would
give a better indication of local joblessness than the claimant count data, but
these ward level estimates are not available for the period of operation of the
New Deal studied here. While they are available for local authority districts,
these do not correspond precisely with UoD boundaries, and thus would
involve some ‘approximation’.4 In any case, Labour Force unemployment
data are sample-based, and sample sizes at the local level are often very small.
Moreover, the New Deal programme is explicitly targeted at lowering the
claimant count rate so that by using this rate we are at least evaluating the
programme on its own criteria. Thus, in what follows we use ward-level
claimant count statistics. As noted above, these are likely to underestimate the
degree of local long-term unemployment, particularly in the inner cities.

The incidence of claimant count unemployment, based on these ward-
level data, across the 144 programme areas in 1997, prior to the introduction
of the New Deal programme, is shown in Figure 8.1. The most obvious
feature is that considerable variation exists in the severity of (claimant-based)
unemployment at the UoD level across the country. In broad terms, a virtu-
ally unbroken belt of low unemployment characterised much of the south
east-central part of England. This zone includes low unemployment rate areas
such as Guildford (2.02 per cent), Crawley (2.06 per cent), Mid-Hants (2.10
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Figure 8.1 The variation in unemployment rates across the New Deal ‘Unit of
Delivery’ areas (annual average for 1997).

per cent), Reading (2.21 per cent), Oxfordshire (2.71) per cent), Slough
(2.91 per cent), Cambridge (3.06 per cent), and Wiltshire and Swindon (3.34
per cent). In contrast, unemployment rates across much of the rest of the
country were noticeably higher. Five sorts of high unemployment programme
area can be distinguished. First, high unemployment rates characterised all of
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the major metropolitan areas in northern and midland Britain, such as Glasgow
(8.14 per cent) Birmingham (8.39 per cent), Sheffield (8.73 per cent), north
Tyneside (10.43 per cent) and Liverpool (12.55 per cent). A second high
unemployment group comprises depressed industrial areas and towns in north-
ern Britain, such as Hull (8.67 per cent), St Helens (9.99 per cent), Rotherham
(11.25 per cent) and Teesside (11.14 per cent); in south Wales, such as Swansea
(11.17 per cent); and in the Medway towns including Chatham (8.82 per
cent). The third group consists of a number of economic depressed coastal resort
areas and towns in southern Britain, such as Waveney in Suffolk (10.21 per
cent), Brighton (8.47 per cent), the Isle of Wight (9.76 per cent), and Cornwall
(8.92 per cent). Fourth, high unemployment rates were also to be found in
much of western Scotland, such as Argyll and the Islands (9.07 per cent),
Caithness and Sunderland (10.85 per cent), Dunbarton (11.25 per cent), and
Ross and Cromarty (13.21 per cent). Finally, some of the very highest
unemployment rates were in local ‘unit of delivery’ areas in metropolitan
London: Newham (17.76 per cent), Greenwich (17.65 per cent), Lewisham
(17.37 per cent) and Lambeth (14.16 per cent). London also contained the
UoD area with the lowest unemployment rate – Westminster (1.04 per cent).

Of particular significance for the New Deal, however, is the relative incid-
ence of youth unemployment, the main target group of the programme.
Figure 8.2 shows the proportion of local unemployment in each UoD area
that is made up of the under 25-year-olds, again as an average for 1997.
While the geographical variation in the relative significance of youth unem-
ployment is less than for the total unemployment rate, the spatial pattern is
arguably more striking. A discernible difference is evident between that area
south and east of a line between the Wash and Severn, on the one hand, and
the rest of the country north of this line, on the other. The southern area
contains most of the programme areas with youth unemployment ratios of
less than 20 per cent, while the northern area contains virtually all of those
programme areas with ratios of more than 30 per cent. The relative incidence
of youth unemployment is highest in industrial middle and northern England,
and in much of Wales and southern Scotland. Interestingly, relative youth
unemployment is low throughout almost all of London.

Figures 8.3 and 8.4 show the distribution across UoDs of long-term
unemployment (the proportion of the unemployed out of work for more
than 26 weeks), both for all age groups and the under 25-year-olds. In
general, the proportions of the under 25-year-old group who have been out
of work for more than 26 weeks are somewhat lower than those for all
unemployed, reflecting the fact that long-term joblessness tends to be dis-
proportionately concentrated in the older age groups. Nevertheless, in both
cases, the relative incidence of long-term unemployment across the country
tends to be somewhat more spatially fragmented than the unemployment rate
map, although – as noted above – the claimant count undoubtedly under-
records the extent and severity of long-term joblessness. The main element,
however, is the clear concentration of the long-term unemployed in the
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Figure 8.2 The relative incidence of youth unemployment across the New Deal ‘Unit
of Delivery’ areas (annual average for 1997).

major metropolitan and urban industrial centres of the country (London,
Birmingham, Black Country, Sheffield, Liverpool-Merseyside-Manchester,
Tyneside, Glasgow). In these areas just prior to the introduction of the New
Deal, typically 50 per cent or more of the unemployed had been workless
for more than 26 weeks. As the government itself recognised, long-term
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Figure 8.3 Relative long-term unemployment (all ages) across the New Deal ‘Unit of
Delivery’ areas (annual average for 1997).

unemployment is particularly concentrated in a relatively few places (Blunkett,
1997). Four local authority districts (Birmingham, Liverpool, Glasgow and
Manchester) accounted for 10 per cent of the long-term unemployed under
25 in 1997, and another seven accounted for another 10 per cent (Sheffield,
Leeds, Hackney, Hull, Bradford, Nottingham and Newcastle) (Hasluck, 1999).
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Two main points emerge from this brief survey of the geography of
unemployment behind the introduction of the New Deal. First, certainly it
was erroneous to claim, as Layard, other economists and the government
itself (Education and Employment Committee, 1997) did, that geographical
variations in the target populations and in labour market conditions across the

Figure 8.4 Relative youth long-term unemployment across the New Deal ‘Unit of
Delivery’ areas (annual average for 1997).
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UK are only of small significance, and thus could be easily overcome by local
scale labour mobility.5 Spatial differences in the incidence of unemployment
rates, and in youth and long-term unemployment, are far from insignificant.
Second, it is also clear that the local complexion of the unemployment
problem has indeed varied across the country. Although the target group for
the New Deal for young people was shrinking prior to its implementation, it
was doing so in a highly uneven and patchy manner. Thus, as measured by
overall rates of unemployment, the task confronting local programme part-
nerships in south-east and central England (with the exception of London)
was far less severe than that in much of the rest of Britain. On the other
hand, in terms of addressing local long-term unemployment the key problem
areas were clearly the major cities and urban-industrial centres. Yet again, in
terms of tackling youth unemployment, the welfare-to-work programme has
faced something of a ‘North–South divide’ in the extent of the problem. In
view of this complex spatial context, it would not be surprising if the impact
of the New Deal has been equally variable from area to area. It is to an
examination of this issue that we now turn.

The local performance of the New Deal

From the start, the assessment of the performance of the New Deal has been
a key government concern, and an elaborate system of monitoring has been
put in place, involving a number of ‘core performance indicators’ which
centre on the rate of labour force attachment (see Table 8.2). These cover
various aspects of the programme’s impact, although as yet there are no
detailed data on the longer-term employment and wage/income experiences
of former New Deal participants.6 The performance measures relate to the
on-programme and early post-programme outcomes of successive three-
monthly cohorts of participants moving onto the New Deal and are mainly
derived from the New Deal Evaluation Database (NDED). Our analysis here
focuses on the first three cohorts for each of the 144 Units of Delivery: those
contacted between April and June 1998; those between July and September
1998, and those between October and December 1998.7 The indicators
describe a series of labour market outcomes (excluding income effects) as well
as financial data on the unit costs of measures A and B by UoD. Indicators
F and G on employer and participant satisfaction were not made available
to us.

Given the aims of the New Deal, the proportions of participants moving
into unsubsidised jobs is clearly a vital measure of its success. The national
aggregate figures for the first three cohorts show that by the end of July 1999
some 41.58 per cent had moved into unsubsidised employment and only 6.65
per cent into subsidised jobs. This latter figure probably underestimates the
contribution made by subsidised jobs, because if a participant subsequently
moves into an unsubsidised job then this takes precedence in the figures.
However, for the three cohorts as a whole, 23.54 per cent of those on the



190 Ron Martin, Corinne Nativel and Peter Sunley

Table 8.2 New Deal core performance criteria

A The numbers of New Deal participants and the proportion of each cohort
moving into:
(i) unsubsidised jobs
(ii) subsidised jobs
(iii) all jobs

B The numbers of participants and the proportion of each monthly cohort
moving from the Gateway and each of the options into unsubsidised jobs.

C The unit costs of the outcomes covered at (A) and (B) above.

D The number of participants and the proportion of each monthly cohort
remaining in jobs 13 weeks, 6, 12 or 18 months after leaving New Deal as
measured by the renewal or otherwise of claims for JSA or other benefits.

E The numbers and proportions of participants who are disabled, from ethnic
minority background and who are men and women achieving the outcomes in
(A), (B), and (D) above.

F The numbers of subsidised jobs made available by employers and the level of
employer satisfaction.

G The level of satisfaction among participating young people.

H The number and level of qualifications achieved by New Deal participants

I The number of participants and the proportion of each monthly cohort leaving
the New Deal for known destinations.

Source: Employment Service (mimeo).

Table 8.3 Proportions moving into jobs by cluster type, first three cohorts, period
ending July 1999

Cluster type Proportion into Proportion into Proportion
unsubsidised jobs subsidised jobs into ‘all jobs’

A (Rural tight labour market) 43.84 9.31 53.15
B (Rural high unemployment) 43.30 8.74 52.04
C (Rural/urban tight labour market) 44.76 5.10 49.86
D (Rural/urban high unemployment) 41.96 12.70 54.66
E (Urban tight labour market) 43.11 5.02 48.13
F (Urban high unemployment) 40.0 6.85 46.85
G (Inner city high unemployment) 32.95 4.89 37.84

(Figures are percentages of first three cohorts at end July 1999).

Source: Calculated from ES Core Performance Measure A.

subsidised employment option moved into unsubsidised jobs, so that the total
proportion of participants taking the employment option was relatively small
(see Table 8.3). There are substantial geographical variations in the propor-
tion of participants who attained unsubsidised employment. The rate varies
between around 30 per cent in some UoDs (Hackney 28.1, Westminster 28.7,
Newham 29.1 Southwark 29.27, Ceredigion 29.8, Camden 30.2, Birmingham
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Figure 8.5 Proportion of New Deal participants moving into unsubsidised jobs (as at
July 1999).

30.4, Newcastle and Gateshead 31.8, Sheffield 32.4, Liverpool 32.4) to around
50 per cent in the most successful (Moray 54.9, West Lothian 52.8, Bath 51.6,
Wiltshire and Swindon 51.2, Maidstone and Dartford 51.1, Guildford 49.4,
Cambridge 48.7). (Lochaber has a rate of 67.8 but given the very small
numbers of participants, this is not a reliable statistic.) Figure 8.5 maps the
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unsubsidised job rate by UoD across the country. The highest rates are found
in a broad area of southern England and more rural parts of the Midlands and
central England, as well as in parts of northern Scotland. The lowest rates
are clearly in London and the major English conurbations, in mid Wales and
in the north-east of England. According to this measure, the New Deal
appears to have been more effective in Scotland than in much of northern
England. While, then, this performance measure shows evidence of a ‘North–
South divide’ this is also accompanied by some relatively unsuccessful areas
in the south-east, such as inner London and some depressed coastal labour
markets.

Core performance measure A, on movements into ‘all jobs’, also includes
the proportions of participants attaining subsidised jobs, that is, those going
into the employment option. If we add this rate to the unsubsidised jobs then
the pattern is more complex (Figure 8.6). This complexity no doubt reflects
local variations in labour supply, in levels of employer involvement and local
variations in the effectiveness of matching participants to available subsidised
jobs. It might be expected that the subsidised employment option would to a
certain degree be used to offset a lack of unsubsidised employment opportun-
ities, so that the two would be inversely related. However, Figure 8.7 shows
that there is only a very weak negative relation between the two, which
means that, in general, for the first three cohorts subsidised employment has
not been significantly higher in areas of lower unsubsidised employment
opportunities. This may reflect a relative lack of employers willing to parti-
cipate in the programme in more depressed labour markets, and it may also
reflect the fact that employers in such labour markets are offering lower
wages, so that the subsidised jobs are less attractive to participants (Tavistock
Institute, 1999).

Moving participants into jobs is obviously a partial measure and needs to
be accompanied by some assessment of whether they also manage to hold
onto these jobs. Performance measure D therefore measures whether employ-
ment is retained after 13 and 26 weeks, as indicated by whether individuals
renew their claim to the Jobseeker’s Allowance. Again there is substantial
geographical variation in the figure for 26-week retention. While the lowest
rates of about 30 per cent are found in depressed and northern labour markets
(e.g. Orkney 28.9, Dumfries and Galloway 29.7, Rotherham 32.8, Tees
North and South 33.1, Ayrshire 33.4, St Helens 33.4, Sheffield 34.0, Hull
34.5), the highest rates are in southern labour markets such as Westminster
(58.9), Ealing and Hillingdon (58.6), Mid Hants (57.1), Oxfordshire (54.7),
Hertfordshire 53.6, and Beds and Luton (53.1).

Figure 8.8 maps the 26 week job retention statistic across all UoDs. Again
it provides evidence of a ‘North-South divide’, with the highest rates in a
wide circle around London. Outside this circle, high rates are only found in
Cheshire and in certain parts of the Highlands. The lowest rates of job
retention are apparent in the conurbations, in the north and in Scotland, in
Wales, Cornwall, and depressed coastal labour markets in the south-east. This
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Figure 8.6 Proportion of New Deal participants moving into subsidised and unsubsidised
jobs (as at July 1999).

suggests that in more depressed labour markets, participants are experiencing
a greater rate of post-programme labour market insecurity and ‘churning’.

The third key performance statistic presented here is the proportion of
participants leaving for unknown destinations. Nationally, this figure is 28 per
cent for the three cohorts and some authors have interpreted this as an
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indication of failure of the New Deal. In particular it has been seen as a sign
of insufficient employment opportunities, or a ‘jobs gap’ (Nathan, 1993). How-
ever, others have argued that it also includes those young people who are
claiming fraudulently but cease doing so once called for interview. Further-
more, it is also likely to reflect the lag between participants finding a job and
informing the local agencies. Figure 8.9 shows the map of this performance
measure. Excepting the Scottish Highlands where the usual caveats of small
numbers apply, the highest rates of between 30 and 40 per cent are found in
areas in central and south-eastern England as well as in London, Leeds and
Manchester.

While the high rates in the conurbations may well indicate that a ‘jobs gap’
in these areas is driving some young people into inactivity, the higher rates in
the broad bands outside of the conurbations are difficult to explain in terms
of a simple lack of jobs. One follow-up survey of leavers into unknown
destinations found that most (57 per cent) cited finding a job as their main
reason for stopping their Job Seekers Allowance ( JSA) claim, although at the
time of interview six months or so later only 29 per cent of these individuals
were still employed (Hales and Collins, 1999). It may be then, that the high
rates moving into unknown destinations in some relatively prosperous labour
markets are an indication of greater labour market mobility, which makes it

Figure 8.7 Relationship between proportions of New Deal participants moving into
subsidised and unsubsidised jobs, across UoDs.
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Figure 8.8 Proportion of participants remaining in jobs 26 weeks after leaving New
Deal.

more difficult for local agencies to keep track of participants. At present,
however, this is speculative suggestion, and the issue clearly needs further
research.

Without doubt these performance indicators demonstrate that geography
makes an important difference to the operation of the New Deal. It was
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Figure 8.9 Proportion of New Deal participants leaving scheme for unknown
destinations.

widely predicted that the programme would find it harder going in inner
city areas. Table 8.4 shows indeed that there appears to be a major difference
between the inner city ‘cluster’ as defined by the Employment Service
and the other clusters. While the rate of participants moving into employ-
ment is quite similar in most of the clusters it is noticeably lower in the high
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Table 8.4 Balance of options by cluster type, first three cohorts, period ending July
1999

Cluster type Employment FTET Voluntary Environment
service task force

A (Rural tight labour market) 19.91 41.90 20.83 17.35
B (Rural high unemployment) 22.11 36.92 19.06 21.89
C (Rural/urban tight labour market) 17.29 44.02 19.60 19.08
D (Rural/urban high unemployment) 21.73 37.92 18.87 21.48
E (Urban tight labour market) 16.00 41.74 20.17 22.09
F (Urban high unemployment) 16.45 47.96 17.20 18.38
G (Inner city high unemployment) 15.70 55.48 18.28 10.54

Mean for all UoDs 19.46 43.71 19.15 18.46

Source: ES Core Performance Measure B. The figures represent the balance of total options taken
by the first three cohorts within each category of UoD. They do not represent individuals who
may take more than one option simultaneously.

unemployment inner city category. Yet as we have seen, long-term youth
unemployment is concentrated in such labour markets. Hence if we plot the
rate of unsubsidised employment against long-term youth unemployment by
UoD, a reasonably strong inverse relationship emerges (Figure 8.10). UoDs
with higher rates of long-term youth unemployment have tended to place a

Figure 8.10 Relationship between proportion of New Deal participants moving into
unsubsidised jobs and proportion of youth unemployment, across UoDs.
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lower proportion of their New Deal participants into jobs. Although the
relationship clearly does not demonstrate cause and effect, it is likely to be
due both to the lower skills and motivation of many young people in these
labour markets consequent on long-term unemployment, as well as to the
lower levels of employment demand and job creation. The relationship is
somewhat worrying, however, as it may be altering the shape of the pro-
gramme in such areas. Table 8.4 shows the balance of option places for each
type of cluster and shows that in the inner city cluster there is a much greater
reliance on the ‘full-time education and training’ option. From one perspect-
ive, a greater effort to augment human capital in the inner cities is, of course,
welcome. The danger, however, is that if participation on this option acts to
substitute for paid employment, instead of facilitating and accompanying it,
the option may come to be seen by participants as yet another ‘Government
stop-gap scheme’.

From supply to demand: the issue of local job generation

One of the most challenging criticisms of welfare-to-work schemes is that
they focus on the supply side of the labour market and have little to say on
the demand side: where are the jobs for welfare-to-work participants sup-
posed to come from? As Solow (1998) comments, there tend to be two
rather different positions on this question. The first is the optimistic argument,
namely that there is no problem. The jobs are out there, or will be forthcom-
ing, because welfare-to-work programmes increase the employability of the
unemployed, and hence make the unemployed attractive to employers. Pro-
vided welfare-to-work participants are not unrealistic about wage levels, and
are flexible about the range of jobs they are willing to take, then, so this
argument runs, supply will ‘create its own demand’. In other words, labour
demand is assumed to be elastic with respect to relatively small improvements
in the skills and work experience of the unemployed. Further, it is assumed
that by presenting a clear indication of a route to self-betterment through
education and training, welfare-to-work schemes will induce unqualified
labour force members to acquire the skills they need to move into permanent
employment.

At the opposite extreme is an alternative critical account that comes to
very pessimistic conclusions. In this story, the total amount of work is relat-
ively fixed in the short run, and crucially dependent on favourable macro-
economic conditions. Adding more workers onto the labour market – which
is what welfare-to-work programmes are intended to do – will not of itself
increase the demand for labour and flow of job offers. At the same time,
present-day governments, unlike their predecessors in the 1960s and 1970s,
do not pursue full-employment through demand-management polices (that
social bargain was abandoned in the late 1970s and early 1980s). Thus,
according to this view, those previously on welfare-to-work will displace
other employed workers, producing a marked increase in the ‘churning’ of
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Table 8.5 The anatomy of job growth in the UK, 1992–1999 (millions)

Total Managerial Personal and Full-time Part-time
professional, protective services
technical and selling

1992 25.858 8.772 4.529 19.842 6.016
1999 27.336 10.072 5.189 20.557 6.779
Change 1.478 1.300 0.660 0.715 0.763

Source: Labour Market Trends.

Notes: Figures include self-employed. Seasonally adjusted estimates except for occupational
data (which do not therefore quite add up to the figure given for total employment).

people through employment and unemployment, especially in the less-skilled
and low-paid segments of the job market. Under this viewpoint, then, welfare-
to work schemes need to be accompanied by active policies to stimulate job
growth, as well as associated measures to ensure that those jobs are not simply
marginal, low-paid types of work.

The ‘flexible’, story seems much too complacent, assuming as it does a
flexible labour market and a smooth transition from welfare into work.
Improving the ‘employability’ of workers does not necessarily generate jobs
or guarantee job offers for those coming off the New Deal. Likewise, the
assumption under the ‘churning’ scenario, of a more or less fixed number of
available jobs – leading to the ‘recycling’ of workers through unemployment
into welfare-into-work and back into unemployment – does not square with
the facts. Jobs are being generated in quite large numbers in the UK: thus
between 1992 and 1999 total employment increased by 1.5 million. Never-
theless, this second view does raise the important question of the types of
employment available to New Deal participants when they leave the pro-
gramme. In this respect there are two worrying aspects of UK employment
growth in relation to the New Deal.

The first is the nature of the employment expansion that is occurring.
Much of the growth of jobs is polarised between two quite different seg-
ments of the labour force. The fastest growing segment of employment is in
managerial, professional and technical occupations (see Table 8.5), in types of
work far beyond the reach of the vast majority of those going through the
New Deal. The other major source of net employment growth at the other
end of the service sector, is personal and protective services and selling. It is
in these occupations, if at all, that New Deal participants stand any chance of
finding work. But what is also significant is that half of the expansion in
employment over recent years has been in part-time work. Many view the
growth in part-time employment as a key component of increased ‘flexibility’
in the labour market. Others, however, point to the fact that part-time work
is also a major source of the increased insecurity and risk that now marks
employment, as workers find themselves subject to short-term or temporary
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contracts, irregular hours, low pay and inferior employment rights (see Allen
and Henry, 1997). Thus some critics of welfare-to-work schemes like those
in the USA and UK argue that the danger is that these programmes will
effectively function as mechanisms to create a supply of relatively low-skilled,
‘flexible’ workers to fill the contingent, poorly paid and insecure segments of
the job market (Peck and Theodore, 1999). Given the insecure and inferior
nature of the sort of work open to people coming off the New Deal parti-
cipants, the net result is indeed likely to be increased ‘churning’ in the labour
market.

While this debate continues, and awaits detailed analysis of the longer-term
post-programme work-histories of New Deal participants, a second issue is
already apparent: namely, that the job growth that is occurring in the UK is
far from evenly distributed across the country. We know that between 1981
and 1991 the conurbations tended to have negative net employment change,
as the loss of industrial jobs exceeded the creation of new service jobs (Turok
and Edge, 1999). Using ward-level data to construct estimates for the UoD
areas, Figure 8.11 shows that for the period 1991–97, employment growth8

was overwhelmingly concentrated in local programme areas in southern Britain
(except for much of London and Kent). In this southern part of country, rates
of net employment growth over the 1991–97 period were typically around
5–10 per cent, with a band of programme areas stretching from the south coast
up to Bristol and across through Oxfordshire to southern areas of the West
Midlands and then to Cambridgeshire, with rates of around 10–15 per cent.

Five UoD – Cambridge, Peterborough, Milton Keynes-North Bucking-
hamshire, Northamptonshire and Solihull – registered net employment growth
rates in excess of 17 per cent over this period. In stark contrast, in north-west
Wales, much of the north-east, the north-west, and Scotland, employment
fell, with net losses of 10 per cent or more in some local areas. It is strikingly
evident, therefore, that the New Deal is being implemented against a back-
ground of marked local variations in net job growth trends

Of course, jobs are being created and destroyed everywhere all the time,
but local labour markets in southern England appear to be far more successful
in generating more new jobs than old ones being lost. Little is known about
the specifics of job creation and destruction flows at the local level in Britain.
However, Figure 4.11 indicates that the New Deal has been operating under
much more favourable conditions in southern England than in much of the
rest of the country. We clearly need more information on the specific types
of jobs that New Deal participants in southern programme areas are moving
into, but the more buoyant employment conditions in these localities would
certainly seem to be reflected in the higher post-programme job retention
rates that are also found in these UoDs (see Figure 8.8 earlier).

The problem for the rest of the country is clearly one of improving local
rates of employment growth. The high job growth rates of southern England
do not derive from the ‘increased employability’ of New Deal participants
there, but have to do with the more fundamental economic growth processes
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Figure 8.11 Employment growth across the New Deal UoD areas, 1991–1997.

that have for long favoured this area of Britain. To create similar rates of
economic expansion and employment growth in more northern parts of the
country is a major policy problem. As Glyn and Erdem (1999) have argued,
the way in which the New Deal is supposed to create employment, namely by
lower wage pressure allowing the Bank of England Monetary Policy Com-
mittee to run a more expansionary policy, is essentially macro-economic.
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There is no mechanism for bringing these jobs to areas where joblessness is
concentrated. Left-wing critics of welfare-to-work programmes often argue
that generous employment subsidies are required in order to stimulate job
growth for programme participants. But, realistically, it is unlikely that such
subsidies will of themselves be sufficient to remedy the job gaps in areas of
slow economic growth and depressed labour market conditions. Another
possible response is, of course, to develop the potential of ‘intermediate
labour market’ initiatives to provide new jobs, and we clearly need to know
more about the potential scale and sustainability, as well as the human capital
and displacement effects, of such employment (OECD, 1999).

Conclusion: Does geography matter?

The government sees the key aim of the New Deal as addressing social
exclusion by re-attaching unemployed individuals to the labour market and
including them in paid employment. The best measure of its success, there-
fore, is probably activity rates over the medium and long term, rather than
simple job entry or falls in unemployment benefit rolls (Levitas, 1998). Un-
fortunately, however, we have been unable to calculate participation and
activity rates for individual UoDs, as there is currently no up-to-date infor-
mation available at ward level on workforce totals.9 This is a key gap in the
monitoring of the local performance of the programme. Nevertheless, by
using measures on job entry, job retention and balance of options we have
found ample evidence that geography may well matter to the operation of
the New Deal for the young unemployed. In some areas, especially in south-
ern Britain, the programme – in its early stages at least – does seem to have
had a successful impact: the more dynamic, expanding labour markets in
southern England show high rates of job entry and retention. In more north-
ern and peripheral labour markets, and most of the conurbations, where
labour market conditions were less favourable, the scheme appears not to
have been as successful. There are grounds for suggesting that that the ‘North–
South divide’ in employment growth has had a significant impression on the
outcomes of the New Deal. These results are not surprising in the sense that
the effectiveness of the programme has lain in its improvement and intensi-
fication of job search, by means of individualised case management. It is
well known that job search measures work best in more dynamic labour
markets (McCormick, 1998). The aggregate data across the UoDs also suggests
that, as far as the first three cohorts over the period studied are concerned,
the subsidised employment option has had less of a take-up than originally
planned, and of itself has been unable to compensate for the unevenness of
labour market changes (this outcome seems very similar to the problems
encountered by the Australian Labour Government’s ‘Working Nation’ Pro-
gramme, see Finn, 1999).10 This may reflect both the falling demand for
some types of unskilled labour and the genuine gap which exists between
employers’ expectations and the low skills and human capital of many of the
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young long-term unemployed. However, much more intensive and detailed
research is needed to clarify this issue.

The key implication of these geographical variations in performance is that
a basic factor in determining the ‘employability’ of young people is the level
of demand in the local labour market (Hasluck, 1999). Furthermore, the fear
is that participants in labour markets with relatively low levels of demand are
likely to experience more insecure and segmented work histories and a
greater degree of ‘churning’, so that job entry itself cannot be assumed to
necessarily mean higher social inclusion and lower poverty. The opportun-
ities available to those in the labour market, and not just the opportunity for
entry into it, also depend on employment creation. While active labour
market policies can assist the long-term unemployed and stimulate some new
economic activity, it is sustained employment growth that is the key to
widening the opportunities available to the unemployed and work-poor (Green
and Owen, 1998; Finn, 1999). Hence, recent proposals to improve the
programme through the use of intermediary organisations and firms, in order
to provide a faster and more effective ‘matching’ of the jobless with vacan-
cies, are likely to continue to be conditioned by geographical variations in
employment demand.

There is thus a vital need for much more academic and policy attention to
be directed at how local active labour market policies can be integrated with
policies and measures designed to stimulate job creation in depressed regional
and local labour markets. Too often this need is overlooked by an orthodoxy
which artificially separates a notion of ‘equality of opportunity’ from the
geographical conditions and disparities which structure its realisation. But
neither is it very helpful to resort glibly to emphasising the need for higher
employment demand without considering how this can in practice be brought
about and how it can be targeted on marginalised groups. While neither tar-
geted demand-side nor supply-side measures are sufficient on their own, this
does not justify a dismissal of either. Both are necessary to improve the local
operation of the New Deal. One recent proposal to improve its effectiveness
is to target and focus training schemes more closely on local employers and
sectors. While this may be helpful for some participants, we have noted that
the training and education component of the programme has been more exten-
sively used in more depressed labour markets. As an implication of this, there
is the possibility that the less specific training and education options will be
judged to have been less effective and more costly. If this is the case, then it
may be used to legitimate a shift towards a less human capital focused approach,
with added emphasis on ‘work-first’ along US lines. This would be unfortunate.
While the benefits of training programmes are controversial, the longer-term
earnings and job-retention effects of human capital development should not
be overlooked. In short, in this respect as in others, the local employment con-
text has to be taken into account in the evaluation of the impact of the New
Deal, and has a key role in understanding how the more favourable performance
of the scheme in successful areas can be replicated in less successful ones.
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Notes

1 In addition the programme is being extended in various other ways, including the
New Deal for Communities.

2 We were unable to obtain a detailed map of unit of delivery areas from the
Employment Service, but a list of the wards making up the units of delivery was
supplied, and this was used to construct the map of programme areas used later in
this paper.

3 We are grateful to staff at NOMIS (the National Online Manpower Information
System) at Newcastle for assisting in these calculations. Since this work was
carried out, NOMIS has introduced new data files available directly on an indi-
vidual UoD basis.

4 We suspect that some such ‘approximation’ must have been used by the Employ-
ment Service to derive its classification of ‘cluster types’ of UoDs on the basis of
different average ILO unemployment rates in Table 8.1.

5 This argument has recently been slightly modified by the Treasury who argue that
‘Almost without exception, areas of high unemployment lie within easy travelling
distance of areas where vacancies are plentiful’ and that this is particularly clear-
cut in London but it is ‘repeated across the country’ (HM Treasury, 2000: 7).
However, the evidence for this assertion is unclear and it ignores problems of
structural mismatch. Also, labour market policies have generally found it very
difficult to increase the geographical scope of job-search and commuting among
the less-skilled.

6 These measures are also silent, of course, on whether the programme may also
have deterred young people from claiming benefit or continuing to claim up until
the six-month threshold.

7 We have since extended our analysis, as new information has become available,
and now have updated results covering the period from April 1998 to December
2000 (see Sunley et al., 2001).

8 This measure of employment growth includes both full-time and part-time jobs
and it does not show those individuals who have more than one part-time job.

9 The Treasury has recently announced that it has examined employment rates for
wards, possibly by projecting the results of the 1991 census, but it admits that
these are only ‘rough measures’ (HM Treasury, 2000: 7).

10 This is presumably one of the main reasons why the ten-point extension of the
NDYP on its second anniversary included an extension of the employer subsidy
from six to twelve months.
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9 The geographies of a national
minimum wage: the case of
the UK

Peter Sunley and Ron Martin

Introduction: the new inequality and
the new minimum wage

A distinctive perspective on local labour markets has taken shape in economic
geography. In contrast to the models of perfect and imperfect competition
beloved by labour market economists, economic geographers have offered a
socio-economic regulatory and institutionalist account of local labour markets
and their dynamics (for a review see, Martin, 2000). In this view the labour
market is not just like any other market: it is animated and structured by
social relationships, and, moreover, labour is not a commodity like any other
as it is inseparable from the seller (Storper and Walker, 1989; Peck, 1996;
Jonas, 1996). In one sense, this means that labour markets depend on sup-
porting conventions and institutions, which allow coherent expectations,
facilitate trust and permit efficient behaviour. Without such support, it is
argued, labour markets would be fractured by contradictions and beset by
market failures. In another sense, the power of social groups is reflected and
reinforced by the ways in which labour markets are structured: how they
select, allocate, control and reproduce labour. Thus local labour markets do
not occur spontaneously but are social arenas shaped by power structures,
collective conventions and by formal rules. In this view, national, regional
and local labour markets do not all tend to one ideal type of a competitive
and flexible spot market; instead their dynamics vary depending on how they
are regulated and embedded. The intermeshing of market forces of supply
and demand with the effects of institutional structures and conventions varies
between different spatial labour markets, so that in order to understand their
interaction we need to take local labour markets seriously. The purpose of
this paper is to illustrate this argument in the case of the new national
minimum wage in the United Kingdom.

There is a consensus within economic geography that the arrival of stag-
flation and mass unemployment in the 1970s prompted an unravelling of
the postwar Keynesian settlement and a search for a new ‘post-Fordist’ type
of labour market governance. Post-Fordist experiments sought to introduce
new types of flexibility into labour markets, including flexibility in wages,
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working patterns, and skills. In the UK in particular, these experiments took
a distinct liberal form as the Thatcher governments tried to emulate the
de-regulated model of the United States. In August 1993, for example,
the Conservative government’s Trade Union Reform and Employment
Rights Act removed the remaining 26 Wages Councils (excluding agriculture)
which had hitherto set sectoral minimum wages for 2.5 million low-paid
employees (Dickens et al., 1993). The withdrawal of the state from labour
market governance also involved a decentralisation of labour market policy,
as responsibilities were shifted downwards to local partnerships, quangos and
business-led agencies. British employment policy began to draw heavily on
American welfare-to-work programmes during the 1980s. The consequence
of these experiments has been labelled the ‘Anglo Saxon’ model of labour
market regulation (Corry, 1997; Philpott, 1998), and its outcomes have been
profound.

First, there has been a dramatic increase in wage inequality as the earnings
of high-status groups in the labour market have grown much faster than those
at the bottom of the skill-occupational hierarchy. Indeed, the speed at which
wage inequality increased in the UK has been matched only by that in the
USA (Machin, 1996; Hills, 1996), and the prevalence of low pay in the UK
is now much greater than in many of its European neighbours. Most explana-
tions of this trend refer to the substitution of unskilled work by technology,
the abolition of the Wages Councils and the declining influence of trade unions
on wage-rates and relativities. Second, the distribution of unemployment
and employment also became more uneven, as employment has increas-
ingly concentrated into work-rich households (Gregg and Wadsworth, 1996).
Such polarisation reflects the persistence of relatively high rates of non-
employment in Britain, and the tightening of eligibility to, and shrinking of,
unemployment benefit has been associated with an enormous rise in non-
participation among men and a large increase in the numbers claiming sick-
ness benefits (see Martin and Sunley, 1999). These trends were responsible
for an unprecedented rise in income inequality in Britain between 1979 and
the late 1990s ( Johnson, 1996; Goodman et al., 1997; Machin, 1996). By the
early 1990s, 20 per cent of British households were on less than half of
average family income compared with 8 per cent at the end of the 1970s.

Third, despite the dramatic rise in earnings inequality, the UK’s job crea-
tion record was little better than that of other European countries, and by no
means as impressive as that of the USA. Some commentators therefore con-
cluded that Britain had the worst of both worlds: the high unemployment of
Europe together with the income inequality of the USA (Barrell, 1994).
Furthermore, much of the employment created has been insecure, low-wage
and part-time work. The growth of this precarious employment, character-
ised by very low wages and high rates of labour turnover, has been encour-
aged by the continuing expansion of female participation in the labour force
(e.g. Allen and Henry, 1997). According to many, insecure employment now
accounts for a third of total employment and has led to the consolidation of
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a ‘working poor’ who are simultaneously dependent on state benefits as well
as limited income from work. By 2010 it is estimated that around 30 per cent
of employees will be in part-time jobs, compared to a fifth in 1980 (Financial
Times, 1999a).

Geographers have been at pains to emphasise that these processes have
been highly uneven across the country. Moreover, the main forms of disadvant-
age have become spatially concentrated and mutually reinforcing (Lawless
et al., 1998). The ideas of locally concentrated multiple deprivation and cumul-
ative causation belatedly re-entered public debate in the 1990s, as it became
apparent that local concentrations of disadvantage in some problem estates
and inner cities were locking their populations into appalling social condi-
tions and inter-generational poverty (Commission on Social Justice, 1994).
While there has been a considerable amount of work into geographies of
unemployment, showing that while convergence took place at a regional scale
local spatial variations became even more entrenched during the 1990s, much
less is known about geographies of low pay.

One of the major aims of the programme of the New Labour government
which came to power in 1997 was to tackle some of the problematic legacies
of this neo-liberal model of regulation. Although not promising equality of
outcome, New Labour announced its attention to nevertheless create a more
equal society by addressing long-term unemployment through active labour
market policy, by ‘making work pay’ and reducing child poverty. For in-
stance, it is estimated that Labour’s first three budgets transferred £2.5 billion
in spending power away from the top half of the income distribution to the
bottom, and moved £3 billion to families with children (out of a total tax
take of £300 billion) (Financial Times, 1999b). Furthermore the introduction
of a statutory national minimum wage of £3.60 an hour for adults and £3.00
an hour for 18–21-years-olds in April 1999 was heralded as a key departure
from the neo-liberal labour market. The government argued that the new
minimum will end Britain’s ‘sweatshop economy’ and will have a number of
benefits for the labour market, including promoting work incentives, encour-
aging employee commitment and training, encouraging firms to compete on
the basis of quality rather than low wages, and ensuring greater fairness and
decency in the workplace (DTI, 1998; Beckett, 1998). Some commentators
argue the introduction of this uniform and centralised measure will reduce
poverty without significantly increasing public expenditure, and that it will
moderate inequality without seriously undermining labour market flexibilities.
They therefore welcome it as part of a ‘Third Way’ between the US model
and the regulation characteristic of European social democracies (Philpott,
1998).

The aim of this chapter is to raise some issues relating to the geographical
impacts and implications of the minimum wage. It considers how far the
introduction of a minimum wage moves away from a liberal labour market
model and how far it will redress some of the pronounced geographical
inequality in wages across local labour markets. The next section examines
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the international geography of minimum wages and offers a comparative
international evaluation of the level of the UK minimum. The third section
reviews the geography of low pay in the UK and examines the consequential
geographical impact of the new national minimum wage. We consider how
far the minimum wage will address some of the local concentrations of low
earnings that have emerged under the flexible deregulated regime. The im-
pact of the national minimum on different local labour markets across the
country is likely to be highly uneven, but this issue has received scant atten-
tion, whether in the UK or elsewhere. The minimum wage may also have
complex effects on the structure and distribution of employment. In the UK,
the Low Pay Commission argues that the national minimum wage will result
in a shift of employment from low-wage low-efficiency employers to higher-
wage, higher productivity firms.1 The paper begins to consider the implica-
tions of this process for different types of local labour market. The fourth
section addresses the proposal for a greater degree of regional differentiation
in the way in which the minimum wage is set and implemented. It evaluates
the argument that there will be substantial variations in the regional levels of
real minimum wages due to variations in the cost of living. Finally, the paper
considers the arguments for and against a single uniform national minimum
in the light of administrative systems operated in other countries.

The UK national minimum wage in international
perspective

The new national minimum wage in the UK means that the country joins
the ranks of many other states where a minimum wage has long been an
integral part of labour market regulation. In fact, even in the UK, although
there has never been a national minimum wage system as such, statutory
support for minimum wage levels in certain sectors of employment existed
from as early as the Fair Wages Resolution of 1891. Under the Fair Wages
Resolution, employers on government contracts were required to pay at least
the wage level generally recognised for the sector or locality concerned. This
Resolution was followed in 1909 by the Trade Boards Act, which established
boards for specific industries to fix minimum wage levels. Under the Wages
Act of 1945, the government set up Wages Councils where collective bar-
gaining arrangements were ineffective or at risk. At their peak in 1953, there
were 66 Wages Councils, covering 3.5 million workers, mainly in the retail
distribution, catering and hotels, clothing, laundries and road haulage trades
(Bayliss, 1962). During the 1960s and 1970s, the Wages Councils were
increasingly criticised for their ineffectiveness, and between 1974 and 1979 a
number of the Councils were abolished or merged. By 1983, the number of
Wages Councils had been reduced to 38. Under the Conservative govern-
ments of the 1980s, the Fair Wages Resolution was rescinded and the Wages
Act of 1986 was used to make a series of reforms to the Councils. Then in
1993, under the Trade Union Reform and Employment Rights Act, the
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Wages Councils in Great Britain were finally abolished, followed in the
subsequent year by those in Northern Ireland. At the time of their abolition
in 1993 the Wages Councils covered 2.59 million workers in the UK.

One of the earliest national minimum wage systems to be established was
that in the United States. In the decade after 1912, Massachusetts and 16
other states passed state minimum-wage laws, but in 1923 these state laws
were ruled unconstitutional by the US Supreme Court. It was not until 1938
that national minimum wage legislation was passed as part of the Fair Labor
Standards Act. The Act was intended to prevent exploitation and discrimina-
tion of workers by establishing a stepped minimum hourly wage and a
maximum number of working hours per week (Roediger and Foner, 1989).
This law still forms the basis of US federal minimum wage legislation today.
Throughout most of the post-1945 period, the federal minimum wage had
served as a ceiling for state-specific minimum wages, and a few states opted
for rates below that ceiling. However, during the 1980s, as the real value of
the federal minimum wage fell so a number of state wage boards and legisla-
tures responded by passing state-specific minimum rates that exceeded the
federal standard. By 1989, approximately 25 per cent of all US workers were
covered by a state-specific wage floor above the federal minimum (Card and
Krueger, 1995). Currently, eight states have set their own higher minimum
wages.

In addition to the United States, minimum wages fixed by government
or otherwise legally enforceable also exist in Australia, Belgium, Canada,
France, Greece, Japan, the Netherlands, New Zealand, Portugal and Spain
(see Table 9.1). In most cases the national minimum wage is set by statute,
although Belgium and Greece operate a hybrid system in which the mini-
mum wage is set by a national agreement between the social partners (em-
ployers and unions). The specifics of each country’s national minimum wage
vary significantly, and reflect the particular economic, social and political
arrangements – and histories – of the nations concerned. Thus the coverage
of the minimum wage varies between countries. In some cases, trainees and
apprentices are exempt (as in Belgium, Canada and New Zealand), in others
disabled workers (France, Japan and Portugal). In the United States, workers
in small firms are excluded. Only in the Netherlands and Spain does the
national minimum apply without exceptions or exclusions. Interestingly, both
Canada and Japan have regionally varying minimum wage rates, and are
therefore similar to the United States in having a degree of geographical
differentiation of the statutory basic wage. In Germany and Austria also
statutory minimum wages, although not usually invoked, can only be set at
the level of the Land and regions (ILO, 1992).

What is clear is that considerable variation exists in the level of minimum
wages between countries (see Table 9.1). Converted to sterling purchasing
power parities (PPPs), at the end of 1997 the hourly minimum wage varied
from around £1.65 in Portugal to about £3.70 in Canada and the USA, to
over £4.50 in Belgium and Australia. To some extent these differences in the
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value of the minimum wage reflect national differences in overall wages
levels, wage distributions and costs of living. One common way of taking
such differences into account is to focus on the ratio of the minimum wage
to the economy-wide average or median wage, a sort of Kaitz index.2 As
Table 9.1 shows, as at the end of 1997 the ratio of the minimum wage to
full-time adult median wages varied substantially: from a high of around 57
per cent in France to a low of 32 per cent in Spain. For the UK the best
estimate of the corresponding ratio, using the minimum deflated to 1997,
would have been 45 per cent of median full-time adult pay (Metcalf, 1999).3

As Metcalf concludes, this put the UK’s new minimum in 1999 firmly in the
middle of the international range of minumum wages. Similarly, it was esti-
mated that the UK minimum would cover 8 per cent of employees over 21
and 15 per cent of those aged 18–21, giving a combined figure of 9 per cent
of employees over 18 years (ibid.). This compares with estimates of 12 per
cent of all workers in France and 5 per cent in the US.

However, the introduction of a national minimum wage in the UK has
come at a time when in some other countries the value of the minimum
wage – both in real and relative terms – has been declining. In the United
States, for example, the real value of the federal minimum wage fell by a
third between 1968 and 1995 (Burtless, 1995). Over the same period, the
federal minimum wage declined from around 56 per cent of the national
average wage to about 37 per cent. The restoration of the real and relative
value of the minimum wage was a key motivation behind the raising of the
minimum rate in 1996/97 (from $4.25 to $5.15), and the agreements in early
2000 to increase it still further to $6.15. Elsewhere, although minimum wages
have remained more or less stable in real terms, since (in contrast to the US)
most of the countries concerned index the minimum wage to movements in
the consumer price index (or some other inflation measure), as general wages
have tended to increase faster than prices, the result has been that relative to
average earnings minimum wages have tended to fall. In the Netherlands the
ratio fell from 65 per cent to 49 per cent between 1980 and 1997, and in
Portugal from 74 per cent to 57 per cent; while France, Spain and Belgium
have also seen falls since the end of the 1980s (European Commission, 1997).

These international comparisons raise a number of issues. The most obvi-
ous, yet also most debated, is whether the different (real and relative) mini-
mum wage levels found in different countries are reflected in national
differences in employment and unemployment. The conventional orthodoxy
in neo-classical economics, or what has recently been termed the ‘old eco-
nomics’ of the labour market, has long claimed that by increasing firms’ costs
minimum wages reduce employment. The essential argument is illustrated in
Figure 9.1. Assume the prevailing wage for low-paid workers is W, with
unemployment at a–b. A national minimum wage raises the wage level to
Wmin. If labour demand remains unchanged, the higher wage draws more
low-skill workers into the labour market, so that unemployment rises to c–d.
As Stigler (1946) argued, under competitive wage determination, a minimum
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Figure 9.1 The effect of a minimum wage.

wage will lead to the discharge of those workers whose services or marginal
product are worth less than the minimum. In addition, the indirect costs of
establishing a ‘floor’ to wage levels which, because of the maintenance of
relativities, produces higher wages across the earnings distribution may also
reduce employment growth. In this view, the presumption is that minimum
wages have an adverse effect on employment: the demand curve shifts down-
wards to D1, and unemployment increases to g–d. This conclusion was sup-
ported by a series of time-series studies carried out in the United States which
concluded that a 10 per cent increase in the minimum wage reduced teenage
employment by 1 to 3 per cent and by slightly smaller amounts for older
workers (Brown et al., 1992; Neumark and Wascher, 1992).

As this type of analysis continued, its practitioners argued that the negative
effect would be towards the lower end of this range (Brown, 1996, 1988).
The relatively small extent of the employment effect has been put down to a
number of mitigating factors (Bazen, 1990). Workers in low-wage service
sectors may be difficult to substitute with capital (Brosnan and Wilkinson,
1988; Robson et al., 1997). Firms may well be shocked into higher product-
ivity and greater efficiency by a higher minimum, and workers may be
better motivated. The employment of somewhat higher-skilled workers may
increase as these workers are drawn into the labour market and displace
less-skilled groups. There is also some evidence that part-time employment
may increase in response to a higher minimum (Ressler et al., 1996). The
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redistribution of employment may well be complex; indeed minimum wages
have also been criticised for causing school enrolment rates to fall (Neumark
and Wascher, 1992). However, the overwhelming conclusion of this view is
that governments should be wary of minimum wages because, above a cer-
tain unspecified level, they reduce employment, particularly among teenagers
(see also Bazen and Martin, 1991; Bazen and Skourias, 1997; OECD, 1994,
1998b).

This ‘old economics’ view has been challenged in recent years. The ‘new
economics’ perspective has argued that minimum wages are unlikely to
significantly affect employment and, if anything, they may lead to a slight rise
in employment. Reviving a tradition reaching back to Lester (1946), this
perspective questions the prevalence of competitive behaviour in local labour
markets. In the United States, this view has employed two types of research
strategy. First, the effects of increases in the minimum wages of specific
individual states on employment in sectors such as fast-food restaurants and
retail have been compared with employment trends in the same sectors in
states with static mimima (Katz and Krueger, 1992; Card, 1992a; Card and
Krueger, 1995). Second, the uneven regional impacts, or ‘treatment effects’,
of increases in the federal minimum have also been analysed by correlating
the fraction of teenagers affected by federal minimum increases with subse-
quent changes in teenage employment levels (Card, 1992b; Card and Krueger,
1995). In contrast to other work (see Williams, 1993), employment was
actually found to increase in states with the biggest hikes. Increases in mini-
mum wages had, if anything, a small positive effect on employment rather
than an adverse effect. This ‘new economics’ approach has been endorsed in
the UK by several authors (see New Economy, 1995). Machin and Manning
(1993), for example, argue that there is no evidence that the weakening and
eventual abolition of the sectoral wage floors administered by the Wages
Councils led to associated employment increases in the relevant sectors (see
also Manning, 1996; Dickens et al., 1993, 1994). The argument is that the
setting of a minimum wage can actually increase the demand for labour. This
is depicted in Figure 9.1 by the shift in the demand curve to D2. If labour
supply remains unchanged this would imply a fall in unemployment, to f-d.
Of course, if the rise in the minimum wage is high enough, it may have the
effect of drawing in large numbers of new labour market entrants (for exam-
ple, economically inactive women), so that the supply curve also shifts out-
wards, to S1. Thus even though employment increases, if the induced increase
in labour supply is large then unemployment will also rise, to f–e.

Not surprisingly, this ‘new economics’ perspective, and Card and Krueger’s
research in particular, has attracted critical comment (see Oi, 1998). First, the
concentration on employment effects has tended to overlook the unemploy-
ment outcomes (see Partridge and Partridge, 1999). In addition, of course,
other labour market conditions may change simultaneously with increases in
the minimum wage, and it is very difficult to control for these other effects.
As Deere et al. (1996) put it, empirical research on the effects of minimum
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wages has been looking for ‘needles of truth in haystacks of conflicting
phenomena’. Firms may anticipate minimum wage hikes and furthermore,
their response in terms of substitution may be lagged over very long periods,
making the true impact difficult to detect (Brown, 1996). Empirical studies
have also tended to be based on only one sector, typically fast food, so that
a possible redirection of consumer spending to other sectors in response to
higher price changes is ignored. Many studies also use panels of firms and
overlook the possible effects on firm births and exits (Rebitzer and Taylor,
1995). In many ways, however, the debate is inconclusive as many of these
problems are just as applicable to the studies which form the basis of the ‘old
economics’ of labour markets, which also suffer from spurious regressions
(Park and Ratti, 1998). In sum, economic theory now provides no unambi-
guous predictions as to the employment effects of minimum wages (Dolado
et al., 1996; OECD, 1998b). Nevertheless, according to the OECD (1998b)
the impact on teenage workers is clearer. Using data for the period 1975 to
1996 for nine minimum-wage countries, including the US, Japan, France,
the Netherlands and Spain, the OECD calculates that a 10 per cent rise in
the minimum wage reduces teenage employment by between 2 per cent and
4 per cent in both high and low minimum wage countries. Several govern-
ments, including the USA and France, set minimum wages at lower rates
for younger workers, or even exclude such groups altogether from mini-
mum wage coverage. The UK has followed suit, by excluding young
workers below 18 years of age and setting a lower minimum hourly wage for
18–21-year-olds.4

According to some observers, such ‘sub-minimum wages’ or ‘training wages’
remain problematic. In the USA, the minimum wage for adult workers was
37 per cent of median earnings in 1997, while the reduced rate for those aged
under 20 years was equivalent to 53 per cent of mean earnings for that group.
Similarly, in France the main minimum wage is equivalent to 57 per cent
of the overall median wage, but the minimum for 18-year-olds is equal to
72 per cent of mean youth earnings. It is estimated that the corresponding
figures for the youth rate in the UK (deflated to 1997) was between 62 and
72 per cent of median pay, depending on whether the New Earnings Survey
or Labour Force Survey was used (see Appendix) (Metcalf, 1999). These higher
ratios for young workers, it is argued, make such labour less rather than more
attractive to employers. On this basis, critics of the UK minimum wage proposals
argue that even though the minimum wage is lower for the 18–21-year-old
group, the result is likely to be a fall in employment for these workers. It is
vital therefore that minimum wages are accompanied by other policies which
increase the productivity and skills of the low-paid (Freeman, 1996).

The local impact of a national minimum

The impacts of the minimum wage by sector and occupation have been
examined by numerous commentators. It was estimated that the £3.60 rate
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introduced in 1999 would raise the wages of two million employees, on
average by one-third. One in four part-timers would benefit and three-
quarters of those affected are female. These employees are concentrated in a
fairly narrow range of sectors and occupations. In terms of sectors or industries,
the greatest impact of the minimum wage will be in distribution, hotels and
restaurants, textiles, retail and repair of personal and household goods. Accord-
ing to the New Earnings Survey, eight sectors account for most of the low
paid: retail, hospitality, hairdressing, contract cleaning, security, residential
care, textiles and agriculture (Metcalf, 1999). Retail and repairs, and hotels
and distribution are especially characterised by the employment of part-time
and young workers (DTI, 1998; Bazen, 1990; Fernie and Metcalf, 1996).
The lowest paid occupational groups are sales assistants, check-out operators,
door-to-door salespeople, labourers and road-sweepers, personal service
workers such as bar staff and hairdressers, and farm and forestry workers
(DTI, 1998).5 However, much less is known about how these uneven occu-
pational impacts translate into, and interact with, geographical variations in
low pay.

Figure 9.2 shows the geography of low pay across Britain in 1998, in terms
of the percentage of employees over 21 earning less than £3.60 an hour, by
county (and by borough in London). There are clearly several dimensions to
the geography of low pay. First, the dominant feature is the low percentage
of employees earning less than the minimum in London and its surrounding
counties. There is a peak of relatively high wages in London and areas to the
west of the capital, surrounded by a plateau of a relatively low percentage of
workers earning under £3.60 an hour. Second, most of the country’s major
conurbations also show lower proportions of employees earning below the
minimum than surrounding rural areas. While there are undoubtedly large
absolute numbers of low paid employees in all of the conurbations their
presence is obscured in average earnings figures by of the co-presence of large
numbers of high earners. Third, many of the areas with the highest propor-
tions of the low paid are in rural labour markets outside of the South East.
The highest concentrations of low pay are found in Cornwall and parts of the
South West, rural Wales and some of the Welsh borders, parts of East Anglia,
Lincolnshire and Humberside, parts of North East England and Western
Scotland. These, in general, are labour markets which are dominated by
agriculture, retail and tourism.

Table 9.2 provides further evidence of significant geographical differences
in the incidence of low pay. The proportions of the workforces aged 18–21
and aged 22 and over earning below the minimum rates in Merseyside and
the North East are especially high. Indeed, the proportion in Merseyside is
nearly three times the equivalent proportion in London, and nearly twice that
in the South East region. The divide between the London-South East region
and Northern Britain is again striking, and accords with the regional patterns
of earnings more generally (see Martin, 1995). The regional dimension of
low wages is also revealed in Figures 9.3 and 9.4, which show the ratios of
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Figure 9.2 Geography of low pay in 1998. Proportion of employees (aged over 21
years) with average hourly earnings (excluding overtime and shift payments) of less
than £3.60.
Source: Unpublished New Earnings Survey Data.

the minimum wage to average gross hourly earnings – a sort of Kaitz index –
for male and female manual workers. The low ratios in London and the
South East are clearly apparent. On the other hand, both male and female
manual workers suffer from relatively low pay in Wales and Yorkshire-
Humberside. Female manual workers in the West Midlands, and the South
West appear to receive particularly low average wages. These figures demon-
strate that London and the South East are, on average, higher paying labour
markets even for relatively unskilled workers. Once again the evidence points
to the wage pyramid in London and the South East. However, this conclu-
sion has to be qualified in the sense that it is based on proportions of the
workforce and average levels of wages. While the proportion of employees
in London and the South East earning below the minimum is relatively
small, the very large size of the workforce here means that the absolute
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Figure 9.3 Regional Kaitz indices: ratio of minimum wage (£3.60) to average gross
hourly earnings of male manual workers in services, 1999.
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number of workers affected by the minimum wage is large. Indeed, the Low
Pay Commission (1998) estimated that in 1997, 440,000 employees in London
and the South East were earning less than £3.50 an hour.

If the minimum wage will have the effect of raising wage levels in gener-
ally low-paying labour markets, the subsequent question is how far this will

Table 9.2 Incidence of low pay by region (Spring, 1998)

Proportion of employees aged 18–21 years
earning less than £3.00 per hour, and aged
22 and over earning below £3.60 per pour

London 4.9
South East 7.5
Eastern 8.0
Scotland 9.0
East Midlands 10.3
North West 10.4
West Midlands 10.5
Yorkshire-Humberside 10.8
South West 11.5
Northern Ireland 11.9
Wales 12.4
North East 13.1
Merseyside 14.5

Source: Office of National Statistics. Adjusted central estimates produced in line with Wilkinson
(1998). See also Low Pay Commission (2000).
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Figure 9.4 Regional Kaitz indices: ratio of minimum wage (£3.60) to average gross
hourly earnings of female manual workers in services.

ameliorate poverty. Because many low-paid workers are part-time female
employees and young people who reside with other wage-earners, increasing
the wages of the low paid tends to disproportionately benefit middle income
groups (Gosling, 1996; Sutherland, 1996). Many of the low-paid are in
multiple-earner households where the level of household income is not low
(Sloane and Theodossiou, 1996). On the other hand, many of the very
poorest individuals are entirely detached from the labour market and will not
benefit (OECD, 1998b). However, others insist that there will nevertheless
be a significant benefit to low income workers (Machin and Manning, 1996).
In particular, because of the high degree of ‘churning’ in low wage labour
markets, minimum wages are more redistributive over time than they appear
to be in static cross-sectional analyses (Gosling et al., 1997). For example,
Sloane and Theodossiou (1996) found that only 44.4 per cent of the low-
paid in 1991 remained in this category two years later, so that for many
people low pay is a temporary phenomenon. Nevertheless, in aggregate,
there is little doubt that the minimum will have only a modest effect in
redistributing income. Its local effects on poverty will depend on the precise
character of the local labour markets, particularly their job turnover rate and
the distribution of low-wage earners across households. The eventual out-
come in the longer term also depends of course on how minimum wages
affect employment.
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The indications are that, in aggregate national terms, the new minimum
wage has not had an adverse effect on employment across the UK as a whole.
A survey of 80 companies in the low paying sectors of the labour market by
Income Data Services detected little evidence of any negative employment
effect. It found that most companies had been able to comfortably accommo-
date paying the minimum, and three-quarters of the respondent companies
said the introduction had been of minor or no importance (Financial Times,
1999c). A recent survey by the Federation of Small Businesses of 8,618 small
businesses in retail, manufacturing and business services discovered an average
wage of £4.69 an hour and little opposition to the statutory minimum. Sixty-
three per cent of the companies surveyed stated that the minimum wage had
had no impact on the probability of their creating new jobs during the next
twelve months, while only a third said that it had reduced this probability.
Small firms in the East Midlands, the South West and the North East reported
that they had had to raise their pay in order to comply with the regulation
(Financial Times, 1999d). A survey by the Confederation of British Industry
(1999) also reported that only 11 per cent of companies had been negatively
affected by the new minimum. More recently, the Low Pay Commission (2000)
has reported that there have been few if any negative employment effects. These
surveys suggest that the impact on employment in aggregate will be small.
However, its effects on individual local labour markets may be more variable.

It is clear that the characteristics of different local labour markets are likely
to determine the impact of the minimum on employment (Low Pay Unit,
1996). The prediction of a negative effect on employment, as predicted by
the ‘old economics’, depends on the assumption of competitive labour market
conditions. These conditions are that firms are aware of the wage rates paid
by their rivals, that there is no collusion in wage setting, that employees
move to other firms if wages are set below their marginal product, and that
new firms can freely enter into operation if excess profits are gained from
very low wages. The key question is then the extent of these conditions. On
the other hand, the prediction by the ‘new economics’ of a slight positive
effect on employment depends on the assumption of labour market condi-
tions which are imperfectly competitive. This includes the various cases of
monopsony power in the labour market, whereby the buyers of labour have
such market power that they can keep wages below the marginal product of
workers. In such conditions a statutory minimum may only raise wages to
their market clearing levels and, given an upward sloping supply curve for
labour, this will increase employment. The classic case of monopsony is the
single employer-dominated, relatively isolated labour market. While such
locational monopsony may be found in sectors such as agriculture, there is a
general agreement that it is relatively rare (Boal and Ransom, 1997).

Recent work has identified several other possible types of monopsony,
however, which are caused by informational and mobility costs that act to
impede job search and segment local labour markets and labour supply. If
workers have incomplete knowledge about other job opportunities, or have
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no alternative but to work for a particular employer then their wages are
likely to be below their marginal product. Similarly, where women with
children need to work near a childminder or school, this will act as a signi-
ficant barrier to their mobility (Gosling, 1996). Low-wage jobs may also be
differentiated by non-wage characteristics (Bhaskar and To, 1999). Other
authors propose a type of dynamic monopsony in which employee mobility
between employers is slow, gradual and imperfect due to the segmenting
effects of transport costs. Apart from monopsony, a positive – or at least
neutral – employment effect may also result because the minimum wage
motivates employees to increase their efficiency and productivity, allows,
employers to reduce their monitoring and supervisory costs, and thereby to
maintain or even increase their staffing levels (Rebitzer and Taylor, 1995).

It is likely that monopsonistic conditions apply in some low-wage sectors
in Britain, particularly in areas of predominantly female employment (Man-
ning, 1996). Machin and Manning (1993), for instance, found that workers in
residential homes on the south coast of England were indeed paid less than
their marginal products. Part-time, female employment in small firms is often
closely associated with types of geographical and social segmentation in local
labour markets. However, many of these small firms are concentrated in
dense urban areas and firm entry to the industries may be easy, so that it is
unlikely that monopsonistic conditions exist in all low-wage sectors (West
and McKee, 1979; OECD, 1998b). What is clear is that the national mini-
mum is likely to have very different effects in local labour markets depend-
ing on whether they are predominantly monopsonistic or competitive, and
depending on the complex interactions between local economic conditions.
Existing theory implies that monopsony may be more prevalent in large rural
and coastal labour markets where labour mobility is especially difficult, and in
severely depressed urban labour markets where people have little real choice
about where they can work. It also implies that competitive conditions are
more prevalent in the conurbations and larger urban areas, although this is
not to deny that labour market segmentation may lead to effects similar to
monopsony in some sectors. However, as we have noted, even if monopsony
does exist, it does not guarantee that unemployment will fall as ‘making work
pay’ may increase the local labour supply faster than employment.

While it is impossible to predict the local employment effects of the
minimum a priori, it may be possible to identify those local labour markets
that will be sensitive to its effects. Figure 9.5 plots the proportion of the
workforce earning under £3.60 or below in 1998 against the claimant rate of
unemployment in 1998, for Local Authority Districts. The positive correla-
tion (R2 = 0.34) confirms that the proportion of the local workforce earning
less than the minimum wage tends to be higher in areas of persistent high
unemployment (a finding consistent with the so-called ‘wage curve’ – see
Blanchflower and Oswald, 1994; see also Low Pay Commission, 2000). How-
ever, the figure also reveals some of the diversity of local labour markets
within Britain. While many large urban areas are found towards the centre of
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Figure 9.5 Low pay and unemployment across Local Authority Districts.
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the distribution, Table 9.3 is a simple attempt to classify some of the notice-
able outliers in Figure 9.5. While prosperous and growing towns in Southern
Britain unsurprisingly have both low proportions on low wages and low
claimant counts, the opposite is true in structurally depressed local labour
markets in parts of the North East, Liverpool, Wales and Scotland. This
group, located in the upper right hand quadrant, also includes some depressed
local areas in the South, such as the Isle of Wight, Thanet and Torbay. Many
inner London labour markets have high rates of claimant unemployment
with low percentages of their labour forces on very low wages. Again the
reverse is true in some rural labour markets which have high rates of low pay
but low claimant unemployment.

Table 9.3 Categorisation of outliers in Figure 9.5

High proportion of
workforce earning
below £3.60 an hour

Low proportion of
workforce earning
below £3.60 an hour

High unemployment claimant
rate

Structurally Depressed
Localities: (e.g. Blaenau,
Caerphilly, Doncaster,
Rotherham, Barnsley, Fife,
North Ayrshire, Tyneside,
Sunderland, Thanet, Wirral,
Dudley, Darlington). Some
coastal areas (e.g. Torbay,
Isle of Wight)
London Labour Markets:
(e.g. Hammersmith, Brent,
Tower Hamlets, Haringey,
Islington, Lambeth)

Low unemployment claimant
rate

Rural Labour Markets: (e.g.
Ribble Valley, Aylesbury,
South Gloucestershire,
Tewkesbury, Forest Heath)

Southern Growth Areas:
(Crawley, Cambridge,
Basingstoke, Kingston-upon-
Thames, Guildford, Watford,
Wycombe, Swindon)
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The eventual outcomes of the minimum wage in these different types of
labour market could be quite different. While it is unlikely to intensify
unemployment in the rural labour markets (where monopsony is also more
likely), the impact on unemployment in the group of structurally depressed
labour markets in the upper right quadrant is more uncertain and will need to
be closely monitored. Many recent theories of imperfect competition in the
labour market argue that while wages in high unemployment areas are lower
than elsewhere, they remain above their ‘market clearing’ levels. This may be
due to a variety of reasons, including the operation of informal contracts and
efficiency wage effects, and the relative power of ‘insider employees’ in the
labour market (Shapiro and Stiglitz, 1984; Layard and Nickell, 1986; Lindbeck,
1992). If these theories are right, then adding a floor to these wage levels may
intensify local unemployment, as it will not encourage employers to take on
additional workers. Partridge and Partridge (1999), for example, examine the
relationship between minimum wage increases and long-term unemployment
in American States during the 1980s, and conclude that both higher mini-
mum wages and greater minimum wage coverage act to raise long-term
unemployment rates. Existing research shows that low-skilled teenage and
young workers face much less favourable employment opportunities in areas
of high unemployment. In 1997, one in five entry level jobs for teenagers in
Britain were estimated to be below £3.00 per hour (Philpott, 1998) and the
median rate for apprenticeships was only £3.29 an hour, assuming a 38 hour
week (Low Pay Commission, 1998: para 5.14). The worry is that such
workers may find themselves displaced by more skilled and experienced
workers, or by unemployed workers who are prepared to work at minimum
rates, or find only insecure jobs which disappear when they become old
enough to qualify for the adult rate. Indeed, the effect of the government’s
New Deal programme for the unemployed has been to increase the labour
supply in such areas, and thus push wages down towards the minimum
level. Thus high unemployment labour markets could find themselves with a
large ‘spike’ in their earnings distributions around the level of the minimum
wage.

On the other hand, the minimum may also increase the incentive for the
unemployed to gain new skills (see Cahuc and Michel, 1996), and any wage
increases will also of course boost local demand. But what is certain is that
the process of adjustment foreseen by the Low Pay Commission, involving
a shift of jobs to higher productivity firms, is likely to be more difficult in
areas of entrenched high unemployment and extensive low pay, both because
the shift will have to be much larger to compensate for job loss in these areas,
and because higher unemployment creates an unfavourable environment for
labour market adjustment. In such areas, additional labour market programmes
may be required to offset any adverse effects on less-skilled and teenage
employees. In this context, the relationships between the new national mini-
mum wage and the New Deal (welfare-to-work) programme are quite crucial,
although thus far this relationship has received only limited attention.
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Regional differentiation of the national minimum wage?

In response to this likely variation in outcomes, some authors have raised the
highly contentious issue of whether statutory minimum wages should them-
selves be geographically differentiated. According to Dolado et al., ‘A single
national minimum wage is . . . an extremely blunt policy instrument, being
set too low in some markets (employment could be raised by a higher
minimum) and too high in other markets (employment is reduced)’ (1996:
329). Thus some authors have called for regionally differentiated statutory
minimum wages. The Department of Trade and Industry however, dismissed
such arguments for the UK minimum wage by contending that regional
variations in earnings, outside the South East of England, are ‘relatively
narrow’ (1998: para 24), while the Low Pay Commission argued that vari-
ations in pay within regions are greater than those between regions (1998: para
5). The government also insisted that a single national rate would be simpler
and less bureaucratic, and would keep the administrative burden on firms to
a minimum. Under this view, regional rates would pose serious practical
difficulties and, ‘they might also lead to distortions in the labour market and
could result in “pockets” of low pay as firms relocated in order to take
advantage of low pay rates – the so-called “social-dumping” effect’. (DTI,
1998: para 54). This assessment appears to have successfully persuaded the
Low Pay Commission to recommend a single national rate. National cover-
age was recommended in order that less-efficient firms would not have the
escape route of moving to lower-wage regions.

Whether such relocation would actually occur on any significant scale is,
however, debatable. For example, many low-wage paying service activities
are dependent on local populations and markets, and for these firms reloca-
tion is not really a feasible option. Instead, the effect of a regionally differen-
tiated minimum wage might be in situ reductions in employment or working
hours rather than interregional relocations of firms. But notwithstanding this
possible effect, the most obvious argument for incorporating some degree of
regional variation into the national minimum wage is on grounds of geogra-
phical variation in the cost of living.6 Just as many of the countries that operate
a national minimum wage periodically adjust the minimum in line with
movements (in practice, increases) in the national price or cost-of-living index,
so it can be argued that a minimum wage should also be indexed region-
ally, to take account of geographical variations in living costs, and thereby
establish a more equitable structure of real minimum wages (OECD, 1998a).
Although compared to unemployment, and to a lesser extent wages, little
research has been conducted on geographical differences in living costs, we
do know that they tend to be higher in urbanised and metropolitan regions
(see, for example, Borooah et al., 1996). This difference is mainly due to the
higher costs of housing in major urban areas. While it is also the case that
wages tend to be higher in these areas, the higher living costs mean that real
wages in urban regions are much reduced, and may even be lower than
those elsewhere. In other words, the geography of real wages (that is money
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wages deflated by the local cost-of-living) may differ significantly from the
geography of nominal money wages. Thus if there are significant differences
in living costs between regions, the real value of a nationally uniform minimum
wage will vary, and be worth less in high cost areas. The implications of this
for local employment and poverty are difficult to judge. One effect might be
that, because local employers in high wage, high cost-of-living regions may
use a minimum wage as a device for keeping their wage structures lower than
might otherwise have been the case, the real wages of particular groups of
workers other than those on the minimum could be reduced. Depending
on what level a national minimum is set relative to the existing wages of
low wage workers in high living-cost regions, it could intensify rather than
alleviate poverty. There may well be a valid case, therefore, for a regionally
differentiated minimum wage that reflects regional differences in living costs.

As we noted earlier, a number of countries do operate regionally differen-
tiated minimum wage systems. In the United States, there are state-level as
well as federal minimum wages, and employers have to pay the higher of the
two. The number of states with minimum wages above the federal (Fair
Labor Standards Act) rate has tended to increase after long periods of no
change in the federal rate. That is, when the real and relative value of the
national minimum rate has fallen, so some states have acted to raise their
minimum wage above the federal standard in order to restore its real value. In
January 1996, there were 12 states (including the District of Columbia) with
minimum money wage rates above the federal level. At the beginning of
September 1997, following the increases in the national minimum in Octo-
ber 1996 and 1 September 1997, there were 6 (again including the District of
Columbia). Thus in the US, regional differentiation is not of itself prescribed
in national minimum wage law, but arises from the interaction between state
and federal responses to changes in the value of the national minimum
relative to living costs and overall movements in general wages.

In Canada, the early development of minimum wage orders was on a
province by province basis. Historically, the different provinces have had
their own minimum wage boards, although they have been abolished in
some jurisdictions. The boards are authorised by law to recommend mini-
mum rates of wages, which are reviewed and increased from time to time by
the orders or regulations pursuant to the provinces’ Employment Standards
Act. The general practice is to fix a basic wage, taking into account the
national cost-of-living, economic conditions and other relevant factors. Inter-
estingly, until the early 1970s, many provinces also had zones or geographical
differentials whereby workers in urban centres were paid a higher minimum
wage than those in rural areas. At the beginning of 1960, for example, of the
nine provinces that had minimum wage legislation, six had such additional
urban–rural differentials. The reason for this geographical differentiation was
that the cost-of-living was generally higher in cities than in rural areas.

Perhaps the most interesting case of a regionally based minimum wage
system, however, is that of Japan. In 1970, the Central Minimum Wage
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Table 9.4 Regional variation in minimum wages in Japan, April 1998, selected
industries (yen per hour)

Steel Electrical Vehicle and Retailing
machinery transportation
manufacturing equipment

manfacturing

Maximum 787 771 812 745
(Osaka) (Kanagawa) (Hyogo) (Saitama)

Minimum 695 641 683 619
(Shimane) (Miyazaki) (Aomori) (Okinawa)

Range (per cent) 13.2 20.2 18.9 20.3

Source: Labour Administration: Towards a Secure, Comfortable and Active Society, Ministry of La-
bour, Japan (1998) chapter 3.

Council advocated the promotion of regional minimum wages. By 1976,
regional minimum wages had been established in all 47 prefectures. There are
two kinds of minimum wage, namely regional minimum wages and industrial
minimum wages. Regional minimum wages are applied to all workers and all
employees, regardless of industry and occupation, in a specified area, and
there is one regional minimum wage in each prefecture; for example the
Tokyo minimum wage, the Nagasaki minimum wage, and so on. Industrial
minimum wages fall into two types. One is the minimum wage determined
for a specific industry in a prefecture, for example the Tokyo steel industry
minimum wage, and the other is determined for specified industries (for
example coal mining and metal mining) for the whole country. The prefec-
tures are assembled into four groups to set the standard for revising regional
minimum wages, and this standard is submitted to local councils on minimum
wages. The standard is then used by the local wage councils to make recom-
mendations on regional minimum wages to the Central Council. Regional
minimum wages are revised each year, taking into account trends in wages
of similar workers, the cost-of-living of workers, and the capacity of indus-
tries to pay. These regional differences in minimum wages are significant (see
Table 9.4). The Japanese regional minimum wage system is thus quite a
sophisticated system of regulation, combining regional decentralisation with
regional-central coordination, and a concerted series of arrangements to ensure
that the various minimum wages are implemented by employers.

Turning to the UK, the old Wages Councils would seem to have been
similar to the nation-wide industry-specific form of minimum wages found
in Japan. But unlike the latter, the new UK national minimum wage does not
incorporate any regional variation. Yet, differences in the cost-of-living across
the UK regions are quite substantial. There are no official government data
on cost-of-living by region, but the Reward Group, a private-sector labour
market information company, uses detailed surveys to construct regular cost-
of-living indices by region (and for individual cities and towns) for different
socio-economic groups. Ideally, we need an index corresponding to the typical
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Table 9.5 Regional variations in the cost of living (UK=100), as at September
1998

Region Cost-of-living index (including housing costs)

London 113.0
South East 104.2
Scotland 102.1
South West 100.5
West Midlands 99.0
North West 97.6
East Anglia 96.9
Wales 96.2
East Midlands 95.2
Yorks-Humberside 93.6
North East 93.2
Northern Ireland 89.5
UK 100.0

Source: Reward Group.

consumption bundle of workers earning a wage at or below the national
minimum rate of £3.60 per hour. Unfortunately, no index is compiled for
this specific group. The nearest is an index for a typical family of four living
in a three bedroomed, semi-detached council house (taking the typical con-
sumption pattern of such a family, and any housing benefits received, into
account). This cost-of-living index is based on the ‘required income’ such a
family would need in different regions in order to maintain the same standard
of living. The higher the cost-of-living in an area for such a family the higher
its income would have to be. These required incomes were converted into
relative regional cost-of-living indices by expressing the required income in
each region by the national survey average (that is, the UK=100).

Regional variations in the cost of living for our household type are not
insignificant (see Table 9.5). Greater London and the outer South East are
the most expensive regions in which to live, and the North, Yorkshire-
Humberside and Northern Ireland regions the least expensive. In September
1998, the difference between Greater London and Northern Ireland was
some 23 per cent. Most of the remaining regions have below average living
costs, except Scotland, where the cost-of-living is above average. If these
regional cost-of-living indices are used to deflate the adult minimum wage
(£3.60), in real terms the national minimum wage (in early 1999) would have
actually varied from £3.18 in Greater London to £4.09 in Northern Ireland
(Figure 9.6). For a typical 38-hour working week, this would be equivalent
to a difference in real weekly wages of more than £30 between the two
regions. Put another way, if the national minimum wage is £3.60 in North-
ern Ireland it would have to be £4.43 per hour in Greater London for it to
have the same value in real terms. These differences are sufficiently significant
to raise some questions about whether there should be some measure of
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Figure 9.6 Regional variations in the real value of the national minimum wage
(£3.60), 1999 (minimum wage deflated by regional relative cost of living).

regional differentiation in the national minimum wage, at least. Given the
lack of any regional institutional structure in the UK of the sort found in the
US, Canada and Japan, how such a regional minimum wage system would be
administered is of course another question.

Conclusions

We began this exploratory paper by rehearsing the basic contentions of the
regulatory and institutionalist perspective on local labour markets typical of
recent economic geography. Its key claim that the dynamics of market forces
interact with institutional rules and conventions to produce different out-
comes in different spatial labour markets is neatly illustrated by the introduc-
tion of the minimum wage in Britain. The complexity of local interactions
between changes in the structure and distribution of employment, relative
wages and the earnings distribution, the organisation of production, the pattern
and level of prices, as well as the interactions with other labour market and
tax policies, all act to confound simple predictions on the outcomes of the
minimum wage. Indeed, the possible spatial variation in outcomes undermines
any simple notion of nationally uniform labour market regime, and raises
important policy implications. The Labour government has clearly introduced
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a degree of re-regulation into a highly de-regulated flexible labour market, but
on its own the minimum wage is unlikely to correct much of the earnings
inequality that currently exists across the country.7 This argument is especially
applicable to the labour markets of London and the South East where, as we
have seen, the real value of the minimum wage will be substantially less than
elsewhere. Realistically, the minimum wage cannot be expected to have any
marked effect on the overall earnings distribution, and at most it seems to
have produced a small ‘mezzanine’ or plateau in the distribution between
£3.60 and £4.00 per hour. Other factors, meanwhile, in particular the
ongoing divergence between low-paying service employments at the bottom
end, and of high and very-high paying business, financial, and information-
based service jobs at the top end, will exert pressure for the continued
widening of income disparities. From the perspective of the South East
region, the minimum wage does seem somewhat low. Indeed, in this region
– which traditionally has had the lowest proportion of workers on low
wages, the minimum wage could possibly have the perverse effect of increas-
ing the proportion of workers with wages at the lower end of the earnings
distribution.

While the fear of an adverse employment effect across the country has
been exaggerated, the existing evidence points to possible problems for younger
workers in localities with both high unemployment and extensive low pay.
The compensating shift of employment to higher productivity firms will have
to be much larger in these localities if excessive labour outmigration is to be
avoided, and high unemployment is not conductive to effective labour market
adjustment. The minimum rate may both decrease the relative attractiveness
of young workers and may raise the insecurity and churning which they
experience as they approach their entitlement to the adult minimum rate.
Detailed local monitoring of the effects of the minimum wage in structurally
depressed local labour markets will be essential – since it could be in such
areas that problems of non-compliance by employers are most likely to occur
– and some genuine improvement of the skills of the low-paid in such areas
is imperative.8

The conclusion should be that, as well as having one broad national labour
market regime, the UK has distinctive regional labour market regimes with
different characteristics and dynamics and, moreover, that even within these
regional regimes, there are substantial differences between local labour mar-
kets (see Peck and Tickell, 1995; Martin and Sunley, 1999). Such differences
do not appear to have been taken sufficiently into account in the minimum
wage debate. The political difficulty of introducing different rates in different
parts of the UK has clearly been the preoccupying factor, and we acknowledge
that such regional differentiation is itself a highly contentious matter. However,
the examples and experiences of spatial differentiation of minimum wages in
other countries illustrate both the case for and the political-administrative
feasibility of taking such geographical differences in labour market conditions
and living costs explicitly into account.
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Appendix: Sources of data on earnings in the UK

There are two main sources of information on earnings in Great Britain. The
main source is the New Earnings Survey (NES) which is a sample of 1 per
cent of employees that has been held each year since 1970. Since 1975 a
panel of employees has been selected on the basis of national insurance
numbers and, in 1997, it contained information on 15,000 employees. The
second source is the Labour Force Survey (LFS), which is a survey of 60,000
private households, conducted on a quarterly basis since 1992. Much less
detailed information on earnings is collected for roughly 9,000 employees.
The smaller size of the LFS earnings sample means that, unlike the NES, it
cannot be used to provide disaggregated information by region, industry or
occupation. There are a number of differences of coverage and method
between the two sources (see Orchard and Sefton, 1996; Wilkinson, 1998).
LFS data are collated from reports given by individuals and proxies over the
telephone which may include errors, particularly regarding taxation. The LFS
typically refers to the main job of employees, so that it may miss multiple
job-holding. NES data refers to a specific date while the LFS reports data for
various weeks during a three-month period. There are also differences in the
recording of hours worked. The main limitation of the NES is that it is based
on Pay-As-You Earn records so that employees who earn less than the PAYE
threshold (£77.79 a week in April 1997) are excluded from the sample. After
adjustments, the LFS suggests that 16.7 per cent of employees earn below this
threshold. It is estimated that the NES misses 30 per cent of part-time men
and 20 per cent of part-time women employees. This means that weekly
earnings from the NES are consistently higher than those from the LFS.
Average weekly earnings are 8 per cent lower in the LFS, and hourly earn-
ings 7 per cent lower. The difference for full-time employees is relatively
small (4 per cent), but is considerable for part-time employees; 40 per cent
for men and 14 per cent for women. The Office for National Statistics adjusts
earnings data in line with the differences between the two sources in order to
provide more reliable estimates of the extent of low pay. These adjustments
provide a range of estimates and the ONS considers the mid-point of this
range the best estimate of the extent of low pay (Wilkinson, 1998).

Notes

1 In its First Report on the minimum wage the Low Pay Commission argued that,
‘It is likely that the impact will be greater on the structure of employment than on
its level; in particular, firms which are inefficient or with low value-added goods
and services may need to re-organize working practices. Equally, more efficient
firms and those offering higher value-added can be expected to benefit’ (1998,
paragraph 18). The argument closely echoes that of Sidney Webb who, in 1912,
claimed that legal minima lead to the elimination of inferior establishments and a
concentration of employment on the most advantageous.

2 Strictly speaking the Kaitz index is the minimum wage as a fraction of average
earnings weighted by the proportion of workers covered by the minimum wage
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(Kaitz, 1970; Brown et al., 1992). In international comparisons, the index is com-
monly used to refer to the minimum wage as a percentage of average earnings.
Ideally, the median wage should be used rather than the mean as the latter may be
pulled upwards by the wages of high earners, so that using the mean will probably
underestimate the level of the minimum relative to most people’s wage levels. The
Kaitz index does not fully capture the impact of minimum wages as a rise in a
minimum wage may induce a rise in the average wage also. Where this induced
increase is large the index may remain unchanged (Dolado et al., 1996).

3 This figure is the mid-point of the estimate obtained from using the LFS (47 per
cent) and the NES (43 per cent). See Appendix for an explanation of these
different results.

4 The Low Pay Commission had recommended £3.20 an hour for 18–20-year-olds
but the government insisted on an initial rate of £3.00 an hour for those aged
18–21 inclusive. According to Metcalf (1999) the Chancellor would have liked a
lower youth rate up to and including age 24 so as not to jeopardise the operation
of the New Deal for the young unemployed. However, the rates were raised in
2000, to £3.20 for 18–21-year-olds and £3.70 for adults. In its Third Report, the
Low Pay Commission (2001) argued that the adult rate should be raised to £4.10
in October 2001 and to £4.20 in October 2002. These recommendations have
recently been accepted. The youth rate will be increased to £3.50 and £3.60
respectively. Our analysis here focuses on the original minimum wage introduced
in 1999.

5 It is perhaps not surprising that the first case concerning the minimum wage to go
to an industrial tribunal was an 18-year old hairdresser in Tirphil, Mid Glamorgan,
who was paid £50 for a 31-hour week and claimed that she was sacked after
requesting the minimum rate (Independent on Sunday, 4.4.1999).

6 Philip Snowden’s classic text, The Living Wage, argued that as the aim of a living
wage was to enable workers to meet the expenses of living, a uniform wage would
be ‘as unjust as it is impracticable’ (1912: 136). In his view, spatial differences in the
cost of living should be taken into consideration in the fixing of a minimum wage.

7 The introduction of the Working Families’ Tax Credit, in the Autumn of 1999, is
also designed to raise the incomes of low-earning households.

8 The Inland Revenue has now established a procedure aimed at identifying those
sectors and geographical areas where non-compliance is likely to be most prevalent,
as well as those types of worker most at risk of non-payment.
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10 The geographies of labour
market inequality: some
emergent issues and challenges

Ron Martin and Philip S. Morrison

The preceding nine chapters have addressed several aspects of the different
ways in which geography influences the nature and operation of the labour
market, and in particular the formation of labour market inequalities, includ-
ing: the influence of regional labour demand on job (in)security and the risk
of unemployment, the spatial adjustment mechanisms involved in the trans-
mission of labour demand and supply fluctuations through urban labour
markets, the local interaction between the housing market and the labour
market, how local employers structure employment opportunities and work-
ing conditions, and how new developments in the economy and labour
market are constituting and reconstituting gendered divisions of labour at
both ends of the skill hierarchy. Subsequent chapters considered the responses
to local job losses and unemployment, the way some unions are responding
to local company closures, and the way national initiatives like workfare and
minimum wages take different forms and generate different outcomes across
different local labour markets.

Our treatment of these substantive issues has been suggestive rather than
exhaustive. For our concluding chapter we have chosen to focus on inequal-
ities and their relationship with the interaction between the labour market and
place. The aim is to highlight a number of areas where geographers can make
a useful contribution to the study of contemporary processes and patterns of
labour market inequality. We start with inequalities and their variation at the
individual and household scale, then turn to inequalities at the local and then
regional scale. We consider possible relationships between globalisation and
inequalities and turn finally to the implications of the interface between
geography and inequalities for labour market policy.

Persistent inequality?

For much of the second half of the twentieth century, income inequalities
and poverty levels in OECD countries remained stable or even declined, the
result of high rates of economic growth, stable employment patterns,
redistributive tax-benefit systems and a political commitment among the
advanced economies to welfare regimes that at least kept income disparities in
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check. However, since the mid-1970s, income disparities have widened, and
poverty has grown. The causes of income inequality and poverty are complex
and multifarious (see, for example, Jordan, 1996a,b; Goodman et al., 1997;
Goodman, 2001; Dickens and Ellwood, 2000). There is no doubt that part of
the rise in inequality (and the social exclusion it has produced) over the past
two decades has been inextricably bound up with the onset of rapid techno-
logical change, accelerating globalisation and their impacts on the nature and
distribution of work. But, in addition, historic shifts in public policies –
especially tax reductions, deregulation of capital and labour markets, and
welfare reforms – have compounded the impact of these systemic forces.
Prior to the 1980s, not only was it generally believed that widening income
disparities were socially and economically undesirable but most OECD states
were concerned to prevent them widening. In Thatcher’s Britain and Reagan’s
America, however, a different view was prosecuted: that the income distribution
had in fact become too narrow, the result (allegedly) of over-powerful unions,
excessively high taxes and overly generous welfare benefits, thereby – it was
argued – sapping incentive, motivation, self-dependence and entrepreneurial-
ism. Hence taxation rates (particularly those at the upper end) were lowered,
incentives to save and invest were introduced, and the real value of welfare
payments checked or even reduced. The rich, it seemed, needed the spur
of yet more money, the poor the spur of their own poverty. The ideological
counterpart of this policy shift was the belief that allowing economic growth
to ‘trickle down’ was the best mechanism by which to raise the incomes
of those at the bottom of the distribution: a doctrine rightly lambasted by
Galbraith (1992) as the view that if one feeds the horse with enough oats,
some will pass through to the road for the sparrows.

The outcome was as shocking as it was inevitable. Economic growth did
not produce ‘trickle down’ on any significant scale, nor was it ever likely to,
and instead income distributions widened progressively. And even though the
neo-liberal approach became recast during the course of the 1990s, first
under Clinton in the US and then under Blair in the UK, in a so-called
‘Third Way’ model that included a number of new policy measures intended
to reduce social exclusion, inequalities have continued at historically high
levels. The countries that have gone furthest down these paths, especially the
USA and UK, have been precisely those that now have the widest levels of
income inequality (Figure 10.1). As Krugman (1997) noted, by the mid-
1990s, America was probably as unequal a society as it had been in the 1920s.
In the case of the UK, the degree of income inequality increased by 50 per
cent between the mid-1970s and the late-1990s (Figure 10.2), to reach its
widest level for forty years (The Economist, 2001).

Even more disturbing, however, the present high levels of income dispar-
ity have been accompanied by a growth in poverty. Defining and measuring
poverty is a highly contentious issue. There are debates about absolute versus
relative poverty, about where poverty lines should be drawn, about what
and who such definitions should include, about the problem of making
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Figure 10.1 Income inequality in major OECD countries (Gini coefficients – 1997 data).
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Figure 10.2 The rising tide of income inequality in the UK (Gini coefficients –
1966–1999).

Source: Institute of Fiscal Studies.

international comparisons, and so on (see Goodman et al., 1997; Dickens and
Ellwood, 2000). But taking the most often used measure – the proportion of
households with annual incomes below half of the mean income – reveals
only too clearly the scale of the problem. In the US, for example, relative
poverty among non-retired households increased from just under 25 per cent
in 1979 to just under 33 per cent by 1999. In the UK, the rise over the same
period has been even more marked, from just over 10 per cent to just over
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Figure 10.3 Relative poverty in the UK and USA. (Based on gross incomes, includ-
ing benefits, before housing. Households headed by someone under 60).

Sources: FES (UK), and CPS (USA). Based on Dickens and Ellwood (2000).

25 per cent (Figure 10.3). By the end of the 1990s, relative poverty in the
UK had become much more like that in the US. As in the US, the proportion
of children living in poverty has increased, as have the numbers of the
working poor and retired people on low incomes.

Many of the same trends are found beyond the UK and US, on the other
side of the world, for example in New Zealand. There is little doubt that
since the mid-1980s New Zealand too had been experiencing increasing
inequality in its income distribution (see O’Dea, 2000). There is a widespread
belief that the economic reforms undertaken in the 1980s and 1990s in that
country and so widely heralded abroad played a major role in exacerbating
inequality (Easton, 1996: 101). However, the marked increase in inequality
was not a feature of the 1990s; rather it was a development originating in the
1980s that was perpetuated with little change into the 1990s. The hollowing
out of the middle income range and the redistribution to the low and high
ends of the distribution occurred mainly between 1983 and 1986 and 1989
and 1992 (Hyslop and Mare, 2000: 27). The principal shifts in the distribu-
tion of income (between 1989 and 1992 and 1995 and 1998) came not from
employment outcomes, returns to attributes or change in household structure,
but to changes in national superannuation rates. What was probably most
significant about indicators of inequality in the 1990s was that New Zealanders
were being asked to accept new levels of inequality not as problematic but as
normal, as an integral feature of the post-reform society (Morrison, 2001).

The ‘new inequality’

Compared to other aspects of labour market performance and socio-
economic welfare, the geographical study of the ‘new income inequality’
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Table 10.1 Top and bottom ten postcode districts by mean annual gross household
income, UK, 2000

Top ten districts Bottom ten districts

£000s £000s
South Kensington 47.7 Vauxhall, Liverpool L5 9.1
Chalfont St Peter 47.6 Central Liverpool L1 9.2
Belgravia 47.6 Belfast BT13 9.5
Purley 47.4 Central Bradford 9.6
Barbican 47.1 Seaforth, Liverpool L21 9.6
South Hampstead 46.9 Belfast BT1 9.7
Heswall, The Wirral 46.6 Central Middlesbrough 9.8
Gerrards Cross 46.3 Belfast BT12 9.8
West Hampstead 46.3 Belfast BT15 9.9
Ightham, Sevenoaks 46.2 Kirby, Liverpool L32 10.0

Source: CACI

is relatively underdeveloped. Back in the mid-1990s, Leyshon (1995) had
bemoaned the lack of geographical studies of income inequality and poverty,
and while a few studies of note have since appeared, considerable scope remains
for critical geographical enquiry into this crucial issue. However, from the
few studies that have been made, we know that there are large and persistent
geographical disparities in the incidence of low incomes and poverty (for the
case of the UK see, for example, Philo, 1995; Martin, 1995; Joseph Rowntree
Foundation, 1995; Dorling and Shaw, 2001; for the case of the US see
Glasmeier, 2001). And as income inequalities have continued to widen, so
spatial differences in the relative incidence of high and low incomes have
intensified.

Trends in the UK vividly illustrate this worrying geographical dimension
to the new income inequality. In the UK, recent data from the CACI post-
code based survey make for depressing reading (CACI, 2001). Geographical
differences in annual gross household incomes are large and exist at every
spatial scale. While incomes in general have grown since the mid-1990s, the
process has been far from uniform across the country. The highest growth
rates have benefited those in the already affluent South East. At the regional
level, average household incomes in Greater London are approximately 50 per
cent higher than those in the Northern region (compared to 40 per cent
higher in 1998). At the county level, the income divide is even more stark:
for example, average household income in Surrey (£33,400) is 80 per cent
higher than that in Tyne and Wear (£18,500). It is at the level of local
postcode sectors, however, that we begin to identify really large spatial dis-
parities in incomes. The wealthiest districts are found mainly in South East
England, especially in central London and the ‘stock-broker’ commuter suburbs
to the south, west and north of the capital; while the poorest are almost
entirely concentrated in the old industrial cities in northern regions of the
country. Average annual household incomes in the former are four to five times
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those in the latter (Table 10.1). Indeed, the highest incomes are totally
concentrated in central London. Barbican, Hampstead, Kensington and
Belgravia all have 10 per cent of their resident households earning an income
of over £100,000 (Table 10.2). In contrast, the major concentrations of
poverty are to be found in the centres of northern cities such as Liverpool,
Bradford, Blackburn, and Middlesbrough, as well as parts of Birmingham and
Belfast: in these areas 60 per cent or more of resident households have
incomes of only £10,000 or less, the lowest incomes being in the Vauxhall
district of Liverpool at £9,100, well below the poverty line of half the
national average income (£23,200 in 2000). Further analysis reveals that the
Liverpool areas are significantly poorer than the rest of the country: no less
than 8 of the 20 poorest postal sectors are in Liverpool. In this respect the
spatial incomes divide in the UK is not so much a simple ‘North-South’ one,
but central London versus central Merseyside. Of course, low income house-
holds can be found in high average income areas, and vice versa. But it is the
local concentrations of low incomes and poor households that are particularly
worrying, because such local concentrations tend to be closely associated with
and compounded by other types of local economic, social and environmental
deprivation, and as a consequence tend to be self-reproducing and difficult to
remedy. The same process has been observed in the US.

Social policy analysts Powell et al. (2001), have recently criticised geo-
graphers for focusing too much on ‘people poverty’ (the geographies of low
incomes) and neglecting ‘place poverty’. They define the latter in terms of a
lack of ‘public necessities’, which they measure as underspending by local
public authorities on basic social services. They find for the UK that the
geography of low incomes (‘people poverty’) is quite different from – indeed
inversely related to – the geography of per capita spending on ‘public neces-
sities’ (‘place poverty’). Powell et al. are right to chastise geographers for their

Table 10.2 The spatial concentrations of rich and poor households, UK 2000

Richest postal districts Percentage Poorest postal districts Percentage
of households earning more of households earning less
than £100,000 per annum than £10,000 per annum

Barbican 10.6 Central Liverpool 65.8
South Hampstead 10.2 Vauxhall, Liverpool 65.7
St James’s Park 10.1 Central Bradford 64.9
South Kensington 9.7 Belfast BT13 63.8
Belgravia 9.7 Seaforth, Liverpool 63.5
Piccadilly 9.6 Central Blackburn 62.9
Westminster 9.3 Central Middlesbrough 62.6
Chalfont St Peter 9.1 Belfast BT1 62.3
Charing Cross/The Strand 9.1 Central Bradford 62.2
Ightham, Sevenoaks 8.9 Newtown, Birmingham 62.0

Source: CACI
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neglect of interest in poor places and neighbourhoods, though they also
exaggerate the attention geographers have directed to the spatialities of low
incomes (‘people poverty’). But their own arguments can be equally criti-
cised. The inverse relationship between the geographies of ‘people poverty’
and ‘place poverty’ is hardly surprising. It is precisely what we would hope to
find: if local authorities are responding as they should, per capita spending on
social and welfare services should be higher in areas where there are concen-
trations of low income and poor households. And conversely in areas where
the proportion of such households is low. The significance of geography in
this context is precisely that poor households and inferior social, economic
and environmental conditions (such as poor housing, poor health, poor
jobs, high rates of non-employment) tend to be closely interrelated and can
become entrenched in particular places. The challenge for geographers is that
they need to be more active in exposing the causes and consequences of this
process.

The jobs debate

Another major issue is the growing debate about the future of employment
and work: will there be sufficient jobs for everyone who wants to work?
Much of the discussion of this question has revolved round three basic
scenarios. The first, and most pessimistic, is that which espouses a spectre of
‘jobless growth’. The key argument here is that contemporary developments
in technology, automated production methods and global competition, are
increasing the efficiency and productivity of labour in the advanced eco-
nomies to the extent that output can be expanded without additional labour
inputs, indeed using significantly less labour (see for example, Dunkerley,
1996). Advocates of this view argue the process was first associated with the
onset of deindustrialisation within OECD countries from the late 1960s and
especially the 1970s onwards. The millions of workers expelled from manu-
facturing in the last quarter of the twentieth century contributed in a major
way to the growth and persistence of record levels of unemployment in many
of the advanced industrialised economies. But according to proponents of the
‘jobless growth’ thesis the same process has since begun to spread to many of
the service industries, as they too adopt new technologies and automation,
and even into the high-tech sectors themselves. Thus the global computer
and semi-conductor industries, until recently major employers paying high
wages, are now among the chief beneficiaries of their own efficiencies: job
losses in companies making silicon chips and computers have been running at
tens of thousands a year. Everywhere, highly skilled workers are being told
that their skills are now obsolete. Skills that are less than twenty years old
are now being superseded by new skills whose life span will be considerably
less than those they are replacing. Many of the people being made redundant
by automation and technological change are only able to find new jobs at
lower wages or in lower skill work. While believers in the ‘jobless growth’
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future acknowledge that the mass unemployment of the 1980s and early-
1990s has receded somewhat, they point to high and increasing levels of
non-employment and economic inactivity as concealing large numbers of
unemployed that do not figure in official counts of the jobless. The fear is
that it now requires ever-increasing rates of unsustainable economic growth
to maintain, let alone increase employment.

The second perspective, the ‘jobs miracle’ view, advances a diametrically
opposed prediction. Here it is argued that while new technologies may
destroy old inefficient jobs, it simultaneously creates many more new ones in
new firms and new industries. The stagnation and decline of employment in
manufacturing is not seen as being problematic – or at least only in the short
run – since services and high-tech activity have generated sufficient numbers
of new jobs to more than compensate for those lost in traditional industry.
The problem, if there is one, is not a lack of jobs but making sure that people
have the skills required to fill them. Indeed, according to ‘new economy’
variants of this argument, a major ‘paradigm shift’ has taken place. As a result
of rapid ongoing technological innovation, substantial productivity growth,
the flexibilisation of labour markets, economic liberalisation, and tax reductions,
a new model of capitalism is seen as having emerged in which both infla-
tion and unemployment have been beaten and recession all but expunged.
Adherents of this largely US-centred scenario point to the millions of
jobs that have been created in that economy over the past two decades, and
to the long 1990s boom of record growth rates and low inflation. While it is
the case – certainly compared to the EU, for example – that the US has
indeed experienced a ‘jobs miracle’ over the past two decades or so, many of
those jobs have been poor ones, requiring few skills and paying low wages,
with the result that income inequalities have widened (see below). And the
sudden downturn in the high-tech sector of the US economy in late-2000–
2001 (the burst of the ‘dotcom’ bubble) suggests that in contrast to what has
been claimed, the so-called ‘new economy’ is far from immune from reces-
sion and major job losses. The ‘jobs miracle’ may in fact turn out to have
been something of a mirage.

The third account of the development of employment is what may be
called the ‘polarised job market’ model. This subscribes neither to the pessi-
mistic ‘jobless growth’ argument, nor to the highly optimistic ‘jobs miracle’
thesis. Instead, it draws attention to what it sees as an increasing divergence,
segmentation and inequality of employment structures, job opportunities and
working conditions. The focus is on how the labour market is becoming
increasingly divided by skill, security and pay. Services and high-tech activ-
ities may now be the primary sources of employment creation, but the job
growth involved is highly differentiated. Those in high-skill service occupa-
tions, in the professions, producer services, business services and financial
services, and many of those working in high-tech activities, typically enjoy
job conditions and levels of pay that are a world apart from those in many
low-skill activities, such as personal, cleaning, catering, and consumer services.
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At the same time, the ongoing drive for labour flexibility by employers means
increased insecurity of employment for many workers. Many of the jobs
in the so-called ‘new economy’ are of this kind (as Diane Perrons highlights
in her chapter), and are in stark contrast to the high-paying technical, scient-
ific and entrepreneurial jobs normally equated with this notion. Education
and skill – investment and reinvestment in human capital – are increasingly
pivotal in determining an individual’s position and progress in the labour
market. Those without high levels of educational and skill attainment will
find themselves trapped in low-skill, low-wage work. And as work and employ-
ment structures become increasingly polarised, so too do wage and income
structures (see below).

These differing prognoses of employment trends and their links to the
process of economic growth are aggregative or macro-level in outlook. But as
the various contributions to this volume all argue, labour market processes
and outcomes have an intrinsic geographical dimension. Indeed, a geographical
perspective casts some interesting light on these three scenarios. The study of
regional and local labour markets suggests that reality is much more complex
than portrayed by any of these macro-level accounts. Elements of all three
can be observed in different regions and localities.

There are certainly some regions and localities that seem to fit the ‘jobless
growth’ model. These are typically areas that have experienced employment
contraction as a result of deindustrialisation but which have failed to share in
service-based job growth. Industrial rationalisation and the adoption of new
production technologies may have improved efficiency, productivity and
output, but employment levels remain stagnant. The North East region of
the UK is illustrative of this situation: this area suffered a major fall in its
manufacturing base in the late-1970s and 1980s. Even though regional GDP
has grown since 1983, employment has failed to recover, and remains below
its level of the late-1970s. Unlike other parts of the UK, the North East
region has not attracted sufficient numbers of new jobs to compensate for the
collapse of its industrial base. At the opposite extreme are other regions in the
UK like the Outer South East and East Anglia that have witnessed a major
employment boom in recent years. In these areas employment has grown by
20 per cent or more since the early-1980s.

In fact, regional patterns of employment growth in the UK have been
distinctly divergent, and clearly span the whole range from job stagnation to
substantial job growth. The same is true of most EU states (see Martin and
Tyler, 2000; Martin, 2001a,b), where in almost every case employment
growth has been highly uneven across regions and subregions, with a tend-
ency for employment to be increasingly concentrated in a limited number
of prosperous core areas at the expense of less prosperous lagging ones. This
same pattern, of regional employment growth divergence, is also evident in
the US (Blanchard and Katz, 1992).

This new inequality has a regional dimension in New Zealand as well. A
comparison of regional labour market indicators in 1991 revealed substantial
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differences across New Zealand’s regions in employment rates, labour force
participation rate, hours worked and wage rates (Morrison, 1997a) in degrees
broadly consistent with the international evidence (OECD, 2000). Such indic-
ators tend to be high and correlated across the stronger metropolitan regions
and weak and unstable across smaller, provincial regions. Regional inequal-
ity itself is hardly new, for the differences among New Zealand’s regional
economies are, like those of the UK, of long standing. The feature that is
new is the widening inequalities within the regions themselves, for during the
1990s intra-regional inequalities had begun to widen (Smith, 2000). And this
increasing polarisation was due to the growth in both high and low income
earners (see Karagedikli et al., 2000).

Again, as in the UK, not only did the household, regional and intra-
regional inequalities fail to diminish with the renewed growth in the 1990s
but neither did inequalities within cities. Mirroring the Australian evidence
(Gregory and Hunter, 1995), New Zealand has shown a growing inequality
within its urban areas not just in terms of income but in the widening gap
between the unemployment rates and labour force participation rates in resid-
ential areas (Morrison, 1997b; Soldera, 1999). Far from falling with economic
growth, the intra-urban spatial inequalities generated in the second half of the
1980s actually intensified during the more buoyant 1990s. In other words
spatial concentrations of unemployment that built up in certain metropolitan
regions during recessions were not dispelled by the years of growth to 1996.
The combined effects of an out-migration of the upwardly mobile, and the
in-migration of individuals negatively affected by the recession, were com-
pounded by the negative externality effects on employment chances gener-
ated by an increasing geographic concentration of the unemployed within the
major cities of New Zealand.

These polarisations we are witnessing across economies as disparate as
the UK, US and New Zealand have generated considerable discussion in
economic geography, and in the so-called ‘new economic geography’
within economics, about the emergence and formation of leading regional
agglomerations and local business clusters. Some see these leading regions and
local clusters as the key growth nodes in the global development of the ‘new
economy’ (see Ohmae, 1995; Porter, 1998; Scott, 1999, 2001). The implica-
tion is that the development of the ‘new economy’ of post-industrial capital-
ism is likely to be as geographically uneven as the industrial landscape it is
replacing.

This time, however, the issue is not just one of increased spatial disparities
in overall employment growth but also of spatial differences in the sorts of
jobs being created; there is, in other words, a new economic geography of
the spatial division of labour. At one level, there are already marked inter-
regional disparities in the growth of high-wage high-tech information services,
and related jobs. In the UK, US and other counties, high-tech industry and
employment is highly concentrated in a few key regional and local clusters,
and not all regions and areas can realistically expect to share equally in this
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form of development. In the UK, for example, the bulk of high-tech em-
ployment is concentrated in local clusters in East Anglia, in the Outer South
East and in parts of the South West. Few significant clusters of this type are
found outside these regions. Such high-tech based local labour markets have
quite different dynamics than from those based on more traditional industries
and activities: there are higher rates of new firm start-ups, labour is more
educated and skilled, average earnings tend to be higher, there is a high influx
of skilled workers, there is considerable upward pressure on land and house
prices, and so on. If the predictions of increased regional economic clustering
and specialisation are correct, then regional demand and technology shocks
could become much more idiosyncratic and asymmetric, and regional and local
labour market fortunes could become increasingly differentiated and divergent.

At the same time, as we have indicated above, many regional and local
labour markets are becoming increasingly segmented internally. The polarisa-
tion of service sector jobs, according to skill, status, security and pay, is taking
place within most local labour markets, including the most prosperous and
dynamic. Indeed, as the UK and New Zealand evidence confirms, it is the
more economically prosperous regions, with the major concentrations of
high-skill and high-paid jobs that are also more likely to have high growth
rates of low-skill, low-paid (and often part-time) routine business services and
personal services of the sort demanded by a thriving business community and
wealthy population. Thus, and perhaps unexpectedly, the most prosperous
and buoyant local labour markets are also becoming the most polarised in
employment terms.

What is clear is that geographers have a key role to play in the debates over
the nature and trajectories of employment. Compared to two decades ago,
the landscape of employment opportunities is a much more rugged terrain,
and is likely to remain so. If, as many geographers and an increasing number
of economists argue, regions and localities rather than nation states are now
the salient foci of wealth creation and world trade, the regional and local
bases of employment growth assume heightened relevance. And it is in the
context of emerging regional growth centres that the whole question of
globalisation and its relationship to the labour market becomes important.

Globalisation and local labour markets

While considerable confusion and contention surround the concept of
globalisation, it is usually agreed that it refers to heightened and accelerating
degrees of interdependency, intensity, extensiveness, velocity and inter-
connectedness of socio-economic relations and interactions across the globe
(Held et al., 1999). We are perhaps most obviously aware of globalisation in
terms of the vastly increased flows of goods, information and monetary values
between nations, all stimulated by technological advance, the deregulation of
domestic markets and the rise of new international competitors. But, equally
important, are the flows of foreign investment, the rise of global firms and
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corporate ownership structures, and the spread and admixture of cultural
forms. The results are manifold both for what they describe as well as what
they portend (Micklethwait and Wooldridge, 2000) and the way they are
contested intellectually (Hirst and Thompson, 1999; Perraton, 2001).

Although we are far from approaching anything resembling a ‘global labour
market’ – except perhaps in certain highly specialised occupations (includ-
ing those in the sport, cultural and entertainment domains) – the impacts
of increasing globalisation on the operation of labour markets has become a
matter of considerable anxiety and debate. Globalisation is at once both de-
localising and re-localising labour. In the first sense, globalisation is rapidly
increasing the exposure of local labour to external forces and events, to the
threat of overseas competition, to the local impacts of the investment,
disinvestment and workforce reorganisations of foreign controlled companies,
to the effects of economic fluctuations originating round the other side of the
world. Globalisation thus increases the vulnerability of local labour to exogenous
shocks. Indeed, one of the main reasons why globalisation has generated so
much concern is the widespread belief that it has led to large-scale reductions
in the demand for low-skilled workers within the advanced economies (see
Nickell and Bell, 1995; Lawrence, 1996) and the fact that some of the most
marked social consequences have occurred when those workers are clustered
geographically.

In the debate over the impact of globalisation on labour, at issue as much
as anything is the explanatory power of standard trade theory, in particular
the factor-price equalisation theorem. The theorem predicts that trade will
reduce the relative demand (and hence relative income) of the type of labour
(i.e. skilled or unskilled) that is relatively scarce in a country. The Economist
summarises the argument succinctly:

if America, where unskilled labour is relatively scarce and skilled labour
relatively abundant, trades with Mexico, where unskilled labour is relat-
ively abundant, then America will specialise in skill intensive industries
and import humbler goods from Mexico. America’s output of skill-
intensive goods will increase, but its production of low-skill goods will
decline. The demand for unskilled workers will therefore fall in America,
and so will their wages relative to those of skilled workers. In Mexico, in
contrast, the wages of unskilled workers will rise.

(The Economist, 1994: 73)

Whereas the theorem has been used to link enhanced international trade via
globalisation to increased unemployment and wage reductions for unskilled
workers in the OECD nations (for example, Wood, 1994, 1998), detractors
argue that competition from low-wage producers could not possibly be the
prime cause of the fall in the relative demand and real wages of low-skilled
workers in developed countries because imports from developing countries
only make up a relatively small share (for example, America’s trade with
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‘low-wage’ countries is only about 3 per cent of its GDP).1 Instead, there is
increasing evidence suggesting that the falling demand for unskilled workers
reflects the growing spread of technology rather than increasing international
trade per se (see Lawrence, 1996).2

Instead of engaging directly in this debate many geographers have focused
on the possible consequences of the growing international marketplace for
the location of production sites (e.g. Dicken, 1998) and the changing division
of labour both within countries (e.g. Sayer and Walker, 1992) and between
countries (e.g. Coffee, 1996). Although primary attention has been paid to
the quantity (employment) and price (wage) effects of shifting production
off-shore, there are also many local impacts including the composition of
jobs, the job contract itself and the whole tenor of employment relations, and
management structures and practices (Debrah and Smith, 2001; Stewart
and Garrahan, 1997). This in turn has altered the way in which labour unions
and commentators have begun to think about union strategies (e.g. Herod,
2000; Cox, 1997; and see the chapter by Lincoln in this volume). Again,
however, there are those who resist any suggestion of a move towards inter-
national and transnational unionism, and argue for a recognition of the extra-
ordinary diversity of local responses (e.g. Stewart and Garrahan, 1997).

Much of the writing about globalisation and labour in geography to date
has been driven by a focus on ‘labour’ as production labour, much of which
is unionised (e.g. Herod, 1995). However, any such monolithic view of
‘labour’ is likely to limit our appreciation of the impacts of globalisation on
domestic labour markets in general, and local labour markets in particular.
The reason is simply that different types of labour are being affected in quite
different ways by globalisation. One of the specific challenges to the geo-
grapher in this respect is the stark contrast opening up between the expand-
ing opportunities for international work amongst the professions on the one
hand, and the reliance of unskilled labour solely on local demand on the
other (Martin and Morrison, 2000). The role of the multinational corpora-
tions in this process is particularly interesting, and has been the subject of
ongoing research attention by a number of geographers (e.g. Gould, 1990;
Beaverstock, 1996; Beaverstock and Smith, 1996; and for earlier work see
Salt, 1988 and also Findlay and Garrick, 1990).

According to Robert Reich (1993), the competitiveness of workers is
coming to depend not on the fortunes of any particular industry or corporation,
but on the functions that workers perform – the value they add – within the
global economy. Workers, he argues, confront global competition ever more
directly, unmediated by national institutions. As we discard traditional notions
of the competitiveness of say, American corporations, American industry and
the American economy, and recast them in terms of the competitiveness of
the American workforce, Reich argues, it becomes apparent that successes
or failures will not be shared equally by all citizens. Reich proceeds to dis-
cuss the distributional consequences in terms of a threefold division of labour:
the routine production workers whose products can be sold worldwide, those
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providing in-person services directly (face-to-face) to the local consumer and
the symbolic analyst, whose problem-solving, problem-identifying and strategic
brokering activities can be traded worldwide (Reich, 1993: 177).

What we are observing, in the most stark of terms, is a global economy in
which an increasingly skilled workforce is gaining access to more than their
domestic labour market, while the less skilled are increasingly becoming
‘trapped’ in diminishing locally urban and rural submarkets with relatively
little opportunity for international ‘trade’.3 The basic principles are those of
Adam Smith: specialisation is a function of the size of the market. As the
market for specialist tasks of the skilled expands through globalisation, so
the rewards of specialisation in terms of income follow. Particularly important
vehicles in this market expansion process are the multinationals who are
‘localising’ ‘routine production’ labour within their internal labour market on
one hand but ‘globalising’ skilled or ‘symbolic analytic’ labour on the other.

The income inequality implications of the changing market size of the
skilled and unskilled are being compounded by structural shifts within indi-
vidual economies. As more and more ‘routine production’ workers are being
forced to perform in-person services in the non-tradeable sector they also
become dependent on the local nature of their product market (see Freeman,
1995). Unlike routine production workers, most of whom now produce for
a global or at least national market, in-person service workers provide services
for the same local market in which they work. In this sense globalisation as a
force for restructuring and re-localising labour, is increasing the dependence
of unskilled labour on place while simultaneously liberating skilled labour
onto a global market for their specialist expertise. The marked differences in
the opportunities of these two types of labour are increasingly reflected in the
income inequalities we have been witnessing. The widened market opportun-
ities opened up by globalisation fuel the growing polarisation at the local level.

This polarisation argument – which contrasts the spatially trapped routine
production and service worker with the spatially liberated symbolic analyst –
is one source of the rising concern over the social structure of the global city
and its increasingly bifurcated labour market (Sassen, 2001). As Perron’s
chapter in this volume also notes, rising incomes among an increasingly time
constrained but wealthy professional workforce generates a need for personal
services: cleaning, child minding, and a range of other day-to-day service
functions. This has the effect of bringing two income and gender groups
together spatially but simultaneously heightening the contrast in returns to
the two forms of labour, particularly in the global city.

Unless in-person service and routine production labour is given uncon-
strained access to other domestic markets (as they are when common labour
markets are created) they remain largely cut off from job opportunities outside
their country. Having said this, it is clear from the evidence in the European
Union that while common labour markets may be necessary they are certainly
not sufficient to allow routine production and in-person service labour to
escape restricted local job opportunities. Even when formal barriers to labour
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mobility have been removed a host of informal (linguistic, cultural and other)
frictions may remain, resulting in relatively little cross-border labour move-
ment for this type of worker (see Vandamme, 2000 and van de Velde and
van Houtum, 2000). The Australia–New Zealand common labour market
appears to be an exception in this regard for it has considerably expanded
the size of the labour market for semi- and less-skilled workers who in its
absence would have been confined to the much smaller urban labour markets
especially in New Zealand (see Bushnell and Choy, 2001).

The significance of the global labour market in which the elite now
circulate extends beyond the economic into the political sphere, for
globalisation has exposed ‘deep fault lines between the groups who have the
skills and mobility to flourish in global markets and those who don’t’ (Rodrik,
1997: 6). In this respect, globalisation may have created a new set of class
divisions between, ‘those who prosper in the globalised economy and those
who do not’ (ibid.).

What particularly concerns Rodrik in this growing circulation of elite
workers is the possibility that with respect to less attractive locations, the
‘brain drain’ may become ‘rich flight’. The concern here is with both local
leadership and the local tax base. One of the primary functions of the modern
state, he argues, is to insure society against external misfortune; hence the
greater an economy’s exposure to foreign trade, the larger its welfare state tends
(needs) to be (see Rodrik, 1997: ch 4). As such, exposure to global markets
leads to increased demands on the state to provide social insurance while
simultaneously reducing the ability of the state to perform that role effect-
ively. ‘Consequently, as globalisation proceeds, the social consensus required
to maintain domestic markets open to international trade is endangered’
(Rodrik, 1997: 43).

At the same time that globalisation reduces the willingness of governments
to spend resources on social programmes, it also makes it more difficult to
tax capital (for fear of capital flight to other lower tax countries), and as a
result labour now carries a growing share of the tax burden (Rodrik, 1997:
64).4 The opening up of international labour markets to ‘knowledge workers’
in particular, makes it much easier for skilled labour (as well as capital) to exit
rather than use their voice to debate how to revitalise the local economy. In
this way the danger is that both internationally mobile capital and labour in
the technology and ‘knowledge’ professions become less and less dependent
on their home country for their security. The fear here is that many may
become disengaged from and disinterested in the development and prosperity
of their local communities – just as suburban flight in an earlier era con-
demned many urban areas to neglect.

The relationship between a globally circulating elite and a spatially en-
trapped unskilled labour force is complicated by the way in which globalisation
is gradually relocalising key skilled labour to a few large growth regions. As
argued by Ohmae (1995) nation states are now faced with the presence of a
few growth centres characterised by agglomeration and scale economies and



256 Ron Martin and Philip S. Morrison

a high degree of connectedness to the global economic system, whereas much
of the remainder of the national economic space outside of these key growth
regions is less privileged.5 What troubles Ohmae in this context is the geo-
graphic implications of the welfare responsibilities of the globally exposed state,
especially the electorally driven imperative to redistribute wealth geographically,
from rich to poor regions. This division, he argues, is a threat to the invest-
ment potential of state funds which could otherwise be used to increase
economic growth and ultimately living standards. Ohmae therefore argues
eloquently for fostering the ‘region state’ – those geographically small parts of
countries which are globally competitive due to favourable infrastructure, the
concentration of key skills and the economic advantages of agglomeration.

At the macro-level Ohmae, Reich and Rodrik are telling a consistent
story. Once geography is introduced, however, Ohmae and Rodrik begin
to part company at least in the area of short-term goals. While Rodrik is
concerned about the redistribution of wealth between the globally connected
elite and the domestically trapped production and service workforce, Ohmae
is arguing for far greater autonomy for those advanced region-states within
national economies whose investment funds are being used to support the
welfare of the wider national population. Reconciling the goals of efficiency
and equity becomes considerably more complicated the more geographically
disaggregate the canvas becomes.

When we begin to view the inequalities from a geographical viewpoint,
that is from the local through to the global, we expose the limitations of
talking in terms of simple notions of ‘labour’ and ‘labour market’. While we
are still far from experiencing global markets for most categories of worker,
the ramifications of increasing global interconnectedness impact on even the
most locally bound worker. If the primary significance of the expanding
labour market for specialist skill is its potential to drive different members of
the labour force apart both socially and geographically then globalisation
presents policy makers with a dual challenge. Although, on the one hand,
governments stress the need for labour and labour markets to be flexible so
as to allow their economies to compete they must also grapple with the
increased social uncertainty, risk and inequality that such exposure to market
integration brings.

The rethinking of labour market policies

It is within the labour market that the contours of socio-economic inequality,
inclusion and exclusion – of social welfare in general – are largely shaped, and
hence where policy interventions that address such inequalities and regulate
social welfare are frequently targeted. Over the past twenty years or so, the
nature of that intervention has changed markedly, becoming distinctly more
activist and focused on perceived problems in labour supply. Neo-liberal macro-
economic management has severely limited the scope for directly managing
and stimulating labour demand. For this reason individuals’ ‘employability’
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has become the primary target of intervention. Addressing the personal char-
acteristics of the labour force – education, training, motivation – is now
widely viewed by governments as the key imperative of the welfare system,
and viewed as vital to solving the problem of social exclusion.

Much of the impetus of contemporary political intervention in the labour
market and in welfare provision is towards policies that ‘make work pay’
(MWP policies). The underlying argument here is that it is better to pay
people to work rather than paying them not to work. There are several
arguments made in favour of the new MWP policies (see OECD, 2000). By
redirecting money that goes to paying unemployment and other related
welfare benefits to measures that connect the unemployed back to the world
of work (for example through subsidised and unsubsidised job placements,
training schemes or other work experience programmes), that reduce the
costs of hiring workers in low-productivity jobs, or that increase the incomes
of those who take low-paid work, the hope is that overall employment might
increase. An additional argument is that to the extent that MWP policies help
to increase the ‘employability’ of disadvantaged and unemployed individuals,
and get people back into paid employment, they should also reduce overall
public expenditure on welfare support. Furthermore, the suggestion is that
the inclusion of more individuals into the world of work may help reduce
wider social problems.

Given these supposed benefits, it is not surprising that several countries
already have such policies in place in one form or another (e.g. Australia,
Belgium, Canada, France, Ireland, the Netherlands, New Zealand, the United
States and the United Kingdom); others, such as Germany, are actively con-
sidering their introduction. The ‘workfare’ programmes in the US and the
UK’s New Deal, and now being emulated in a number of other countries,
are part of this shift to MWP policies (see OECD, 1999). Another example is
the introduction of various types of tax credits for low-income households,
such as the Earned Income Tax Credit (EITC) in the US, and the Working
Families Tax Credit (WFTC) in the UK. In both countries, the group that
benefits most from these schemes is lone-parent households who find it
difficult to work and who make up a significant proportion of poor house-
holds. Overall, large numbers of people are now covered by some form or
other of MWP policy (at any given time, about one in six of the Dutch
working population, one in five of Belgian workers, one in six American
families and about one in eight of UK households).

It would be wrong to suggest that these MWP policies have had no
positive effects. In the UK, for example, the New Deal welfare-to-work
programme has certainly helped to lower youth unemployment levels. And
the introduction of the National Minimum Wage, the WFTC and other
related tax credits and benefit reforms, have indeed produced significant gains
for those at the bottom of the labour market and the income distribution (see
Lister, 2001; Dickens and Ellwood, 2001). Likewise in the US, it is estimated
that the EITC has lifted 4.3 million individuals out of poverty. There is no
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doubt that MWP policies can help create jobs and have a significant impact
on the distribution of income. But the tendency for problems of unemploy-
ment and non-employment to continue to exist, especially in certain area
and localities, for income inequalities to grow and show no real evidence, as
yet, of falling significantly, and for low pay and poverty to become concen-
trated in particular localities, indicates that MWP have their limitations. On
their own, and without careful targeting – not just socially but also spatially –
they are unlikely to be enough, and even targeting creates its own potential
problems.

The evidence from those countries that operate MWP and similar policies
suggests that their effectiveness depends on a range of conditions that affect
labour demand and supply, including other social, tax and labour market
policies and institutions, such as minimum wages, the structure of the tax
system, and so on. Moreover, they tend to be most effective in buoyant
economies: favourable macro- and local-economic conditions make it easier
to find jobs for those drawn into looking for work by MWP policies. This
is precisely where geography becomes important. As several chapters in
this book document, and other work also testifies, even under generally
favourable macro-economic conditions there are local pockets of severe and
entrenched joblessness, especially in the old inner cities and rural communities.
MWP policies are likely to work best in the more buoyant and dynamic
labour markets, and less well in stagnant and depressed localities: that is, they
tend to be most effective in the areas that least need them. Greater under-
standing of local labour markets and the way they are embedded in the
wider, regional, national and global systems is thus crucial for the design and
implementation of policy measures. Gradually this message is getting through
as increasing emphasis is placed on the need to respond flexibly to differ-
ent circumstances which individual locations pose and the shift towards the
decentralisation of policy implementation to locally based state and non-state
employment and training agencies (see OECD, 1998, 1999). Geographers thus
have a key opportunity to help inform our understanding of these processes,
and perhaps even shape the policy agenda.

A final comment

Each of the trends discussed above – widening personal inequalities, the
changing contours of employment and job growth, new regional and intra-
regional disparities, and globalisation – poses and highlights a common chal-
lenge: namely that of conceptualising, theorising, and analysing exactly how
geography shapes labour market processes and outcomes. We have already
observed in the chapter by Gordon how local labour markets are not fixed, pre-
given entities, but are themselves formed, and constantly reformed, by com-
plex interaction between local processes and institutions and forces originating
externally. Second, we have become more acutely aware that the local labour
market is itself embedded within a regional system of labour markets and
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increasingly in a global system of regional labour markets, and that this inte-
gration creates differential opportunities and potential difficulties for different
types of local labour. Third, we have begun to recognise how the level of
dependency on local labour demand varies by type of labour. It is less and less
valid to view ‘labour’ monolithically; rather the task is to identify the charac-
teristics that shape the differential spatial employment opportunities of differ-
ent types of worker, ranging from local spatial entrapment at one extreme, to
wider national or even international opportunities at the other. In consider-
ing routine production labour, for example, global capital can all too easily
play off one community against another. But even those workers engaged
in locally based in-person services (such as cleaning) where products are
delivered directly to clients who are themselves local, are also vulnerable, as
Reimer’s paper in this volume highlights. This is not so much a case of
mobile capital playing off one community against another, but the search by
capital for locally constrained and ultimately vulnerable labour within the
community. In short, Reich’s threefold distinction referred to above has
important consequences for how we measure its selectivity by type of labour.

As the papers in this volume also illustrate, it is not possible to analyse the
geographies of labour using only a single approach or theory. The papers
included here deliberately display a diversity of perspectives and methods.
The formal, quantitative approaches by Morrison and Berezovsky, by Gordon,
and by Cheshire, Monastiriotis and Sheppard can be of considerable help in
identifying underlying patterns, tendencies and relationships. At the same
time, more qualitative and discursive approaches – as illustrated in the papers
by Reimer, Perrons and Lincoln – are indispensable for revealing the detail of
particular processes and exploring the socio-institutional structures and prac-
tices in the labour market.

Finally, it is also quite clear from the contributions, Perron’s in particular,
that the welfare of individuals and communities rests on much more than
employment per se, vital though an income stream is. Work balance, life style,
community participation and the building of social capital are also crucial to
the welfare and well-being of individuals and communities. Integrating these
wider considerations into our analyses of the geographies of labour market
inequality is a key agenda for future research.

Notes

1 The contemporary debate over this phenomena is primarily between those who
attribute the cause of the collapse to the associated change in the patterns of
commodity trade (e.g. Burtless, 1995) and those who argue that the primary reason
for the collapse in demand for unskilled labour is in fact technological change (e.g.
Katz and Autor, 1999). The overall conclusion from the work cited by Greenaway
and Nelson (2000) is that both trade and technology have a role to play but that
technology is by far the most important – leaving only about 5 to 20 per cent of
the change in resulting domestic income inequalities to trade (Claridge and Box,
2000: 3). Similar conclusions appear in Borland (2000) who attributes changes to



260 Ron Martin and Philip S. Morrison

labour supply side factors, demand side factors and institutional factors noting that
incomes change as a result of both changes in wage rates and hours of available
employment. This literature also raises one of the primary challenges in this type of
research – the unambiguous association of particular labour market outcomes to
particular international economic relations (see Webber and Weller, 2000).

2 However, the most extreme opponent of the trade argument would not deny
international trade some role. As Richardson observed, trade does have some influ-
ence especially in the short run, ‘following some shock to tradeables prices in
response to supply conditions abroad’ (Richardson, 1995: 51).

3 Exceptions are the flows of mainly female labour from less developed countries to
perform domestic tasks in places such as Singapore or Europe (Pugliese, 1993).

4 Further comments on this discussion may be found in Perraton (2001).
5 For a discussion of the way in which agglomeration enhance productivity, innovation

and hence economic growth, see for example Venables (1995).
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