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P R E F A C E

For centuries economists have been preoccupied
with the growth of nations, and they have studied

this subject continually since the days of Adam Smith. This ef-
fort has produced a better understanding of the sources of eco-
nomic growth. But the subject has proved elusive, and many
mysteries remain.

Two recent waves of research have changed our views on the
subject. One wave started in the mid-1950s and lasted until the
early 1970s. The second started in the mid-1980s and contin-
ues to this day. Both led to major revisions of the theory and
empirics of growth. I participated as a researcher in the second
wave, and I have closely followed its unfolding. This short book
describes what I have learned.

This book provides a nontechnical description of growth eco-
nomics in order to arrive at summary conclusions about what we
know, what we do not know, and what it is that we need to learn
in order to improve our understanding of a subject that affects,
in major ways, the well-being of billions of people across the



globe. But in undertaking this project I had no intention of writ-
ing a survey of the literature. The book presents my personal
views and assessments and reflects my personal biases.

I feel that it is important to present these research findings to
a broad audience, consisting of not only economists with techni-
cal expertise but also other economists, social scientists who are
not economists, policymakers, and other interested readers. The
subject is not only important; it is also intellectually fascinating
and absorbing.

The scientific literature, consisting of both theoretical and em-
pirical studies, is huge. Nevertheless, important messages can be
extracted from this vast research, and they can be summarized
and explained in (almost) plain English. Here I attempt to do
just that.

My tale of growth economics is organized around four
themes. First, the accumulation of physical and human capital is
important, but it explains only part of the variation across coun-
tries in income per capita and its rate of growth. Technological
and institutional factors also affect the rate of accumulation of
these capital inputs, and they are in some sense more fundamen-
tal. Second, total factor productivity is at least as important
as accumulation. (For a brief explanation of total factor produc-
tivity and other economic terms, see the Glossary.) To under-
stand its determinants we need to understand what shapes the
accumulation of knowledge and, in particular, the incentives for
knowledge creation. This leads us naturally to explore the
effects of research and development, learning-by-doing, exter-
nalities, and increasing returns. It also leads us to examine the
institutional factors that encourage or discourage knowledge
creation. Third, growth rates of different countries are interde-
pendent, because knowledge flows across national borders, and
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foreign trade and investment affect the incentives to innovate, to
imitate, and to use new technologies. Fourth, economic and po-
litical institutions affect the incentives to accumulate and to in-
novate, and they also affect the ability of countries to accommo-
date change.

A recent surge of research on the effects of institutions and
politics on economic growth has convincingly shown the impor-
tance of these elements of social structures. But as of now, we
understand these channels of influence less well than some of
the others discussed in this book. If I were to write this book five
years from today, I probably would write the same book except
for the chapter on institutions and politics, because I believe that
much progress will be made in this area in the next few years.

Since this is not a survey, I have omitted certain topics from
my story. Important among them is endogenous population
growth. The omission of a topic, however, does not imply that I
consider it to be unimportant. Rather it implies that—on the ba-
sis of my understanding of the literature—I am not able to coher-
ently fit the topic into my tale. Part of this reflects my ignorance.
Another part reflects my differences of opinion with other schol-
ars. To all those who labor on topics that I have ignored, my
apologies.

I have been fortunate to be a member of the Economic Growth
and Policy Program and the Institutions, Organizations and
Economic Growth Program of the Canadian Institute for Ad-
vanced Research (CIAR). This unique Canadian institution has
given me the opportunity to study economic growth for a pro-
longed period of time, and in the process to interact with some
of the world’s most distinguished scholars. My participation in
these programs has been an intellectual feast, where true schol-
arship has been practiced with comradeship and zeal. Fraser
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Mustard, the founder of the CIAR, is a man of vision and a great
believer in the power of ideas. His initial support of the unortho-
dox approach to economic growth taken by myself and others
was critical for the launching of our first program. In addition, I
would like to thank the National Science Foundation for its sup-
port of my research.

The epigraph is reprinted from the Journal of Monetary Econom-
ics, 22, Robert E. Lucas, Jr., “On the Mechanics of Economic De-
velopment,” p. 5, copyright 1988, with permission from Elsevier.

I have also been blessed with friends and colleagues who took
the time to read the manuscript and who gave me wise advice on
a host of issues. They saved me from errors and encouraged me
to carry on with this project. They are Daron Acemoglu, Philippe
Aghion, Alberto Alesina, Pol Antràs, Michael Aronson, Francesco
Caselli, Zvi Eckstein, Harry Flam, Oded Galor, Avner Greif, Gene
Grossman, Peter Howitt, Dale Jorgenson, Lawrence Katz,
Torsten Persson, Assaf Razin, Kenneth Shepsle, Andrei Shleifer,
Guido Tabellini, Manuel Trajtenberg, and Daniel Trefler. Al-
though I did not always follow their advice, I always carefully
considered their suggestions. For their contributions to this
book I will remain forever grateful.

Finally, my gratitude to Jane Trahan for editing the manu-
script. She patiently converted Hebrew-tainted verses into
proper English.
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The consequences for human welfare involved in
questions like these are simply staggering: Once
one starts to think about them, it is hard to think
about anything else.

Robert E. Lucas, Jr.





1

B A C K G R O U N D

What makes some countries rich and others poor?
Economists have asked this question since the

days of Adam Smith. Yet after more than two hundred years, the
mystery of economic growth has not been solved.

Living standards differ greatly across countries. So do the
rates at which these standards change. Some countries grow
richer quickly, others slowly. And in some of the poorest nations
the standard of living has declined over prolonged periods of
time.

Economists use real income per capita to measure how well
off people are. Obviously, people care about income. But they
also care about other issues, such as political freedom, educa-
tion, health, the environment, and the degree of inequality in
their societies. For this reason a good measure of living stan-
dards has to account for many factors. But most of them are
hard to measure. And it is even harder to decide how much
weight to give each one. As a result, real income per capita is of-
ten used as a rough measure of a country’s standard of living.1



Today income per capita differs across countries much more
than it used to. Such differences were small up until the nine-
teenth century. They started to widen with the Industrial Revo-
lution, and they expanded most during the last hundred years.2

Moreover, although differences in income per capita among rich
countries have declined in the post–World War II period, the
disparity between rich and poor countries has widened. At the
same time, the number of middle-income countries has dwin-
dled. We now have two polarized economic clubs: one rich, the
other poor.3

Figure 1.1 describes income per capita in a sample of coun-
tries.4 It demonstrates the disparities that existed in 1996. In that
year income per capita in Canada was more than twice as high as
in Argentina and about thirteen times higher than in Pakistan.
Even larger gaps existed between Canada and a number of Afri-
can countries. Canada’s income was, for example, about forty-
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Figure 1.1 Real GNP per capita, 1996. Data from Summers and Heston, PWT 5.6.



three times higher than Mozambique’s. And Canada was not the
richest country in 1996. These differences are mind boggling.

Another measure of income disparity is displayed in Figure
1.2. It depicts the real income per capita of thirteen countries in
1992. One of them is the United States, for which the figure also
shows the evolution of income since 1870. We can pick out from
this figure the years in which the United States had the same in-
come level as each one of the remaining countries had in 1992.
According to these data, in 1992 Argentina’s income per capita
was comparable to the income per capita of the United States
around World War II, while Pakistan’s was lower than U.S. in-
come in 1870. These very long lags suggest that it will take many
years before Argentina and Pakistan catch up to the current
standard of living in the United States.

Economic growth is measured by the rate of change of real in-
come per capita. A country with a growth rate of 1 percent per
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annum doubles its living standard every seventy years, while a
country with a growth rate of 3 percent doubles its living stan-
dard every twenty-three years. It follows that prolonged differ-
ences in growth rates produce dramatic differences in living
standards.

Indeed, growth rates have differed greatly across countries.
Figure 1.3 summarizes the frequency distribution of the growth
rates of 104 countries during three decades in the post–World
War II era, from 1960 to 1990.5 I have divided these decades into
two periods, one prior to the oil crisis of 1973 and one following
the oil crisis: 1960–1972 and 1974–1990. The figure shows that
more countries experienced higher growth rates before the oil
crisis than after it. In the first period no country experienced an
average decline of income per capita that exceeded 4 percent per
year and only one country had an average decline between 3 per-
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cent and 4 percent (Burundi). In the second period, however, one
country had a rate of decline in excess of 4 percent (Nicaragua)
and four countries had a rate of decline between 3 percent and 4
percent. More generally, in every growth bracket below 2 per-
cent there were more countries in the latter period while in ev-
ery growth bracket above 2 percent there were more countries
in the former period. The simple average rate of growth of the
104 countries was 3.0 percent in the former period; it dropped
to 1.1 percent in the latter. Moreover, the coefficient of variation
of these growth rates—calculated with equal weights for every
country—increased from 0.733 in the former period to 2.091 in
the latter.6 The disparity in rates of growth has clearly grown.

Although negative developments also afflicted the sample’s 21
richest economies in the post–oil crisis period, the decline in
their average growth rates was smaller and they did not experi-
ence a rise in disparity.7 Figure 1.4 depicts the frequency distribu-
tion of growth rates in these economies. Their average growth
rate declined from 4 percent per annum to 2 percent. But in each
period it was higher than the average growth rate for the larger
sample of 104 countries, which was 3.0 percent and 1.1 percent,
respectively, in the two periods. The average growth rate of the
rich countries declined by a factor of two, while in the larger
sample it declined by a factor of three. Finally, the coefficient of
variation of the growth rates of the rich countries was 0.35 in
both periods, while it increased by a factor of three (from 0.733
to 2.091) in the larger group.

An important difference between the rich and poor countries
is that even after the worldwide slowdown in economic growth
that followed the oil crisis, none of the rich countries experi-
enced a prolonged period of declining income per capita. The
story was different for the poor countries in the larger sample.

Backg round
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Figure 1.3 indicates that while prior to the oil crisis only nine
countries had negative growth rates, afterward that number in-
creased to thirty-two. This group includes Angola, Chad, Haiti,
Mali, and Somalia, in which the standard of living deteriorated
by frightening proportions.8

Despite the volatility of the post–World War II period, it has
been a time of remarkable growth. Maddison (2001) provides es-
timates of economic growth for the longest span of time. His es-
timates of the average rate of growth of income per capita for the
world economy are presented in Figure 1.5. According to these
data, growth was negligible from the Middle Ages to the Indus-
trial Revolution, and it picked up in earnest only in the nine-
teenth century. From the early part of the nineteenth century
until World War I growth accelerated dramatically. World War I,
the Great Depression between the wars, and World War II slowed
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down growth. But even during those years of upheaval growth
remained high by historical standards. World War II was fol-
lowed by the Golden Age of economic growth, a period of rapid
expansion not matched by any other historical episode.9 The
Golden Age lasted until the early 1970s. With the outbreak of
the oil crisis in 1973, economic growth slowed down. Neverthe-
less, judged by historical standards, growth remained high even
after the oil crisis.

To summarize, average income per capita has grown signifi-
cantly since World War II, and at a high rate by historical stan-
dards. Growth rates have been uneven, however, and the dispar-
ity in income per capita between rich and poor countries has
increased. In order to understand these developments we need
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to identify forces of convergence, which have induced countries
with low income per capita to catch up with the rich countries,
and forces of divergence, which have induced rich countries to
forge even further ahead of the poor countries. And we also need
to understand why average income per capita has grown overall,
and at an accelerated rate in recent decades.
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2

A C C U M U L A T I O N

We have seen that the average income per capita of
many countries has grown substantially in the

post–World War II period, but that national growth rates were
very uneven, high in some countries and negative in others. The
question is, Why? Or more precisely, What mechanisms drove
these large improvements in the standard of living? And why did
they work to the benefit of some countries but not others?

Macroeconomists have emphasized the accumulation of phys-
ical and human capital as major forces behind income growth.
Physical capital consists of the stock of machines, equipment,
and structures, while human capital consists of the stock of edu-
cation and training embodied in the labor force. Accumulation
of these factors was thought to respond to economic incentives,
which is why they have gained center stage in the analysis of eco-
nomic growth. The same macroeconomists treated technological
change as an exogenous process, however, that is, as one outside
the influence of economic incentives. As a result, they paid only
rudimentary attention to technological change.



Following this tradition, I discuss in this chapter the contribu-
tion of factor accumulation to economic growth, treating tech-
nological change as an exogenous process. In the next chapter I
show, however, that productivity is even more important than
these factors in explaining income differences and growth rate
differences across countries. Motivated by this evidence, I will ex-
amine the possibility that technological change may be endoge-
nous, and I will discuss that and other determinants of produc-
tivity levels in Chapter 4.

Capital Accumulation

The main insights about the effects of capital accumulation on
growth are due to Solow (1956, 1957), who is the founder of the
neoclassical growth model. They can be summarized with the
aid of Figure 2.1, in which the horizontal axis represents the
economy’s capital intensity, defined as the ratio of capital to ef-
fective labor. Effective labor is measured in efficiency units. It is
the product of labor hours and a measure of the productivity of
labor.

The vertical axis represents both the ratio of saving to effective
labor and the ratio of the replacement requirement to effective
labor. Superimposing two coordinate systems like this allows us
to depict not only the relationship of each of these ratios to cap-
ital intensity but also their relationship to each other. One curve
describes saving per effective unit of labor. In this model aggre-
gate saving equals a constant fraction of income. The curve is
concave, because—due to the declining marginal productivity of
capital—the adding of a unit of capital adds less to output the
larger the capital stock. The ray through the origin describes the
investment in capital per effective unit of labor that is needed to
keep the capital-labor ratio at its original level, assuming that
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the population grows at a constant rate, that capital depreciates
at a constant rate, and that labor productivity improves at a
constant rate. The required investment compensates the capital
stock for population growth, capital depreciation, and techno-
logical progress. A larger population supplies more working
hours. As a result, the capital intensity would decline if the cap-
ital stock were to remain constant. Investment is needed to re-
store the original capital intensity. Depreciation reduces the cap-
ital stock. Therefore investment is needed to restore the original
capital stock and the original capital intensity. And, finally, tech-
nological progress that raises the productivity of workers ex-
pands the effective supply of labor. If the stock of capital did not
change, the capital-labor ratio would decline. Therefore, again,
investment is needed to restore the original capital intensity.

Whenever saving exceeds the replacement requirement, invest-

Accumulat ion
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ment exceeds the amount needed to maintain constant capital
intensity. As a result, the capital-labor ratio rises. But when sav-
ing falls short of the replacement requirement, the ratio of cap-
ital to effective labor declines. The arrows on the horizontal axis
show the implied directions of change in capital intensity. A
long-run equilibrium is attained when saving equals the re-
quired replacement. Such an equilibrium is depicted by point E,
where the two curves intersect.

Solow developed his theory in order to explain the effect of
capital accumulation on the growth of a single country. Never-
theless, his framework has been repeatedly used to compare
growth trajectories of different countries. To make such compar-
isons, one assumes that Figure 2.1 applies to every country in the
sample.1 Under the circumstances, capital intensity rises in coun-
tries with capital-labor ratios to the left of the long-run equilib-
rium point, and so does output per effective unit of labor.2 Since
labor productivity rises as well, output per capita grows.3 In the
long run, the capital intensity stabilizes. As a result, output per
effective unit of labor stabilizes as well. It then follows that out-
put per worker grows at a constant rate, which equals the rate of
technological progress. During the transition to the long-run
equilibrium, however, the rate of growth of output per capita de-
clines. It starts higher than the rate of technological progress
and it gradually declines to the rate of technological progress.

Countries with capital intensity to the right of point E save
less than is necessary to preserve their capital intensity. As a re-
sult, in every such country the capital intensity declines. The de-
cline in capital intensity proceeds until it reaches its long-run
equilibrium level. During the transition, the growth rate of out-
put per capita converges to the rate of technological progress.4

Two important features of accumulation-driven growth
emerge from this discussion. First, the growth rate of income per
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capita converges to the rate of technological progress in the long
run. Since the rate of technological progress has been assumed
to be constant, however, this implies that the long-run rate of
growth cannot be affected by the state of the economy or by eco-
nomic incentives.5

Second, growth rates vary with capital intensity: the growth
rate of income per capita is lower the higher the capital-labor ra-
tio. This has two implications: (a) the growth rate of a country
declines over time when its capital intensity rises, and its growth
rate rises over time when its capital intensity declines; and (b) in
a cross-country comparison, countries with higher capital inten-
sity grow more slowly.

How well does this model explain the data? I will discuss parts
of the evidence in this chapter and other parts in the next.

Convergence

The negative relationship between the growth rate of output per
capita and the initial capital-labor ratio—a key implication of
Solow’s model—has been empirically examined in many studies.
King and Rebelo (1993) provide one example.6 They analyzed the
evolution of the U.S. economy over the course of one hundred
years, when income per capita increased sevenfold. They asked
whether transitional dynamics driven by capital accumulation
could explain this rise, and concluded that it could not explain
even half. Calibration of the model to the data implied, for ex-
ample, unreasonably high marginal productivity levels of capital
in the early phases. These would have implied in turn real inter-
est rates in excess of 100 percent, far above the real interest rates
in the data. Various modifications to deal with this counterfac-
tual implication produced other inconsistencies.

Unlike this study, many others have looked for evidence re-
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garding Solow’s model in cross-country correlations between
capital intensities and growth rates of output per capita. Since
output per capita is an increasing function of capital intensity
and data on output per capita are more reliable and more avail-
able than data on capital intensity, those studies examined the
correlation between initial levels of output per capita and its
subsequent growth. Controlling for variables that affect steady
states, they found a negative correlation, consistent with the the-
ory. Barro and Sala-i-Martin (1992) named this finding condi-
tional convergence. It is one of the most robust relationships in
these data.

Cross-country variations in rates of saving and population
growth generate differences in long-run capital intensities. On
the one hand, it can be shown with the aid of Figure 2.1 that
a higher saving rate accelerates the short-run rate of per capita
income growth and raises the long-run capital intensity. On the
other hand, higher population growth reduces the short-run
rate of growth and the long-run capital intensity. For these rea-
sons estimates of conditional convergence need to control for
cross-country variations in saving rates and rates of population
growth. These studies did control for such variations, but they
assumed that the shape of the production function and the rate
of technological change were the same in all countries.

Barro and Sala-i-Martin (1992) found that income per capita
converged to its long-run value at a rate of about 2 percent per
annum.7 That is, about 2 percent of the gap between the initial
income per capita and its long-run value is closed every year.
This represents a very slow transition to the long-run equilib-
rium.8 The magnitude of this rate of convergence is closely re-
lated to the elasticity of output with respect to the capital stock,
which measures how readily output changes when the capital
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stock changes. The higher this elasticity, the faster the transi-
tion.

Barro and Sala-i-Martin pointed out that while the data sup-
port the hypothesis of conditional convergence, they do not sup-
port the hypothesis of convergence that is not conditioned on
steady states, that is, the hypothesis of unconditional convergence.
Their findings are consistent with the evidence from the previ-
ous chapter, where it was shown that incomes per capita in a
large sample of countries have not converged in the post–World
War II period. There is evidence of convergence within the group
of rich countries, but not across the groups of rich and poor
countries.

These results pose the following question: What are the forces
of divergence in the world economy? If incomes per capita were
driven by capital accumulation and a common rate of techno-
logical progress only, then growth rates between the poor and
the rich countries would have converged. The reason is that cap-
ital is more productive in the capital-scarce countries, which are
poor, thereby providing an incentive for faster capital accumula-
tion in the developing part of the world. As a result, their income
per capita should have grown faster. But it has not. This means
that other factors must have played a major role in shaping pat-
terns of growth.

One may suspect that the absence from this discussion of
an explicit role for human capital accumulation is responsible
for the gap between this theory and the data. It is not. I will dis-
cuss the evidence on human capital at a later stage. Here let me
point out only that, as long as the accumulation of human cap-
ital is also subject to declining marginal productivity, its inclu-
sion does not change the basic predictions. Countries with lower
human and physical capital, where capital is more productive,
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should grow faster than countries with more highly educated
workers and larger stocks of physical capital. And in the long
run, the rate of growth of income per capita should equal the
rate of technological progress. In these circumstances condi-
tional convergence would still hold. As a result, we would still ex-
pect the gap between the poor and rich countries to close over
time.9 Lack of convergence therefore suggests that accumulation
is not the dominant force.

Convergence of income per capita as a result of capital accu-
mulation should have been particularly strong after 1980, when
international capital mobility began to expand rapidly.10 With
the removal of barriers to the international flow of capital, inves-
tors find it much easier to seek out countries with high returns
to capital and to invest in them. Since countries with low capital-
labor ratios have high returns to capital, they should attract for-
eign investment from the rich countries, whose capital inten-
sity is high. But we do not observe large flows of capital from
rich to poor countries. In fact, most of the international capital
flows—in the form of foreign direct investment and portfolio in-
vestment—take place within the group of rich countries. It there-
fore must be that either the productivity of capital is not particu-
larly high in the less-developed countries, the risk of investing in
those countries is much higher than the risk of investing in the
rich countries, or the Solow model does not provide an adequate
framework for dealing with these issues.11

Lucas (1990) made a forceful argument. He pointed out that
in 1985 the United States had an income per capita that was fif-
teen times higher than in India. Had this difference been the re-
sult of differences in capital intensity only, the rate of return on
capital in India should have been fifty-eight times higher than in
the United States. With such a large difference in rates of return,
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U.S. investors should have moved funds to India en masse. But
on the contrary, no large capital flows from the United States to
India were recorded at that time.

Lucas thought that quality differences between Indian and
American workers might be affecting the numbers. When he
made corrections for differences in human capital, however, the
gap between the rates of return on physical capital shrank, but
did not disappear. Using estimates from Krueger (1968), Lucas
calculated that an American worker was five times more produc-
tive than an Indian worker. Therefore, measured in capital per
effective unit of labor, the corrected U.S. capital intensity was
only one-fifth of the original estimate. As a result the corrected
rate of return to capital in India was only five times higher than
in the United States. A much smaller gap, to be sure, but still
large enough to trigger major capital flows, which did not take
place. The puzzle persisted.

Differences in Income per Capita

Mankiw, Romer, and Weil (1992) examined another implication
of Solow’s model. They assumed that all countries have the same
Cobb-Douglas production function, the same rate of technolog-
ical change, and the same rate of capital depreciation. With these
assumptions they showed that the cross-country variation in in-
come per capita is a simple function of the cross-country varia-
tion in the rate of saving, the rate of population growth, and the
initial level of labor productivity. Assuming, in addition, that ev-
ery country is in its long-run equilibrium and that initial differ-
ences in the logarithm of labor productivity are randomly dis-
tributed across countries allowed Mankiw, Romer, and Weil to
estimate this equation.

Accumulat ion
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Their estimates explain about 60 percent of the 1985 cross-
country variation in income per capita for a mixed sample of
ninety-eight non–oil producing developed and developing coun-
tries.12 However, when they recovered the implied share of capital
in national income from these estimates, they found it to be al-
most twice as large as direct estimates of the capital share.

To deal with this discrepancy, Mankiw, Romer, and Weil
added human capital accumulation to their model. Parallel to
the accumulation of physical capital, they assumed that a fixed
fraction of income was spent on investment in human capital.
They used the secondary school enrollment rate in the working-
age population as a proxy for the fraction of income invested in
human capital. With these modifications, the estimated equa-
tion explains close to 80 percent of the 1985 cross-country varia-
tion in income per capita. Importantly, the share of physical cap-
ital in income that is recovered from these estimates equals 31
percent, which is close to the directly computed capital share.

Mankiw, Romer, and Weil concluded that their modified ver-
sion of Solow’s model, which accounts for the accumulation of
physical and human capital, explains the data well. This position
was echoed in Mankiw (1995). Should we accept this view and
conclude that this model provides a satisfactory explanation of
economic growth? I do not think so, and I explain why in the
next chapter.
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3

P R O D U C T I V I T Y

Productivity is an elusive concept. It is used to de-
scribe a variety of characteristics that affect the

relationship between inputs and outputs. I use, for example, a
coefficient that converts labor hours into effective labor units to
measure labor productivity. Labor-augmenting technological change
is represented by the growth of this coefficient.

Technological change need not be labor augmenting, however.
It can also be capital augmenting or land augmenting. That is,
improvements in technology can enhance the productivity of la-
bor, capital, or land, and they can enhance the productivity of
various inputs to different degrees.

In addition to these input-biased productivity improvements,
technological change can raise output by a factor of proportion-
ality that is independent of the composition of inputs employed
in production. This type of proportional shift is called Hicks-
neutral technological change. To illustrate, suppose that there is
a 3 percent Hicks-neutral improvement in productivity. Then a
combination of inputs that used to produce 1 trillion dollars of



output at constant prices now produces 1.03 trillion dollars of
output. And a combination of inputs that was capable of pro-
ducing 400 million dollars’ worth of output, now produces 412
million dollars. And these output changes do not depend on the
inputs used to produce the 1 trillion or 400 million dollars’
worth of output.

Finally, economists use the concept of total factor productivity
(TFP) to measure the joint effectiveness of all inputs combined
in producing output. Changes in TFP, which are separate from
changes in inputs, represent the joint effects of all input-aug-
menting technological improvements and the effect of Hicks-
neutral technological change.1

Having multiple concepts of productivity requires some care
in the use of this term. Such care is not always exercised, how-
ever. The term “labor productivity” is often used to describe out-
put per worker or output per hour, rather than the labor-aug-
menting productivity measure. It also is common to use the
term “productivity” as a shorthand for “labor productivity.” To
avoid confusion, I will refer to the productivity of an input as the
size of the coefficient that converts natural units of the input,
such as hours of labor or acres of land, into effective units of the
input. Growth in the productivity of an input will therefore refer
to growth of this productivity coefficient, in line with the discus-
sion in the previous chapter.

How can we measure the extent to which inputs have become
more productive? The answer depends on how narrowly we de-
fine inputs and on how carefully we specify the production rela-
tionships. As an example, consider labor. Some workers have
only a primary school education, others have a secondary school
education, and still others have college degrees. An hour of work
of a college graduate is, of course, not identical to an hour of
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work of a high school dropout. And the contribution to output
of each one of them depends on her job. Experience may also be
important. A worker with ten years of experience is typically
more productive than a worker with only one year of experience.
For this reason the aggregation of all working hours into a single
measure of labor input, without accounting for differences in
education and experience, does not provide an accurate measure
of labor input. To convert these hours into effective labor units,
we need to design a labor productivity measure that accounts for
the heterogeneity of the labor force. The correction of employ-
ment for education and experience creates a measure of human
capital. But these corrections may not be enough to fully reflect
changes in labor productivity, because changes in technology or
in workplace organization can further improve the productivity
of workers.

As with labor inputs, capital inputs also need adjustment for
quality. Drilling machines that were produced in 1950 do not
yield the same services as drilling machines that were produced
in 1990. And changes in technology and the organization of
work affect to different degrees the productivity of machines of
different types, ages, and qualities.

Growth Accounting

Economists have been measuring the contribution of inputs
to output growth for many years. An elaborate methodology,
known as “growth accounting,” has developed for this purpose.
Solow (1957) provided the most important early contribution.2

The central idea behind growth accounting is that the growth
of output can be decomposed, or broken down, into compo-
nents that can be attributed to the growth of inputs and a resid-
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ual growth rate that is not attributed to the growth of inputs.
The rate of growth of output that is attributed to a particular in-
put equals the input’s share in GDP multiplied by the rate of
growth of the input.3 Thus the contribution of all inputs com-
bined equals a weighted average of the growth rates of inputs, in
which the weight of every input equals its share in GDP. As an
example, suppose that the labor share is 60 percent and the cap-
ital share is 40 percent. Also suppose that labor hours grow at 2
percent per annum and the capital stock grows at 1 percent per
annum. Then the contribution of these inputs to output growth
is 1.6 percent.

As it happens, the contribution of inputs to output growth
does not necessarily equal the rate of output growth. In a typical
data set the growth of output exceeds the contribution of inputs.
The difference between the rate of growth of output and the
contribution of input growth represents the rate of growth of
total factor productivity. That is, it represents the aggregate ef-
fect of the various forms of technological change. If, for exam-
ple, output growth were 4 percent in the numerical example
from the previous paragraph, it would imply TFP growth of 2.4
percent. So in this example the output growth of 4 percent is
decomposed into a 1.6 percent growth rate attributable to the
growth of inputs and a 2.4 percent growth rate of TFP. It is cus-
tomary to describe the ratio of the growth rate of TFP to the
growth rate of output as the fraction of growth that is “ex-
plained” by TFP growth. In the example this fraction is 0.6. That
is, 60 percent of the growth rate is due to productivity improve-
ments.

How much output growth is attributed by growth accounting
to improvements in TFP and how much to the growth of inputs
depends, however, on the ways in which the input measures are
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constructed. If, for example, labor input is measured in hours,
unadjusted for education and experience, then in an economy
with rising average years of schooling the contribution of
schooling to the quality of the labor force will be attributed to
TFP growth. Similarly, if the measured stock of capital does not
account for quality improvements, the contribution of a rising
quality of capital will be attributed to TFP growth. More gener-
ally, all unmeasured improvements in the quality of inputs—im-
provements in technology, improvements in the organization of
production and distribution, the reduction of distortions (harm-
ful regulations or taxes), and improvements in government poli-
cies—will be attributed to TFP growth.

Solow (1957) calculated TFP growth in the U.S. nonfarm pri-
vate sector for the first half of the twentieth century. He found it
to be close to 80 percent of the rate of output growth. According
to this measure, an increase in TFP was the overwhelming source
of U.S. growth. Solow did not account for improvements in the
quality of inputs, however. Such improvements were introduced
by other researchers. Dale Jorgenson was instrumental in im-
proving the construction of quality-adjusted input variables, be-
ginning with the Jorgenson and Griliches (1967) study. These
improvements have substantially reduced the measured con-
tribution of TFP to output growth. Nevertheless, TFP has re-
mained a major source of growth, even in countries with the
finest quality adjustments.

Figure 3.1 shows the ratio of TFP growth to output growth
in the world’s seven largest economies—the G7—over the 1960–
1995 period. The estimates of TFP and output growth are from
Jorgenson and Yip (2001, tables 12.4 and 12.6), who used qual-
ity-adjusted capital stocks and labor inputs. Despite their careful
adjustments, close to 50 percent of Japanese output growth and
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more than 40 percent of German and Italian output growth are
attributed to TFP growth, indicating that it was important for
the growth of their output. Canada had the slowest pace of pro-
ductivity improvement and the contribution of its TFP to out-
put growth was the smallest, only 15 percent of the total. These
fractions are much smaller than the 80 percent found by Solow,
but they are substantial nevertheless.4

Another set of careful calculations was done by Young (1995)
for the four East Asian newly industrialized countries (NICs)—
Hong Kong, Taiwan, Korea, and Singapore—over the 1966–1990
period.5 For these countries the ratio of TFP growth to output
growth is presented in Figure 3.2. Labor force participation in-
creased substantially during those years and in some of the
countries high saving rates led to fast accumulation of capital,
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an input. Taking account of these trends and adjusting in-
puts for quality improvements, Young found that only in Singa-
pore was TFP growth extremely small. In Korea TFP growth ac-
counted for 16 percent of output growth, in Taiwan it accounted
for 27 percent, and in Hong Kong for 31 percent. The rest of the
output growth was attributed to accumulation. These findings
led Krugman (1994) to argue that the miracle rates of output
growth that existed in these countries were not sustainable, be-
cause growth that is driven by accumulation has to decline due
to the declining marginal productivity of capital.6

Causality

Although growth accounting decomposes output growth into
the contribution of inputs and the contribution of total factor
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productivity,7 it does not unveil the causes of economic growth.
This important point is often overlooked.

Consider, for example, Korea, in which the rate of TFP growth
was 16 percent of the rate of output growth between 1960 and
1990 (see Figure 3.2). One may be tempted to conclude from this
figure that TFP played a minor role in Korea’s growth process,
and that the accumulation of inputs—and in particular of cap-
ital—was the main engine of growth. True, Korea had a large
saving rate and it invested at extremely high rates. But these in-
vestment rates responded at least partially to the evolution of
productivity. High productivity makes investment more profit-
able. Therefore high productivity induces capital accumulation.
As a result, fast accumulation of capital is often a reflection of
high TFP, or an expected high rate of productivity growth. Part
of the output growth that is attributed to capital is, in fact,
driven by productivity growth. In other words, productivity—not
capital accumulation—should be credited with this fraction of
output growth.

To illustrate, consider a Solow-type economy, discussed in the
last chapter, in which the population is not growing and the rate
of technological change equals zero. Suppose the economy is in
a steady state, that is, the capital stock is constant and the cap-
ital-labor ratio is at a level that equates saving with the required
replacement of capital.

Now suppose that the economy experiences an instant once-
and-for-all Hicks-neutral productivity improvement of 2 per-
cent. That is, it becomes more productive by 2 percent, but no
further productivity gains take place. Solow’s model predicts
that under these circumstances the capital stock will gradually
rise to a new steady-state level. In the new steady state, output
will be higher due both to the 2 percent productivity improve-
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ment and to the accumulation of capital. Note, however, that in
the absence of a productivity improvement no accumulation of
capital would have taken place. Therefore one may argue that in
this example the entire growth of output should be attributed to
productivity growth. Growth accounting, however, would attri-
bute part of the growth of output to capital accumulation.8

The causal relation between productivity and investment illus-
trated by this example is important not only for a proper ac-
counting of the sources of economic growth, but also for the sta-
tistical estimation of equations that explain income per capita.
Mankiw, Romer, and Weil (1992) provide an illustration. They
assumed for estimation purposes that all countries had the same
productivity trend, so that TFP grew at the same rate in all of
them. They also assumed that the initial levels of TFP differed
across countries, but only by a random factor that was not corre-
lated with investment. These assumptions helped them to iden-
tify the coefficients of an equation that explains 80 percent of
the cross-country variation in income per capita. On the basis of
this finding, they concluded that a simple Solow-type model
with a common rate of TFP growth provides a satisfactory expla-
nation of the variation of income per capita across countries.

But Grossman and Helpman (1994a) argued that these as-
sumptions are too restrictive, and that they bias the estimates
in a systematic way. They first pointed out that the rates of
TFP growth differed across countries, contrary to the Mankiw,
Romer, and Weil assumption.9 Then they showed that the rate of
TFP growth and the investment-to-GDP ratio were positively
correlated in a sample of twenty-two countries over the period
1970–1988.10 This correlation biases the Mankiw, Romer, and
Weil estimates, because “if investment rates are high where pro-
ductivity grows fast, the coefficient on the investment variable
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will pick up not only the variation in per capita income due to
differences in countries’ tastes for savings, but also part of the
variation due to their different experiences with technological
progress” (Grossman and Helpman 1994a, 29). In other words,
in the presence of this correlation, estimates of the cross-country
variation in income per capita or the growth rate of income per
capita attribute to investment more explanatory power than it
deserves.

A similar insight arises from the work of Islam (1995). Like
Mankiw, Romer, and Weil, he also assumed that the rate of TFP
growth was common to all countries. But unlike them, he al-
lowed the initial levels of TFP to differ. Estimating the TFP levels
jointly with the income per capita equation, he found substan-
tial variation in TFP levels across countries. His results attribute
the cross-country differences in income per capita mostly to vari-
ations in TFP levels, and much less to variations in investment
rates.11

Productivity Differences

I have noted that productivity levels vary across countries. By
how much they vary can be seen in Figure 3.3, which shows the
1960–1985 average productivity levels of fourteen countries rela-
tive to Somalia, out of a sample of ninety-six countries for which
Islam (1995) provided estimates.12 Somalia was chosen as the
benchmark because it had the lowest TFP level. The variations
are huge. Sweden, for example, was twenty times more produc-
tive than Somalia; Hong Kong was forty times more productive.
Although estimates of this sort have to be treated with caution,
they do reveal the large variations in productivity levels that exist
across countries.
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Islam did not control for differences in education, however.
For this reason his estimates of TFP partly reflect differences in
the quality of the labor force. Nevertheless, his estimates are
highly correlated with the TFP estimates of Hall and Jones
(1999), who did account for differences in education. In particu-
lar, the Spearman rank correlation coefficient of the two sets of
estimates equals 0.9, which is very high (see Islam 2001).13 Yet
the estimated relative productivity levels differ substantially for
some countries. An extreme example is Jordan, for which Islam’s
estimate is 25 percent of U.S. productivity while Hall and Jones’s
estimate is about 120 percent of U.S. productivity. These differ-
ences notwithstanding, both sets of estimates show large cross-
country variations in TFP.

Product iv i ty

29

45

40

35

30

25

20

15

10

5

0

Som
ali

a
In

dia

Honduras

Philip
pin

es

Pak
ist

an

Tunisi
a

S. K
orea

S. A
fri

ca

M
ex

ico
Isr

ae
l

Swed
en

Jap
an US

Can
ad

a

Hong Kong

Figure 3.3 TFP levels relative to Somalia, 1960–1985 average. Data from

Islam (1995).



Not only do TFP levels differ across countries, but so do rates
of TFP growth. This fact is illustrated in Figure 3.4 for twenty-
one rich countries.14 While Norway and Japan experienced
growth of TFP in excess of 2 percent per annum, New Zealand
and Switzerland had growth rates below 0.5 percent.

Another interesting fact concerns the relationship between
TFP and income per capita. Figure 3.5 depicts this relationship
for the ninety-six countries in Islam’s sample. It is apparent that
the two are positively correlated. Countries that had high levels
of average TFP in the 1960–1985 period also had high income
per capita in 1990. The same relationship was found between av-
erage TFP levels in 1960–1985 and income per capita in 1960.15

In other words, rich countries are highly productive; poor coun-
tries are not. Since rich countries also have more capital per
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worker and their workers are better educated, it follows that
their income per capita is higher for all three reasons: more cap-
ital, more human capital, and higher productivity.

Sources of Income Variation

Rich countries have an advantage in all three major determi-
nants of income per capita. But how important is the variation
in inputs as opposed to productivity in explaining the cross-
country variation in the level of income per capita and the
growth rate of income per capita?

Hall and Jones (1999) provide a telling illustration. In their
data, income per worker is thirty-five times higher in the United
States than in Niger. But the difference in capital intensity ex-
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plains a ratio of only 1.5, while the difference in education levels
explains a ratio of 3.1. It follows from this calculation that differ-
ences in inputs explain an output-per-worker ratio of about 4.7.
TFP differences explain the residual ratio, which equals 7.7. Evi-
dently the difference in productivity is much more important
than the differences in capital and education in explaining the
poor performance of Niger relative to the United States.

Is this example representative? The answer is yes. Klenow and
Rodríguez-Clare (1997) decomposed the cross-country variation
in income per worker into fractions that can be attributed to dif-
ferences in physical capital, human capital, and TFP. The decom-
position proved to be sensitive to the ways in which education
was measured. In particular, Klenow and Rodríguez-Clare ar-
gued that using secondary school enrollment rates as proxies
for human capital leads to an exaggeration of the role of educa-
tion in explaining differences in income per worker, because sec-
ondary school enrollment rates vary across countries much
more than other sensible measures of human capital. As a result,
they argued, Mankiw, Romer, and Weil (1992)—who used sec-
ondary school enrollment rates—attributed too much explana-
tory power to human capital and too little to TFP. Adding, for
example, primary school enrollment rates to secondary school
enrollment rates in the construction of the human capital index
significantly reduces the variation in human capital across coun-
tries, thereby reducing the prominence of human capital and
raising the prominence of TFP in explaining differences in in-
come per capita. A further shift of explanatory power from hu-
man capital to TFP occurs when human capital is measured as
an aggregate of all three enrollment rates: primary, secondary,
and tertiary.

Klenow and Rodríguez-Clare also constructed estimates of hu-
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man capital from average years of schooling and the effects of
schooling on earnings.16 They then recalculated the decomposi-
tion of the cross-country variation in income per worker into
fractions that are attributable to physical capital, human capital,
and TFP. And they found that in this case too, differences in TFP
play a large role in explaining differences in income. It follows
from their study that all sensible measures of human capital lead
to the same conclusion: more than 60 percent of the variation in
income per worker is explained by differences in TFP. The role of
TFP is even bigger in explaining the cross-country differences in
the growth rate of income per worker rather than the differences
in the level of income per worker. In the former case differences
in TFP account for about 90 percent of the variation.17

To summarize, there is convincing evidence that total factor pro-
ductivity plays a major role in accounting for the observed cross-
country variation in income per worker and patterns of eco-
nomic growth. We therefore need to understand what drives the
differences in total factor productivity. The next chapter exam-
ines one possible answer.
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4

I N N O V A T I O N

We have seen that living standards vary greatly
across countries, and that rich countries have

higher levels of income per capita because they have more capital
per worker, more educated workers, and higher levels of TFP. Im-
portantly, more than half of the variation in income per capita
results from differences in TFP. And the same applies to differ-
ences in growth rates of income per capita: more than half of the
variation results from differences in TFP growth. Students of
economic growth have concluded from this evidence that, in or-
der to understand the growth of nations, it is necessary to de-
velop a better understanding of the forces that shape total factor
productivity.

Technological change is an important determinant of TFP.
This was Solow’s original view, as well as the view of both his dis-
ciples and his critics. And Simon Kuznets, who produced land-
mark studies of the wealth of nations, was quite explicit about
his own conviction concerning the preeminence of technology:
“we may say that certainly since the second half of the nine-



teenth century, the major source of economic growth in the de-
veloped countries has been science-based technology—in the
electrical, internal combustion, electronic, nuclear, and biologi-
cal fields, among others” (1966, 10). Numerous economic his-
torians have also placed the evolution of technology at the cen-
ter of modern economic growth. Prominent among them are
Landes (1969), Rosenberg (1982), and Mokyr (1990). Their de-
tailed studies of technological change suggest that not only has
technological change been indispensable in the formation of the
modern industrial sector, but the process by which technology
has shaped economic activity has played out over long periods
of time. Prominent examples of the development and diffusion
of major technologies that spanned many decades include the
steam engine, which provided a reliable source of energy, and the
dynamo, which enabled flexible manufacturing through the use
of electricity in manufacturing plants. Economic historians have
urged economists to take a long-term view of the growth pro-
cess, because the impact of new technologies takes a long time to
diffuse.

Despite ups and downs, the average growth rate of the world
economy has accelerated over time (see Figure 1.5). This long-
run trend cannot be explained by the forces of accumulation
that are the cornerstone of Solow’s model, because his model
predicts declining growth rates. To reconcile the evidence on the
acceleration in the rate of growth with the evidence on accumu-
lation, technological change has to be rising over time, and ris-
ing fast enough to overcome the curtailing effects of accumula-
tion. This line of reasoning raises the natural question, Why has
the pace of technological change been rising over time? To an-
swer this question, we need a theory that explains technological
change.
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First Wave

Solow’s 1956 study engendered a stream of research during the
sixties, which extended and elaborated his basic approach. But
this effort came to a halt in the early seventies. And despite some
notable exceptions—such as Arrow’s (1962a) model of learning
by doing, Uzawa’s (1965) model of human-capital-driven pro-
ductivity improvements, and Shell’s (1967) model of inven-
tive activity—growth theory remained predominantly a theory of
exogenous technological change. As macroeconomists plunged
into debates about rational expectations and the effectiveness of
monetary policy, interest in growth economics faded away. New
Keynesian and New Classical approaches to business cycles occu-
pied center stage, while the study of growth remained on the
sidelines.

But then the interest in growth theory abruptly revived. After
years of neglect, it resurfaced with a vengeance in the 1980s. The
two key papers were by Romer (1986) and Lucas (1988).

Romer noted that historical data do not display declining
growth rates. First, the evidence about the world’s economic
leaders—the Netherlands in the eighteenth century, the UK in
the nineteenth century, and the United States in the twentieth
century—portrays rising rather than declining growth rates of in-
come per man-hour. That is, the UK grew faster than the Nether-
lands and the United States grew faster than the UK.1 Second,
using Maddison’s (1979) data on growth rates of GDP per cap-
ita, Romer calculated decade-long average annual growth rates
for eleven countries. For every country he then estimated the
probability that in two randomly drawn decades, the rate of
growth of the later decade would be higher. The results are de-
picted in Figure 4.1. The probabilities exceed one-half for each of
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the countries, implying that a country was more likely to experi-
ence a rising growth rate than a declining one. Third, he showed
that the rate of growth of the U.S. economy has been rising since
1800.2

This evidence led Romer to conclude that a Solow-type model
with a constant exogenous rate of technological change is inade-
quate for explaining long-run economic trends. Instead, he pro-
posed a model that emphasizes externalities in the accumulation
of knowledge. In this view, output depends on conventional in-
puts, such as labor and capital, but it also depends on an econ-
omy’s stock of knowledge. The stock of knowledge rises over
time, as business firms invest in knowledge accumulation. Every
firm has a production function in which output depends on the
firm’s private inputs, including the firm’s stock of private knowl-
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edge, and it also depends on the economy’s aggregate public
stock of knowledge. Therefore each firm has an incentive to in-
vest in private knowledge. Inadvertently, however, this invest-
ment contributes to the aggregate public stock of knowledge.
Hence the externality.

What motivated Romer to resort to externalities? In the pres-
ence of externalities there can be aggregate increasing returns to
scale, and yet every firm can be a price taker, because it perceives
a declining marginal productivity of the inputs under its direct
control. As a result, the specification of externalities provides
a convenient way for handling economies of scale without the
need to introduce a noncompetitive market structure. One can
view this specification as a dynamic extension of the static ver-
sion of external economies that was originally developed by Mar-
shall (1920). A similar extension was used by Arrow (1962a) in
his model of learning-by-doing. In Romer’s framework the ex-
ternality resides in knowledge; in Arrow’s framework it resides in
capital.

A firm that accumulates private knowledge inadvertently con-
tributes to the aggregate stock of public knowledge, and the
stock of public knowledge raises everyone’s productivity. Under
these circumstances the declining marginal productivity of pri-
vate knowledge permits all firms to behave competitively, that is,
to be price takers, while the economy encounters economies of
scale with rising marginal productivity of knowledge. Impor-
tantly, without diminishing returns to aggregate knowledge, the
growth rate does not have to decline; it can rise over time until it
converges on a constant growth rate in the long run, or it can
rise without bound.3 A model of this type is consistent with a va-
riety of growth patterns, including the patterns displayed by the
data.
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Lucas (1988) also resorted to externalities. Unlike Romer
(1986), however, he introduced them in human capital. In one
version of his approach, aggregate output was assumed to de-
pend on physical capital (that is, machines, equipment, and
structures), on aggregate human capital (measured as aggregate
skills), and on the average level of human capital of the work-
force. Physical capital and aggregate human capital were sub-
jected to diminishing returns, but their combined effect on out-
put was assumed to be larger the higher the average level of
human capital in the economy. Consequently, the externality re-
sided in the effect of average human capital on output.

Individuals were assumed to devote effort to the accumula-
tion of human capital. The rise in the individual stock of human
capital was a function of this effort and the level of human cap-
ital already attained. Using Uzawa’s (1965) specification of this
relationship, in which the rate of accumulation is proportional
to the stock of human capital, Lucas showed that such an econ-
omy grows in the long run at a rate that exceeds the rate of tech-
nological progress. Its growth rate depends on features of its
technology for producing goods and services and on features of
its “technology” for producing human capital.

In another version of human capital externalities, Lucas con-
sidered specialized human capital. A sector’s output level was as-
sumed to be proportional to the sector-specific stock of human
capital and to the workforce employed by the sector. Unlike the
pervious model, however, in this version the sector-specific hu-
man capital stock was assumed to grow as a result of sector-
specific learning-by-doing. The increase in the stock of human
capital was assumed to be proportional to the product of the
sector’s stock of human capital and the fraction of the workforce
employed by the sector. Under these circumstances the economy
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grows in the long run even without technological change, be-
cause learning-by-doing becomes an engine of growth. When
goods are highly substitutable for each other, the sector with the
fastest rate of learning grows in importance over time, until it
takes over the entire economy. And when goods are poor substi-
tutes for each other, the economy converges to a long-run equi-
librium with a balanced sectoral structure, in which the rate of
growth of human capital is the same in every sector.

Models of human capital accumulation require careful inter-
pretation. More often than not, empirical researchers use mea-
sures of human capital that are based on years of schooling.
In this event, human capital per person cannot grow without
bound, because individual lifetimes are finite. As a result, the
growth of human capital cannot be a source of permanent eco-
nomic expansion. In contrast, many theoretical models, such as
Lucas’s (1988) model, view human capital as a measure of skills
that can expand without bound. Under these circumstances hu-
man capital accumulation can serve as a source of permanent
long-run growth. It is clear that alternative treatments of human
capital have dramatically different implications. One major issue
that arises in this context is whether human capital is embodied
in human beings only or also in the society. After all, if hu-
man capital is not embodied only in individuals, how different
is it from Romer’s “stock of knowledge”? My sense is that both
the conceptual and the operational meanings of this distinction
have not yet been sufficiently clarified.

Education is an important mechanism for human capital for-
mation, and productivity-weighted years of schooling provide a
natural yardstick for measuring the stock of human capital. As
already noted, however, the accumulation of this type of human
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capital cannot feed long-run growth. Despite this limitation, re-
searchers have found repeatedly that education plays a major
role in economic growth. Using growth accounting, Goldin and
Katz (2001) found that during the twentieth century about a
quarter of the U.S. growth in income per worker was due to the
rise in education.4 And Mitch (2001) found that while the spread
of primary education in Europe in the late nineteenth cen-
tury made only a modest contribution to European economic
growth, the spread of secondary and tertiary education in the
twentieth century had a large impact, though not as large in Eu-
rope as in the United States. Finally, Young (1995) found that
the rise in years of schooling played a central role in the growth
of the Asian NICs. Similar results have been obtained for many
other countries and for different periods of time. Education
plays an important role in accounting for the time pattern of
economic growth and the cross-country variation in income per
capita.5

The remaining question to examine is whether there are hu-
man capital externalities, because such externalities are required
for human-capital-driven sustained long-run growth. On this
point the evidence is mixed. On the one hand, Acemoglu and
Angrist (2001) did not find such externalities in micro data, and
Cohen and Soto (2001) did not find such externalities in macro
data. In particular, Cohen and Soto found that the rate of return
on investment in education, estimated from macro data, is com-
parable in size to the rates of return that have been estimated
from micro data sets with wage equations. On the other hand,
Moretti (2002) found positive externalities from college gradu-
ates on wages of other workers. Specifically, he found that wages
of otherwise similar workers are higher in U.S. cities with larger
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shares of college graduates in the labor force. This implies that
the social rate of return on higher education is higher than the
private rate of return.

I view these findings—namely, that economists have not been
able so far to turn out decisive evidence in favor of human cap-
ital externalities—as tentative only. My strong prior assumption
is that workers do learn from each other, and therefore one
should expect a worker to be more productive in an environment
with more-educated coworkers. There are many difficulties in es-
timating externalities generally and human capital externalities
in particular, and Krueger and Lindahl (2001) discuss some of
the problems involved. For these reasons the current evidence is
unlikely to be definitive.

Are there externalities in the accumulation of knowledge?
Arrow (1962b) comprehensively analyzed the allocation of re-
sources to inventive activities, and answered affirmatively. Romer
(1986) expanded this discussion, arguing forcefully that not only
do such externalities exist, but they are a major feature of mod-
ern economies and a source of economic growth. The key argu-
ment advanced by Arrow was that information, unlike ordinary
goods, can be repeatedly used by individuals and business firms
without being depleted, and that individuals and business firms
cannot be excluded from the use of information that becomes
public. For this reason the benefits of new knowledge are not
limited to its original creators: hence the externality.6

Research and development (R&D) creates new knowledge. As
a result, if knowledge externalities do exist, they should show up
in R&D activities. And indeed many empirical studies point to
the existence of externalities in R&D. Griliches (1979) reported
high rates of return on R&D investment for the postwar pe-
riod. First, private rates of return were high. In the United States,
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which has been studied in some detail, these rates were more
than twice as high as the rates of return on investment in physi-
cal capital. In other countries this ratio was even higher.7 Al-
though part of this gap may reflect the required compensation
for higher risk, it is unlikely that the entire gap was due to this
compensation. Second, estimated rates of return doubled when
account was taken of spillovers across firms in the same sector,
and they rose further when account was taken of the spread of
benefits from sectors that invested in R&D to technologically re-
lated sectors.8 It seems evident that the social rate of return to
R&D investment is much higher than the private rate of return,
a clear indication of externalities. This evidence justifies the sec-
ond wave of “new” growth theory, which has emphasized innova-
tion as a proximate source of productivity growth.

Second Wave

Romer (1990) also initiated the second wave of research on the
“new” growth theory. Instead of the aggregate approach to
knowledge accumulation that he had pursued in 1986, in 1990
he developed a disaggregated model of the business sector in or-
der to study the evolution of productivity. In this model, busi-
ness firms invest resources in R&D in order to develop new prod-
ucts. The blueprints for these products are protected by patents.
As a result, innovators gain monopoly power which they can use
to beef up profits, and the additional profits provide incentives
for investment in R&D. As with many other types of investment
opportunities, innovators make investment decisions on the ba-
sis of a comparison of the present value of future profits from
their investment with the upfront R&D costs. Competition at-
tracts entrants into the invention activity up to the point at
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which the private rate of return to R&D is equalized with the
rate of return on alternative investment projects.

The private return to R&D depends on institutional features,
such as the length of patent protection, the coverage of trade-
mark protection, the efficacy with which the legal system pro-
tects intellectual property rights, and the nature of the regula-
tory framework within which business firms operate. Be this as it
may, no system provides full protection. As a result, some useful
knowledge that is generated in the course of inventive activities
within one firm becomes available to others.

Romer formalized a mechanism that captures these effects.
A major novelty was his modeling of the relationship between
the productivity of resources in R&D and the cumulative invest-
ment in it. In the model, innovators aim to invent new products,
which provide them with profits and thereby an incentive to in-
novate. But inadvertently, they also create knowledge that is not
embodied in blueprints and cannot be retained as a trade secret.
This “disembodied” knowledge becomes available to other inno-
vators and thereby reduces future R&D costs for everyone. Un-
der these circumstances, the stock of knowledge available to in-
novators is a function of past R&D efforts. The more R&D was
performed in the past the larger this stock and the cheaper it is
to do R&D today.

This mechanism—of forward R&D spillovers—reduces R&D
costs over time. But as more and more products are invented,
competition among their suppliers cuts into the profits of each
of them, leading to declining profits per product. It follows that
the incentive to innovate rises or declines over time, depending
on how fast the costs of R&D fall relative to profits. Romer iden-
tified technological features that lead to the balancing of these
forces, so that the incentive to innovate remains constant over
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time and, as a result, the resources deployed to R&D activities re-
main constant as well. An economy that follows this type of tra-
jectory experiences a constant rate of productivity growth. And
this rate is endogenous in the sense that it depends on the econ-
omy’s characteristics, especially features that determine the rate
of saving. Economies with higher savings rates grow faster be-
cause they allocate (endogenously) more resources to inventive
activities. Unlike Solow’s model, Romer’s model predicts a link
between resource allocation and productivity growth.9

A company that takes out a patent on an invention often
thereby discloses important information about its technology.
This information becomes public once the patent has been regis-
tered. Using patent citation data, Jaffe and Trajtenberg (2002)
have shown convincingly that this is an important channel of
technological diffusion. Unlike the studies that have identified a
gap between the social and private rates of return to R&D, which
provide evidence in favor of R&D spillovers but do not identify a
specific mechanism for their transmission, Jaffe and Trajtenberg
have identified an important mechanism that supports Romer’s
model.10

Romer (1990) analyzed an economy in which all products
are equally substitutable for each other and the available assort-
ment of products expands through innovation. Alternative ana-
lytical frameworks were developed by Grossman and Helpman
(1991a,b) and Aghion and Howitt (1992). In these models prod-
ucts improve along quality ladders. Every new product is highly
substitutable for a similar product of lower quality, but less sub-
stitutable for other products. As in Romer’s model, however,
there are forward spillovers from current innovators to future
innovators, because the existing quality provides a benchmark
from which innovators attempt to further improve the product.
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The resulting growth process is one of “creative destruction,” as
higher-quality products destroy market opportunities for older,
lower-quality products.11 Productivity grows over time as a result
of quality improvements. The rate of improvement varies across
sectors, because the sectoral improvement rates follow a random
process. Nevertheless, when an economy has many sectors, the
average rate of improvement is not stochastic, and this average
rate can be described by a well-defined function of the economy’s
characteristics. For some versions of this model the reduced-
form equations—which describe the links between an economy’s
features and its rate of growth—are almost identical to a version
of Romer’s model, despite the differences in approach. For this
reason Romer’s model of expanding product variety exhibits
similar dynamics to the expanding quality models of Grossman
and Helpman and of Aghion and Howitt.12

R&D Levels

Figure 4.2 presents data on investment in nondefense R&D as a
fraction of GDP in the seven largest economies (G7). The impor-
tant point to note is that there are wide variations in these ratios.
While Italy invested around 1 percent of its income during the
eighteen-year period from 1981 to 1998, Japan invested more
than 2 percent, and in 1998 the investment rate in Japan was
three times as high as in Italy. These data exhibit variation across
countries and variation over time. In larger samples of countries,
the variation was even greater. Sweden, for example, invested
more than Japan while Greece invested less than Italy.

Another point to note is that investment in R&D is substan-
tially smaller than investment in physical capital, which is often
five to ten times larger. Does this imply that investment in R&D
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is necessarily less important? No, for two reasons: first, because
the rate of return on R&D is many times higher than the rate
of return on investment in machines and equipment; and sec-
ond, because whenever R&D raises total factor productivity, the
higher TFP level induces capital accumulation. As a result, R&D
has both a direct and an indirect effect on output, and the indi-
rect effect can be large. I will discuss the quantitative nature
of this decomposition in the next chapter. At this point it suf-
fices to note that the model of quality ladders can be calibrated
to fit the U.S. data reasonable well (see Grossman and Helpman
1994a, 35).

A more detailed study of the U.S. economy is provided by
Jones (2002).13 He found that between 1950 and 1993 improve-
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ments in educational attainments, which amounted to an in-
crease of four years of schooling on average, explain about 30
percent of the growth in output per hour. The remaining 70 per-
cent is attributable to the rise in the stock of ideas that was pro-
duced in the United States, France, West Germany, the United
Kingdom, and Japan. Reviewing the evidence on the effects of
R&D on total factor productivity, Mohnen (1996, 56) reported
that one study attributed between 10 percent and 50 percent of
output growth in the major OECD countries to R&D growth, a
second study attributed 40 percent of U.S. TFP growth to R&D
spillovers, and a third study attributed 66 percent of TFP growth
in Japan to U.S. R&D growth.

Scale Effects

The first-generation models of innovation-driven growth were
criticized for their scale effects. In their simplest version, with
one input called labor, they predict that larger countries—that is,
countries with a larger labor force—will grow faster. The evidence
for the post–World War II period does not support this predic-
tion.14 Moreover, as Jones (1995a) argued, even when one exam-
ines the time pattern of the resources allocated to R&D and the
trend in total factor productivity, the relationship between these
two time series is not consistent with the models developed by
Romer (1990), Grossman and Helpman (1991a,b), and Aghion
and Howitt (1992). While the number of scientists and engineers
engaged in R&D was rising in France, Germany, Japan, and the
United States at a rapid rate over several decades, TFP growth
did not exhibit a comparable upward trend. If anything, TFP
growth slowed in many countries after the oil crisis of 1973.15

In response, the models were altered in various ways in or-
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der to dampen the effect of scale on the rate of productivity
growth.16 Jones (1995b) and Segerstrom (1998) introduced
crowding into the R&D activity, and thereby eliminated the
long-run effect of size on productivity growth. Young (1998)
combined the expanding-variety features from Romer’s (1990)
paper with the rising-quality features from the Grossman and
Helpman (1991a) and Aghion and Howitt (1992) papers into a
unified model without the effects of scale on long-run produc-
tivity growth. In Young’s model long-run productivity growth is
driven by growth in product quality. But a larger economy pro-
duces more varieties, which requires spreading the quality-im-
proving R&D effort over a wider range of products. As a result,
the additional resources that a larger economy attracts to prod-
uct-improvement activities are just sufficient to compensate for
the spread of these resources over more products, so that in the
end the average pace of improvement remains the same. To be
sure, there is a scale effect in this model, in the sense that income
per capita is higher in larger economies. But the growth rate of
income per capita is not.17

These modifications eliminated the influence of economic
policies on long-run growth that existed in the first-generation
models. As Young explained:

One can easily see how many policy interventions, which

in contemporary models of endogenous innovation influ-

ence the long-run growth of the economy, will be ineffec-

tive (in growth rates) in this model. Thus the imposition

of tariffs, on either a unilateral or multilateral basis, or

the provision of proportional R&D subsidies (which re-

bate a fixed share of R&D expenditures) will change the

total pool of rents available to entrepreneurs without in-
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fluencing the elasticity of demand with respect to prod-

uct quality. These policies will influence the level of in-

come, without changing its long-run growth rate. (1998,

52–53)

In response, Howitt (1999) modified Young’s model in a way
that allowed population growth to feed into the growth process.
His model gives rise to a long-run rate of productivity growth
that is higher in economies with faster population growth.
Moreover, unlike Young’s model, his model predicts a positive
effect of R&D subsidies on long-run growth and a positive effect
of savings.18

Alternative ways of circumscribing the effects of scale on the
longrun rate of growth have different implications for the long-
run time trend of the resources employed in R&D: the Jones
(1995b) model implies a constant real value of these resources,
while the Howitt (1999) model implies a growth rate of their real
value that equals the rate of real GDP growth. The evidence re-
ported in Aghion and Howitt (forthcoming) does not reject the
stationarity of the U.S. time series of the fraction of GDP spent
on innovative activities, which is consistent with Howitt’s model,
but it rejects the stationarity of the time series of real resources
employed in R&D, which is not consistent with Jones’s model.

All these developments notwithstanding, it is important to
note the inherent link in this theory between market size and the
incentive to innovate. Since the incentive to innovate is larger
the more plentiful are the monopoly profits from new prod-
ucts—be they horizontally or vertically differentiated—and since
the monopoly profits from new products are higher the larger
the market in which the products are sold, it follows that larger
markets encourage more R&D. There seems to be an inherent
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scale effect in this view of the world. One can magnify the
strength of this scale effect or one can dampen it, but one cannot
eliminate it.19

General Purpose Technologies

My discussion of technological progress has been confined so
far to studies that view it as an incremental process. This has
been the prevalent approach in the literature. Economic histori-
ans, such as Landes (1969) and Rosenberg (1982), have even ar-
gued that small improvements have been the predominant form
of technological change. There are exceptions, however. Best
known among them are the steam engine, electricity, and the
computer. Each one of these inventions was drastic rather than
incremental; each had the potential for pervasive use in a wide
range of applications, each triggered the development of many
complementary inputs, and each launched a prolonged process
of adjustment that included the reorganization of the work-
place.20 Bresnahan and Trajtenberg (1995) coined the term “gen-
eral purpose technologies” (GPTs) to describe technologies of
this type.21

Growth that is driven by general purpose technologies is dif-
ferent from growth driven by incremental innovations. Unlike
incremental innovations, GPTs can trigger an uneven growth
trajectory, which starts with a prolonged slowdown followed by a
fast acceleration. Different arguments have been offered to ex-
plain such cycles. First, Hornstein and Krusell (1996) and Green-
wood and Yorokolgu (1997) argued that the adoption of new
technologies requires firms to learn how to use them, and this
learning process slows down productivity growth. Second, Help-
man and Trajtenberg (1998) suggested instead that it takes time
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to develop complementary inputs that can be used with new
technologies, and that during the phase in which resources are
diverted to the development of these inputs, growth slows down.
Third, Helpman and Rangel (1999) argued that on-the-job train-
ing, which raises the productivity of workers, can be the source
of a slowdown. If experience is technology specific, then workers
who switch to a new technology lose some of their skills. They
may choose to switch nevertheless if they expect wages to grow
quickly as they accumulate experience with the new technology.
Under these circumstances growth may temporarily decline as a
result of the decline in labor productivity. All these arguments
have been used to explain the decline in productivity growth in
the post–oil crisis period, treating the introduction of comput-
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ing technology—or the microprocessor—as the arrival of a new
GPT.

This sharp decline in the growth rate of output per hour in
the U.S. business sector is depicted in Figure 4.3. From an aver-
age growth rate of more than 3 percent in the 1960s, the growth
rate declined to half this value in the 1970s and 1980s. And only
in the 1990s did the growth rate of output per hour accelerate.

Helpman and Trajtenberg (1998) also showed that a new GPT
can produce a cycle in the value of the stock market relative to
GDP. The arrival of a new GPT reduces the value of firms that
use the old technology. In the meantime the new technology is
not very productive, because it takes time to develop its comple-
mentary inputs and organizational forms. As a result, the value
of the stock market falls relative to GDP. The stock market is de-
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pressed despite the entry of firms based on the new GPT, because
their aggregate value is low initially. But as they become a larger
part of the economy, they exert a more pronounced effect on the
stock market. As a result, the stock market starts to rise faster
than GDP.

This type of evolution of the U.S. stock market was docu-
mented by Greenwood and Jovanovic (1999). As Figure 4.4
shows, there was a marked decline in the stock market relative to
GDP in the early seventies, from a ratio of one to about one-
half.22 The ratio started to rise in the late eighties, surpassing the
previous peak in the mid-nineties.23 The figure describes a long
cycle that is consistent with GPT-driven growth.
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5

I N T E R D E P E N D E N C E

We have seen that countries grow as a result of
physical and human capital accumulation, and

by improvements in total factor productivity. Productivity has
played a particularly large role in modern economic growth. It
accounts for more than half the variation across countries in in-
come per capita, and much more than half the variation across
countries in growth rates of income per capita. Therefore, to un-
derstand the sources of economic growth, one must understand
what causes productivity growth. But a satisfactory understand-
ing of economic growth also requires an appreciation of how
countries interact with each other, because countries’ income
levels are interdependent. In some instances this interdepen-
dence is direct, in others indirect, via productivity.

As a case in point, note that the high rate of growth of the
world economy between 1870 and 1913 occurred in a period of
rapid expansion of international trade, as did the rapid growth
of the world economy in the post–World War II era. These trends
are evident from a comparison of Figures 1.5 and 5.1.1 O’Rourke



and Williamson (1999) describe the years 1870–1913 as the first
wave of globalization, characterized by an unprecedented expan-
sion of international trade, investment, and migration. The sec-
ond wave of globalization occurred in the post–World War II era,
driven initially by trade and subsequently by trade and invest-
ment. Also apparent from these figures is the fact that during
the years between the two world wars—in which there was a ma-
jor retraction from a liberal trading order—trade declined and so
did growth. According to Figure 5.1, trade was 2 percent of GDP
in 1800 and increased to almost 21 percent in 1913, at the dawn
of World War I. After the war the trade ratio declined. It started
to rise again only after World War II, reaching the 1913 peak in
the early 1970s.

Are these developments in trade and growth coincidental? Or
is there an underlying relationship between the degree of inter-
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national integration and the growth of income per capita? The
main theme of this chapter is that international integration has
sizable effects on economic growth. Integration unleashes forces
of convergence on the one hand and forces of divergence on the
other. What these forces are and how they operate is elucidated
below.

Terms of Trade

Capital accumulation raises income per capita. As the capital-
labor ratio rises, however, the increasing capital stock contrib-
utes to output at a diminishing rate and the incentive to accu-
mulate declines. Growth is thus limited by the degree of dimin-
ishing returns, as we saw in Chapter 2.

This argument takes a different form in an open economy that
engages in international trade, because trade permits a coun-
try to specialize and specialization affects the return to capital.
Small countries in particular can avoid the curse of diminishing
returns, because their terms of trade are not sensitive to the size
of their capital stock.2

Consider, for example, a small country whose terms of trade
are fixed; that is, world prices of its exportables and importables
are constant, no matter whether the country grows or not. If this
country were to specialize in one product only, say garments,
then its accumulation of capital would raise the output of gar-
ments, which the country would be able to exchange at fixed
prices for all other goods in the world’s markets. But because of
diminishing returns, every additional unit of capital would pro-
duce a declining increment in revenue from the sales of gar-
ments, and therefore a declining purchasing power on world
markets.

Interdependence
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Now suppose that this country can also produce toys, which
are more capital intensive than garments. When the country has
a low capital-to-labor ratio it specializes in the production of
garments, despite the fact that it knows how to produce toys.
This is efficient. In the initial phase of capital accumulation the
country may remain specialized in garments. But at some point,
when its capital-labor ratio becomes high enough, the country
finds it profitable to also produce toys. As a result, some of its re-
sources move into the toy industry. Further increases in the cap-
ital-labor ratio lead to further shifts of resources from garments
to toys, but as long as it pays to produce both products, this real-
location does not affect the marginal productivity of capital. It
follows that the country escapes the curse of diminishing re-
turns as long as its production is diversified between garments
and toys, and therefore the depressing effect of capital accumu-
lation on the growth rate of income per capita is mitigated in
these circumstances. International trade theory predicts that the
country will produce both garments and toys if and only if its
capital-labor ratio is between the capital-labor ratios used in
these industries.

The argument generalizes to many sectors that differ in cap-
ital intensity; there are then many regions of diversification. In
economies of this type capital accumulation leads to shifts in
specialization toward sectors with ever higher capital intensity,
but the marginal productivity of capital declines only during the
transition from one region of diversification to the next.3

Ventura (1997) argued that this explains why small countries
can grow fast—because they can escape the adverse effects of di-
minishing returns. Such countries follow a development path on
which the sectoral composition of output shifts over time, to-
ward products that are more capital intensive or more human-
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capital intensive. This prediction fits the Asian NICs particularly
well. Young (1992) documented a transformation of this type in
Hong Kong and Singapore.

Large countries are prone to the curse of diminishing returns,
however, because whenever a large country expands the supply
of one of its products it thereby depresses the product’s price on
world markets. As a result, the value of the output declines, mag-
nifying the effect of diminishing returns to accumulation. The
importance of this effect was studied by Acemoglu and Ventura
(2002), who pointed out that growth that affects the terms of
trade adversely leads to convergence, just as diminishing returns
do. They also found evidence for a negative cross-country corre-
lation between the growth of income per capita and the growth
of the terms of trade. Between 1965 and 1985 a 1 percent faster
growth rate accelerated the deterioration of the terms of trade by
approximately 0.6 percent.

Terms-of-trade movements provide an important mecha-
nism for the international transmission of growth effects. If, as
Acemoglu and Ventura argued, growing countries suffer from
deteriorating terms of trade, then their trading partners enjoy
improving terms of trade. As a result, a growing country confers
benefits on its trade partners. In other words, the benefits of
growth are diffused throughout the world via terms-of-trade ad-
justments.4

The work of Acemoglu and Ventura notwithstanding, trade
theory suggests that the effects of accumulation on the terms of
trade vary with the characteristics of the growing country. More-
over, these effects depend on what drives foreign trade. For ex-
ample, the factor proportions theory of international trade does
not predict an unconditional negative relationship between a
country’s capital stock and its terms of trade. According to this
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theory, a larger capital stock deteriorates the terms of trade of a
country that exports capital-intensive products but improves the
terms of trade of a country that exports labor-intensive prod-
ucts. For this reason the 0.6 percent coefficient that was esti-
mated by Acemoglu and Ventura represents a cross-country av-
erage effect at best, and it may not apply to any country in
particular.

Diffusion of Knowledge

Important as terms of trade may be, they provide but one chan-
nel of transmission of economic developments. Knowledge flows
breed additional interdependencies across countries. In this and
the next section I discuss how knowledge flows link income lev-
els and growth rates. Inadvertent accumulation of knowledge via
learning-by-doing is examined in this section; the ramifications
of investment in R&D are explored in the next.

Learning-by-doing has a long tradition in international trade.
It is typically formulated as a positive effect of cumulative out-
put on an industry’s total factor productivity. That is, the larger
an industry’s past cumulative output level, the higher its stock
of knowledge and the more productive its inputs.5 In a world
that consists of a single country, the scope for this type of
Marshallian economy of scale is naturally limited to that coun-
try’s industry. But in a world of many countries additional pos-
sibilities arise. Learning-by-doing in, say, the German chemical
industry may be limited to the cumulative experience of the Ger-
man chemical industry, or it may depend on the cumulative ex-
perience of the Swiss chemical industry as well. More generally,
it may depend on the cumulative experience of the world’s chem-
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ical industry. What is the correct formulation? And does it
matter?

The first point to note is that it matters a lot. The extent of in-
ternational spillovers of learning-by-doing affects both the struc-
ture of foreign trade and the growth rates of countries. And
while this type of learning may be country specific in some sec-
tors, it may be international in scope in others.6

To see how learning-by-doing affects specialization, trade, and
growth, imagine a country that produces two products, with
learning-by-doing taking place in each of them. The available re-
sources cannot be expanded, implying that productivity is the
only viable source of growth. Also suppose that initially the
country does not trade with the outside world. Then total factor
productivity rises in every sector at a rate that depends on the
sector’s output level and the sector-specific speed of learning. A
sector with faster learning experiences faster growth of its stock
of knowledge and faster TFP growth.

Grossman and Helpman (1995) pointed out that under these
circumstances, a country’s aggregate productivity growth de-
pends in the long run on its demand structure and on its initial
stocks of knowledge. In particular, if the two goods are highly
substitutable for each other in the eyes of the consumers, then in
the long run the country is led to specialize in the production of
one product only. Which product it is depends on the initial
conditions. Namely, it depends on the relative sectoral stocks of
knowledge. When this relative stock crosses a threshold in favor
of one particular sector, the favored sector expands at a faster
rate, dominating the economy in the long run. The lower the
speed of learning in the favored sector and the lower its intrin-
sic productivity level in comparison with the other sector, the
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higher the threshold. As a result, the long-run rate of growth of
income per capita is higher the larger the economy, the faster the
learning-by-doing in the favored sector, and the higher the in-
trinsic productivity level of the favored sector.

Note that in this economy the long-run rate of growth de-
pends on initial conditions; it can be higher or lower depending
on which sector is favored by the initial relative stock of knowl-
edge. An economy whose initial conditions favor the sector with
the slow growth potential grows slowly in the long run, while an
economy whose initial conditions favor the sector with the high
growth potential grows quickly in the long run. Evidently mar-
ket forces do not necessarily secure the fastest growth trajectory.
This is very different from the neoclassical growth model, in
which growth is driven by factor accumulation and the long-run
growth rate does not depend on initial conditions.

Next suppose that there are two economies of this type, each
one in specialized equilibrium with a constant rate of growth.
They differ in learning speeds, in intrinsic productivity levels,
and in size. Also suppose that these countries decide to trade
with each other. How will trade affect their growth rates? The an-
swer to this question depends decisively on whether trade opens
up the possibility of cross-border learning-by-doing.

First, consider the case in which learning-by-doing becomes
international in scope and, in particular, suppose that knowl-
edge spills over to foreign firms as fast as it does across domestic
firms. And moreover, suppose that knowledge becomes immedi-
ately available to all of them. Under these circumstances both
countries have the same stocks of knowledge and their initial
patterns of specialization in the trading era are determined by
comparative advantage, that is, by their intrinsic relative produc-
tivity levels. The growth rate of an industry’s stock of knowl-
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edge is then determined by the intrinsic productivity level of the
country that specializes in this industry and by the industry’s
speed of learning and size. Grossman and Helpman (1995) show
that this pattern of interdependence can produce a variety of
outcomes. Trade may drive a country to specialize in a sector
with low growth potential, slowing down its long-run growth
relative to autarky. Or it can drive a country to specialize in a sec-
tor with high growth potential, thereby accelerating its long-run
growth. But it is also possible that both countries will grow
faster in the long run. The outcome depends on the size of the
countries, their intrinsic productivity levels, and their speeds of
learning.7

Second, consider the case in which learning-by-doing is na-
tional in scope. In this case the initial post-autarky patterns of
specialization become entrenched, because every country be-
comes more productive in the sectors in which it has a compara-
tive advantage and its comparative advantage only strengthens
over time. Krugman (1987) gave the clearest account of the re-
sulting paths of development of economies of this type in a
world with two countries, many products, and unitary elastici-
ties of substitution in demand. The growth rates of income per
capita do not converge under these circumstances. That is, inter-
national trade does not lead to convergence.8

Two important points emerge from these examples. First, in-
ternational trade does not necessarily lead to the convergence
of growth rates. Second, even when it does, it does not necessar-
ily lead to faster growth for all countries. Although trade un-
leashes forces of convergence, it also unleashes forces of diver-
gence. Which of the two dominates depends in subtle ways on
various economic features that interact with one another.9

Additional insights about these issues arise from an examina-
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tion of the purposeful accumulation of knowledge via invest-
ment in research and development. Unlike inadvertent learning-
by-doing, R&D responds to economic incentives.10 As a result,
the economic environment directly affects the level of this activ-
ity, which in turn affects productivity growth.

Research and Development

We saw in the previous chapter the ways in which investment in
R&D affects economic growth. I argued that the “new” growth
theory emphasized two main channels of influence: one through
the impact on the range of available products, the other through
the impact on the stock of knowledge available for research and
development. There, however, the discussion was confined to
closed economies. It is now time to examine how international
trade interacts with these channels of influence. An understand-
ing of these interactions is particularly important because more
than 95 percent of the world’s R&D is performed by the indus-
trial countries. If the benefits of innovation are confined to the
countries that invest in R&D, then research and development
could produce major disparities in living standards. Kuznets, for
one, was mindful of the international repercussions of R&D ac-
tivities. He wrote: “No matter where these technological and so-
cial innovations emerge—and they are largely the product of the
developed countries—the economic growth of any given nation
depends upon their adoption . . . Given this worldwide validity
and the transmissibility of modern additions to knowledge, the
transnational character of this stock of knowledge and the de-
pendence on it of any single nation in the course of its modern
economic growth become apparent” (Kuznets 1966, 287).

The modern literature on trade and growth has identified a
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number of channels through which R&D links the productivity
levels of various countries. Grossman and Helpman (1991b) dis-
cuss these channels in great detail. First, there is the market-size
effect. Having access to a larger market raises the profitability
of inventive activities and encourages investment in R&D. In a
closed economy this effect favors larger countries. In open econ-
omies trade affords access to world markets to both small and
large countries. As a result, trade boosts investment in R&D and
the growth of productivity, and it does so more in smaller coun-
tries.

Second, there is a competition effect. Integration into a trad-
ing system exposes domestic firms to foreign competition. If this
competition hurts profits, investment in innovative activities de-
clines, because lower profits provide a lower stimulus to R&D.
The negative effect of competition on R&D has been emphasized
by most of the literature. Competition can also raise the incen-
tive to innovate, however, by inducing technological leaders to
forge ahead more quickly in order to avoid competition from
technological followers. In this case trade boosts R&D.11

Third, trade and foreign direct investment (FDI) change do-
mestic factor prices. If the resulting shift makes R&D cheaper,
investment in inventive activities rises. Otherwise it declines.
Grossman and Helpman (1991b, chap. 6) provided a telling ex-
ample. They considered a small country that produces two prod-
ucts whose prices are set by world markets. Every sector uses
a primary input and an assortment of differentiated intermedi-
ate inputs. The intermediate inputs are not traded internation-
ally, and they are developed by domestic firms with the aid of
an R&D technology. The R&D technology is intensive in hu-
man capital, as is one of the final-good sectors. Grossman and
Helpman showed that opening to trade accelerates this econ-
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omy’s rate of TFP growth if and only if the relative price of
the product that is human-capital intensive is lower on world
markets than in the economy under autarky.12 This illustrates a
mechanism through which trade may promote or hinder R&D-
driven productivity growth. In this example there are no interna-
tional R&D spillovers, so that domestic firms learn only from
other domestic firms, but not from foreign firms. And similarly,
foreign firms do not learn from domestic firms.

This example also shows that protection may accelerate or
slow down growth. In an economy that imports the product that
is human-capital intensive, protection raises the price of this
product and the cost of R&D. As a result, investment in R&D de-
clines and growth slows down. But in an economy that exports
the human-capital-intensive product, protection reduces the rel-
ative price of this good and reduces the cost of R&D. As a result,
investment in R&D expands and growth speeds up. So the the-
ory does not predict a negative relationship between protection
and growth for all countries. The effect of protection on growth
depends on a country’s characteristics.

Fourth, trade eliminates redundancy in R&D races. When
countries are isolated from one another, a firm operating in one
country attempts to develop products that are not produced by
other firms in this country only. Such a firm has no incentive to
differentiate its product from goods that are produced in foreign
countries, because it does not expect to compete with foreign
suppliers in the domestic market. As a result, duplication of
R&D efforts may exist. When countries trade with each other,
however, every firm competes with all other suppliers worldwide.
Under these circumstances a firm has an incentive to differenti-
ate its product from all the other products in the world econ-
omy. This minimizes the duplication of R&D efforts and there-
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fore brings about faster growth of R&D stocks of knowledge and
lower R&D costs. The outcome is faster productivity growth.

Fifth, access to foreign suppliers provides access to specialized
intermediate inputs and capital goods that are produced in
other countries. In addition to the standard gains from trade
that are price related, this type of trade generates additional
gains by expanding the assortment of inputs available for pro-
duction. The larger assortment of inputs raises TFP.13

Finally, in a world of many countries, the stock of knowledge
that affects R&D costs can be shared by all countries or it can be
country specific. That is, a country’s R&D—which raises its stock
of useful knowledge for future inventive activities—may or may
not contribute to the stocks of knowledge available to other
countries. This distinction is similar to the one made in the pre-
vious section between country-specific and worldwide stocks of
knowledge that are created by learning-by-doing. When these
R&D spillovers are international in scope, they activate conver-
gence forces. And when they are country specific, they activate
divergence forces.

The power of these convergence forces was illustrated by
Grossman and Helpman (1991b, chap. 7).14 They showed that
whenever R&D stocks of knowledge are fully shared by the trad-
ing countries, the long-run patterns of trade and growth are in-
dependent of initial conditions. Long-run trade patterns are de-
termined by differences in factor proportions, just as in static
trade models, and the trading countries share the same rates of
TFP growth. That is, productivity growth may differ across sec-
tors, but for a given sector it does not vary across countries. Un-
der these circumstances aggregate TFP growth differs between
countries only as a result of differences in the composition of in-
puts, which produce differences in the composition of outputs.
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And when the differences in factor proportions are not large, the
real income of an input is the same in every country.15

In the absence of international spillovers in R&D stocks of
knowledge, divergence is the more likely outcome. Grossman
and Helpman (1991b, chap. 8) illustrated this feature with a sim-
ple one-factor (labor), two-country model. They showed that in
an integrated world economy in which the two countries are of
comparable size, the country with the initial advantage in the
R&D stock of knowledge widens its advantage over time, be-
cause it invests more in R&D. Although this does not always in-
duce differences in factor prices, wages are higher in the country
with the initial advantage whenever differences in wages emerge.
In this case growth depends on initial conditions. Even minute
differences in the initial stocks of knowledge can accumulate
over time into huge differences in living standards. And these di-
vergence forces can reduce the growth rate of the initially disad-
vantaged country.16

It is important to note that in this type of environment faster
growth is not synonymous with higher welfare. Growth is costly,
because it uses up resources that are employed in R&D. For this
reason it is not always desirable to move resources into R&D in
order to grow faster. At the same time, trade can be welfare im-
proving even when it leads to slower growth, because a country
can raise its real income by exchanging goods on world markets.
First, a slow-growing country may enjoy terms of trade improve-
ments. Second, when the initial effect of the gains from trade is
large enough, it can more than compensate for the slower pace
of income expansion. In other words, the static gains may out-
weigh the dynamic losses.

In sum, the Grossman and Helpman (1991b) theory does not
predict a simple relationship between exposure to foreign trade
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and productivity growth. In theory, trade can encourage or dis-
courage the growth of income per capita.

Evidence on Trade Volumes

Although in theory trade can promote or hinder growth, there
are good reasons to believe that pro-growth forces have domi-
nated the development of many economies. The Italian city-
states, such as Genoa and Venice, thrived on trade in the Mid-
dle Ages, and they played a key role in fostering the late medi-
eval Commercial Revolution. The Commercial Revolution, in
turn, had a considerable impact on European economic develop-
ment.17 International trade also interacted in important ways
with the Industrial Revolution to promote prosperity in Europe.
According to Pomeranz (2000), as recently as the mid-eighteenth
century Europe was not more advanced than China. Neverthe-
less, the two regions followed divergent development paths, with
Europe growing much faster in the aftermath of the Industrial
Revolution. European trade with the New World made a sizable
contribution to this trend.

Galor and Mountford (2003) attribute an especially large role
to trade in explaining the Europe-China divergence. They hy-
pothesize that European trade with East Asia drove the East
Asian countries to specialize in agriculture, which had low
growth potential, and allowed Europe to specialize in manufac-
tures, which had greater growth potential. As a result, Europe
forged ahead of East Asia. This hypothesis builds on the argu-
ments for divergence examined in the previous two sections.18

Trade also played a central role in the development of Japan.
Lockwood (1954) documented the growth of Japanese foreign
trade after it opened up to the rest of the world in the second
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half of the nineteenth century. He pointed out that Japan’s
growth in the post-Meiji era was enabled to a large extent by its
links with the rest of the world, which included trade and the as-
similation of foreign technologies.

These historical examples illustrate the direct role that inter-
national trade has played in the growth of nations. Another ex-
ample is the acceleration of growth that followed the Industrial
Revolution, which also took place in a period of fast-growing
trade (see Figures 1.5 and 5.1). More systematic evidence on
cross-country correlations between trade and growth exists,
however, for the post–World War II period. Simple estimates
of the impact of openness on growth, such as Feder (1982) or
Edwards (1992), point to a positive effect.19 However, more so-
phisticated estimates—based on the specifications developed by
Barro and Sala-i-Martin (1992) and Mankiw, Romer, and Weil
(1992) that I discussed in Chapter 3—have yielded mixed results.
As Levine and Renelt (1992) pointed out, exports as a fraction of
GDP have a positive effect on the growth rate of income per cap-
ita when the investment rate is not included as an explanatory
variable.20 But once the investment rate is included, trade expo-
sure has no effect. Yet the investment rate rises with the measure
of openness, implying that trade speeds up growth, but only
through its effect on investment.

Much of the empirical work on the relationship between trade
and growth has been criticized for failing to account for the
endogeneity of trade flows and for the fact that exports are part
of GDP. The endogeneity of the trade measure produces a si-
multaneity bias in the estimated impact, while exports—which
are part of GDP—are inherently correlated positively with GDP.
Frankel and Romer (1999) proposed a methodology for over-
coming these shortcomings.
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They estimated a gravity equation of bilateral trade flows, in
which various geographic characteristics and bilateral distances
affect trade.21 They then used the trade flows predicted by the
geographic characteristics and the distances between countries
as instruments for trade, in order to estimate the effect of im-
ports plus exports as a fraction of GDP on income per capita.
Their equation was similar to the one estimated by Mankiw,
Romer, and Weil (1992), except for the addition of the openness
measure.

On the basis of the resulting instrumental variables (IV) esti-
mate for the sample of 98 countries used by Mankiw, Romer,
and Weil, as well as the estimate for a larger sample of 150 coun-
tries, Frankel and Romer found a strong effect of openness on
income per capita. Moreover, the resulting impact of the IV esti-
mates was about twice as high as the impact of the ordinary
least-squares (OLS) estimates, which suggests that the OLS esti-
mates were not biased upward (see their table 3).22 According to
Frankel and Romer, a 1 percent higher trade share raises income
per capita by 2 percent. Decomposing the effects of trade on in-
come into their indirect effects through capital deepening, edu-
cation, and TFP, they found that the biggest impact operates
through TFP. Interestingly, they also found a positive effect of
country size on income, once the degree of openness was con-
trolled for. This result suggests that among countries with simi-
lar degrees of openness, larger countries have higher income per
capita. That is, there is a scale effect, as predicted by the “new”
growth theory.

Using Frankel and Romer’s IV methodology, Alesina,
Spolaore, and Wacziarg (2003) found a positive effect of open-
ness and scale on the growth rate of income per capita.23 More-
over, they found that the two interact: in larger countries the
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same degree of openness has a smaller effect on growth and in
more-open economies country size matters less.24 These results
are consistent with the theoretical observation that foreign trade
provides access to world markets to small and large countries
alike. Smaller countries gain more in terms of market-size ex-
pansion, and therefore the effect of trade on their income per
capita and its rate of growth should be larger. Alesina, Spolaore,
and Wacziarg found that a rise of one standard deviation in the
degree of openness of a country the size of Mali (in popula-
tion terms) would raise its growth rate by 0.419 percent. The
same change in openness would raise the growth rate of a much
smaller country, such as Seychelles, by 1.4 percent.25 These are
large effects indeed. But the effect of openness on growth peters
out for countries the size of France. In such large economies ad-
ditional trade does not contribute to economic growth.

These comparisons apply when other things are equal. But
other things are not equal, of course. Countries differ in impor-
tant dimensions that are not controlled for in this type of empir-
ical work. For this reason the estimates are best interpreted as av-
erage impacts across countries. As we have seen, in countries
with certain features trade accelerates growth, in countries with
other features trade retards growth. A reasonable way to read
this evidence is that on average the positive effects dominate.

Evidence on Trade Policies

Trade volumes depend on endowments, technologies, prefer-
ences, and market structures, and on how these characteristics
differ across countries. As a result, the trade volumes of some
countries would be high and of others low even if all of them
engaged in free trade. For this reason it is not apparent that
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growth rates should be positively correlated with trade volumes
across countries. Moreover, even if one believed that trade pro-
motes growth, one would not necessarily conclude from this
premise that larger trade volumes promote faster growth. As a
result, studies that examine correlations between growth rates
and trade volumes cannot provide fully satisfactory evidence on
the effects of trade on growth. It would have been more informa-
tive to study the mechanisms through which trade influences
growth. But data limitations greatly restrict research of this type.
As a result, growth economics—like many other areas of econom-
ics that face similar problems—has turned to the study of indi-
rect relationships instead.

A great many studies have examined the impact of trade poli-
cies on growth. We have seen that growth theory does not pre-
dict a simple relationship between trade policies and growth.
In some countries a restrictive trade policy may accelerate the
growth of income per capita, in others it may slow it down. The
way trade policy affects an economy’s growth depends on the
economy’s characteristics, such as the type of products it trades
on foreign markets or the human-capital intensity of its import-
competing sectors. Nevertheless, empirical studies do not pro-
vide estimates of the growth effects of trade policies conditioned
on these characteristics. Therefore estimates that exploit cross-
country variations are best interpreted as average effects of trade
policies on growth, similarly to the estimates of the effects of
trade volumes on growth that were discussed above.

Bairoch (1993, chap. 4) argued that the European experience
in the late nineteenth century does not support the view that
protection is bad for growth. According to Bairoch, the liberal
phase of European trade policies lasted from 1860 to 1892. In re-
sponse to an inflow of cheap grain from Russia and the New
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World, some countries raised their impediments to trade. France
went protectionist in 1892. The growth rate of its GNP increased
from an annual average of 1.2 percent in the decade preced-
ing the policy shift to 1.3 percent in the decade following the
policy shift. Germany changed its policy in 1885, experiencing a
rise in the growth rate of its GNP from 1.3 percent in the dec-
ade preceding the rise of protection to 3.1 percent in the subse-
quent decade. Sweden also experienced an acceleration of GNP
growth around its policy shift toward more protection in 1888,
while Italy experienced a slowdown in GNP growth around 1887,
the year in which it went protectionist. In view of this evidence
Bairoch noted that “it remains generally true that in all coun-
tries (except Italy) the introduction of protectionist measures
resulted in a distinct acceleration in economic growth during
the first ten years following a change in policy, and that this
took place regardless of when the measures were introduced”
(1993, 50).

O’Rourke (2000) examined more carefully the relationship be-
tween average tariffs and growth in the late nineteenth century.
Estimating a growth equation with data for ten countries be-
tween 1875 and 1914, he found a positive effect of tariffs on
the rate of growth of real income per capita, thereby confirm-
ing Bairoch’s argument.26 Allowing for fixed country effects, his
panel estimates imply that an increase of one standard deviation
in the average tariff rate raised the annual growth rate by 0.74
percent.

Clemens and Williamson (2002) confirmed O’Rourke’s find-
ing for a sample of more than thirty countries between 1870 and
1913. But they also found that the relationship was reversed in
the post–World War II period. That is, in the postwar period
high-tariff countries grew more slowly than low-tariff countries.
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Clemens and Williamson suggested that the reversal might be re-
lated to the average level of protection in the world economy.
When a country’s trade partners have high tariffs, it can speed
up its own growth by adopting a higher rate of protection. When
a country’s trade partners have low tariffs, however, higher pro-
tection harms growth.

Figure 5.2 portrays the evolution of the average tariff rate of
thirty-five countries from the late nineteenth century to the late
twentieth century.27 Tariffs were higher before World War I than
after World War II, and they hit record levels between the wars.
This intertemporal pattern of tariffs is at the heart of Clemens
and Williamson’s explanation of the reversal of the relationship
between protection and growth. Although they also provided ec-
onometric evidence in support of their hypothesis, note that in
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view of our theoretical discussion other interpretations of the ev-
idence are possible as well.

The economies in the post–World War II period were very dif-
ferent from the economies in the late nineteenth century and the
beginning of the twentieth century. In each of these eras there
were important structural differences among countries. The
structure of some countries could have produced a positive ef-
fect of tariffs on the growth of income per capita; the structure
of others could have produced a negative effect. In each of these
periods the econometric estimates measure the average response
across countries of the growth rate to the rate of protection.
Therefore we may interpret the evidence as stating that in the
post–World War II period the channels through which protec-
tion hindered growth dominated, while in the late nineteenth
century and the beginning of the twentieth century the channels
through which protection promoted growth dominated. This is
a reasonable interpretation, but it does not help to understand
exactly what were the dominant channels of influence in each of
these periods. An understanding of this issue requires studying
the relationship between protection and growth conditional on
the characteristics that affect the nature of this relationship.

Apart from these difficulties, the study of trade policies is also
plagued by other hardships. Although in the late nineteenth cen-
tury and the beginning of the twentieth century protection was
predominantly in the form of tariffs, the nature of protection
changed in the post–World War II period. As tariffs were reduced
in the various negotiating rounds of the General Agreement on
Tariffs and Trade (GATT), countries erected ever higher non-
tariff barriers.28 For this reason the average tariff rate displayed
in Figure 5.2 does not provide an accurate measure of protection
in the late twentieth century. This fact led scholars of the post–

t h e m y s t e r y o f e c o n o m i c g r o w t h

76



World War II period to use a variety of additional indicators as
proxies for levels of protection. These indicators include mea-
sures of real exchange-rate distortions, the size of the black-mar-
ket premium on foreign exchange, the fraction of imports cov-
ered by nontariff barriers, and various institutional features of
the economic regimes.29 Other scholars used outcome indica-
tors—such as the deviation of trade volumes from the predic-
tions of trade theory—to measure the restrictiveness of trade re-
gimes.30 They all found negative effects of trade restrictions on
growth.

There are nagging problems with these studies. Many of the
problems were discussed by Rodríguez and Rodrik (2000). Trade
policies are not entirely exogenous, they are often highly corre-
lated with other policies, and they are too complex to be ade-
quately represented by a single index of trade restrictiveness. The
Sachs-Warner index is a good example (see Sachs and Warner
1995). It is a binary index, which assigned the value 1 when an
economy was deemed to be open and 0 when it was deemed to be
closed. An economy was considered to be closed if its average tar-
iff exceeded 40 percent, or nontariff barriers covered more than
40 percent of its imports, or it had a socialist economic system,
or much of its exports were controlled by a state monopoly, or
its black-market premium exceeded 20 percent during the 1970s
or the 1980s.

The Sachs-Warner index was found to be positively correlated
with the growth rate of income per capita. According to the esti-
mates, countries that were open grew faster—at a rate of 2.44
percent per annum—than countries that were closed. This im-
pact is large indeed. As Rodríguez and Rodrik showed, however,
the Sachs-Warner index is dominated by the criteria applied to
state monopolies and the black-market premium. At the same
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time, black-market premiums are highly correlated with other
government policies. Black-market premiums tend to be high in
countries with lax macroeconomic policies, tight capital and ex-
change controls, and high levels of corruption. For this reason
the estimated impact of this index on growth may not properly
isolate the effects of trade policies, but may rather reflect the
broader impact of government policies on economic growth.

Wacziarg (2001) corroborated this hypothesis. He developed a
simultaneous equations model that allowed him to estimate the
impact of trade policies on growth via six different channels: the
quality of macroeconomic policies, the size of government, price
distortions, factor accumulation, technology transmission, and
foreign direct investment. That is, he estimated the effects on
growth of the variables representing the six channels, as well
as the effects of trade policies on each one of these variables.31

Combining these estimates enabled him to assess the impact of
trade policies on growth.

In the first stage Wacziarg estimated the impact of average tar-
iffs, the nontariff coverage ratios, and the timing of trade liberal-
ization according to the Sachs-Warner index, on the trade shares.
He also estimated this equation without the timing of trade-lib-
eralization variables. He then used the predicted impact of the
trade-policy variables on the trade share as a measure of the re-
strictiveness of trade policies, in order to estimate its impact on
the variables representing the various channels of influence on
economic growth. When he used the timing of trade liberaliza-
tion based on the Sachs-Warner index, he found that 63 percent
of the effects of trade policies on growth were through invest-
ment, with technology transmission and the quality of macro-
economic policies constituting the other two important chan-
nels of transmission. Without the timing variables of trade
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liberalization based on the Sachs-Warner index, the effects of
trade policies through the quality of macroeconomic policies
disappear. In terms of the overall impact, Wacziarg estimated
that in this case an increase of one standard deviation in the re-
strictiveness of trade policies reduces the growth rate of income
per capita by 0.264 percent annually, a significant impact.

My view is that despite the many difficulties that exist in the
literature, it is fair to conclude that the evidence favors a nega-
tive effect of protection on rates of growth in the post–World
War II period. Importantly, there is no real evidence of a positive
link for this era. But I also share the view expressed by Rodríguez
and Rodrik that “it might be productive to look for contingent re-
lationships between trade policy and growth. Do trade restric-
tions operate differently in low- vs. high-income countries? In
small vs. large countries? In countries with a comparative advan-
tage in primary products vs. those with comparative advantage
in manufactured goods?” (2000, 317). To this list of contingen-
cies I would only add structural features, which have been found
in theoretical models to affect the link between trade policies
and growth.

Evidence on Research and Development

Finally, consider the international spillover of knowledge. This
link turns out to be critical for the understanding of divergence
forces in the world economy. As I have argued, the theoretical
models show that when useful knowledge of this type—emanat-
ing from R&D—diffuses to foreign countries at the same speed
as it diffuses within the domestic economy, then these knowl-
edge flows provide a potent force of convergence in the world
economy. If, however, the international flows are slow relative to

Interdependence

79



the domestic flows, then these knowledge flows provide a potent
force of divergence. In particular, in an extreme case in which no
international flows of knowledge take place, a country that has
an initial advantage in innovative activities widens its advantage
over time. Such a country dominates the high-technology sector
in the long run, and its residents enjoy a higher standard of liv-
ing. In contrast, a country that starts with a disadvantage in
R&D is thrust into specialization in traditional goods, and such
a country ends up with a lower standard of living.

But it is important to note that a lagging country need not
lose from advances made by a leading country. It can, for exam-
ple, benefit from the new products invented by the technological
leader if the countries trade with each other. Nevertheless, such a
country lags behind in its level of development.

This line of reasoning suggests that it is extremely important
to evaluate the extent to which international spillovers of knowl-
edge exist, the more so in view of the fact that more than 95 per-
cent of the world’s R&D is carried out by a handful of industrial
countries. If, for example, the R&D performed by these indus-
trial countries enhanced their common knowledge stock but did
not feed knowledge into the less-developed countries, then inter-
national R&D spillovers would provide a major force of diver-
gence between the rich North and the poor South.

A large number of empirical studies have examined this issue.
Building on the work of Griliches (1979), they used R&D capital
stocks as measures of the stocks of knowledge. A country’s do-
mestic R&D capital stock is constructed in the same way as its
stock of regular capital—that is, by starting from a benchmark
stock in the distant past and by adding on investment net of de-
preciation. In the case of R&D capital the investment consists of
R&D investment, while depreciation is taken to be 15 percent
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annually or less.32 Figure 5.3 depicts the ratios of domestic R&D
capital stocks to GDP in 1990 for the G7 countries. While in the
United States, Germany, and the UK the domestic R&D capital
stocks were in excess of 20 percent of GDP, they were smaller in
Japan and France, and particularly small in Italy and Canada.
The low ratios in Italy and Canada reflect low levels of invest-
ment in R&D that are documented in Figure 4.2. There were
thus substantial variations in the domestic R&D capital stocks
across the G7 countries. These variations were even larger across
the entire sample of twenty-two countries used by Coe and Help-
man (1995). The average ratio was below 1

5 in the G7 countries,
but was slightly below 1

10 in the other fifteen countries.
Coe and Helpman (1995) estimated the effects of domestic as

well as foreign R&D capital stocks on the productivity level of
every country in their sample. For this purpose a foreign R&D
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capital stock was constructed as a weighted average of the do-
mestic R&D capital stocks of the country’s trade partners, using
trade shares as weights. The idea behind this weighting scheme
was that the impact of a trade partner’s R&D is larger the more
important the partner is in the country’s international trade. In
addition to foreign and domestic capital stocks, Coe and Help-
man also estimated the effect of the degree of a country’s open-
ness to foreign trade on its productivity, allowing trade openness
to interact with the foreign R&D capital stock—that is, allowing
larger impacts of overall trade on countries with larger foreign
R&D capital stocks.

This methodology allowed Coe and Helpman to explain
roughly 60 percent of the variation across countries in TFP lev-
els. And they found that the elasticity of TFP with respect to the
domestic R&D capital stock was about three times higher in
the G7 countries than in the smaller industrial countries. Com-
puting rates of return to investment in R&D from these elas-
ticities, they found rates of 85 percent in the small industrial
countries and 120 percent in the large industrial countries.33

Moreover, R&D in the G7 countries produced an additional re-
turn of 30 percent in the smaller industrial countries, thereby re-
vealing substantial R&D spillovers across national boarders. Fi-
nally, these authors found that trade openness had a significant
impact on productivity. More-open economies were more pro-
ductive, and the larger a country’s foreign R&D capital stock, the
larger its productivity gains.34

The Coe-Helpman methodology for estimating the impact of
foreign R&D capital stocks on total factor productivity was ap-
plied to seventy-seven developing countries by Coe, Helpman,
and Hoffmaister (1997). Although these developing countries
performed negligible amounts of R&D themselves, the question
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was whether they benefited from the R&D performed in the in-
dustrial countries. The study showed that these effects were sub-
stantial, and that foreign R&D capital stocks explained 20 per-
cent of the variation in the TFP levels of the developing
countries.35

Although this methodology was criticized by various authors,
the main finding—that R&D capital stocks of trade partners
have a noticeable impact on a country’s total factor productiv-
ity—appears to be robust.36 Moreover, other factors, such as the
extent of foreign direct investment, were found to provide mea-
surable impacts on the degree to which countries benefit from
foreign research and development.37 Keller (2001) decomposed
the international R&D spillovers into three parts: trade, FDI,
and language skills. He found that close to 70 percent of the ef-
fect was due to trade, about 15 percent due to FDI, and another
15 percent due to language skills.38

To quantify the impact of R&D on growth trajectories,
Bayoumi, Coe, and Helpman (1999) incorporated into the
multimod model of the International Monetary Fund the spill-
over equations that Coe and Helpman (1995) and Coe, Help-
man, and Hoffmaister (1997) estimated. multimod is an econo-
metric model of the world economy that has been used by the
IMF for medium-term forecasting. The model has long-run neo-
classical features, and it covers the most important regions of
the world. The IMF treats the rate of technological change as ex-
ogenous, however. By embedding these equations into the model
Bayoumi, Coe, and Helpman were able to endogenize the rate of
TFP growth. They then used the model to simulate the effects of
various expansions in R&D investment on the growth of coun-
tries and regions of the world.

Figure 5.4 depicts the long-run outcome, which takes about
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eighty years to attain, of a coordinated permanent expansion of
R&D investment by 1

2 percent of GDP in each one of twenty-one
industrial countries. The U.S. output grows by 15 percent, while
Canada’s and Italy’s output expands by more than 25 percent.
On average the output of all the industrial countries rises by 17.5
percent. And importantly, the output of all the less-developed
countries rises by 10.6 percent on average. That is, the less-devel-
oped countries experience substantial gains from R&D expan-
sion in the industrial countries.

The growth in final output results from a combination of TFP
growth and capital accumulation. As productivity rises, it stimu-
lates more investment in capital, which raises the capital-labor
ratio. For both reasons output grows. About two-thirds of the
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growth was directly due to productivity, and the remaining third
was due to the induced accumulation of capital.

It is encouraging to see how much less-developed countries
benefit from R&D in the industrial countries. These benefits are
even larger when measured in consumption rather than GDP
units, because larger levels of R&D in the industrial countries
bring about terms-of-trade improvements in the less-developed
countries. Nevertheless, these results also have a discouraging
side: they show that investment in innovation widens the gap
between rich and poor countries. The output gains of the in-
dustrial countries exceed the output gains of the less-developed
countries. We therefore conclude that investment in innovation
in the industrial countries leads to divergence of income between
the North and the South.
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6

I N E Q U A L I T Y

I next turn to the relationship between income in-
equality and economic growth. We examined the

inequality of income per capita across countries in Chapter 1,
noticing that this type of inequality has increased over time. In
particular, the gap between the rich North and the poor South
has widened in the post–World War II period. And in the previ-
ous chapter we discussed a variety of mechanisms that could ex-
plain these developments.

Now we focus on the personal distribution of income. Our
main questions are: Does the distribution of income within a
country affect its growth rate? And does economic growth affect
the distribution of income?

Kuznets (1955, 1963) suggested that the personal distribution
of income may change in a systematic way along a country’s de-
velopment path. Using a small sample of countries, five in the
earlier study and eighteen in the later, he noted that among the
low-income countries income distribution was more unequal
in the relatively richer countries, while among the high-income



countries the distribution of income was more unequal in the
relatively poorer countries in the group. Using this evidence he
suggested that in the early stages of development rising income
per capita leads to a worsening of the distribution of income,
while in the late stages of development rising income per capita
leads to an improvement in the distribution of income.1 This be-
came known as the Kuznets Curve—an inverted U-shape relation-
ship between income per capita and personal income inequality.

Early studies supported Kuznets’s hypothesis.2 But they were
plagued with data problems, and they relied on cross-country
variations, with no direct evidence on the evolution of within-
country inequality over time.3 The construction of a compre-
hensive data set on income inequality by Deininger and Squire
(1996) enabled researchers to reassess the Kuznets hypothesis,
utilizing variations of inequality and growth rates across coun-
tries as well as variations over time within countries. The results
from these studies appear to be negative. That is, there is no
Kuznets Curve: development does not appear to first worsen and
then improve the distribution of income.4 I therefore center the
discussion in this chapter on the effects of inequality on growth
and on the effects of growth on inequality.

Bourguignon and Morrisson (2002) studied the evolution of
inequality in the world’s distribution of personal income since
1820. After reporting a large number of inequality indicators,
they noted: “Over the 172 years considered here, the mean in-
come of world inhabitants increased by a factor of 7.6. The mean
income of the bottom 20 percent increased only by a factor of
slightly more than 3, that of the bottom 60 percent by about 4,
and that of the top decile by almost 10. At the same time, how-
ever, the extreme poverty headcount fell from 84 percent of the
world population in 1820 to 24 percent in 1992” (2002, 733). Ev-
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idently the massive growth of the world economy has been un-
evenly distributed, but it has greatly benefited both the top and
the bottom income earners.

Among the many income inequality measures, such as the ra-
tio of the income of the top decile to the income of the bottom
decile, the Gini coefficient and the Theil index are among the
most widely used. Both equal zero when income is evenly distrib-
uted, and they rise as incomes become more unequal.5 Figure 6.1
depicts the relationship between the Gini coefficient and the
Theil index of the world’s distribution of personal income, from
the early part of the nineteenth century to the late part of the
twentieth century. As the figure shows, these indexes are highly
correlated—that is, they represent similar trends over time.

Although economists seem to prefer the Gini coefficient,
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the Theil index is more convenient for decompositions of the
sources of inequality.6 A decomposition of the inequality in the
personal distribution of income into within-country and be-
tween-country inequality, due to Bourguignon and Morrisson,
is presented in Figure 6.2. The first thing to note is that inequal-
ity increased rapidly during the nineteenth century and less so
during the twentieth century. Second, inequality within coun-
tries declined substantially during the early part of the twentieth
century, and rose slightly in the post–World War II period. In-
equality between countries, however, was particularly large in the
postwar period. Figure 6.3 shows the fraction of total inequality
that is attributable to inequality within countries. This fraction
declined rapidly during the nineteenth century and the first half
of the twentieth century, and remained relatively stable in the
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postwar period. This suggests that during the postwar period,
until 1992, inequality trends were similar within and between
countries.

Comparing Figures 6.2 and 1.5, we see that the rise in inequal-
ity in the nineteenth century took place during a period of rapid
acceleration in the world’s growth. In contrast, the acceleration
in growth in the post–World War II period was not accompanied
by a major rise in inequality. Worldwide trends do not exhibit a
clear-cut relationship between inequality and growth. The ques-
tion that arises, however, is whether these broad averages mask
variations across countries that do exhibit clear patterns.

Effects of Inequality on Growth

Does inequality within a country slow its growth? This impor-
tant question has only a tentative answer.
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Conflicting forces shape the relationship between the degree
of inequality and the growth rate of income per capita. First,
consider savings. If, as Kaldor (1955–56) argued, the propensity
to save is higher from profits than from wage income, then a re-
distribution of income from wages to profits raises aggregate
savings. Or if the marginal propensity to save of high-income in-
dividuals is higher than the marginal propensity to save of low-
income individuals, then a redistribution of income from low-in-
come to high-income individuals raises aggregate savings.7 These
redistributions raise inequality. But by raising savings they also
raise investment and thereby the growth of GDP.8 Under the cir-
cumstances less equal societies should grow faster.

Second, inequality may retard growth as a result of credit con-
straints. Frictions in capital markets, which result from informa-
tional asymmetries or institutional constraints, are prevalent in
developing countries. They limit the borrowing capacity of indi-
viduals who have no tangible assets, because these individuals
cannot provide collateral for their loans. As a result, these indi-
viduals cannot undertake investment projects, whether in physi-
cal or in human capital, that entail costs in excess of their bor-
rowing limitations. In these circumstances aggregate investment
is affected by the distribution of assets. Substantial inequality in
the ownership of assets reduces aggregate investment, because
the disadvantaged individuals are prevented from undertaking
profitable investment projects. In societies with a more even dis-
tribution of asset ownership, more profitable investment proj-
ects get funded. As a result, the more equal societies invest more
and grow faster.9

Third, inequality breeds redistribution. Political decisions in
democratic societies are often approximated in economic and
political models by the most preferred policy of the median
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voter.10 In unequal societies the median voter has a preference for
income redistribution, because in these societies the median in-
come is below the average. As a result, taxes and transfers are
used to redistribute income from the well-to-do to the less fortu-
nate members of society. Since the available taxes and trans-
fers are distortionary, however, this redistribution may slow
growth.11

Alesina and Rodrik (1994) and Persson and Tabellini (1994)
showed that for a cross section of countries the data support
a negative correlation between the degree of income inequality
and the subsequent growth of income per capita. Controlling for
initial income per capita and the level of education, as in Barro
(1991), Alesina and Rodrik found a significant negative effect of
the Gini coefficient of the distribution of income on the growth
rate. But they also found that this effect becomes insignificant
when the Gini coefficient of the distribution of land ownership
is also included as an explanatory variable.12 In other words, in-
equality in the ownership of land not only is more important for
explaining growth than inequality in the distribution of income,
it also turns the distribution of income into an inconsequential
factor in the growth equation. This finding has been corrobo-
rated by Deininger and Squire (1998) with better inequality data
and a larger sample of countries. They showed that income dis-
tribution has an insignificant effect on growth not only when
the inequality in the distribution of land ownership is accounted
for, but also when regional differences in growth rates are al-
lowed for.13 Moreover, the same regional differences in growth
rates did not eliminate the explanatory power of inequality in
the ownership of land.14

Alesina and Rodrik (1994) also reported the impact of democ-
racy on growth. If a political process of redistribution through
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the median voter were at work, one would expect the effect of in-
equality to be particularly strong in democracies. But these au-
thors were not able to identify a significant role for democracy in
the relationship between inequality and growth. This issue was
reexamined by Deininger and Squire (1998). They estimated sep-
arate equations for the countries with democratic regimes and
the countries with nondemocratic regimes. And they found that
the Gini coefficient of inequality in land ownership had no sig-
nificant effect on the subsequent economic growth of democra-
cies and a negative effect on nondemocratic regimes. Inequality
in income had no significant effect in both samples of countries.
This evidence casts doubt on the importance of the redistribu-
tion mechanism in which the median voter plays a central role.15

Barro (2000) noted, however, that income inequality appears
to affect the growth rates of different countries differentially, de-
pending on their level of development. He showed that more in-
come inequality reduces the growth rate of low-income countries
but raises the growth rate of high-income countries. A possible
conclusion from this evidence is that credit constraints are im-
portant in low-income but not in high-income countries. To test
this hypothesis, Barro estimated the impact of the product of
the Gini coefficient of income and a measure of the financial de-
velopment of a country on the growth rate.16 He found that this
variable had no significant effect on growth.

My tentative conclusion is that inequality slows growth.17 The
research in this area has, however, not been able to identify the
mechanisms through which this happens. In particular, there is
no convincing evidence that the preferences of the median voter
retard growth via the political demand for redistribution, or that
credit market constraints have a significant impact on this rela-
tionship. Therefore, although we can argue with limited con-
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fidence that inequality within a country slows its growth, we can-
not say much about the channels through which this influence
plays out.

Sources of Inequality

Income inequality evolves in response to a host of forces, eco-
nomic growth being only one of them. And even when growth
changes the distribution of income, the ways in which it affects
the distribution depend on the sources of growth. For this rea-
son it is difficult to isolate the effects of growth on inequality,
and this relationship needs to be examined in specific contexts
rather than in general terms.

The evolution of wage inequality, which played a major role
in shaping the U.S. distribution of income, is a case in point.
Average U.S. real wages have not changed much between the
late 1970s and the mid-1990s; however, real wages of high-wage
workers increased while real wages of low-wage workers de-
clined.18 This trend was reflected in a rising college wage premium,
that is, a rising wage of college graduates relative to the wage of
workers with no college education. During the same period the
supply of workers with a college degree increased substantially
relative to the supply of workers with lower education, as can be
seen in Figure 6.4, but this growth in the relative labor supply of
college graduates did not depress their relative wage.19 As a result
of these changes, the entire distribution of wages became more
unequal, as can be seen from the time pattern of the Gini coef-
ficient of the wage distribution in Figure 6.5.

The rising wage gap between high-wage and low-wage workers
was not unique to the United States. Katz and Autor (1999, table
10) reported widening gaps between 90th percentile earners and
10th percentile earners from the late 1970s to the mid-1990s in
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most OECD countries. True, in the United States the gap in-
creased by 29 percent, more than in any other country. But it
also increased by 27 percent in the UK, 15 percent in New Zea-
land, 14 percent in Italy, and 9 percent in Canada. In some coun-
tries the widening was small: 3 percent in the Netherlands and 1
percent in France. Only in two countries did the gap narrow: by 4
percent in Norway and 6 percent in Germany. Wage inequality
thus increased throughout most of the OECD.

A large literature has sought to explain these developments.20

Most of it has focused on two competing explanations: the inte-
gration of less-developed countries into the world’s trading sys-
tem and the direction of technological change.21

The trade argument begins by noting that less-developed
countries have a relatively large supply of unskilled workers. As
a result, they specialize in industries that are relatively unskilled-
labor intensive. Consequently, their integration into the world’s
trading system from the late 1970s to the mid-1990s increased
the relative supply of products that were unskilled-labor inten-
sive, thereby depressing their relative price. The decline in the
relative price of these products changed the relative demand for
inputs in the advanced countries in favor of skilled workers, be-
cause it became more profitable to produce skill-intensive prod-
ucts. This shift in labor demand increased the wage of skilled
workers relative to the wage of unskilled workers. Moreover, the
wages of the unskilled declined.22 This explains the rise in the
college wage premium and the decline in the real wage of low-
skill workers.23

The technology argument notes the rise of skill-biased techno-
logical change since the late 1970s. Changes in production tech-
niques based on digitally controlled machines, organizational
change in the workplace (enabled by the availability of personal
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computers and information technology), and the fast decline of
the relative price of computer services all worked to raise the rel-
ative demand for skilled workers. As a result, the relative wage of
these workers increased.24

Krugman (1995) argued persuasively that the nature and ex-
tent of U.S. trade with less-developed countries cannot explain
the large increase in the college wage premium. Although in the-
ory the integration of less-developed countries into the world’s
trading system could increase the relative wage of skilled work-
ers in the industrial countries, existing estimates of key parame-
ters, such as the elasticity of substitution in production between
skilled and unskilled workers, imply that it cannot explain the
magnitude of the observed increase. In Krugman’s view, techno-
logical change played a major role.25

Leamer (2000) argued instead that skill-biased technological
change cannot be the correct explanation, because in a country
that faces given world prices, skill-biased technological change
acts like an expansion of the supply of skill, and therefore leads
to a reallocation of resources from less to more skill-intensive
sectors, with no effect on the remuneration of effective units of
inputs. That is, skill-biased technological change does not affect
the wage rate of unskilled workers, and it raises the wage rate of
skilled workers in proportion to the rate of technical change.
Leamer pointed out that what matters for the relative remunera-
tion of effective units of inputs is the sector bias of technological
change rather than the factor bias. In particular, if productivity
rises in skill-intensive sectors only, be it as a result of skill-biased
or Hicks-neutral technological change, then the relative remu-
neration of skilled workers rises. And if productivity rises in sec-
tors that are unskilled-labor intensive, then the relative remuner-
ation of effective units of skilled labor declines.26
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Although Leamer’s arguments are theoretically correct, Krug-
man (2000) pointed out that they are of limited use in the de-
bate, because they rely on the assumption that technological
change does not influence world prices. This would be a suitable
assumption if, say, the technology were to improve in one coun-
try only, and that country were small relative to the world econ-
omy. But if the improvements in technology are worldwide or
in the industrial countries, which jointly produce most of the
world’s output, it is not appropriate to assume that prices do
not respond to technological change. Under these circumstances
technological change has a direct impact on relative wages for
given prices, and an indirect impact through price movements
that respond to shifts in supply. Using a simple two-sector, two-
factor model of international trade with fixed expenditure
shares, Krugman showed that in this type of world Hicks-neutral
technological progress, possibly at different rates in the two sec-
tors, does not change the relative remuneration of effective units
of skilled and unskilled labor. But when the elasticity of sub-
stitution between the inputs is low, skill-biased technological
change raises the relative remuneration of an effective unit of
skill, independently of whether the technological improvement
takes place in the skill-intensive or the unskilled-labor–intensive
sector.

Is there evidence in support of the technology explanation?
Direct evidence of skill-biased technological change exists in the
form of positive correlations between various indicators of tech-
nology and the within-industry growth of the employment share
of skilled workers and their cost share. In these studies, R&D
expenditure, the employment of scientists and engineers, and
investment in computer technology are used to measure tech-
nological intensity.27 But the most striking evidence, which is in-
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direct, concerns the shift in the relative employment of skilled
workers in various industries across countries. An increase in the
relative wage of skilled workers implies that cost-minimizing
producers will shift employment away from skilled workers to-
ward the unskilled. Therefore, in the absence of skill-biased tech-
nological change, we would observe a rising employment of un-
skilled versus skilled workers in all industries of the countries in
which the relative wage of skilled workers increased. This has not
happened, however. As Berman, Bound, and Machin (1998) have
shown,

Across countries with very diverse labor market institu-

tions, two common features stand out. (1) The increased

use of nonproduction [that is, skilled] workers in manu-

facturing is a universal phenomenon . . . [T]heir propor-

tion increased by an average of four percentage points in

the 1970s and three percentage points in the 1980s. (2) In

all these countries the vast majority of the aggregate sub-

stitution toward nonproduction workers was due to sub-

stitution toward nonproduction workers within industries

in both decades. (1257)

Figure 6.6 presents the contribution of the within-industry
changes in employment to the increased percentage of nonpro-
duction workers in manufacturing industries, which took place
in the 1970s and the 1980s, measured as a share of the increased
percentage. It shows that more than half of the changes were
within industries, and that for most of the countries this share
was well above one-half.28 Moreover, the correlations across
countries between industries in which the proportion of skilled
workers increased were generally positive. Skill upgrading within
industries was thus pervasive in the industrial countries, which
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supports Krugman’s argument that technological change was
worldwide. Under these circumstances Krugman’s analysis is
more suitable than Leamer’s.29

Although the studies of skill upgrading within and across in-
dustries provide convincing evidence that the wage inequality
in the industrial countries did not increase only due to trade
with less-developed countries, and that skill-biased technologi-
cal change played an important role in these wage developments,
they fall short of providing a quantitative assessment of the rela-
tive importance of these competing explanations. Borjas, Free-
man, and Katz (1997) do provide such an assessment. They used
the factor content of the growth of U.S. trade with less-devel-
oped countries between 1980 and 1995 to calculate the implicit
rise, caused by this trade, in the supply of workers with high
school education relative to the supply of workers with college
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education.30 Then they calculated the impact of these supply
changes on the relative wage of these groups of workers, using an
elasticity of substitution of 1.4 between them in production.31

The resulting change in relative wages turned out to be about
one-fifth of the actual rise in the college wage premium. That is,
according to Borjas, Freeman, and Katz, the expansion of trade
with less-developed countries accounts for only 20 percent of the
rise in the U.S. college wage premium, while the remaining 80
percent is attributed to other factors, such as the growth in the
relative supply of college skills, depicted in Figure 6.4, and skill-
biased technological change. According to their model, the rise
in the relative supply of college skills reduced the college wage
premium. Nevertheless, one contributor to this trend, immigra-
tion, worked in the opposite direction. That is, by expanding the
supply of workers with a high school education (or lower), immi-
gration raised the college wage premium. According to their esti-
mates, this impact was similar in size to the expansion of trade
with less-developed countries.

Feenstra and Hanson (2003) argued, however, that the contri-
bution to U.S. wage inequality of U.S. trade with less-developed
countries is significantly larger than one-fifth, simply as a result
of the fact that the nature of this trade has changed. In particu-
lar, while the theory behind this estimate implicitly assumes that
the United States and less-developed countries exchange primar-
ily final goods, trade in intermediate inputs has grown tremen-
dously. And expanding trade in intermediate inputs can prompt
a rise in the college wage premium even at constant final good
prices.32

The theoretical argument proceeds as follows. Declining barri-
ers to trade and technological developments have enabled Amer-
ican companies to shift the stages of production of activities
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that are unskilled-labor intensive to less-developed countries.33

The first to move were the least skill-intensive activities. As a re-
sult, the relative demand for skilled workers increased in the
United States, thereby bidding up the college wage premium.
Moreover, since the least skill-intensive activities in the United
States still employed a ratio of skilled to unskilled labor that
exceeded the average ratio of skilled to unskilled labor in the
less-developed countries, the reallocation of these activities to
the less-developed countries also increased their relative demand
for skilled workers. Similar arguments apply to other industrial
countries. Therefore, the skill premium increased both in the
North and in the South.34

Using variations across U.S. manufacturing industries, Feen-
stra and Hanson (2003) estimated the contribution of purchases
of foreign intermediate inputs (what they called “outsourcing”)
and the share of computers in the capital stock (a measure of
technological supremacy) to the rise of the relative wage of
skilled workers. The results proved to be sensitive to the valua-
tion of computers. They reported:

Over the 1979–1990 period, outsourcing accounts for 15

percent of the increase in the relative wage of nonpro-

duction workers, and computers measured using ex post

rental prices account for 35 percent of this increase; thus,

computers are twice as important as outsourcing. When

instead the computer share of the capital stock is mea-

sured using ex ante rental prices, then outsourcing ex-

plains about 25 percent while computers explain about

20 percent of the increase in the nonproduction/produc-

tion wage. Finally, when the computer share of the capital
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stock is replaced with the computer share of investment,

then the contribution of outsourcing falls to about 10

percent, while the contribution of computers rises so

much that it explains the entire increase in the relative

wage. (Feenstra and Hanson 2003, 173)

Although the international fragmentation of production con-
tributed significantly to the rise in the relative wage of skilled
workers, technological progress was apparently more important.
And if one takes the view that the bulk of the weight in the ac-
quisition of computers should be attached to the most recent
investments, then one is led to conclude that technological prog-
ress had the dominant impact on the evolution of wage inequal-
ity.35

Finally, it has been suggested that capital accumulation has
increased wage inequality. This argument starts by noting that
capital and skill complement each other in the production pro-
cess, while capital and unskilled labor substitute for each other.
That is, the elasticity of substitution between capital and skilled
labor is low while the elasticity of substitution between capital
and unskilled labor is high.36 Under these circumstances capital
accumulation raises the marginal product of skilled workers and
reduces the marginal product of the unskilled. Therefore capital
accumulation can explain a rising college wage premium and a
declining real wage of the unskilled.

Krusell and colleagues (2000) followed this route by decom-
posing capital into equipment and structures, and by construct-
ing a model in which capital equipment is a complement to
educated workers and a substitute to uneducated workers. They
estimated the parameters of this model from U.S. data and
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showed that the model tracks well the U.S. relative wage move-
ments over three decades, from 1960 to 1990. In this view capital
accumulation explains most of the rise in wage inequality.37

One should note, however, that this conclusion rests on the
growth of capital equipment, which was driven during the criti-
cal period of the widening wage gap by a rapid decline in equip-
ment prices. And this decline in equipment prices resulted from
technological progress.38 Therefore one way to interpret these
findings is that there was technology-skill complementarity that
was mediated by capital equipment. This interpretation is in line
with the findings of Goldin and Katz (1998), who reported that
during most of the twentieth century technological progress was
complementary to skill.

Moreover, the findings of Krusell and his colleagues were chal-
lenged by Ruiz-Arranz (n.d.). She decomposed equipment into
information technology (IT) equipment and non-IT equipment,
and estimated a translog production function which allows
more flexible forms of substitutability across inputs than the
Krusell et al. formulation. And she found that capital-skill com-
plementarity takes the form of complementarity between IT cap-
ital and skills, but not between non-IT capital and skills. As a
result, the fast growth of IT equipment increased the skill pre-
mium while the growth of non-IT equipment narrowed it. Since
the accumulation of IT equipment is related to technological
change, these results support the view that technological change
is responsible for the widening wage gap between skilled and un-
skilled workers.39

Acemoglu (1998) proposed a mechanism that generates skill-
biased technological change in countries with a rising relative
supply of skilled workers, which in turn helps to explain the evo-
lution of the wage gap. In his model, technological change can
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be directed toward inputs that are used with skilled labor or to-
ward inputs that are used with unskilled labor. An increase in
the relative supply of skilled workers then has two effects. On the
one hand, it raises the relative supply of skill-intensive products,
thereby depressing their relative price. This reduces the incentive
to improve inputs that work with skilled labor. On the other
hand, the larger quantity of skilled labor has a positive size ef-
fect, and improvements in the inputs that work with skilled la-
bor become more valuable. This raises the incentive to invest in
improving skill-related inputs. On balance, the size effect domi-
nates, and an expansion in the relative supply of skilled work-
ers biases technological change in favor of skilled workers.40

Acemoglu (2003) showed that international trade produces a
similar bias. Therefore, as argued by Wood (1994), international
trade can affect relative wages through induced technological
change. Unfortunately, there are no good assessments of the size
of this effect.

The Poor

The effects of growth on the poorest members of society are con-
troversial. Has growth been harmful to the poor, as some have
argued? Or has the growth tide raised all boats, as others have ar-
gued?

We have seen that the world’s distribution of personal income
became more unequal over time, starting with the early part of
the nineteenth century (see Figure 6.1). This development is also
manifested in the decline over time in the income share of the
bottom quintile of the population, as depicted in Figure 6.7,
which shows that the income share of the poorest quintile de-
clined from 4.7 percent in 1820 to 2.2 percent in 1992. The big-
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gest decline occurred in the nineteenth century, and there was
little change in the post–World War II period.

Data of this sort do not provide a complete characterization
of the conditions of the poor, however, because these data depict
changes in their relative position only. Alternatively one can ask
whether poverty, measured in terms of a threshold of real in-
come, has grown or declined over time. Figure 6.8 describes the
evolution of two such measures: the fraction of the world’s pop-
ulation that lives on less than $1 a day and the fraction of the
world’s population that lives on less than $2 dollars a day, where
the purchasing power of each dollar is held constant in terms of
1985 prices.41 Both poverty rates declined over time, and the frac-
tion of people in extreme poverty, that is, those with less than $1
a day, declined rapidly in the post–World War II period.42 It fol-
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lows that the Golden Age of economic growth admitted substan-
tial poverty reduction.

The number of people affected by this decline in poverty is
staggering. In 1970, according to Sala-i-Martin (2002), 1,324
million people lived on less than $2 a day and 554 million lived
on less than $1 a day. Between 1970 and 1998 the number of
people who lived on less than $2 a day declined by 350 million;
the number of people who lived in extreme poverty, on less than
$1 a day, declined by 201 million. And these changes took place
during a period of rapid population growth.

The fast economic growth of China and India, two countries
that account for one-third of the world’s population, contrib-
uted to the world’s poverty reduction in a major way.43 The
Summers-Heston data set PWT 5.6 implies that between 1980
and 1992 China’s real income per capita grew at an average an-
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nual rate of 3.58 percent and India’s grew at 3.12 percent. These
growth rates were much higher than the U.S. growth rate in the
same period, which was only 1.33 percent. According to Quah’s
(2002) estimates, the fraction of people who lived on less than $2
a day declined in China from a range of 37–54 percent in 1980 to
14–17 percent in 1992, and it declined in India from 48–62 per-
cent in 1980 to 12–19 percent in 1992. While the population in-
creased in China from 981 million in 1980 to 1,162 million in
1992, and in India from 687 million in 1980 to 884 million in
1992, the number of poor people declined in China from 360–
530 million in 1980 to 158–192 million in 1992, and in India
from 326–426 million in 1980 to 110–166 million 1992. The eco-
nomic growth of China and India was associated with massive
poverty reductions. Is this pattern special to these countries or is
it more general?

Dollar and Kraay (2002) showed that China and India are not
special cases. Using a large sample of countries with observa-
tions in the postwar period, they showed that the average real in-
come per capita of a country’s poorest quintile moved practically
one-to-one with the average real income per capita of the coun-
try’s entire population. This relationship, which is very tight, is
depicted in Figure 6.9.44 Dollar and Kraay also showed that an al-
most one-to-one relationship existed between the growth rates
of these variables, although data limitations forced them to esti-
mate this slope for a smaller sample of countries. Finally, these
researchers examined the effects on the average income of the
poor of certain variables that are known to influence countries’
growth rates. They found that these variables had no dispropor-
tional effect on the real income of the poor. That is, the influence
of these variables was orthogonal to income distribution, and
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they affected the poor in the same way that they affected the av-
erage person.45

In summary, although cross-country evidence of this sort may
not prove that growth raises all incomes proportionately, it is
hard not to conclude from it that on average growth has raised
the income of the poor around the world.46 We know, of course,
of countries in which the poor did not do well during growth ep-
isodes, the United States from the mid-1970s to the mid-1990s
being one of them. But the question remains, What are the
mechanisms that link growth to income distribution, and which
of them are particularly important? Can the economic system be
organized in ways that encourage growth, and the growth of in-
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come for the poorest members of society in particular? What
role do institutions play in this process? And which economic
and political institutions are particularly important? Most of
these questions are waiting for answers. Some of the issues that
arise in considering them are discussed in the next chapter.
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7

I N S T I T U T I O N S A N D P O L I T I C S

After we account for the accumulation of inputs,
large differences in income per capita remain

across countries. More than half of the cross-country variation
in income per capita—and even more so in the variation of the
growth rate of income per capita—arises from differences in TFP
levels. Why do TFP levels differ so much, and why do they grow
at different rates in different countries?

I argued in Chapters 4 and 5 that investment in research and
development explains a substantial part of this variation, partic-
ularly in the industrial countries. An industrial country benefits
directly from its own R&D and indirectly from the R&D efforts
of other industrial countries. In contrast, developing countries—
which invest very little in R&D—gain mostly from the innovative
activities of the industrial countries. The cumulative effort of all
countries combined advances the world technology frontier, and
this changes differentially the opportunities of countries at dif-
ferent stages of development, and thereby the speed of their TFP
growth. Advanced countries have to innovate in order to push



out the technology frontier; less-developed countries garner pro-
ductivity gains by catching up to the frontier.1

Substantial variation in growth remains, however, after ac-
counting for both accumulation and R&D investment. The
question is, Why?

Mokyr (2002) has described in great detail how the accumula-
tion of knowledge transformed the Western countries into mod-
ern economies. This transformation could not have happened,
however, without the formation of institutions that encouraged
the accumulation of knowledge and its application to the devel-
opment of new technologies. Not only did property rights need
protection, but the modernization processes itself needed to
be guarded against resistance from self-interested groups that
stood to lose from it. In these circumstances political institu-
tions have played an important role; they frame the struggle
between the proponents of change and their opponents, and
thereby affect the ability of countries to innovate and to imple-
ment new technologies.

Property rights secure the accumulation of capital, as Adam
Smith argued long ago. This applies also to the accumulation of
knowledge. Without the protection of property rights, capital
formation, land development, and investment in R&D cannot
take place. For this reason institutions that promote the rule of
law, enforce contracts, and limit the power of rulers are impor-
tant for economic development. These institutions protect indi-
viduals both from one another and from the state.2 Djankov,
Glaeser, and colleagues (2003) have argued that, because govern-
ments that can protect individuals from private infringement of
property rights can themselves infringe on private property, in-
stitutional design embodies a fundamental conflict between the
goal of controlling disorder and the goal of limiting the power of

t h e m y s t e r y o f e c o n o m i c g r o w t h

112



the executive—or, as they put it, a conflict between “disorder and
dictatorship.” This produces a tradeoff, which has important
implications for the control of business: “We argue that the four
common strategies of such control, namely private orderings,
private litigation, regulation, and state ownership, can be viewed
as points on the institutional possibility frontier, ranked in
terms of increasing state powers” (6). In the tradeoff between dis-
order and dictatorship, institutions and politics are inseparable.
Together they determine the ability of countries to accumulate,
to innovate, to adopt new technologies, and to reorganize in the
face of technological change. And they shape the economic poli-
cies that either promote or hinder growth.

Historical Evolution

North (1981, 1990) examined the contribution of institutional
developments to economic growth throughout history. In his
view the Neolithic Revolution, ten thousand years ago, funda-
mentally altered the rate of human progress. Settled agriculture
necessitated new organizational forms, because it required a sys-
tem of property rights. These property rights were communal at
the beginning, but they evolved over time, and the design of state
and individual property rights played a particularly important
role in shaping economic change. In time, political structures
emerged, and the state became a fundamental player in the de-
velopment of the ancient world. The state emerged with a body
of rules that ordered its internal structure, and it maintained co-
ercive power to enforce these rules. It also formalized property
rights, which played a key role in the development of market in-
stitutions. During the Roman empire property rights were cod-
ified into Roman law.
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The collapse of the Roman Empire had dire economic conse-
quences. However, it represents just one major break in techno-
logical progress, organizational change, and economic growth in
the West. Western history is replete with examples of the rise and
fall of nations and empires, in both absolute and relative terms.
The declines are particularly important, because they have been
propelled by institutional and organizational failures. Accord-
ing to North (1981, 59), organizational success and failure ac-
count for the progress and retrogression of societies. Technolog-
ical know-how is necessary for success, but it is not sufficient.

North (1981, 159–160) viewed the Industrial Revolution in a
similar light, as a major institutional and organizational change.
Although the West’s acceleration in the rate of innovation pre-
ceded the traditional dates of the Industrial Revolution, it was
better-specified property rights that improved the functioning
of markets. And it was the rise in the size of the market that
increased specialization, the division of labor, and the rate of
return to innovation.3 Transaction costs increased in this pro-
cess, and organizational changes were devised to reduce them.
These were indeed the developments that paved the way for an
economic revolution in the second half of the nineteenth cen-
tury, which consisted of the wedding of science and technology.
This revolution generated critical knowledge that led to unprece-
dented developments in the Western world. They included rapid
population growth, the attainment of a high standard of living,
the decline of agriculture relative to manufacturing, large-scale
urbanization, and continuous technological change as a norm.

North (1990) used a game analogy to illustrate the difference
between institutions and organizations: institutions are the
rules of the game, while organizations are the players. The play-
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ers can consist of groups that are bound by a common interest,
be it economic, social, political, or educational. The evolving role
of these players is influenced by the rules that govern the game.
But they, in turn, affect the evolution of the rules.4

According to Greif (n.d., chap. 2), North’s definition of insti-
tutions is too narrow. He therefore proposes a broader, alterna-
tive definition, which encompasses North’s as well as various
other definitions commonly used by sociologists and political
scientists: “an institution is a system of institutional elements
that conjointly generate a regularity of behavior by enabling,
guiding, and motivating it,” where institutional elements are
man-made nonphysical factors that are exogenous to each indi-
vidual whose behavior they influence. Significantly, institutional
elements include organizations.5 One can therefore think about
institutions as systems of rules, beliefs, and organizations. Rules
coordinate behavior and enable people to act efficiently with few
informational requirements. The beliefs are important for two
reasons. First, even in institutions with formal structures people
have to be motivated to follow the rules. And second, some insti-
tutions have informal structures, and they can be sustained only
if people believe that actions will lead to well-defined rewards or
punishments. People follow the rules and choose the expected
actions because this is the best they can do within the prevailing
institutional structure.

Greif emphasizes the importance of a context-specific analy-
sis of institutions. The context-specific analysis is essential, be-
cause multiple equilibria are often possible in the formation of
institutions in given circumstances—that is, more than one set
of institutions can emerge in given circumstances. Examining
the contextual details helps to clarify why particular institutions
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emerged in a particular historical setting and how they could be
sustained, because historical path-dependence is an important
element in the evolution of institutions.

Greif ’s analysis of the functioning of institutions is highly
original, combining sophisticated game theory with detailed
knowledge of history. Much of this work is summarized in his
magnum opus, “Institutions: Theory and History” (n.d.). But his
basic approach was illustrated in Greif (1993), where he studied
the formation of a private institution by a network of Maghribi
traders that operated around the Mediterranean in the eleventh
century.6 They were descendants of Jewish immigrants who fled
the area around Baghdad for political reasons in the tenth cen-
tury and settled in North Africa. They formed a close commu-
nity with tightly held cultural beliefs and strong family ties.
Some of them served as merchants and others as agents of mer-
chants. Overseas agents provided the merchants with trade-re-
lated services, operating on their behalf at distant locations.

Records indicate that among the Maghribi traders the use of
agents was the rule in commercial transactions.7 But merchants
were not able to monitor their distant agents directly. In addi-
tion, the legal system provided only limited redress, and most of
the agency relations were not based on legal contracts. How were
these relations sustained?

Using the historical evidence, Greif attributed the success of
the Maghribi traders to an institution they developed that solved
the commitment problem that is inherent in every agency rela-
tionship. The Maghribi traders formed a coalition consisting of
merchants who were members of the community. They adopted
a set of cultural rules of behavior—the Merchants’ Law—that
agents were expected to follow. Within the merchants’ coalition
information was rapidly disseminated. An agent who did not fol-

t h e m y s t e r y o f e c o n o m i c g r o w t h

116



low the rules was deemed to be dishonest, and the news of his
dishonesty spread rapidly within the community. The result was
that a dishonest agent was not rehired by the merchant whom
he cheated, nor by any other member of the community, for a
substantial period of time. This multilateral punishment strat-
egy made cheating very costly, and especially so in view of the
fact that the options of an agent outside the Maghribi commu-
nity were significantly less attractive.8 This example illustrates
the emergence and functioning of institutions that support eco-
nomic activity. It also demonstrates historical path-dependence,
because the institution resulted from a political process that
triggered the migration of its founders from Baghdad to North
Africa.

Although the institution developed by the Maghribi traders
enabled them to expand trade by means of agents, the scope of
impersonal exchange—that is, exchange that does not rely on
personal relationships—was limited in this arrangement and so
was its geographical reach. However, the extension of impersonal
exchange over large territories was key to the late medieval Com-
mercial Revolution, which took place between the eleventh and
the fourteenth centuries. Forming institutions of impersonal ex-
change was an important part of this revolution, which occurred
at a time when legal systems were not well developed and the au-
thority of courts was limited to local communities. Moreover,
where courts existed, they were not impartial; they were con-
trolled by the local elite (landed or urban) and they tended to
discriminate against outsiders. Greif (n.d., chap. 8) has analyzed
the emergence in this environment of the Community Responsi-
bility System, a contract-enforcement mechanism that sustained
impersonal transactions between members of different commu-
nities.
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In the late medieval period many European communities had
well-defined memberships and were self-governed. As a result it
was possible to recognize the community affiliation of parties to
a transaction. According to the rules of the Community Respon-
sibility System, the entire community was responsible for the
deeds of each one of its members. This meant that if a party to a
transaction from one community cheated a member of another
community, all members of the offender’s community were lia-
ble for his misconduct. The practical implication was that every
member of the offender’s community could be called upon to
pay for the damage caused by the offender. If a member of the
offender’s community happened to be in the jurisdiction of the
community of the person who had been cheated, the member of
the offender’s community could be sued in the local court and
the property in his immediate possession, such as merchandise,
could be confiscated. Under the circumstances a community had
strong incentives to ensure that each one of its members was in
good standing in other communities. Every local community
therefore enforced the commitments of its members to residents
of other communities.9

Greif has developed a repeated-game model in which a Com-
munity Responsibility System is an equilibrium outcome, and he
provides anecdotal evidence from England and Florence in sup-
port of his model. He also argues that the organizational struc-
ture of Champagne’s great medieval fairs took advantage of the
Community Responsibility System.

Improvements in the organization of trade, or more generally
in the organization of economic activities, are every bit as impor-
tant as improvements in technology. If we had data that allowed
us to calculate TFP growth during the medieval period, we prob-
ably would have found that the institutional innovations of the
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Maghribi traders or the molders of the Community Responsibil-
ity System led to TFP growth. Such data are not available, how-
ever. As a result it is not possible to derive a quantitative assess-
ment of the contribution of these institutional developments to
economic growth. Nevertheless, since—as we saw in Chapter 5—
market integration is important for growth, an analysis of non-
market institutions and their relation to market integration
should lead to a better understanding of the growth process.

Legal Origins

Legal systems play a central role in the protection of property
rights. They differ, however, across countries, and these differ-
ences affect the functioning of national economies. Glaeser and
Shleifer (2002) studied the evolution of the English common-
law and the French civil-law systems, which are the most preva-
lent systems worldwide. They noted that “civil law relies on pro-
fessional judges, legal codes, and written records, while com-
mon law relies on lay judges, broader legal principles, and oral
arguments” (1193). And they suggested that the stronger the
pressure on courts to rule in favor of powerful litigants, the
greater the need for centralization of the legal system. But al-
though greater centralization can reduce disorder, it gives the
center more power. Moreover, in orderly environments with cen-
tral control a decentralized legal system is easier to enforce, while
in disorderly environments with weak central control a central
legal system is easier to enforce. As a result, France—which was
relatively disorderly in the twelfth and the thirteenth centuries,
and had a weak central government—adopted the civil-law sys-
tem, which gives greater power to the center. But England—
which was relatively peaceful in the twelfth and thirteenth cen-

Inst i tut ions and Pol i t i c s

119



turies and had strong central control—adopted the common-law
system, which is more decentralized. That is, France chose to rely
on state-employed judges precisely because local lords were pow-
erful while England chose a jury system because its local lords
were weak. And these differences in local conditions persisted for
centuries.

Through colonization, the civil-law and common-law systems
were transplanted to many countries, thereby molding their eco-
nomic and political makeup. Detailed studies have examined
the effects of these legal systems on the protection of investor
rights, the regulation of business activity, the regulation of labor,
and the quality of government. La Porta and colleagues (1998)
showed that the quality of present-day laws that protect investor
rights and the quality of their enforcement vary by the origin of
the legal system in a sample of forty-nine countries: they are
strongest in common-law countries, weakest in French civil-law
countries, and in between in Scandinavian and German civil-
law countries. And La Porta and colleagues (1999) showed that
countries with a common-law system have better governments—
as measured by indexes of property rights protection, the qual-
ity of business regulation, and the top marginal tax rate—than
countries with a French civil-law system.

Djankov, La Porta, and colleagues (2003) studied the effi-
ciency of courts in resolving disputes in 109 countries. They
used two legal procedures as measures of efficiency: the eviction
of a nonpaying tenant and the collection of a bounced check.
From detailed information about these procedures they con-
structed a measure of procedural formalism for each one of the
countries. And they found that legal origin explains 40 percent
of the cross-country variation in procedural formalism, which is
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higher in French civil-law countries than in English common-
law countries. Using OLS regressions, they found that higher
procedural formalism leads to longer duration of dispute resolu-
tion for both eviction and check collection, lower enforceability
of contracts, and higher corruption.10 The results did not change
when they estimated these relationships with instrumental vari-
ables, using legal origin as an instrument for procedural for-
malism.

In another study, Djankov and colleagues (2002) examined the
regulation of entry in eighty-five countries, using explicit mea-
sures of difficulty in forming a new firm, such as the number of
procedures required to start up a firm and the number of days it
takes to execute these procedures. They found wide variation
in these measures across countries, as well as wide variation in
their official cost, which was as low as 0.5 percent of GDP per
capita in the United States and as high as 460 percent of GDP
per capita in the Dominican Republic. And these costs differed
by legal origin. French and German civil-law countries, as well as
countries with socialist legal origin, had more regulation than
English common-law countries, while Scandinavian civil-law
countries had regulation comparable to that of English com-
mon-law countries. Evidently these entry costs impose a burden
on business firms and limit competition, but the study found
that stricter regulation is also associated with higher levels of
corruption and larger shares of unofficial economic activity.11

Summarizing the findings on the regulation of courts, en-
try, and labor markets,12 Djankov, Glaeser, and colleagues (2003)
noted that “in all three areas, i.e., entry, courts, and labor mar-
kets, socialist and French legal origin countries regulate much
more heavily than do the common law countries. On average,
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the same countries that regulate entry, also regulate courts and
labor markets; these correlations are at least partly driven by le-
gal origin” (24).

Colonial Origins

The influence of institutions imposed by colonizing powers on
the development of various territories and countries has received
particular attention. Some have argued that a colonizer has a
decisive impact on the formation of its former colony’s politi-
cal, legal, and economic institutions, and thereby on the for-
mer colony’s economic performance.13 North, Summerhill, and
Weingast (2000) furnished particularly strong arguments along
this line, contrasting the development of North with South
America. They argued that differences in the governing structure
of the Spanish and British empires, and their divergent needs
during the colonial era, explain to a large extent why political
institutions which fostered order—and were conducive to eco-
nomic development—formed in North America under British
rule, but very different institutions—which bred disorder and
were not conducive to economic development—emerged in Latin
America under Spanish rule.14 Although North, Summerhill,
and Weingast did not deny that resource and other factor en-
dowments affected the formation of institutions, as argued by
Coatsworth (1993) and Engerman and Sokoloff (1997), they in-
sisted that the colonizer played a decisive role.

According to Engerman and Sokoloff (1997) and Sokoloff and
Engerman (2000), resource and other factor endowments de-
termined specialization patterns in the colonies. They also deter-
mined the regional allocation of the six million immigrants to
the New World during the sixteenth, seventeenth, and eigh-
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teenth centuries, of whom more than 60 percent were African
slaves. The areas that most attracted migrants who had a choice
in the matter had soil and climate that were suitable for the pro-
duction of lucrative commodities such as sugar and coffee; they
included the West Indies and parts of South America. The pro-
duction of these crops was organized in large plantations with
slave labor, creating large inequalities in wealth and political
power. These characteristics in turn fostered the formation of
economic and political institutions that favored the plantation
owners, thereby propagating inequality and hampering eco-
nomic development.

In other parts of Spanish America, the factor endowments
were characterized by rich mineral resources and substantial
numbers of natives who could be employed in their extraction.
There the Spanish authorities distributed grants of land to fa-
vorites of the crown, again producing large inequalities of wealth
and political power, which shaped the evolution of extractive in-
stitutions that were not conducive to growth.

In contrast, the northern part of North America had few na-
tive inhabitants and the soil was suitable for grains rather than
for the lucrative crops of the West Indies. As a result, large plan-
tations did not spring up and most of the laborers were of Euro-
pean descent. These conditions created much less inequality of
wealth and political power, which encouraged the shaping of
more egalitarian institutions and better protection of individual
property rights. These in turn provided investment incentives to
large segments of society and thereby promoted growth.

Sokoloff and Engerman (2000) argued, however, that the roles
of the British and Spanish crowns could not be as starkly differ-
ent as suggested by North, Summerhill, and Weingast (2000).
They pointed out that during the colonial period the economies
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with the highest per capita income were in the Caribbean, and
among them no marked difference existed between those that
were Spanish, British, or French. This implies that endowments
were more important than colonizers. More generally, colonies
that belonged to the same empire—British or Spanish—varied in
their level of economic success, and this variation was in large
measure due to factor endowments.

Acemoglu, Johnson, and Robinson (2001, 2002) have provided
the strongest evidence for the argument that local conditions
rather than the identity of the colonizing power determined in-
stitutional development and economic growth. Their theory
consists of three building blocks. First, the European colonizers
could choose from a range of strategies; at one extreme, they
could form extractive institutions without European settlement
in the colonies, and at the other, they could settle in the colonies
and replicate their institutions there. Second, the choice of strat-
egy was influenced by local conditions. In particular, the extrac-
tive strategy was followed when the conditions for settlement
were not favorable. And third, once the institutions were formed,
they persisted after independence.

To test this theory, Acemoglu, Johnson, and Robinson (2001)
collected data on mortality rates in the colonies between the sev-
enteenth and nineteenth centuries of European bishops, sailors,
and soldiers who did not die in battle. The mortality rate was
treated as a proxy for the degree of difficulty of settling in an
area; the higher the mortality rate the more difficult it must have
been to settle there. Acemoglu, Johnson, and Robinson showed
that the mortality rate is negatively correlated with GDP per cap-
ita in 1995, meaning that income per capita in 1995 was high in
areas that were hospitable to European settlers more than a hun-
dred years earlier and low in areas that were not. Moreover, these
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authors showed that the mortality rate is positively correlated
with an index of expropriation risk during 1985–1995.15 If we in-
terpret low expropriation risk as a reflection of good institu-
tions, this second correlation implies that areas that were hos-
pitable to European settlers in the seventeenth, eighteenth or
nineteenth centuries ended up with good institutions at the end
of the twentieth century, and those that were not hospitable to
European settlers ended up with bad institutions.

But do these two correlations necessarily imply that the lo-
cal conditions in the colonies, between the seventeenth and
the nineteenth centuries, affected income per capita in 1995
through the shaping of institutions? Or do they result from
other sources of variation? Acemoglu, Johnson, and Robinson
employed the two-stage least-squares method to estimate the im-
pact of institutions on GDP per capita, using settler mortality
rates as instruments. They estimated a first-stage equation in
which the measure of expropriation risk was regressed on settler
mortality rates, and a second-stage equation in which GDP per
capita was regressed on the measure of expropriation risk. They
found the estimated coefficients to be highly significant. Settler
mortality had a significant impact on expropriation risk and ex-
propriation risk had a significant impact on GDP per capita.16 A
sensitivity analysis confirmed the robustness of these findings.

Did the colonial origin of a country affect only the quality of
its institutions, or did it also have a direct impact on its income
per capita? In the sensitivity analysis the finding was that it did
both. At the same time, however, controlling for the colonial ori-
gin does not diminish the influence of the settler mortality rate,
a finding that supports the claim that variations in local condi-
tions played an independent role in the emergence of institu-
tions and in their impact on long-term development.
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Of particular interest are the legal systems that were trans-
planted by the colonizers to the colonies, because (as discussed
in the previous section) legal systems have systematic effects on
the protection of property rights and the quality of governmen-
tal institutions. Acemoglu, Johnson, and Robinson confirmed
these results. In their sample of sixty-four countries the legal sys-
tem is either of English common-law origin or of French civil-
law origin. They found that the English common-law system had
a better effect on the formation of institutions (for example, it
produced lower expropriation risk). Controlling for legal origin,
however, did not much change the estimated impact of local
conditions on institutions and through them on GDP per capita
in 1995. This result corroborates the important effects that lo-
cal conditions had in the colonies on the formation of institu-
tions and through them on prosperity at the end of the twen-
tieth century.

Acemoglu and Johnson (2003) went one step further in sepa-
rating the effects of property rights from contracting insti-
tutions. Using the risk of government expropriation and con-
straints on the executive as proxies of the property rights
institutions, and measures of legal formalisms from Djankov, La
Porta, and colleagues (2002, 2003) as proxies of contracting in-
stitutions, they examined the effects of these institutions on the
long-run growth of a sample of countries that are former Euro-
pean colonies. In order to deal with the endogeneity problems of
these institutional measures, they instrumented the contracting
institutions with legal origin and the property rights institu-
tions with settler mortality rates. And they found strong support
for the importance of property rights institutions in fostering
economic growth. That is, countries with stronger protection of
property rights and greater constraints on the executive have
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higher income per capita. Once the effects of the property rights
are controlled for, however, contracting institutions do not ap-
pear to affect income per capita. The researchers interpret this
result as suggesting that countries cannot function well without
protection of property rights, but that the private sector can
structure its transactions—such as the financing of economic ac-
tivity—in ways that overcome the deficiencies of the contracting
institutions. Although this analysis provides an important step
in the direction of identifying separate institutional channels
of influence, the robustness of the conclusion awaits further
scrutiny.

Geography versus Institutions

Some authors argue that institutions play a primary role in eco-
nomic development, while others assign this role to geography.
Sachs (2001) in particular has defended the view that geogra-
phy plays a major role in the economic success of countries. He
has argued that regions that are temperate or have access to
sea-based trade have a considerable advantage over regions that
are tropical or land-locked. Using a climate classification system
that differentiates regions by temperature and precipitation, he
examined regional patterns of growth and development. Tem-
perate zones and coastal regions had higher income per capita.
Moreover, using Maddison’s (1995) historical data he found that
between 1820 and 1992 temperate regions grew at an average
rate of 1.4 percent per capita while nontemperate zones grew
only at 0.9 percent. In addition, following Barro (1991), he re-
gressed the average annual growth rate of income per capita be-
tween 1965 and 1990 on initial income per capita and education,
as well as on the share of a country’s population living in a tem-
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perate zone. He found that the share of a country’s population
living in a temperate zone had a positive effect on its growth
rate.17

The dispute about geography versus institutions is not so
much about whether geography affects economic development,
however, as about whether it affects development through the
formation of institutions or via other channels. Hall and Jones
(1999), who found large productivity differences across coun-
tries, thought that development occurred through institutions:
“[Our] central hypothesis . . . is that the primary, fundamental
determinant of a country’s long-run economic performance is its
social infrastructure. By social infrastructure we mean the insti-
tutions and government policies that provide the incentives for
individuals and firms in an economy” (95). Those incentives can
encourage innovation and accumulation, or they can encourage
rent-seeking, corruption, and theft.

To support this position, Hall and Jones estimated the impact
of institutions on output per worker by means of the two-stage
least-squares method, using various measures of western Euro-
pean influence as instruments for institutions. Among these in-
struments they included a geographic characteristic, the dis-
tance from the equator.18

Sachs (2001) criticized the validity of this instrument, arguing
that latitude is a poor measure of the degree of penetration of
European institutions, because many midlatitude regions, such
as Central Asia, China, Korea, and Japan, have in fact weak ties to
Europe. On the other hand, many equatorial regions are former
(or current) European colonies, with strong ties to Europe.

This criticism is well taken. Indeed, Acemoglu, Johnson, and
Robinson (2001) found that adding latitude to their equations
did not much change the relationship between institutions and
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GDP per capita, and that the effects of latitude either were not
significant or were even of the wrong sign.

Economic outcomes hardly ever have a single cause, and this
applies with particular force to the complex process of long-run
development. For this reason the debate about institutions ver-
sus geography is better framed as a debate about the relative
importance of these attributes as determinants of income and
wealth. Although the quantitative estimates of the contribution
to income per capita of institutions relative to geography are not
very reliable, a 2002 study by Acemoglu, Johnson, and Robinson
tilts the balance strongly in favor of the primacy of institutions.

To begin with, Acemoglu, Johnson, and Robinson (2002) doc-
umented what they called “reversal of fortune.” That is, they
found that countries or territories that were relatively rich
around 1500 had become relatively poor by 1995; and vice versa,
countries and territories that were relatively poor around 1500
had become relatively rich by 1995. They used two measures of
well-being in 1500: urbanization, measured by the fraction of
people living in towns with more than five thousand inhabit-
ants, and population density, measured by the number of people
per unit area. Both measures are believed to be highly correlated
with living standards.19 Figure 7.1 depicts the remarkable rela-
tionship between population density in 1500 and GDP per cap-
ita in 1995 (adjusted for purchasing power parity) for a sample
of ninety-two countries. Every point in the figure represents a
country.20 The figure shows a negative correlation between living
standards in 1500 and living standards in 1995. The authors
then showed convincingly that geography-based hypotheses can-
not explain this pattern, while an institution-based hypothesis
can.

First, this sort of data obviously rejects a simple static view of
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the effects of geography on development, because if geographic
attributes dominated development, then regions that were rich
at the beginning of the sixteenth century should also have been
rich at the end of the twentieth century. Second, one could ar-
gue, as Sachs (2001) did, that areas that were prosperous at the
beginning of the sixteenth century had soil and climate that
were suitable for the agricultural technologies of the time, but
they lost this advantage when new agricultural technologies de-
veloped that favored temperate areas. But this explanation was
rejected by Acemoglu, Johnson, and Robinson, who showed that
the reversal in the relative ranking of countries took place some-
time between the end of the eighteenth century and the begin-
ning of the nineteenth. The reversal thus did not take place dur-
ing the period of major technological progress in agriculture,
but rather much later, during the Industrial Revolution, and it
was related to industrialization.
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Acemoglu, Johnson, and Robinson (2002) suggested instead
that the reversal of fortune can be explained by the institutions
that were formed by the European colonizers. On the one hand,
relatively poor regions were sparsely populated, which made
them attractive to European settlers. Once the Europeans set-
tled in a region in large numbers, they had an incentive to estab-
lish institutions that provided for themselves broad protection
of property rights and broadly distributed political power.21 In
prosperous, densely populated areas, on the other hand, settle-
ment was less attractive to Europeans. In these areas it was more
attractive to form extractive institutions, based on both eco-
nomic and political inequality.22 When the Industrial Revolution
came along, the former type of institutions furthered it, while
the latter type deterred it.

Econometric evidence suggests that prosperity in the early
part of the sixteenth century is correlated both with bad institu-
tions in the late part of the twentieth century, as measured by an
index of expropriation risk, and with bad institutions in the first
year of independence, as measured by an index of constraint on
the executive. These correlations persist after controlling for lati-
tude. Again using two-stage least squares, Acemoglu, Johnson,
and Robinson (2002) estimated the impact of institutions on per
capita income in 1995, using settler mortality in the seventeenth,
eighteenth, and nineteenth centuries and prosperity circa 1500
as instruments. They found that institutions that were formed
centuries earlier had a significant impact on well-being at the
end of the twentieth century. Moreover, they could not reject the
hypothesis that prosperity at the beginning of the sixteenth cen-
tury had no independent effect on the twentieth-century level of
well-being, except for its impact through the formation of insti-
tutions. That is, the conditions at the beginning of the sixteenth
century affected well-being in the twentieth century primarily
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through their impact on institutional design. Finally, using the
industrial output of the UK as a measure of industrialization,
they found that the interaction of institutions with industrial-
ization had a positive effect on a country’s well-being. Countries
with good institutions took better advantage of industrializa-
tion than countries with bad institutions.23

More recent econometric studies by Easterly and Levine (2003)
and Rodrik, Subramanian, and Trebbi (2002) confirmed the key
finding of Acemoglu, Johnson, and Robinson regarding the pri-
macy of institutions as compared with geography in the long-
run determination of income per capita.24 Although geograph-
ical characteristics may have influenced the formation of insti-
tutions and thereby long-term development, the geographical
traits of a country have no direct impact on its income per capita
once the effects of institutions are accounted for.25

Political Economy

Economic and political interests interact in shaping economic
development. The question is, How? Przeworski and colleagues
(2000, chap. 3) argued, for example, that democratic regimes do
not grow at different rates than autocratic regimes, while Mulli-
gan and Sala-i-Martin (2003) argued that there are no system-
atic economic and social policy differences between democratic
and (noncommunist) nondemocratic regimes.26 Yet real wages
are higher in democracies.27 And higher income per capita brack-
ets have higher fractions of countries with democratic regimes.28

Huntington (1968) emphasized the role of stability in the sur-
vival of regimes. But change per se does not appear to be harmful
to regimes. Rather, change that results from economic growth is
good for the survival of both democratic and autocratic regimes,
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while contraction of income per capita is detrimental to the sur-
vival of both.29 Investment rates are higher in nondemocratic re-
gimes, but this is predominantly the result of low levels of in-
come per capita in these countries. As explained in Chapter 2, we
should expect higher investment rates in poorer countries, and
the evidence supports this relationship. And indeed, once differ-
ences in income per capita are accounted for, democracies do not
appear to have lower investment rates.30

Modernization theory argues that economic development
leads to the democratization of autocratic regimes. As a coun-
try becomes richer, its social structure becomes more complex,
new groups emerge with their own needs and power, and it be-
comes more difficult to sustain an autocratic regime. According
to Lipset (1959), the cumulative process of industrialization, ur-
banization, rising education levels, and political mobilization
leads in the end to democratization. The evidence on the Lipset
hypothesis, however, is mixed for the postwar period. On the one
hand, Barro (1997, chap. 2) estimated a positive impact of GDP
per capita on democracy and civil liberties, which supports the
hypothesis. On the other hand, Przeworski and colleagues (2000,
chap. 2) found that higher income does not raise the probability
of a switch from autocracy to democracy, but rather that democ-
racies are more likely to survive in higher-income countries.31

This higher survival probability explains the positive correlation
between the fraction of democratic regimes and income per cap-
ita in these authors’ data. And this may also explain the positive
correlation between income per capita and democracy in Barro’s
data set. If so, the data do not support the Lipset hypothesis.32

Acemoglu and Robinson (2003) offered a theory of transition
from dictatorship to democracy that uses the redistributive con-
flict between the rich and the poor as the main driving force be-
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hind political change. In their theory, social and political groups
are interested not only in current redistributive policies but also
in future policies. A group can secure advantageous policies in
the future by promoting the formation of institutions that give
it political power. The numerous poor have more political power
in a democracy; the fewer rich have more political power in an
autocracy. But political power can be formal or based on brute
force. When the poor in a nondemocratic regime attain politi-
cal power, possibly by force and only temporarily, they press
for a transition to democracy, which gives them formal political
power. The new regime provides a commitment device for future
pro-poor policies.

According to this theory a revolution is more attractive to the
poor the larger the inequality. But larger inequality makes de-
mocracy more costly to the rich and makes repression more at-
tractive to them. As a result of these opposing influences, the
theory predicts an inverted U-shaped relationship between in-
equality and the likelihood of democratization. Democratiza-
tion is unlikely when inequality is small or large, and it is most
likely at intermediate levels of inequality.33

Conflicts over redistribution play out in many forms in the
political arena. The links between economics and politics do not
concern the poor and the rich only, because groups organize
along varying dimensions in order to protect their interests. Ex-
cellent examples are provided by Rogowski’s (1989) analysis of
the effects of international trade on political alignments.

Rogowski used the Stolper-Samuelson theorem to analyze
how the interests of labor, land owners, and capital owners
shifted in response to changing conditions in the world econ-
omy.34 In a Heckscher-Ohlin analytical framework, this theorem
suggests that improved conditions on world markets, which may
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result from falling trade costs or reduced foreign protection,
benefit inputs that are abundant in a country, because they are
used intensively in the production of exportable products. In-
puts that are used intensively in the production of import-com-
peting products lose.

Rogowski examined the effects of the first wave of globaliza-
tion in the last part of the nineteenth century on the forma-
tion of political coalitions. Contrasting Britain, Germany, and
the United States, he noted that both Germany and the United
States were capital-poor at the time in comparison with Brit-
ain. But while Germany was rich in labor and poor in land, the
United States was rich in land and poor in labor. The expansion
of trade, therefore, benefited labor in Germany and threatened
the income of capital and land there. As a result, labor supported
free trade while capital and land formed the infamous “marriage
of iron and rye” to oppose free trade. In the United States, labor
and capital united into a protectionist coalition, while landown-
ers favored free trade. The result was rural-urban conflict. Fi-
nally, in Britain, which was rich in capital and labor, a coalition
of capital and labor supported free trade while landowners sup-
ported protection.35

These are examples of the impact of economic conditions on
politics. The causality can go the other way as well. Consider the
political economy of trade protection. Grossman and Helpman
(1994b) proposed a model of protection in which economic in-
terests organize along sectoral lines, so that interest groups form
to represent industries. Their model predicts a cross-sectional
structure of protection that depends on political and economic
characteristics. In particular, the average level of protection de-
pends both on how much weight policy makers attach to ag-
gregate welfare as opposed to political support in the form of
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contributions and on what fraction of people are represented
by active interest groups.36 A number of empirical studies es-
timated the model’s parameters with data from various coun-
tries.37 Mitra, Thomakos, and UlubaÙo×lu (2002) estimated it
for Turkey, both for the period of military rule and for the later
period following democratization. They found that the switch
from military rule to democracy raised the relative weight of ag-
gregate welfare and the fraction of people represented by interest
groups, which in turn reduced the level of protection.

These examples of links between economics and politics in the
realm of international trade illustrate the importance of political
economy. But they do not shed light on how political economy
affects growth, because (as we saw in Chapter 5) there are no sim-
ple links between growth and levels of protection. For this rea-
son we also cannot expect to find simple links between political
economy and rates of growth. Yet such links can and should be
studied, because they hold the key to some of the mysteries of
economic growth.38

Olson (1982) advanced a hypothesis that directly links the for-
mation of political factions to growth. Starting with The Logic of
Collective Action (1965), Olson suggested that the formation of in-
terest groups does not further economic efficiency. Moreover,
stable societies tend to accumulate more groups that promote
their own interests. The activities of these groups then reduce ef-
ficiency and foster political divisiveness. Despite the fact that
large organizations weigh the loss of aggregate efficiency against
their own distributional gains, significant excess burden emerges
in societies with such organized groups. They slow down the so-
cial process of decision making, erect entry barriers, produce
complex legal and regulatory frameworks, and complicate the
role of government. As a result they damage a society’s capacity
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to adopt new technologies and to reorganize in response to tech-
nological change. Thus they slow growth.39 In short, in stable so-
cieties the number of groups that seek redistributive gains grows
over time and the rate of growth of income per capita declines.

Discussing the post–World War II experience, Olson (1982) ar-
gued that “countries that have had democratic freedom of orga-
nization without upheaval or invasion the longest will suffer
the most from growth-repressing organizations” (77). For this
reason, totalitarianism, instability, and war destroyed special-
interest groups in Germany, Japan, and France. Stability and the
lack of invasion allowed such groups to flourish, however, in the
United Kingdom. As a result, Olson argued, Germany and Ja-
pan—whose economies were devastated by the war—experienced
an “economic miracle” in the postwar period; France—which was
only occupied—did not experience a “miracle” but grew at a con-
siderably fast rate; and the UK—which was not invaded—per-
formed poorly. And the same argument explains why Switzer-
land, a country that did not participate in the war, grew even
more slowly than the UK.40

Olson’s view has been challenged, however. First, Booth,
Melling, and Dartmann (1997) showed that many of the special-
interest organizations that existed in Germany before the war re-
appeared there after the war. In other words, the war did not
abolish some of the main organizations that Olson deemed det-
rimental to Germany’s success. Second, there is no evidence in
the Przeworski and colleagues (2000, chap. 4) data that the rate
of growth declines with the age of a regime, democratic or auto-
cratic, and Persson and Tabellini (2003, chap. 7) found that older
democracies pursue policies that are more favorable to growth.
Evidently the effects of interest groups are more subtle than
Olson’s theory suggests. Yet we still do not have a combined the-
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ory of growth and interest-group formation and dismantling.
We obviously need such a theory in order to better under-
stand the mechanisms through which interest groups affect eco-
nomic growth and how they reorganize in the face of economic
change.41

We also do not have a good theory that links political institu-
tions to growth, nor have we reliable empirical evidence on these
links. Nevertheless, progress is being made. Persson and Tabel-
lini (2003) provided a detailed study of the effects of electoral
rules and the form of government on economic outcomes. They
collected a large data set for the postwar period that enabled
them to estimate the impact of presidential and parliamentary
forms of government, and majoritarian and proportional elec-
toral rules, on government spending, taxation, and other policies
that affect productivity and growth.42 They found that the ef-
fects of the form of government interact in subtle ways with
democratic institutions. In good and well-established democra-
cies, economic policies are more growth oriented in presidential
than in parliamentary regimes. In weak democracies, the oppo-
site is true: economic policies are more growth oriented in parlia-
mentary regimes. Persson and Tabellini also found that older de-
mocracies pursue policies that are more favorable to growth
than younger democracies, and that the older democracies are
more productive as a result. And they found no significant dif-
ference between the effects of the two electoral rules on produc-
tivity and growth. Nevertheless, once the crude distinction be-
tween the electoral rules is abandoned, various details appear to
exert important effects. In particular, in majoritarian systems
small districts are detrimental to economic development.43

Persson (2003) reconsidered some of these findings in a larger
sample of countries that includes nondemocratic regimes.
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Using, for the democratic regimes, their age and constitutional
type (parliamentary versus presidential) as instruments of anti-
diversion policies,44 in addition to the population share speaking
one of the five primary European languages and the Frankel and
Romer (1999) predicted trade share, he found in the cross sec-
tion that age and constitutional type have a significant impact
on labor productivity. Once the impact of these two variables on
policies is controlled for, however, they have no further effect on
labor productivity. Namely, the age of democratic regimes and
their constitutional type affect labor productivity through the
policy-formation process only. These effects are very large; the re-
placement of any regime with a parliamentary democracy im-
proves a country’s structural policies so as to raise its long-run
labor productivity by 40 percent. Although these results are
rather preliminary, they show how important it is to understand
the effects of political institutions on economic performance.
And they also prove that it is possible to study these complex
issues.45

Countries that start with similar endowments can follow differ-
ent developmental paths as a result of differences in institu-
tional structures, because institutions affect the incentives to
innovate and to develop new technologies, the incentives to re-
organize production and distribution in order to exploit new
opportunities, and the incentives to accumulate physical and
human capital. For these reasons institutions are more funda-
mental determinants of economic growth than R&D or capital
accumulation, human or physical. Yet economic studies of the
impact of institutions on economic growth are very recent, de-
spite the fact that economic historians and other social scientists
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have examined institutions for a long time. As a result, some im-
portant issues that I have discussed have not been satisfactorily
resolved and the conclusions from this chapter are only tenta-
tive.

Major technological developments have taken place in coun-
tries that protected private property from infringement by indi-
viduals and the state. A legal system that facilitates transactions
and a political system that constrains the executive are needed
for this purpose. But these institutions are not sufficient for
growth. The reason is that major changes in technology always
induce major changes in economic organizations. The central-
ized factory in the late eighteenth century, the large business cor-
poration in the late nineteenth century, the process of vertical in-
tegration at the beginning of the twentieth century, and the
recent trend toward greater fragmentation of production exem-
plify organizational responses to technological change.46 As a re-
sult, the ability of a country to grow also depends on its ability to
accommodate such changes, and the ability to accommodate
change depends in turn on a country’s economic and political
institutions.

The institutions that are good for one period are not necessar-
ily good for another. Britain declined in the late nineteenth cen-
tury not least because it did not adapt fast enough to the emerg-
ing technologies of that era. And the economic and political
institutions that supported the post–World War II growth spurt
in Japan and the new industrial countries of the Pacific Rim have
proved to be inadequate more recently. Institutions too have to
change in order to promote growth. In particular, they need
to evolve in tandem with technology. But this happens rarely,
because institutions evolve slowly. The mismatch between insti-
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tutions and technology is particularly severe during periods of
rapid technological change, and especially when drastic innova-
tions of the GPT type take place.

Although it has been established that property rights institu-
tions, the rule of law, and constraints on the executive are impor-
tant for growth, the exact ways in which they affect income per
capita are not well understood. And the roles played by a host of
other economic and political institutions, such as the structure
of labor relations and the regulation of interest groups, are even
less well understood. Yet an understanding of these features of
modern societies is extremely important for greater insight into
modern economic growth. Without it, it is difficult to pinpoint
reforms that can help achieve faster growth in both developed
and developing countries.

To make progress on this front, future research has to identify
the channels through which institutions affect growth and the
ways in which various institutions interact. To illustrate, con-
sider the finding in Persson and Tabellini (2003) that presiden-
tial systems are better for growth than parliamentary systems
in countries with sound and long-established democratic tradi-
tions, but parliamentary systems perform better in weak democ-
racies. What are the key channels through which the two regimes
affect economic outcomes? Is it through tax policies? Restric-
tions on special interests? Responsiveness to change? Persson
and Tabellini also discuss interactions between government
forms and electoral systems, without clear conclusions. Yet these
interactions may be significant. And the form of government
may also interact in important ways with the legal system, labor
market institutions, or the institutions that govern international
trade and investment. The difficulty of identifying these separate
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influences multiplies as a result of the fact that when institu-
tions evolve, their components—such as the legal and political
systems—do not evolve independently of each other.

The study of institutions and their relation to economic
growth is an enormous task on which only limited progress has
been made so far. Nevertheless, renewed interest in this subject
has produced new theoretical and empirical methods, new data
sets, and new insights. We are now therefore better equipped to
face this task.
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G L O S S A R Y

Capital intensity Ratio of capital to labor.

Cobb-Douglas production function See Production function.

Coefficient of variation A statistical measure of relative dis-
persion, defined as the ratio of the standard deviation of a distri-
bution to its mean.

Concave function A function in one variable f(x) is concave
when a given increase in x raises f(x) by less the larger x is. This
definition can be generalized to multivariable functions.

Convergence Convergence in income per capita occurs when
poor countries grow faster than rich countries. It is customary to
say that there is unconditional convergence when in a cross section
of countries the rate of growth of income per capita is negatively
correlated with the initial level of income per capita. And it is
customary to say that there is conditional convergence when this



correlation exists after deducting from each country’s growth
rate the impact of variables that affect its steady state.

Cross-section data A data set representing variations in a pop-
ulation at a point in time.

Decile One of ten segments in a distribution, where every seg-
ment consists of adjacent points and every decile is of equal
weight. These segments are ranked from low to high, so that the
first decile contains the lowest points in the distribution while
the tenth decile contains the highest points.

Divergence Divergence in income per capita occurs when poor
countries grow more slowly than rich countries.

Endogeneity problem The simplest method of estimation
used in economics, ordinary least squares (OLS) (see Ordinary
least squares), provides unbiased estimates when various assump-
tions are satisfied. One of these assumptions is that when we
estimate the impact of a variable X on a variable Y, variable X is
exogenous. When variable X is not exogenous, we have an en-
dogeneity problem, in the sense that OLS yields a biased esti-
mate. To correct this problem, two-stage least squares (see Two-
stage least squares) are often used, with a suitable instrument (see
Instrument) for X.

Elasticity The elasticity of a variable Y with respect to a variable
X measures the degree of responsiveness of Y to changes in X. It
is defined as the percentage increase in Y that is caused by a 1
percent increase in X. The elasticity of substitution between two
inputs K and L is defined as the percentage rise in the ratio K/L
when the relative cost of K falls by 1 percent.
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Externality An economic externality refers to the direct impact
of one variable on another variable that does not take place
through a market transaction. Pollution is a good example of a
negative externality. When a power plant pollutes the environ-
ment, people living close to the plant suffer from the pollu-
tion. Another example is learning. When highly skilled workers
from different companies in Silicon Valley meet in social circum-
stances and discuss recent technological advances, they learn
from one another, imposing on each other a positive externality.

Factor content The factor content of a good measures the
quantity of each input that was used to produce that good.

Factor proportions theory of international trade A trade
theory that uses differences in factor endowments across coun-
tries to explain the structure of foreign trade. It is also referred to
as the Heckscher-Ohlin trade theory, because Eli Heckscher and
Bertil Ohlin were its founders.

Fixed effects When estimating the impact of certain variables
X1, X2, . . . , Xn on a variable Y, using data that varies across coun-
tries and across time (see Panel data), it is often useful to intro-
duce a variable that is specific to each country but does not vary
over time, or a variable that is specific to every year but does
not vary across countries. These variables account for unob-
served country-specific (fixed) effects and unobserved time-spe-
cific (fixed) effects, respectively.

Game A strategic form of interaction that is often used to de-
scribe the interactions between individuals or business firms. An
example would be two firms that compete in a market in which
they are the sole suppliers. The strategy of each firm may be to
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set the price it charges for its product. A solution to the game
is characterized by two prices, each one charged by one of the
firms, such that no firm has an incentive to deviate from its
price. When a game is played many times it is called a repeated
game.

General purpose technology (GPT) A technology with broad
applications and pervasive use, such as electricity or the micro-
processor.

Geometric mean The (unweighted) geometric mean of positive
variables X1, X2, . . . , Xn is given by their product raised to the
power 1/n.

Gini coefficient A measure of income inequality. It is based on
the Lorenz curve, which plots the relationship between the bot-
tom fraction of individuals in the income distribution and the
fraction of the total income that they earn, varying the bottom
fraction of individuals between zero and one. An equal distribu-
tion of income is represented by a 45° straight-line Lorenz curve.
The Gini coefficient is defined as the ratio of the area between
the Lorenz line of perfect equality and the Lorenz curve con-
structed from the data to the entire area under the Lorenz line of
perfect equality.

Gravity equation The simplest form of the gravity equation of
international trade flows postulates that these flows are propor-
tional to the product of the GDP levels of the trading countries.
More sophisticated forms of the gravity equation specify deter-
minants of the factor of proportionality, which typically include
variables that measure trade frictions, such as transport costs.
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Heckscher-Ohlin trade theory See Factor proportions theory of
international trade.

Hicks-neutral technical change Change in production effi-

ciency that raises output by the same factor of proportionality
for all combinations of inputs.

Instrument When there is an endogeneity problem (see Endog-
eneity problem), in the sense that the variable X whose impact on a
variable Y we seek to estimate is not exogenous, we can estimate
the impact of X on Y if we can find a suitable instrument for X. A
suitable instrument for X is an exogenous variable Z that is cor-
related with X but not correlated with the residual in the rela-
tionship between Y and X. If an instrument like this is available,
the two-stage least squares method (see Two-stage least squares)
can be used to estimate the impact of X on Y.

Log-linear approximation An approximation in the form of a
Taylor expansion in which the variables are transformed into the
natural logarithms of the original variables.

Marginal product/productivity of capital The rise in output
in response to a one-unit increase in the capital stock.

Median The median of a distribution is the point at which half
the mass of the distribution is below the point and half the mass
is above it. A median voter is a voter whose most preferred out-
come is such that half of the remaining voters prefer a lower out-
come and the other half prefers a higher outcome.

Neoclassical growth model Solow’s growth model, including
its extensions to multiple inputs and endogenous rates of saving.
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Ordinary least squares (OLS) A statistical method for esti-
mating the impacts of a set of variables X1, X2, . . . , Xn on a vari-
able Y. The estimation method seeks parameters that minimize
the sum of the squares of the deviations of Y from the predicted
values.

Panel data A data set consisting of repeated cross sections (see
Cross-section data) over time.

Production function A function that specifies the output lev-
els that are obtained from different combinations of inputs. A
Cobb-Douglas production function has a specific functional
form, in which the output level equals the product of the inputs,
each one raised to a fixed power. These power coefficients typi-
cally add up to one.

Productivity A measure of efficiency in a production relation-
ship.

Quintile One of five segments in a distribution, where every
segment consists of adjacent points and every quintile is of equal
weight. These segments are ranked from low to high, so that the
first quintile contains the lowest points in the distribution while
the fifth quintile contains the highest points.

Rate of return The percentage return on an investment. If, for
example, an investment of $100 returns after one year $105, then
the annual rate of return is (105 − 100)/100 = 0.05; that is, the
rate of return is 5 percent. The private rate of return measures
the rate of return to a private investor. The social rate of return
measures the rate of return to society.
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Rational expectations Expectations that are based on all the
available information.

R&D spillover The beneficial impact of R&D performed by
one party on another party (see also Externality).

Regression Regressing Y on X1, X2, . . . , Xn means performing a
procedure that estimates the individual impact of each variable
X1, X2, . . . , Xn on Y.

Returns to scale Returns to scale measure the impact of a pro-
portional expansion of inputs on output. If a proportional ex-
pansion of inputs raises output by the rate of expansion of the
inputs, we say that there are constant returns to scale. If the rate
of expansion of output exceeds the rate of expansion of the in-
puts, there are increasing returns to scale. And if output expands
at a lower rate, there are decreasing returns to scale.

Spearman rank correlation coefficient A statistic that mea-
sures the strength of the ranking association between two vari-
ables. That is, it measures how close the ranking of the outcomes
generated by one variable is to the ranking of the outcomes gen-
erated by the other variable.

Terms of trade The ratio of an index of export prices to an in-
dex of import prices.

Theil coefficient A measure of inequality, which can be either
an income-weighted index or a population-weighted index. In
the former case the index is calculated as the weighted average of
the natural logarithms of the ratios of every group’s income
share to its population share, using income shares as weights. In
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the latter case the index is calculated as the weighted average of
the natural logarithms of the ratios of every group’s population
share to its income share, using population shares as weights.

Total factor productivity (TFP) A single measure of how ef-
ficiently all inputs combined are utilized in a production pro-
cess.

Transition probability The probability of switching from one
state to another state.

Two-stage least squares A method for estimating the impact
of X on Y when there is an endogeneity problem (see Endogeneity
problem). The method consists of estimating the impact of an in-
strument (see Instrument) Z on X in the first stage, and the esti-
mation of the impact of the predicted value of X, from the first
stage, on Y in the second stage. When Z satisfies the require-
ments of an instrument, the second-stage estimation provides an
unbiased estimate of the impact of X on Y.
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N O T E S

1. background

1. The United Nation’s Human Development Index is a composite of

measures of health, education, and income. It weights each one of

these equally. The way in which the measure of income is con-

structed, however, causes it to rise less than proportionately with ac-

tual income.

2. According to Maddison (2001), in the year 1000, levels of real GDP

per capita in Africa, Japan, and Asia exclusive of Japan were higher

than in western Europe. But the differences were not very large; they

were 4 percent, a little over 6 percent, and 12.5 percent, respectively.

In contrast, in 1998 GDP per capita in western Europe was about

thirteen times higher than in Africa and about six times higher than

in Asia exclusive of Japan, while GDP per capita in Western offshoots

(Australia, New Zealand, Canada, and the United States) was twenty

times higher than in Africa and more than eight times higher than in

Asia exclusive of Japan (see Maddison’s table 3.1b).

3. See Durlauf and Quah (1999). They calculated transition probabili-

ties from income per capita in year t to income per capita in year

t+15 for a sample of 105 countries over the period 1961 through



1988. The resulting dynamics exhibit a twin-peak property. The

probability of a high-income country remaining a high-income

country is high and the probability of a low-income country remain-

ing a low-income country is also high. A middle-income country,

however, has a higher probability of becoming a low-income or high-

income country than of remaining a middle-income country. With

this structure of transition probabilities the distribution converges

over time to a bipolar mode: a group of rich countries and a group of

poor countries. Jones (1997) reported in his figure 1 a shift in the dis-

tribution of GDP per worker across a large sample of countries from

a single-peaked distribution in 1960 to a twin-peaked distribution

in 1988. According to Jones, “there has been some convergence or

‘catch-up’ at the top of the income distribution and some divergence

at the bottom” (22).

4. The source for Figure 1.1, Summers and Heston, PWT 5.6, refers to

the Penn World Table, version 5.6, developed by Robert Summers

and Alan Heston. See Summers and Heston (1991) for a description

of an earlier version of these data.

5. The list of countries, arranged by continent, is: Algeria, Benin, Bur-

kina Faso, Burundi, Cameroon, Cape Verde Islands, Central Africa

Republic, Chad, Comoros, Congo, Egypt, Gabon, Gambia, Ghana,

Guinea, Guinea-Biss, Ivory Coast, Kenya, Lesotho, Madagascar, Ma-

lawi, Mali, Mauritania, Mauritius, Morocco, Mozambique, Namibia,

Nigeria, Rwanda, Senegal, Seychelles, South Africa, Togo, Tunisia,

Uganda, Zambia, Zimbabwe; Canada, Costa Rica, Dominican Repub-

lic, El Salvador, Guatemala, Honduras, Jamaica, Mexico, Nicaragua,

Panama, Trinidad and Tobago, United States; Argentina, Bolivia,

Brazil, Chile, Colombia, Ecuador, Guyana, Paraguay, Peru, Uruguay,

Venezuela; Bangladesh, China, Hong Kong, India, Indonesia, Iran, Is-

rael, Japan, Jordan, Republic of Korea, Malaysia, Pakistan, Philip-

pines, Singapore, Sri Lanka, Syria, Taiwan, Thailand; Austria, Bel-

gium, Cyprus, Czechoslovakia, Denmark, Finland, France, West

Germany, Greece, Iceland, Ireland, Italy, Luxembourg, Netherlands,
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Norway, Portugal, Spain, Sweden, Switzerland, Turkey, United King-

dom, Yugoslavia; Australia, Fiji, New Zealand, Papua New Guinea.

6. The coefficient of variation is a statistical measure of dispersion.

More dispersion is represented by a higher coefficient.

7. These 21 rich economies are part of the larger sample of 104 econo-

mies. They are: Canada, United States, Japan, Austria, Belgium,

Denmark, Finland, France, West Germany, Greece, Ireland, Italy,

Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, United

Kingdom, Australia, New Zealand.

8. The economic deterioration of these countries was caused for the

most part by civil wars and the breakdown of civil institutions.

9. This acceleration in growth is the more remarkable in view of the

fact that it transpired during a period of acceleration in population

growth. Maddison (2001, table 1.2) reports that the rate of popula-

tion growth increased from 0.17 percent in 1000–1820 to 0.98 per-

cent in 1820–1998. Some economists have, in fact, argued that this

demographic transition and the acceleration of economic growth are

closely linked; see, for example, Becker, Murphy, and Tamura (1990)

and Kremer (1993), and more recently Galor and Weil (2000), Galor

and Moav (2002), and Lucas (2002, chap. 5).

2. accumulation

1. This means that all countries have the same technology, the same

rate of capital depreciation, the same rate of technological progress,

the same rate of population growth, and the same rate of saving.

These assumptions are obviously too strong, and they have been re-

laxed in various applications. However, most applications maintain

the assumption that at least some features of the technology and the

rate of technological progress are common to all countries.

2. I use income and output interchangeably. This is a slight abuse of

terms, except that income and output are the same in a world in

which economies have no income from foreign sources. When the
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difference between income and output is important, the distinction

will be clearly stated.

3. It is assumed here that the number of workers is proportional to the

population and every worker works a fixed number of hours. In this

event, output per hour, not adjusted for productivity, changes at the

same rate as output per capita.

4. An intersection of the two curves at a point such as E, at which the

capital-labor ratio is larger than zero, is guaranteed when the mar-

ginal product of capital is high enough for low levels of capital inten-

sity and declines fast enough as the capital intensity rises. When the

first condition is not satisfied, saving always falls short of the re-

quired replacement, and capital intensity declines over time. On the

other hand, when the first condition is satisfied but the second is

not, saving always exceeds the required replacement. Under these cir-

cumstances capital intensity grows without bound and the long-run

rate of growth of income per capita is positive even in the absence of

technological progress. The situation depicted in Figure 2.1 is, how-

ever, the central case treated in this chapter.

5. Although the growth rate of income per capita does not depend on

economic variables, such as the saving rate or the rate of population

growth, the level of income per capita depends on these variables

even in the long run. More on this below.

6. King and Rebelo used a modified version of Solow’s model, which al-

lows for endogenous savings that are optimized over time. The origi-

nal version of this model is due to Cass (1965).

7. They did this by estimating an equation that is a log-linear approxi-

mation around the steady state of the true growth equation. Unlike

Solow, Barro and Sala-i-Martin did not assume a constant rate of

saving. Following Cass (1965) they assumed instead that consumers

choose an optimal saving rate at every point in time. More impor-

tant, when they estimated the rate of convergence, they controlled

for cross-country differences in the long-run levels of capital inten-

sity. But they imposed a common rate of convergence, despite the

fact that the theoretical model implies that some of the variables
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that influence long-run capital intensity also affect the rate of con-

vergence. Under these circumstances the estimated rate of conver-

gence should be interpreted as an average across countries. A similar

approach was used by Mankiw, Romer, and Weil (1992) to estimate

the rate of convergence, assuming a constant saving rate instead.

They also found a rate of convergence close to 2 percent per annum.

8. Other studies, using panel data techniques, found faster rates of con-

vergence. Islam (1995) estimated a rate of convergence of 6 percent

per annum while Caselli, Esquivel, and Lefort (1996) estimated a rate

of convergence of 10 percent. I believe that the higher estimates are

more reliable, because the Barro and Sala-i-Martin (1992) estimates,

as well as the estimates of Mankiw, Romer, and Weil (1992), suffer

from a downward bias, for reasons discussed in the next chapter.

9. This statement disregards some nonmonotonic dynamics that can

arise when one country has a higher stock of one type of capital (say,

human) and a lower stock of the other type (say, physical). See Mulli-

gan and Sala-i-Martin (1993).

10. Lane and Milesi-Ferretti (2001) reported that in the industrial coun-

tries the stock of foreign direct investment increased from about 2

percent of GDP in 1970 to more than 12 percent in 1998, and that

foreign equity investment increased during that period from about 2

percent to more than 16 percent of GDP. In the developing coun-

tries the expansion of foreign direct investment was less pronounced,

from about 7 percent to 17 percent of GDP, while foreign equity in-

vestment—which was close to zero in 1970—increased to about 3 per-

cent of GDP in 1998. See also IMF (2001, chap. 4) for a discussion of

the rise in capital mobility and its effects on growth.

11. Barro, Mankiw, and Sala-i-Martin (1995) proposed an alternative ex-

planation. In order to attract foreign capital, a country needs to pro-

vide collateral, and only physical capital can serve this purpose. As a

result, poor countries that have little physical capital cannot attract

much foreign investment. I do not find this explanation convincing.

12. For a sample of twenty-two OECD countries the equation performs

poorly; it explains only 1 percent of the variation. One important dif-

Notes to Pages 14–18

157



ference between the two samples is that within the group of OECD

countries there is little variation in rates of population growth as

compared to the larger sample.

3. productivity

1. As is well known, there are forms of factor-augmenting changes

in technology that are equivalent to Hicks-neutral technological

change. This is the case, for example, when there are constant returns

to scale in production and the productivity of all inputs is aug-

mented at the same rate. Or when the production function is Cobb-

Douglas, because then every input-augmenting change in technol-

ogy has a Hicks-neutral equivalent rate of technological change.

2. Abramovitz (1956) was earlier, but Solow developed the analytical

apparatus that turned growth accounting into a powerful empirical

instrument.

3. More accurately, the contribution of the input equals the elasticity of

the output level with respect to the input multiplied by the rate of

growth of the input. In a competitive economy with constant returns

to scale in production, however, the elasticity of output with respect

to an input equals the input’s share in GDP. For this reason input

shares, which can be calculated from national income accounts, are

used instead of the elasticities.

4. Productivity growth was uneven during 1960–1995. It was much

faster during 1960–1972 than during 1973–1995, and TFP contrib-

uted a larger fraction to output growth in the earlier period.

5. For Hong Kong the period is 1966–1991.

6. During these years Korean output grew at 10.3 percent per annum;

Hong Kong’s output grew at 7.3 percent. These were the fastest and

the slowest growth rates of output in the group.

7. Note that the calculation of TFP growth, as the difference between

the rate of growth of output and the weighted average of the rate

of growth of inputs, aggregates the contributions of Hicks-neutral

technical change, labor-augmenting technical change, and capital-
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augmenting technical change. It therefore represents growth in ag-

gregate efficiency.

8. Blomström, Lipsey and Zejan (1996) provided evidence that in a

large sample of countries, growth of income per capita preceded cap-

ital accumulation, but they found no evidence that capital accumu-

lation preceded growth. These findings are consistent with the view

that productivity growth drives investment.

9. Interestingly, differences in productivity growth are not limited to

mixed samples of rich and poor countries. Jorgenson and Yip (2001)

showed that even within the group of the seven largest economies,

the G7, there were substantial differences in the levels of TFP in the

early sixties, and that these differences have declined over time be-

cause of faster productivity growth in the lower-productivity coun-

tries within the group.

10. A high correlation between TFP growth and growth of the capital-

labor ratio was reported by Baumol, Blackman, and Wolff (1989) for

seven OECD countries over the period 1880–1979.

11. Islam (1995) used a panel approach and he did not account for

education differences across countries. He estimated the TFP levels

with fixed country effects. When he did not use fixed effects, his esti-

mated capital share was similar to the capital share estimated by

Mankiw, Romer, and Weil when they too did not control for educa-

tion. Namely, the estimated capital share was unreasonably high. But

this share dropped to reasonable levels when he introduced fixed ef-

fects. So this approach too points to the importance of allowing for

productivity differences across countries.

12. Islam estimated the 1960 productivity levels under the assumption

that the rate of productivity growth is the same in all countries. If the

latter assumption is correct, then the productivity ratios are the same

in every year and therefore the 1960 ratios also equal the average ra-

tios. Since the assumption of a common rate of productivity growth

is not consistent with the evidence, it is better to interpret his esti-

mates as the average productivity levels over the 1960–1985 period.

13. Hall and Jones (1999) provided estimates for 1988. They adjusted la-
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bor input for quality by giving higher weight to workers with more

years of schooling. Relying on estimates from wage regressions re-

ported in Psacharopoulos (1994), they used a 13.4 percent return on

a year of schooling for workers with zero to four years of schooling,

10.1 percent for workers with four to eight years of schooling, and

6.8 percent for workers with more than eight years of schooling. Hall

and Jones also reported large differences in the level of output per

worker in their sample of 127 countries. For example, the five richest

countries had in 1988 a geometric mean of output per worker that

was almost thirty-two times higher than the geometric mean of out-

put per worker in the five poorest countries.

14. Growth accounting was used to calculate these rates of TFP growth,

without adjusting for labor and capital qualities. They are an up-

dated version of the rates of TFP growth from Coe and Helpman

(1995).

15. Caselli, Esquivel, and Lefort (1996) found a similar relationship be-

tween TFP and income per capita.

16. This is similar to the index of human capital constructed by Hall and

Jones (1999), although the two studies do not use identical rates of

return to education. There is a controversy concerning how to best

measure the contribution of human capital to the growth of income.

See Krueger and Lindhal (2001) and Cohen and Soto (2001) for a dis-

cussion.

17. Easterly and Levine (2001) reported that TFP growth explains about

60 percent of the variation in the growth rate of income per capita in

their sample. The exact number depends on the sample period and

the countries sampled.

4. innovation

1. Using estimates from Maddison (1982), Romer (1986) reported that

the average annual rate of growth was −0.07 percent in the Nether-

lands between 1700 and 1785, 0.5 percent in the UK between 1785

and 1820, 1.4 percent in the UK between 1820 and 1890, and 2.3 per-
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cent in the United States between 1890 and 1979. The data used to

construct Figure 1.5 were not available at the time.

2. The starting point is important for this argument, because the U.S.

growth rate of GDP per capita has not been rising since the middle

of the nineteenth century. As is evident from Figure 1.5, however, the

United States is an exception; the average rate of growth of the world

economy has been rising since the middle of the nineteenth century.

3. Solow’s model can also give rise to a long-run growth rate that ex-

ceeds the rate of technological change. This happens when the mar-

ginal productivity of capital does not decline to zero as the capital

stock grows without bound. This point was recognized by Solow in

his 1956 article, and it was used by various authors to construct

models in which the growth rate stays above the rate of productivity

growth. In this case, however, the growth rate has to decline over

time. For an early example, see Jones and Manuelli (1990).

4. Goldin and Katz (2001) found that from 1915 to 1999 the wage-

weighted index of years of schooling increased at the rate of 0.53 per-

cent per annum. Taking a labor share (the share of Labor income in

GDP) of 0.7, they used growth accounting to attribute to education

the rate 0.7 × 0.53 = 0.37 percent of output growth. For a similar

span of time, Gordon (2000) estimated a rate of growth of output

per unit labor of 1.62 percent. Therefore education contributed the

fraction 0.37/1.62, which equals 23 percent, to the growth of output

per worker. Using the same sources and the same type of calculation,

I find that during the first half of the twentieth century the contribu-

tion of education is a little lower, about 21 percent. The difference

stems mostly from the faster growth of output during the earlier pe-

riod.

5. Hanushek and Kimko (2000) found that, controlling for years of

schooling, cross-country variation in productivity depends on the

quality of schooling. They used scores in standardized tests as prox-

ies for school quality.

6. Mokyr (2002) provides a historical account of the role of knowledge

in the development of the West. His account is replete with examples
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of external effects, such as the publication of the first encyclopedia.

These externalities have been very important, even if we do not have a

quantitative assessment of their size.

7. A summary of the evidence is provided in Mohnen (1992).

8. See Terleckyj (1980), Scherer (1982), Griliches (1992), and Mohnen

(1992). Both Terleckyj and Scherer found social rates of return to

R&D in excess of 100 percent and private rates of return of 25 per-

cent and 29 percent, respectively. Their estimates show that the exter-

nal effects are larger than the internal effects by a factor of three, im-

plying that the external effects are very large indeed.

9. In an open economy, the link between saving and investment is

weakened by the presence of international capital flows. Yet invest-

ment equals saving in the aggregate, for the world economy. There-

fore the link between saving and growth can be weaker in individual

countries than in the world economy.

10. Since the mere registration of a patent discloses valuable informa-

tion, companies do not always patent inventions in order to avoid

the revelation of nonpatentable features of their technologies.

11. The quality-ladder models formalize Schumpeter’s (1942) notion of

“creative destruction.” Segerstrom, Anant, and Dinopoulos (1990)

provided an early version of a model of this type.

12. See Grossman and Helpman (1991b, chap. 4) for a discussion of

these points. Despite this similarity, each one of the models empha-

sizes an important distinct mechanism of growth, which explains

why they have been widely used. Aghion and Howitt (forthcoming)

review several applications of the model of quality ladders.

13. Jones (2002) used a second-generation model of endogenous growth,

which contains modifications that were triggered by the criticism de-

scribed in the next section.

14. Note, however, that Kremer (1993) found that over a very long time

span the growth rate was positively correlated with population size.

15. The initial response of economists was to attribute the productivity

slowdown to the oil crisis. In retrospect it is clear that, even if the oil

crisis triggered the slowdown, it could not have been responsible for

Notes to Pages 43–48

162



its prolonged duration. I will provide a technological explanation in

the next section. Much controversy still surrounds the causes of this

productivity slowdown. Griliches (2000, chap. 5) reviewed some per-

tinent aspects of the debate.

16. Grossman and Helpman (1991b, chap. 5) discuss the relevant scale

variable in some detail. In particular, they argue that whenever R&D

is skill intensive, low elasticities of substitution between skilled and

unskilled workers in the major activities may lead to situations in

which countries with larger amounts of unskilled labor grow more

slowly. So this is a case in which size does not feed faster growth. But

no matter what these elasticities are, countries with more skilled

workers should grow more quickly. The implication is that the theo-

retical models do not predict a positive correlation between country

size (as measured by GDP) and the rate of productivity growth, but

they do predict a positive correlation between measures of size that

are important for R&D and the rate of productivity growth. This ar-

gument does not resolve, however, the point made by Jones concern-

ing the correlation between the number of scientists and engineers

employed in R&D and the rate of productivity growth. Grossman

and Helpman (1991b, app. A3.1) also discuss the ways in which the

scale effect depends on features of the public knowledge accumula-

tion function. In particular, they derive conditions under which the

rate of productivity growth approaches a positive value in the long

run, and conditions under which it approaches zero.

17. Young allowed forward spillovers from quality-improving R&D but

not from R&D designed to invent new products. This distinction is

important for his results. When forward spillovers in the invention

of new products are introduced into his model, the effects of scale on

the long-run rate of productivity growth are restored.

18. Howitt (2000) also used a hybrid of Solow and first-generation en-

dogenous growth models to derive empirical equations that are simi-

lar to the equations that Mankiw, Romer, and Weil (1992) derived

from Solow’s model. In Howitt’s model, R&D drives productivity

growth, but technological diffusion spreads the R&D benefits across
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all countries and thereby ties their long-run rates of growth. R&D-

performing countries converge to parallel growth trajectories, on

which relative incomes per capital are constant. Countries that do

not invest in R&D stagnate. Unlike the first-generation models, how-

ever, this one predicts that a country with a higher saving rate will

have a higher income per capita in the long run, but that its long-run

growth rate will not deviate from the growth rate of the other R&D-

performing countries. On the other hand, the common long-run

growth rate of the R&D-performing countries is higher the higher

their saving rates. Cross-country variations in R&D subsidies have

similar implications. It is important to note, however, that these im-

plications result in large measure from the assumption that R&D

spillovers are international in scope, as will be explained in the next

chapter.

19. Alesina, Spolaore, and Wacziarg (2003) estimate significant scale ef-

fects when accounting for the interaction between foreign trade and

the size of countries.

20. See von Tunzelmann (1978) on the steam engine, Du Boff (1967) on

electricity, and David (1991) on the similarity between electricity and

the computer. The adjustment to the steam engine lasted more than

a century; the adjustment to electricity lasted more than four dec-

ades. It is not yet clear how long the adjustment to the computer will

last.

21. See Lipsey, Bekar, and Carlaw (1998) for a discussion of GPTs in a

historical perspective, and Helpman (1998) for a collection of essays

that examine various aspects of this type of technology.

22. This figure describes the quarterly ratios of corporate equities, issued

at market value, to GDP. The value of equities is from the Flow of

Fund Accounts, Table L213, Federal Reserve Board of Governors; the

GDP data are from the Bureau of Economic Analysis. I am grateful

to Bart Hobijn from the Federal Reserve Board of Governors for sup-

plying these data, which were also used by Greenwood and Jovanovic.

23. In the last quarter of 1999 and the first quarter of 2000 market cap-

italization was twice the GDP level, and it fell after that. Many con-
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sider the second half of the nineties to be a period in which there was

a bubble in asset markets. This bubble does not detract, however,

from the significance of the cyclical pattern portrayed in the figure.

5. interdependence

1. I thank Alan Taylor for providing the data for Figure 5.1.

2. A country’s terms of trade are defined as the ratio of a price index of

its exportables to a price index of its importables.

3. Schott (2003) showed that countries were indeed located in different

regions of diversification.

4. Bhagwati (1958) noted that a growing country can suffer a severe

enough deterioration in its terms of trade so as to lose from its own

growth. The required condition for this unfortunate outcome is a

low enough elasticity of demand for the country’s exports. Empirical

estimates of import demand elasticities show, however, that this con-

dition is not satisfied in practice.

5. See Bardhan (1970).

6. Irwin and Klenow (1994) found, for example, that in the semicon-

ductor industry learning spilled over to firms in foreign countries as

much as it did across firms in the home country.

7. This argument applies to the growth rates of real GDP. Because of

shifts in the terms of trade, however, the rate of growth of real GDP

is not the same as the rate of growth of real consumption, because

real GDP is computed with a GDP deflator while real consumption is

computed with a consumer price index (CPI), which contains prices

of imported products that are absent from the GDP deflator.

8. Lucas (1988) reached a similar conclusion in his analysis of a world

with two goods and many countries. He showed that trade locks in

the initial patterns of specialization when the elasticity of substitu-

tion between the products exceeds one. In this case growth rates of

output per capita do not converge. Countries that specialize in the

product that has the higher growth potential grow faster; those that

specialize in the other product grow more slowly. Matsuyama (1992)
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also developed a two-sector model—which he interpreted to repre-

sent agriculture and manufacturing—in which there is learning-by-

doing in one sector only, manufacturing. In this model trade speeds

up growth when it raises the relative price of manufactures and it

slows down growth when it reduces this relative price.

9. Grossman and Helpman (1995) review the literature on learning-by-

doing and international interdependence, as well as the literature on

innovation and international interdependence. They discuss a variety

of mechanisms that I have ignored.

10. Learning-by-doing can be purposeful as well. When companies rec-

ognize that experience affects their productivity, they have an incen-

tive to expand their activities beyond short-run profitability con-

siderations. In these circumstances companies invest in learning-by-

doing. This investment is not different from other types of invest-

ment so long as the return to learning-by-doing is company specific.

For this reason the literature on learning-by-doing and my discus-

sion in the text focus on learning that has external effects.

11. Aghion, Harris, Howitt, and Vickers (2001) developed a model in

which more competition reduces profits and thereby the incentive to

innovate, but at the same time more competition encourages firms

to distance themselves from the nearest rivals and thereby raises the

incentive to innovate. In principle either one of these forces can dom-

inate. In these authors’ model, however, the latter typically has the

stronger impact, producing a positive link between the degree of

competitive pressure and the rate of innovation and growth.

12. When opening to trade reduces the relative price of the human-

capital-intensive product, human capital becomes cheaper and R&D

costs fall. As a result, investment in R&D becomes more profitable,

R&D expands, and TFP growth accelerates. If trade raises the relative

price of the human-capital-intensive product, R&D costs rise, R&D

investment declines, and TFP growth slows down.

13. Trade expands the available brands of both inputs and final goods.

The broadening of the availability of either inputs or final goods pro-
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duces gains from trade. See Helpman and Krugman (1985, chaps. 9

and 11) for a discussion of these points.

14. See also Howitt (2000) for an integration of such convergence forces

into an otherwise neoclassical multicountry model of economic

growth.

15. This factor price equalization result is reminiscent of the static

factor price equalization theorem, which is a cornerstone of the

Heckscher-Ohlin trade theory. Note, however, that in the dynamic

version discussed in the text, the result applies only to the long-run

equilibrium. In fact, when the countries open to trade, factor prices

need not fully converge in the short run, even when the countries

have similar factor endowments. The reason is that the number of

products that they know how to produce need not be aligned with

their differences in factor availability. But as long as the R&D stocks

of knowledge are shared worldwide, R&D investment in product de-

velopment leads to the eventual alignment of the numbers of prod-

ucts with the available inputs, and to factor price equalization. See

Grossman and Helpman (1991b, chap. 7).

16. When the two countries differ greatly in size and the smaller country

has an initial advantage in the R&D stock of knowledge, it is possible

for the larger country to take over the smaller country as the leader

in the R&D stock of knowledge. Under these circumstances the ini-

tial conditions do not fully determine the equilibrium trajectory.

17. See Rosenberg and Birdzell (1986, chaps. 2 and 3).

18. Galor and Mountford (2003) provide an analysis in which the spe-

cialization patterns interact with demographics. This interaction

produces growth divergence together with a demographic transition

in Europe and lagging growth in East Asia.

19. Edwards (1993) reviewed the early literature.

20. The same result obtains when the ratio of imports to GDP is used as

the measure of openness, or when imports plus exports relative to

GDP are used as the measure of openness.

21. Among the geographic characteristics they included the land area,
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whether a country is landlocked, and whether the trading partners

have a common border.

22. Frankel and Romer (1999) used data from 1985. Irwin and Terviö

(2002) expanded their analysis to various other years in the twentieth

century and found similar results. Irwin and Terviö also noted that

the results are not robust to the inclusion of the distance from the

equator as an additional geographic characteristic.

23. Frankel and Romer also examined the effects of openness on the rate

of growth of income per capita in the working paper that preceded

the published version of their paper (see Frankel and Romer 1996).

They found there that openness has a strong effect on the growth

rate. Moreover, the effect of trade on the growth rate was estimated

with considerably more precision than the effect of trade on the level

of per capita income.

24. Larger countries tend to be less exposed to foreign trade. For this rea-

son it is important to carefully isolate the effect of trade from the ef-

fect of size.

25. Mali’s population was estimated to exceed 11 million in 2002. Sey-

chelles is an archipelago in the western part of the Indian Ocean.

Its population was estimated to be around 80,000 in 2002. See the

CIA, World Factbook 2002, at www.cia.gov/cia/publications/factbook/

geos/se.html.

26. O’Rourke’s sample consists of developed European and non-Euro-

pean countries: Australia, Canada, Denmark, France, Germany, Italy,

Norway, Sweden, the United Kingdom, and the United States.

27. The countries are: Argentina, Australia, Austria, Brazil, Burma, Can-

ada, Ceylon, Chile, China, Colombia, Cuba, Denmark, Egypt, France,

Germany, Greece, India, Indonesia, Italy, Japan, Mexico, New Zea-

land, Norway, Peru, the Philippines, Portugal, Russia, Spain, Sweden,

Thailand, Turkey, United Kingdom, United States, Uruguay, Yugo-

slavia (Serbia). I thank Michael Clemens and Jeffrey Williamson for

the data for this figure.

28. Little progress was achieved in the Dillon Round of trade negotia-

tions in 1960–1961, but tariffs were reduced by 35 percent in the
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Kennedy Round (1962–1967), by an additional 33 percent in the To-

kyo Round (1973–1979), and they were further reduced to just a few

percent on trade in manufactures in the Uruguay Round (1986–

1994).

29. See, for example, Dollar (1992), Ben-David (1993), and Sachs and

Warner (1995).

30. See Leamer (1988).

31. Apart from the accumulation variables, all other variables affect

growth through TFP. Although some of Wacziarg’s variables closely

approximate the desired channel of influence, such as the share of

government consumption in GDP as a measure of the size of govern-

ment, others do not. Particularly unsatisfactory is the use of manu-

factured exports in total merchandise exports as a proxy for technol-

ogy transmission.

32. The constructed R&D capital stocks do not appear to be particularly

sensitive to the rate of depreciation.

33. This rate of return in the large industrial countries is comparable to

the rate of return estimated by Scherer (1982).

34. Using data from OECD countries, Eaton and Kortum (1996, 1999)

estimated a quality-ladder-type growth model in which cross-border

patenting diffuses ideas, and they found significant productivity

spillovers across countries. For example, in Eaton and Kortum

(1996)—where they studied nineteen OECD countries—they found

that all countries but one, the United States, obtained more than

50 percent of their productivity growth from ideas that originated

abroad. And excluding the United States, Japan, Germany, France,

and the UK—the leaders in R&D—the remaining countries obtained

more than 90 percent of their productivity growth from ideas that

originated abroad. Finally, Eaton and Kortum found that distance

between countries inhibited the flow of ideas while trade relation-

ships enhanced them.

35. It is important to note that the “absorptive capacity” of foreign tech-

nologies differs across countries, and that investment in R&D de-

signed to improve the use of foreign technologies can be as pro-
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ductive in lagging countries as inventive activities are in leading

countries. Caselli and Coleman (2001) showed, for example, that

imports per worker of computer equipment varied greatly across

countries between 1970 and 1990. Since there were few suppliers

of such equipment, one can interpret imports of this equipment as

indicators of technology imports. Caselli and Coleman found that

countries with better-educated workers had higher imports. That is,

education contributed to absorptive capacity. Griffith, Redding, and

Reenen (2003) provided additional evidence on this issue. Examining

growth of TFP, they found that countries that lagged behind the

technology frontier tended to catch up with the leading countries,

and that the rate at which they caught up was higher the more they

invested in R&D. R&D helped laggards to faster catch up with the

technology frontier.

36. See Engelbrecht (1997), Keller (1998), and Lichtenberg and van

Pottelsberghe de la Potterie (1998).

37. Hejazi and Safarian (1999) incorporated foreign direct investment

into the Coe-Helpman framework and found that international

spillovers from FDI to TFP are at least as large as the spillovers from

trade to TFP. Bernstein and Mohnen (1998) found large spillovers

between the United States and Japan in high-technology sectors.

They estimated that international spillovers made the social rate of

return to investment in R&D four times larger than the private rate

of return.

Not all studies find a positive effect of FDI on productivity, how-

ever. For a balanced survey of the literature, see Fan (2002).

38. Since Keller accounted only for the composition of trade and FDI,

but not for their levels, these estimates may be biased.

6. inequality

1. Kuznets used the income shares of the richest 20 percent of the pop-

ulation and the poorest 60 percent of the population to measure in-

come inequality. Income inequality is greater the larger the share of
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the richest fraction of the population and the smaller the share of

the poorest fraction of the population.

2. See Paukert (1973) for a study of fifty-six countries.

3. Lindert and Williamson (1985) examined historical data for a small

sample of European countries and the United States. They found no

evidence of a Kuznets Curve.

4. See Deininger and Squire (1998) and Lundberg and Squire (2003).

5. The upper bounds differ, however. While the Gini coefficient has an

upper bound of one, the upper bound of the Theil index is larger the

larger the population.

6. See Bourguignon (1979) for a theoretical analysis of decomposable

properties of inequality measures and Conçeicão and Ferreira (2000)

for a discussion of the decomposability properties of the Theil index,

with applications to income distribution around the world.

7. Dynan, Skinner, and Zeldes (forthcoming) found that in the United

States the marginal propensity to save rises with individual lifetime

income. But Schmidt-Hebbel and Serven (2000) found no statisti-

cally significant link between income inequality and aggregate saving

in a cross section of countries.

8. This statement needs to be qualified for small economies with unre-

stricted international capital flows. When an economy is large or

there is friction in the flow of international capital, higher domestic

savings raise domestic investment.

9. Galor and Zeira (1993) provided the first analysis of a link between

inequality and growth in the presence of credit constraints. They as-

sumed nondivisible investment projects. Later studies showed that

this mechanism also works when investment projects are divisible;

see Piketty (1997) and Galor and Moav (forthcoming).

10. The preferences of the median voter are most easily defined over a

policy that has one dimension only, such as the size of the education

budget or the level of a tariff. The median voter is identified as the

person whose most preferred choice is such that half of the remain-

ing voters prefer a higher value and the other half prefer a lower

value. When every voter has a well-defined best choice and the prefer-
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ences of everyone have a single peak, then the policy most preferred

by the median voter wins a majority over every other policy in a bilat-

eral contest. Moreover, when two candidates compete for votes, then

under these circumstances both are inclined to offer the policy that

is most preferred by the median voter. These insights have been used

to justify the most preferred policy of the median voter as the policy

outcome in a democratic society. Many authors have shown, how-

ever, that important deviations from this prediction emerge when

the decision-making process is more realistically structured. See

Grossman and Helpman (2001, part I) for an overview of these is-

sues.

11. Note that distortions do not necessarily reduce the rate of growth;

they may, for example, only reduce the level of real income. For this

reason the distortions need to be of a particular kind in order to slow

growth.

12. Persson and Tabellini (1992) also reported a negative effect of the

Gini coefficient of land distribution on growth.

13. They used regional dummies for Latin America, Africa, and Asia.

14. Perotti (1996) also found a weak negative effect of income inequality

on growth. But Forbes (2000) found a positive effect in the short and

medium term, when estimating the relationship with panel data and

fixed country effects.

15. The correlation between Deininger and Squire’s Gini coefficients of

income inequality and land ownership inequality was 0.39 for the

sample of countries for which both measures were available. These

two measures of inequality thus seem to be only moderately corre-

lated.

16. This measure is equal to the broad monetary aggregate M2 relative

to GDP. M2 consists of the money supply, M1, plus other less liquid

deposits in the banking system (savings and small time deposits,

overnight repos at commercial banks, and noninstitutional money

market accounts). M1 consists of coin, currency held by the public,

traveler’s checks, checking account balances, NOW accounts, auto-

matic transfer service accounts, and balances in credit unions.
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17. Banerjee and Duflo (2003) provide important qualifications to this

conclusion. They argue convincingly that the linear relationships be-

tween inequality and growth used in earlier studies is misspecified,

and that the data seem to suggest that changes in inequality hurt

growth.

18. See, for example, Acemoglu (2002a). The decline of the real wages of

unskilled workers is large when the official CPI is used as the de-

flator. But a 1 percent adjustment for quality, as proposed by the

Boskin Commission, implies roughly constant real wages for the

low-skill workers.

19. The relative supply of skills is defined in this figure as weeks worked

by college equivalents relative to weeks worked by noncollege equiva-

lents, while the skill premium is the log of college wages relative to

noncollege wages. I thank Daron Acemoglu for providing the data

for this figure.

20. See the early study by Katz and Murphy (1992) and the review of the

literature by Katz and Autor (1999), as well as Acemoglu (2002a,

2003).

21. Additional explanations that were offered in the literature include: a

deceleration in the growth of the relative supply of college graduates,

by Katz and Murphy (1992); changes in labor market institutions

that weakened the labor unions, by DiNardo, Fortin, and Lemieux

(1996); and the acceleration of technological change, which tempo-

rarily raises the demand for skilled workers, by Galor and Tsiddon

(1997) and Caselli (1999). See Aghion, Caroli, and García-Peñalosa

(1999) for a review of some of these issues.

22. As is well known from trade theory, in a constant-returns-to-scale

two-sector, two-factor economy, an increase in the relative price of a

good raises the real reward of the input that is used intensively in the

production of this good and reduces the real reward of the input

that is used intensively in the production of the other good. This

is known as the Stolper-Samuelson theorem; see Stolper and

Samuelson (1941).

23. See Wood (1994) and Leamer (1998).
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24. See Katz and Murphy (1992), Krugman (1995) and Katz and Autor

(1999). In a closed economic system skill-biased technological

change raises the effective supply of skilled labor. The larger number

of effective units of skilled labor leads in turn to a decline in the re-

muneration of every effective unit. But the fall in this remuneration

is proportionately smaller than the rise in quantity. Therefore the

real wage of every skilled worker—who is now endowed with more ef-

fective units—rises. Under these circumstances the real wage of un-

skilled workers does not decline, however, unless a larger supply of

skill reduces their marginal productivity. The three-factor two-tech-

nology model of Beaudry and Green (2003) does in fact predict a

negative impact of human capital on the wages of unskilled workers.

In their model the inputs are unskilled labor, human capital, and

physical capital. The two technologies are an old technology and a

new one. Real wages fall for unskilled workers when the new technol-

ogy is substantially more skill intensive than the old technology.

They fall in particular when the new technology uses human capital

and physical capital while the old technology uses unskilled labor

and physical capital. Under these circumstances an increase in hu-

man capital leads to a reallocation of physical capital from the old to

the new technology. As a result, unskilled workers have less capital to

work with in activities that employ the old technology, leading to a

decline in their wage. Caselli (1999) provided a similar argument.

25. An assessment of the size of the decline in the relative price of prod-

ucts that were unskilled-labor intensive during the period under con-

sideration is of major importance to the trade argument. Was it

small or large? Although some controversy surrounds this issue,

most of the evidence suggests that the relative price movement was

only modest in comparison with what is needed to explain the shift

in relative wages. See Lawrence and Slaughter (1993) for evidence of

small price changes and Leamer (1998) for a contrary view. A good

summary of this evidence is provided in Slaughter (2000).

26. These results obtain in a standard Heckscher-Ohlin model of inter-

national trade.
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27. See, for example, Berman, Bound, and Griliches (1994) and Autor,

Katz, and Krueger (1998).

28. I have excluded Norway, Japan, and Germany from the figure, be-

cause for each of these countries data are missing for one of the dec-

ades. For Norway no share is available for the 1980s, but the share in

the 1970s was 81 percent. For Japan no share is available for the

1970s, but the share in the 1980s was over 100 percent. For Germany

no share is available for the 1980s, but the share in the 1970s was 93

percent. I also excluded Luxembourg, for which the share in the

1980s exceeded 100 percent.

29. This view gains additional support from Desjonqueres, Machin, and

Van Reenen (1999) and Berman and Machin (2000), who showed

that skill upgrading within industries was also pervasive in develop-

ing countries, though not in the poorest of them. Desjonqueres,

Machin, and Van Reenen reported, for example, that in Brazil, Chile,

Colombia, Ecuador, and Pakistan the fraction of the rise in the share

of skilled workers that is attributable to within-industry changes in

employment exceeded 80 percent, and only in India was it substan-

tially lower, 38.4 percent. They also showed that in the industrial

countries the changes in the within-industry employment shares of

skilled workers were not correlated with rising imports from less-de-

veloped countries, which undermines the trade argument.

30. The factor content of trade consists of the quantities of inputs that

are embodied in the net trade flows. The use of these quantities by

Borjas, Freeman, and Katz (1997) as implicit changes in factor en-

dowments for the calculation of implied changes in wages is justi-

fied under Krugman’s (2000) assumptions but not under Leamer’s

(2000). I side with Krugman on this issue. Nevertheless, I believe that

these calculations are only rough approximations, not so much due

to their theoretical deficiency, but rather due to the empirical dif-

ficulty of calculating suitable measures of factor use per unit output.

To overcome this obstacle, Borjas, Freeman, and Katz (1997) exam-

ined the sensitivity of their results to alternative assumptions about

these factor intensity measures.
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31. This elasticity of substitution was estimated by Katz and Murphy

(1992). Although a range of estimates exists for this elasticity, 1.4 is

within the acceptable range.

32. See also Feenstra and Hanson (1996, 1999) for the evolution of their

theoretical arguments and empirical estimates.

33. I should add that the argument that this segmentation of the pro-

duction process was enabled by technological developments is no

less compelling than the argument that it was enabled by falling

trade barriers. Both were important. Therefore I see the Feenstra-

Hanson position as being driven not by pure trade considerations,

but rather by a combination of trade and technology.

34. The shifting of production of low-skill–intensive activities to the

South can take place via foreign direct investment or arm’s-length

trade. Both types of foreign sourcing grew during the 1980s and

1990s. Although Feenstra and Hanson emphasized the FDI channel

in their earlier studies, in Feenstra and Hanson (2003) they placed

significant weight on the trade channel. See also Trefler and Zhu

(2001) for an interesting analysis of the trade channel.

35. Note that different studies have used different measures of the rela-

tive wage of skilled workers. The most suitable measure is the average

wage of workers with an education level above some threshold rela-

tive to the average wage of workers with lower education. But the

data needed for this type of analysis have not always been available.

Therefore researchers have often used instead the average wage of

nonproduction workers relative to the average wage of production

workers as a measure of the relative wage of skilled workers. This

measure presumes that nonproduction workers are better educated

than production workers.

36. Griliches (1969) was the first to propose this distinction, and many

followed in his footsteps.

37. Beaudry and Green (2003) made a similar point in their comparison

of the United States and Germany.

38. See Greenwood, Hercowitz, and Krusell (1997).

39. Jorgenson (n.d.) reassessed the effects of IT equipment on the growth
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of the G7 countries. He found that not only was investment in IT

equipment responsible for the acceleration of U.S. growth between

1995 and 2000, but that it also was responsible for an acceleration of

growth of the other G7 countries (except Italy) when suitably revised

data are used. See also Jorgenson (2001) for a discussion of the U.S.

experience with IT equipment and the methodology to estimate its

effects.

40. See Acemoglu (2002b) for a detailed analysis.

41. These are standard measures of poverty that have been developed by

the World Bank.

42. The exact figures of these poverty indexes are sensitive to data sets

and estimation methodologies. They are particularly sensitive to the

ways in which income distribution is represented—that is, whether

one uses a continuous distribution or a rough measure such as dec-

iles. In the latter case it is typically assumed, as did Bourguignon and

Morrisson (2002), that all individuals in the same decile have the

same income level. The time trend of these measures does not appear

to be sensitive to the estimation method, however. See Sala-i-Martin

(2002) for a discussion of these points. He also provided a set of esti-

mates from 1970 to 1998 that rely on the entire distribution of in-

come. His poverty measures are much smaller than Bourguignon

and Morrisson’s. For example, while Bourguignon and Morrisson es-

timated that in 1992, 51.3 percent of the world’s population lived on

less than $2 a day and 23.7 percent lived on less than $1 a day, Sala-i-

Martin (2002) estimated that in 1992, 23.9 percent of the world’s

population lived on less than $2 a day and only 8 percent lived on

less than $1 a day.

43. Growth in Latin America also contributed to poverty reduction dur-

ing certain periods of time, while negative growth in Africa contrib-

uted to rising poverty. The poverty trends differed greatly across re-

gions; see Sala-i-Martin (2002).

44. This figure is constructed from 418 observations of 137 countries.

The number of observations is not the same for all countries, how-

ever. For some countries there is only one observation, for others a
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larger number. The median number of observations per country is 3.

I am grateful to Aart Kraay for providing the data for this figure.

45. I have discussed some of these variables, such as measures of trade

openness, including tariffs and trade volumes, in previous chapters.

46. See also Deininger and Squire (1996) and Ravallion and Chen

(1997).

7. institutions and politics

1. See Caselli and Coleman (2003) for estimates of the world technol-

ogy frontier and Acemoglu, Aghion, and Zilibotti (2002, 2003) for an

analysis of forces that shape the evolution of the frontier and indi-

vidual country TFP levels.

2. Dixit (forthcoming) provided an illuminating analysis of the roles of

private institutions in cultivating economic activity.

3. Khan and Sokoloff (2001) describe how market size affected the evo-

lution of the U.S. patent system and how this system contributed to

the rapid growth of inventions in the nineteenth century.

4. Arrow (1974, p. 33) took a somewhat different view of organizations:

“Organizations are a means of achieving the benefits of collective ac-

tion in situations in which the price system fails . . . the term, ‘organi-

zations,’ should be interpreted quite broadly. Formal organizations,

firms, labor unions, university, or government, are not the only kind.

Ethical codes and the market system itself are to be interpreted as or-

ganizations; the market system, indeed, has elaborate methods for

communication and joint decision-making.” Arrow singled out the

roles of uncertainty and information in the formation of organiza-

tions, as did North (1981, 1990), who followed Arrow in the inclu-

sion of formal and informal entities in their definition.

5. See Greif (n.d., chap. 5).

6. See also Greif (n.d., chap. 3).

7. Most of the historical records for this study came from the Cairo

geniza, which is a collection of original documents that includes con-

tracts, accounts, and correspondence among traders.
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8. Greif (1993) constructed a repeated game which has this as an equi-

librium outcome. That is, when everyone plays the equilibrium strat-

egy, it is a best response to inform the community about a dishonest

agent and not to deal with a dishonest agent.

9. Naturally, in every community local residents could use the local

court to enforce the commitments of other local residents.

10. They also found that higher procedural formalism leads to lower

honesty, consistency, and fairness of the system.

11. Using the Djankov, La Porta, Lopez-de-Silanes and Shleifer measures

of entry barriers, Acemoglu, Aghion, and Zilibotti (2003) found that

for countries with low entry barriers there is a weak negative relation-

ship between the growth rate and the country’s distance to the tech-

nology frontier, while for countries with high entry barriers there is a

strong negative relationship. This evidence suggests that entry regu-

lation reduces the rate of catch-up to the technology frontier, and

that the regulations are more harmful the closer a country is to the

frontier.

12. The findings on the regulation of labor markets are reported in

Botero et al. (2003).

13. A similar role is sometimes attributed to culture; see Landes (1998).

Although cultural factors, embedded in social norms, may well be

important for growth, we do not have good quantitative assessments

of their influence.

14. The British empire had a federal structure, which provided a credible

commitment mechanism for the respect of property rights, while the

Spanish empire relied on the Church, the army, and the nobility to

maintain political stability. As a result, “Spanish mercantilism ap-

pears designed to maximize the crown’s extraction from the new

world, at considerable cost to economic development of the empire.

In contrast, the British empire’s federal structure seems close to a

system designed to maximize economic development within the em-

pire” (North, Summerhill, and Weingast 2000, 34–35).

15. They calculated the average value of this index during 1985–1995 for

every country in the sample and correlated this average with the mor-
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tality rate. Their data cover sixty-four countries in different parts of

the world (the Americas, Asia, Africa, and Australasia) that were colo-

nized by the Europeans.

16. They also reported the relationship between settler mortality rates

and other measures of institutional quality, such as constraints on

the executive.

17. The share of the population living in a temperate zone also has a

positive impact on infant mortality and life expectancy, after the ef-

fect of income per capita is controlled for.

18. Their other instruments were the fraction of the population speak-

ing English as the mother tongue, the fraction of the population

speaking one of the five primary European languages as the mother

tongue, and the predicted trade share from Frankel and Romer

(1999) (see Chapter 5 for a discussion of the last variable).

19. Unlike later periods, direct measures of income per capita do not ex-

ist circa the discovery of the New World.

20. I thank Daron Acemoglu and Simon Johnson for providing the data

for this figure.

21. This is consistent with the arguments in Engerman and Sokoloff

(1997) and Sokoloff and Engerman (2000).

22. Again in line with the arguments in Engerman and Sokoloff (1997)

and Sokoloff and Engerman (2000).

23. This is also in line with the results in Acemoglu, Aghion, and Zili-

botti (2003).

24. Important early cross-country studies of the effects of institutions

on growth were Knack and Keefer (1995) and Mauro (1995); both

showed positive effects of good institutions on growth. These studies

introduced data that were used extensively by later authors.

25. Easterly and Levine (2003) also argued that policies have no direct ef-

fect on development when institutions are controlled for. This point

is disputed by Rodrik, Subramanian, and Trebbi (2002), however, on

econometric grounds.

26. In contrast, Barro (1997, chap. 2) argued that in countries with few

political rights the growth rate rises with the index of political rights
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while in countries with many political rights the growth rate de-

clines with the index of political rights. Namely, there is an inverted

U-shaped relationship between the growth rate and political rights.

Importantly, this relationship emerges after controlling for initial in-

come per capita, education, life expectancy, an index of the rule of

law, and other determinants of economic growth. The inverted U-

shaped relationship is not particularly strong, however.

27. See Rodrik (1999).

28. See Przeworski et al. (2000, fig. 2.1).

29. See ibid., table 2.10.

30. See ibid., chap. 3, and Barro (1997, chap. 2). After controlling for ini-

tial income per capita, education, and other variables, Barro found

an inverted U-shaped relationship between the investment rate and

the index of political rights.

31. Their analysis admits only two types of regimes, so the transition is

either from democracy to nondemocracy or vice versa.

32. It is interesting to note, however, that regime types had strong effects

on economic development in historical perspective. De Long and

Shleifer (1993) studied the relationship between regime types and

the growth of cities from the Middle Ages to the nineteenth century.

They found that cities grew much more slowly under absolutist re-

gimes, in which all the power was concentrated in the hands of the

prince, than under other regimes in which power was more diffused,

such as city-states that were dominated by merchants.

33. Acemoglu and Robinson (2003) provide numerous historical exam-

ples in support of various parts of their theory. They also discuss the

collapse of democratic regimes, the role of the middle class, reasons

for waves of democratization, and the role of globalization in regime

switches.

34. We encountered the Stolper-Samuelson theorem in Chapter 5. In its

simplest form it states that, in a two-sector two-factor economy with

labor and capital, an increase in the relative price of capital-intensive

goods will raise the real income of capital and reduce the real income

of labor. And similarly, an increase in the relative price of labor-inten-
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sive goods will raise the real income of labor and reduce the real in-

come of capital. More sophisticated versions admit more inputs and

outputs.

35. Rogowski (1989) also applied this type of analysis to the interwar era,

the post–World War II era, and historical episodes in ancient Greece,

the Roman Empire, and sixteenth-century Europe.

36. Grossman and Helpman (1996) showed in turn how the weight at-

tached to welfare relative to contributions depends on characteristics

of the polity.

37. These are typically structural estimates that follow the original out-

line in Goldberg and Maggi (1999). See Gawande and Krishna (2003)

for a review of this literature.

38. Special interests have many dimensions, as a result of which differ-

ent groups choose to interact with the political system in different

ways. The impact of these activities on economic growth is not well

understood. For example, studies of the link between social fragmen-

tation and growth find that more fragmented societies grow more

slowly. Alesina, Devleeschauwer, Easterly, and Wacziarg (2003) devel-

oped new measures of ethnic, linguistic, and religious fractional-

ization for about 190 countries and used the data to estimate a nega-

tive impact of fractionalization on growth. Moreover, Aghion,

Alesina, and Trebbi (2003) found that more ethnically fragmented

societies have less-democratic political systems, and they interpreted

this finding as suggesting that in more-fragmented societies the po-

litical system is chosen to insulate certain groups and to block the

voice of others. But what is not clear from these empirical results is

the political channels through which fragmentation affects growth.

Further study is needed to identify these pathways of influence.

39. Parente and Prescott (2000) also argued that TFP differences across

countries result from differences in entrenched interests that wield

monopoly power (chap. 8), and from differences in regulatory con-

straints (chap. 6).

40. Olson (1982, chap. 4) also reported a negative correlation between

the number of years of statehood of non-Confederate U.S. states and
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their growth rates as evidence that the longer the stable environ-

ment, the slower the growth rate. In addition, he examined other

countries in continental Europe, as well as Australia and New Zea-

land, for the effects of economic integration and trade policies on

growth. And he studied a variety of historical cases of growth-re-

straining factions in Europe and other parts of the world.

41. Grossman and Helpman (2001) explored a host of generic mecha-

nisms through which interest groups affect policies. Their analyti-

cal framework can be extended to the effects of interest groups on

growth, but dynamic issues of this sort have so far received scant at-

tention. Two examples of such an analysis are, however, provided by

Krusell and Ríos-Rull (1996) and Grossman and Helpman (1998).

42. Electoral systems are complex, and they differ in many ways. The key

distinction between proportional and majoritarian systems is, how-

ever, that in proportional systems representation is determined by

the overall distribution of vote shares while in majoritarian systems

representation is determined by the distribution of winners across

districts. Presidential and parliamentary systems also have many

variants, but a key distinction is that in presidential systems there is

a strong separation of power between the executive and the legisla-

ture, while in parliamentary systems this separation is weak.

43. See Persson and Tabellini (2003, chap. 7).

44. These are Hall and Jones’s (1999) indexes of antidiversion policies—

that is, law and order, bureaucratic quality, corruption, risk of expro-

priation, and government repudiation of contracts.

45. Persson (2003) also provided time-series evidence on changes in re-

gimes that corroborates the evidence from the cross-country varia-

tions.

46. See Chandler (1977) on the growth of large business corporations

and the process of vertical integration, and Feenstra (1998) on the

fragmentation of production.
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