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Preface to the Second Edition

Within five years of the publication of the first printing of the first edition of
Aquatic Photosynthesis (in June 1997), we realized that the field had advanced
rapidly, and a new edition would be in order. In the intervening period, the
structures of several major components of the photosynthetic apparatus were
elucidated, new ocean color observing satellites were launched, new organisms
were discovered, and several entire genomes from cyanobacteria to diatoms
were sequenced. Given this deluge of data, it is sometimes difficult for an expe-
rienced researcher, let alone a student to digest and make sense of it.

We began thinking about revising the book in 2002, but finally got around to
doing so in 2004. As in the first edition, this book is not meant as a reference,
but as a synthesis of information that explains the underlying concepts of the
physical and chemical processes responsible for photosynthesis in aquatic or-
ganisms. While we recognize and discuss anoxygenic photosynthesis, we focus
primarily on oxygenic photosynthesis simply because it is quantitatively so
important in aquatic ecosystems.

Many people have helped in the production of this edition. We especially
thank Govindjee, Richard Geider, and Edward Laws for their exhaustive and
thorough reviews of the manuscript. All errors are ours. We also thank Daniel
Grzybek, Thomas Bibby, Tuo Shi, Oscar Schofield, Zoe Finkel, Antonietta Quigg,
Felisa Wolfe, Heidi Sosik, Zvy Dubinsky, Andy Knoll, and Michael Bender for
their thoughts and comments. We thank Ivy Friedman and Yana Zeltser for
helping with the preparation of the manuscript. We thank our families for their
patience and support and apologize to them for the time stolen. Finally, we
thank our editor, Sam Elworthy, for his encouragement, advice, and nagging.

PGF
JAR





Preface to the First Edition

Photosynthesis is one of the oldest and most fascinating processes in biology.
The subject has attracted physicists, physical chemists, organic chemists, bio-
chemists, geneticists, molecular biologists, physiologists, ecologists, geo-
chemists, and evolutionary biologists. Indeed, research on photosynthesis can
lend itself to so many lines of investigation that not only students but profes-
sional researchers and teachers as well are hard pressed to assimilate it all.

There are many textbooks on photosynthesis, and a few even discuss photo-
synthesis in aquatic ecosytems as part of a curriculum in aquatic science. For
the most part, these texts consider flowering plants and green algae as the
“norm.” While many aspects of photosynthesis are common to all oxygen-
evolving photosynthetic organisms, there is a great deal of taxonomic diversity
in aquatic photosynthetic organisms that is manifested in photosynthetic pro-
cesses. We have not found an introductory textbook that integrates biophysi-
cal, biochemical, and physiological concepts of photosynthesis in the context
of the ecology and evolution of aquatic organisms. We felt, therefore, that it
was time to write an accessible text that takes as the norm the diversity of taxa
that contribute to primary productivity in aquatic systems.

Terrestrial plants are so much a part of the human experience that aquatic
photosynthetic organisms are often overlooked. All terrestrial plants are de-
rived from a single class of a single division of algae. There are a dozen divi-
sions of eukaryotic algae that we know of, and at least one prokaryotic divi-
sion. A division is the taxonomic equivalent of phylum. (To illustrate the depth
of evolutionary diversity in the algae, it is humbling to consider that humans,
birds, dinosaurs, and fish are all in the same phylum, Chordata.) The diversity in
algae is manifested in many aspects of the photosynthetic apparatus. Perhaps



the most obvious is the wide range of colors observed in algae. In fact, differ-
ences in color are often a clue to the taxonomic classification of the organism.
In addition, however, aquatic photosynthetic organisms often differ from higher
plants in choices of metals used in photosynthetic electron transport, the en-
zymes used to fix carbon dioxide, the location of genes encoding proteins in the
photosynthetic system, and the architecture of the organisms themselves. A
discussion of photosynthesis in aquatic organisms puts diversity at the center
of the consideration of mechanisms, the ecology of natural populations, and
the geochemical and paleoecological consequences of aquatic photosynthesis
on the evolution of life on Earth.

This text is not meant to be a reference book that reviews all of the latest
discoveries in photosynthesis. Rather it is our attempt to explain fundamental
concepts, especially biochemical and biophysical mechanisms, not only in
terms of molecular processes, but also in terms of underlying physical and
chemical processes. We hope that this physico-chemical approach will help
readers less familiar with physics and chemistry to understand and appreciate
the biochemical and biophysical discussion. Similarly, our discussion of the
phylogeny and structure of the aquatic photosynthetic organisms should help
readers with less background in biology.

The book was written for advanced undergraduate or postgraduate students
with a general scientific background. We presume no previous knowledge of
photosynthesis. Each of the ten chapters, written in what we believe is a logi-
cal sequence, can be read on its own, used in a course, or assigned as supple-
mental reading for a course. Each successive chapter builds upon information
in the preceding chapter, but each can also be read as a self-contained essay.
We have provided references not only to review papers, but also to original re-
search papers that we think will help an interested reader explore a specific
subject in depth. We would consider the book a success if it helped the reader
understand virtually any paper written on any topic related to photosynthesis.

The book was a collaboration between us, extending, in fits and starts, over a
period of three years. During that time, we learned a great deal from each other
and from discussions with numerous colleagues, students, and collaborators.
We especially thank Richard Barber, John Beardall, Mike Behrenfeld, John
Berges, William Cramer, Bruce Diner, Zvy Dubinsky, Dion Durnford, Diane
Edwards, Jack Fajer, Graham Farquhar, Anthony Fielding, Elizabeth Gantt,
Richard Geider, Sheila Glidewell, Howard Griffiths, Linda Handley, Garmen
Harbottle, Geoffrey Hind, Andy Johnston, Todd Kana, Jon Keeley, John Kirk,
Andrew Knoll, Zbignew Kolber, Janet Kubler, Claire Lamberti, Julie LaRoche,
Jeff MacFarlane, Enid MacRobbie, David Mauzerall, Michael McKay, Linda
Medlin, Andre Morel, Francois Morel, Jack Myers, Bruce Osborne, Barry Osmond,
Ondrej Prasil, Katherine Richardson, Slim Samuelsson, Andrew Smith, Bob
Spicer, Janet Sprent, Norman Sutin, Alan Walker, David Walker, Doug Wallace,
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John Whitmarsh, and Kevin Wyman for sharing their thoughts. We take full re-
sponsibility for any errors in fact or interpretation. We are indebted to our
families for their patience and support, without which this project could not
have been completed. We both thank our parents for their nurturing and guid-
ance. JAR thanks his primary school teacher, the late Mrs. F. Ridgewell. PGF
thanks the late Bill Siegelman for his encouragement and counsel through the
years.

PGF
JAR
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Aquatic Photosynthesis





An Introduction to Photosynthesis 
in Aquatic Systems

Photosynthesis is the biological conversion of light energy to chemical bond
energy that is stored in the form of organic carbon compounds. Approximately
45% of the photosynthesis on Earth each year occurs in aquatic environments
(Falkowski 1994; Field et al. 1998). However, because we live on land and the
aggregate biomass of aquatic plants amounts to less than 1% of the total
photosynthetic biomass on our planet, terrestrial plants are much more a
part of the human experience (Table 1.1). Consequently, the role and im-
portance of aquatic photosynthetic organisms in shaping the ecology and
biogeochemistry of Earth often is not appreciated by most students of
photosynthesis.

In virtually all aquatic ecosystems, including the open ocean, lakes, conti-
nental margins, rivers, and estuaries, photosynthesis supplies the primary
source of organic matter for the growth and metabolic demands of all the other
organisms in the ecosystem. Hence, the rate of photosynthesis places an upper
bound on the overall biomass and productivity of ecosystems and constrains
the overall biological flow of energy on the surface of this planet. Over two bil-
lion years ago, aquatic photosynthetic organisms permanently altered Earth’s
atmosphere through the addition of a highly reactive gas, oxygen (Farquhar
et al. 2000; Bekker et al. 2004), a phenomenon that ultimately permitted multi-
cellular animals, including humans, to evolve (Knoll 2003). A small fraction of
the fossilized organic remains of aquatic photosynthetic organisms would be-
come petroleum and natural gas that simultaneously fuels contemporary civi-
lization and serves as chemical feedstocks for innumerable industries, includ-
ing plastics, dyes, and pharmaceuticals. The fossilized remains of calcareous
nanoplankton, deposited over millions of years in ancient ocean basins, are
mined for building materials. Siliceous oozes are used as additives for reflective
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paints, polishing materials, abrasives, and insulation. Aquatic photosynthetic
organisms are key sources of vitamins and other high-quality biochemicals.
This list could go on, but our point is that an understanding aquatic photo-
synthesis is not merely an academic exercise. Rather it provides a vantage
point from which to explore how living and fossil aquatic photosynthetic or-
ganisms have influenced the biological and geochemical history and dynamics
of Earth.

Historically, most of the detailed biochemical, biophysical, and molecular bi-
ological information about photosynthetic processes comes from studies of
higher plants and a few model algae, including Synechocystis, Chlamydomonas,
Chlorella, and Phaeodactylum (Kaplan and Reinhold 1999; Harris 1989;
Rochaix 1995; Grossman 2000). Traditionally, most model organisms have been
chosen because they are easily grown or can be genetically manipulated rather
than because they are ecologically important. There are significant differences
between terrestrial and aquatic environments that affect and are reflected in
photosynthetic processes. These differences have led to a variety of evolution-
ary adaptations and physiological acclimations of the photosynthetic appara-
tus in aquatic organisms that are without parallel in terrestrial plants. More-
over, there is sufficient knowledge of the basic mechanisms and principles of
photosynthetic processes in aquatic organisms to provide a basic understand-
ing of how they respond to changes in their environment. Such interpretations
form the foundation of aquatic ecophysiology and are requisite to understand-
ing both community structure and global biogeochemical cycles in marine and
freshwater environments.

We strive here to describe some of the basic concepts and mechanisms of
photosynthetic processes, with the overall goal of developing an apprecia-
tion of the adaptations and acclimations that have led to the abundance,
diversity, and productivity of photosynthetic organisms in aquatic ecosys-
tems. In this introductory chapter we briefly examine the overall photosyn-
thetic process, the geochemical and biological evidence for the evolution of
oxygenic photosynthetic organisms, and the concepts of life-forms and nu-
tritional modes. Many of these themes are explored in detail in subsequent
chapters.
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TABLE 1.1 Comparison of global net productivity/living biomass in marine and terrestrial
ecosystems

Net Primary Productivity Total Plant Biomass 
Ecosystem (1015 g year−1) (1015 g) Turnover Time (years)

Marine 45–55 1–2 0.02–0.06

Terrestrial 55–70 600–1000 9–20

After Field et al. (1998).



A Description of the Overall Photosynthetic Process

The biological economy of Earth is based on the chemistry of carbon. The vast
majority of carbon on Earth is in an oxidized, inorganic form;1 that is, it is
combined with molecular oxygen and is in the form of the gas carbon dioxide
(CO2) or its hydrated or ionic equivalents, namely bicarbonate (HCO3

−) and car-
bonate (CO3

2−). These inorganic forms of carbon are interconvertible but ther-
modynamically stable. They contain no biologically usable energy, nor can they
be used directly to form organic molecules without undergoing a chemical or
biochemical reaction. To extract energy from carbon or to use the element to
build organic molecules, the carbon must be chemically reduced, which re-
quires an investment in free energy. There are only a handful of biological
mechanisms extant for the reduction of inorganic carbon; on a global basis
photosynthesis is the most familiar, most important, and most extensively
studied.

Photosynthesis can be written as an oxidation–reduction reaction of the gen-
eral form

(1.1)

Note that in this representation of photosynthesis light is specified as a sub-
strate; the energy of the absorbed light is stored in the products. All photosyn-
thetic bacteria, with the important exceptions of the cyanobacteria (including
the prochlorophytes) and a group of aerobic photoheterotrophs (Kolber et al.
2000), are capable of fixing carbon only under anaerobic conditions and are in-
capable of evolving oxygen. In these organisms compound A is, for example, an
atom of sulfur and the pigments are bacteriochlorophylls (Blankenship et al.
1995; van Niel 1941). All other photosynthetic organisms, including the
cyanobacteria, prochlorophytes, eukaryotic algae, and higher plants, are oxy-
genic; that is, Eq. 1.1 can be modified to

(1.2)

where Chl a is the ubiquitous plant pigment chlorophyll a. Equation 1.2 im-
plies that somehow chlorophyll a catalyzes a reaction or a series of reactions
whereby light energy is used to oxidize water:

(1.3)  2H O Light  4H e O2
Ch1 

2+ + ++a → 4

  2H O CO Light  (CH O) H O O2 2
Ch1 

2 2 2+ + + +a →

2H A CO Light  (CH O) H O 2A2 2
Pigment

2 2+ + + + →
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1 The terms inorganic and organic are archaic, originating from the time when inorganic carbon compounds were ob-
tained from minerals and organic compounds were obtained from plant or animal sources. For our purposes, we assume
that an organic molecule contains a carbon atom that is directly, covalently linked to a hydrogen atom.



yielding gaseous, molecular oxygen. Equation 1.3 represents the so-called
“light reactions” of oxygenic photosynthesis. The processes that constitute the
light reactions are discussed in chapters 2 and 3.

Equation 1.3 describes an oxidation process. Specifically, it is a partial
reaction, where electrons are extracted from water to form molecular oxy-
gen. This process is the heart of one of two groups of reactions in oxygenic
photosynthesis. The other reaction, the reduction of CO2, also can be de-
scribed by

CO2 + 4H+ + 4e− → CH2O + H2O (1.4)

As free electrons are normally not found in biological systems, the reaction de-
scribed by Eq. 1.3 and 1.4 requires the formation of an intermediate reducing
agent that is not shown explicitly. The form of, and mechanism for, the genera-
tion of reductants is discussed in chapter 4.

Although the biological reduction of CO2 may be thermodynamically permit-
ted on theoretical grounds by, for example, mixing a biological reducing agent
such as NADPH with CO2, the reaction will not spontaneously proceed. En-
zymes are required to facilitate the reduction process. Given the substrates
and appropriate enzymes, the reactions that lead to carbon reduction can pro-
ceed in the dark as well as the light. These so-called “dark reactions” are cou-
pled to the light reactions by common intermediates and by enzyme regulation.
Although there are variations on the metabolic pathways for carbon reduction,
the initial dark reaction, whereby CO2 is temporarily “fixed” to an organic mol-
ecule, is highly conserved throughout all photosynthetic organisms.2 We exam-
ine the dark reactions in chapter 5.

An Introduction to Oxidation–Reduction Reactions

The term oxidation was originally proposed by chemists in the latter part of
the 18th century to describe reactions involving the addition of oxygen to met-
als, forming metallic oxides. For example,

3Fe + 2O2 → Fe3O4 (1.5)

The term reduction was used to describe the reverse reaction, namely, the re-
moval of oxygen from a metallic oxide, for example, by heating with carbon:

Fe3O4 + 2C → 3Fe + 2CO2 (1.6)
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2 Historically, the term fixation means to make nonvolatile. It is a term applied to the biochemical or chemical, but not
physical, sequestration of a gas. Thus, adsorption of a gas by activated charcoal is not fixation, while the chemical reac-
tion of CO2 with an amine to form a carbamate is a form of fixation. Strictly speaking, the term fixation is not synony-
mous with chemical reduction, although the two terms often are used interchangeably in the vernacular.



Subsequent analysis of these reactions established that the addition of oxygen
is accompanied by the removal of electrons from an atom or molecule. Con-
versely, reduction is accompanied by the addition of electrons. In the specific
case of organic reactions that involve the reduction of carbon, the addition
of electrons is usually balanced by the addition of protons. For example, the
reduction of carbon dioxide to formaldehyde requires the addition of four elec-
trons and four H+—that is, the equivalent of four hydrogen atoms:

O � C � O + 4e− + 4H+ → CH2O + H2O (1.7)

Thus, from the perspective of organic chemistry, oxidation may be defined as
the addition of oxygen, the loss of electrons, or the loss of hydrogen atoms (but
not hydrogen ions, H+); conversely, reduction can be defined as the removal of
oxygen, the addition of electrons, or the addition of hydrogen atoms.

Oxidation–reduction reactions only occur when there are pairs of substrates,
forming pairs of products:

Aox + Bred) Ared + Box (1.8)

In oxygenic photosynthesis, CO2 is the recipient of the electrons and protons,
and thus becomes reduced (it is the A in Eq. 1.8). Water is the electron and pro-
ton donor, and thus becomes oxidized (it is the B in Eq. 1.8).The oxidation of two
moles of water (Eq. 1.3) requires the addition of 495 kJ. The reduction of CO2 to
the simplest organic carbon molecule, formaldehyde, adds 176 kJ of energy. The
energetic efficiency of photosynthesis can be calculated by dividing the energy
stored in organic matter by that required to split water into molecular hydro-
gen and oxygen. Thus, the maximum overall efficiency of photosynthesis, as-
suming no losses at any intermediate step, is 176/495 or about 36%. We discuss
the thermodynamics of oxidation–reduction reactions more fully in chapter 4.

The Photosynthetic Apparatus

The light reactions and the subsequent movement of protons and electrons
through the photosynthetic machinery to form chemical bond energy and re-
ductants are reactions associated with, or occurring in, membranes (Anderson
and Andersson 1988; Staehelin 1986). The fixation and subsequent biochemical
reduction of carbon dioxide to organic carbon compounds are processes occur-
ring in the aqueous phase, that is, not in membranes. The ensemble of the bio-
chemical elements that facilitate these processes constitute the photosynthetic
apparatus. In most anaerobic photosynthetic bacteria and cyanobacteria, the
photosynthetic light reactions are organized on membranes that are arranged
in sheets or lamellae adjacent to the periplasmic membrane (Blankenship et al.
1995; Bryant 1994) (Fig. 1.1a). The dark reactions are generally localized in the
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center of the cell. In eukaryotic cells, the photosynthetic apparatus is orga-
nized in special organelles, the chloroplasts, which contain alternating layers
of lipoprotein membranes and aqueous phases (Staehelin 1986) (Fig. 1.1b).

The lipoprotein membranes of eukaryotic cell chloroplasts are called thy-
lakoids,3 and contain two major lipid components, mono- and digalactosyl-
diacylglycerol (MGDG and DGDG, respectively), arranged in a bilayer approxi-
mately 4 nm thick (1 nm = 10−9 m = 10 Å) in which proteins and other functional
molecules are embedded (Singer and Nicolson 1972) (Fig. 1.2). Unlike most of
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0.5 µm

Thylakoid
membrane (lp)

Cytosol (N)

Thylakoid lumen (P)
Cytosol (N)
Cytoplasmic
membrane (lp)
Periplasmic
space (P)

TM

CM

+

+

−

−

Figure 1.1 Schematic diagrams and electron micrographs showing the membrane structure of (a) a

cyanobacterial cell and (b) a green algal chloroplast. In cyanobacteria, the cell is surrounded by a wall and

outer membrane that is separated from the plasma membrane by a periplasmic space. In the chloroplast,

two or more (depending on the algal class, see Table 1.4) envelope membranes separate the organelle

from the cytosol. Membranes provide electrical resistance to the movement of ions. The abbreviation (lp)

indicates hydrophobic lipoprotein; all others are aqueous phases. The terminology of the N and P aque-

ous phases follows the nomenclature introduced by Mitchell and refers to the orientation of the mem-

brane with respect to transport of positively charged ions (i.e., cations). In the case of photosynthetic

membranes, the major cation transported is H+. Active proton transport induces an electrochemical po-

tential. The side from which protons are extracted becomes electrically negative relative to the side to

which the protons are deposited. N phases include the thylakoid stroma and the cytosol. The aqueous N

phases contain a relatively high diversity of proteins (e.g., enzymes), have functional nucleic acids, and

are where adenine and pyridine nucleotides interact with hydration–dehydration and oxidation–reduction

reactions. P phases include the thylakoid lumen and intermembrane spaces. Whereas P phases may have

high concentrations of proteins, the diversity of the proteins is relatively low. Active protein transport does

not occur at the porin-containing outer membrane of cyanobacteria or outer envelope membrane of the

chloroplast, although the N and P terminology is still applicable to the compartments in terms of protein

diversity. (The electron micrograph of the cyanobacterium was kindly provided by John Waterbury.)

3 Derived from the Greek thylakos, meaning “a sack.”

(a)



the lipids associated with membranes in a cell, the lipids in thylakoid mem-
branes are not phospholipids (Murphy 1986). Like most biological membranes,
thylakoids are not symmetrical; that is, some of the components span the
membrane completely, whereas others are embedded only partially (Cramer
and Knaff 1990). The thylakoid membranes form closed vesicles around an
aqueous, intrathylakoid space. This structure is analogous to the pocket in pita
bread, the pocket being called the lumen. The proteins and pigments that con-
stitute the two light reactions, as well as most of the electron transfer compo-
nents that link them, and the catalysts involved in oxygen evolution and ATP
synthesis are organized laterally along the membrane (Fig. 1.3). In addition, al-
though there are some important exceptions, thylakoid membranes contain the
major light-harvesting pigment–protein complexes; hence, when isolated from
cells, thylakoids are characteristically colored (Larkum and Barrett 1983;
Green and Durnford 1996).

Surrounding the thylakoids is an aqueous phase, the stroma. Soluble pro-
teins in the stroma use chemical reductants and energy generated by the bio-
chemical reactions in the thylakoid membranes to reduce CO2, NO2

−, and SO4
2−,

thereby forming organic carbon compounds, ammonium and amino acids, and
organic sulfide compounds, respectively. The stroma also contains functional
DNA (nucleoids), ribosomal (r), messenger (m), and transfer (t) RNAs, as well as
all the associated enzymes for transcription and translation of the chloroplast
genome (Kirk and Tilney-Bassett 1978; Reith and Munholland 1993; Grzebyk
et al. 2003).

The stroma, in turn, is surrounded by two to four plastid envelope membranes
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Figure 1.2 (a) Structure of two of the most important lipids that make up thylakoid membranes:

monogalactosyl diacylglycerol (MGDG) and digalactosyl diacylglycerol (DGDG). In the formation of

membranes, the polar sugar groups face the aqueous phases, while opposing nonpolar alkyl groups are

oriented toward each other to form a lipid bilayer. The width of the bilayer is approximately 4 nm. (b) A

schematic diagram of a thylakoid membrane (modified from Singer and Nicolson 1972). Thylakoid mem-

branes are largely composed of MGDG and DGDG with other polyunsaturated fatty acids. Proteins are

oriented within the membrane in a nonrandom fashion. Some proteins span the membrane, whereas

others may only partially protrude. The proteins will have specific “sidedness,” with some functional

groups facing the lumen and others facing the stroma.

(b)



(depending on the organism) that, in some organisms, are connected to the nu-
cleus and separated from each other by an aqueous intermembrane compart-
ment (Berner 1993). The inner envelope membrane has a number of integral
membrane proteins, which selectively transport photosynthetic substrates
into the stroma and photosynthetic products out of it. The outer envelope
membrane also has integral membrane proteins, called porins, which permit
nonselective transport of solutes less than about 800 Da,4 such as CO2, O2, in-
organic phosphate, ATP, and so on (Raven and Beardall 1981b).
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Figure 1.3 Schematic cross section through a photosynthetic (i.e., thylakoid) membrane showing the

orientation and some of the major components of the photosynthetic apparatus. The complete mem-

brane forms a closed vesicle. The electron-transport chain is indicated by solid arrows; proton transport is

indicated with dashed lines. Electrons extracted from water in photosystem II (PSII) are sequentially trans-

ferred to the cytochrome b6/f complex (cyt bf ), and thence through either plastocyanin (PC) or another

cytochrome (cytochrome c553, also called c6) to photosystem I (PSI), where they are used to reduce NADP

to NADPH. Abbreviations: Yz, a tyrosine that is the immediate electron donor to the PSII chlorophyll P680;

P680 and P700, the reaction center chlorophyll a molecules of PSII and PSI, respectively; Pheo, a phaeophy-

ton a molecule; QA, a bound plastoquinone; PQ, free (i.e., mobile) plastoquinone; PQH2, free plasto-

quinol (reduced form of plastoquinone); bL and bH, low and high potential for of cytochrome b6; FeS,

iron–sulfur components in the cytochrome b6/f complexes and on the reducing side of PSI; f, cytochrome

f; PC, plastocyanin; A0, the immediate electron acceptor from P700 (a chlorophyll a molecule); A1, phyllo-

quinone; Fd, ferredoxin; FNR, ferredoxin/NADP oxidoreductase; NADPH, reduced nicotinamide adenine

dinucleotide phosphate; ADP, adenosine diphosphate; ATP, adenosine triphosphate; Pi, inorganic phos-

phate; +/−, polarity of electrical potential difference across the membrane established in the light;

RuBP, ribulose-1,5-bisphosphate; Rubisco, ribulose-1,5-bisphosphate carboxylase/oxygenase; PGA, 3-

phosphoglycerate; (CH2O)n, generalized carbohydrate. The stoichiometry of protons, electrons, O2, ATP,

NADPH, and CO2 is not indicated. (Modified from Whitmarsh and Govindjee 1995.)

4 A dalton (Da) is a unit of mass equal to 1⁄12 of the mass of the carbon atom.



The Role of Membranes in Photosynthesis

The structure of the chloroplast illustrates some important features of photo-
synthetic processes. All photosynthetic organisms, whether they be prokary-
otes, eukaryotic algae, or higher plants, use membranes to organize photosyn-
thetic electron transport processes and separate these processes from carbon
fixation (Bryant 1994; Drews 1985; Redlinger and Gantt 1983). Biological mem-
branes serve many purposes. One is to control the fluxes of solutes between
compartments within cells and between cells. A second is to separate electrical
charges across the membrane. Finally, membranes facilitate spatial organiza-
tion of chemical reactions. These three roles of membranes are related to each
other.

Chemical reactions are scalar processes—they have no intrinsic relationship
to their spatial environment. The orientation of proteins and prosthetic groups
within membranes allows the coupling of scalar photochemical reactions to
vectorial fluxes of electrons, ions, and neutral solutes (Cramer and Knaff 1990).
In the context of the photosynthetic apparatus, “vectorial” refers to a process
whereby specific products of biochemical reactions accumulate on only one
side of a thylakoid membrane, thereby forming concentration gradients across
the membrane. The vectorial translocation of ions and electrons helps estab-
lish an electrical field across the membrane. Because membranes allow for
spatial organization of enzymes and other proteins, mechanical (vectorially
oriented) actions, on a molecular scale, can be coupled to the dissipation of the
electrochemical (scalar) energy. For example, protons can be transported from
one side of a membrane to other at the expense of ATP hydrolysis, and vice
versa. These processes, which would be energetically futile in solution, are
highly profitable when employed by a membrane.

Evolution of Oxygenic Photosynthesis: Geochemical Evidence

The evolution of biological membranes is obscure, but must have been one of
the earliest processes in the origins of life on Earth (Benner et al. 2002). The
origins of photosynthesis are also obscure, but geochemical imprints and mo-
lecular biological inferences can be used to reconstruct some of the key events.

Evidence of the timing and extent of photosynthetic metabolism comes from
a variety of geochemical and geological sources. Analysis of lead isotopes and
other geochemical “chronometers” in meteorites can be used to infer the origin
of our solar system (Gorst 2001). From these measurements, geochemists date
the formation of the Earth at about 4.6 billion years before present (Giga an-
num, before present, or simply Ga). The primordial atmosphere is thought to
have been mildly reducing and contained high concentrations of CO2, N2, and
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CH4 together with traces of H2, HCN,5 H2S, and NH3, but to have been devoid of
O2 for the first 2.3 Ga of Earth’s history (Holland 1984; Kasting et al. 1988;
Kasting and Siefert 2002). Today the Earth’s atmosphere contains 78% N2, 21%
O2, and 0.038% CO2 by volume, and is strongly oxidizing. All of the molecular
oxygen present in the Earth’s atmosphere has been produced as the result of
oxygenic photosynthesis; the source of the original O2 was photosynthetic ac-
tivity in the Proterozoic oceans (Kasting 1993a; Wiechert 2002). In the 550 mil-
lion years prior to the combustion of fossil fuels by humans, the reservoir of
atmospheric O2 varied from a low of approximately 10% to a high of about 35%
(Berner 1991; Falkowski et al. 2005). The changes were primarily driven by tec-
tonic processes which control the burial of organic carbon in sediments and
the oxidation of organic matter through weathering (Berner and Canfield 1989;
Katz et al. 2004; Falkowski et al. 2000, 2005).

The development of aquatic photosynthesis coincided with a drawdown of at-
mospheric CO2, from concentrations approximately 100-fold higher than in the
present-day atmosphere to approximately half of the present levels (Fig. 1.4).
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This drawdown was accompanied by a simultaneous evolution of oxygen from
nil to approximately 10 kPa, that is, about half that of the present day (Berner
2001). Over geological timescales, the drawdown of CO2 was not stoichiometri-
cally proportional to the accumulation of O2 because photosynthesis and res-
piration are but two of the many biological and chemical processes that affect
the atmospheric concentrations of these two gases.
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Figure 1.5 Schematic diagram of the “slow” carbon cycle. Carbon dioxide, released to the at-

mosphere from volcanism, combines with water vapor to form carbonic acid, which precipitates

over calcium/magnesium silicate rocks on land. The carbonic acid leaches the cations from the

silicates, allowing them to flow to the oceans in rivers, where they are precipitated as

calcium/magnesium carbonates. The carbonates are subducted through tectonic processes into

the upper mantle, where they are heated and the CO2 is released back to the atmosphere

through vulcanism. This carbon cycle overwhelmingly controls the concentration of CO2 in

Earth’s atmosphere on time scales of hundreds of millions of years.

The “Slow” Carbon Cycle

On timescales of tens of millions of years, the concentration of CO2 in Earth’s
atmosphere and oceans is constrained primarily by vulcanism and the chem-
ical weathering of continental rocks. Tectonic processes, driven by the inter-
nal heat of the planet, continuously sweep the oceans’ sedimentary layers
into the mantle of Earth, to be later regurgitated by vulcanic processes as ig-
neous rocks. In so doing, carbon dioxide is outgassed to the atmosphere,
where it combines with water to form carbonic acid. Neutralization of the
excess protons is accomplished by the chemical erosion of alkaline metals,



Several geochemical signatures for the time of rise of oxygen in Earth’s at-
mosphere can be inferred from the fossil record. Two are based on the changes
in the isotopes of sulfur (Canfield and Raiswell 1999; Farquhar et al. 2000).
Prior to the evolution of oxygenic photosynthesis, sulfur in the oceans was a
mixture between H2S and SO4

2−
. Some anaerobic bacteria chemically reduce SO4

2−

to H2S in order to oxidize organic matter (this is a type of anaerobic respira-
tory pathway). In so doing, they discriminate against the heavier isotopes of
sulfur in the SO4

2−
. As oxygen becomes increasingly abundant, H2S becomes in-

creasingly scarce, and the isotopic composition of sulfates, precipitated in
mineral phases of ancient rocks, changes. The change in isotopic composition
seems to have occurred approximately 2.2 to 2.4 Ga.

A second line of evidence for the change in the oxidation state of Earth can
be inferred from the “mass independent” isotopic fractionation of SO4. Sulfate
oxidation by ultraviolet radiation from the Sun also leads to an isotopic frac-
tionation of sulfur, but one that differs from the biological fractionation de-
scribed above. When high concentrations of oxygen accumulate in Earth’s at-
mosphere, the gas ozone (O3) is formed, which blocks the ultraviolet radiation
from reaching Earth’s surface. Examination of sulfur isotopes in igneous rocks
suggests that oxygen rose in the atmosphere between 2.4 and 2.1 Ga (Farquhar
et al. 2000). This isotopic change implies an oxidation of the atmosphere over
this period of time, i.e., a source of oxygen consistent with the evolution of
oxygenic photosynthesis.

A third proxy is the oxidation state of iron–sulfur minerals (pyrite) on land.
As atmospheric oxygen rose, the iron and sulfur oxidized. By dating these pre-
served “paleosols” one can reconstruct a period when the atmosphere became
oxidized (Rye and Holland 1998). The results of such analyses suggest a large
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primarily calcium and magnesium silicates in rocks (Fig. 1.5). The overall re-
action is

Ca(Mg)SiO3 + CO2 → Ca(Mg)CO3 + SiO2 (1.9)

The mobilization of HCO3
− in the aqueous phase delivers inorganic carbon

to the oceans to be precipitated as magnesium and calcium carbonates
(dolomites and limestones). On long timescales (hundreds of millions of
years), the rate of vulcanism must closely match the rate of weathering, or the
atmosphere/ocean system would gain or lose carbon dioxide. Increased vul-
canism, leading to a greater rate of carbon dioxide supply, increases the acid-
ity of rain and promotes more weathering. Conceptually, that simple negative
feedback stabilizes carbon dioxide, but there were several periods in Earth’s
history when the system went somewhat out of control.



change in the oxidation state of Earth’s atmosphere occurring at approxi-
mately 2.3 Ga (Bekker et al. 2004).

A fourth geochemical clue to the origin of oxygen can be gleaned from the
distribution of uranium in sediments. Uraninite, UO2, is a detrital mineral that
is presumed to have been produced when the Earth was formed and naturally
occurs in igneous rocks. Under anaerobic (i.e., reducing) conditions, the valence
state of U is +4, and detrital UO2, produced by the weathering of the igneous
source rocks, is transported in sediments in aquatic environments without fur-
ther chemical reaction. However, when O2 concentration in seawater becomes
greater than about 1% of the concentration that would be at equilibrium with
the O2 in the present-day atmosphere, U becomes oxidized to the +6 valence
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Terminology of Geological Epochs

The terminology of geological time is a historical idiom that developed from
the early investigations of rock formations. In the early 19th century, two
British geologists, Rev. Prof. Adam Sedgwick and Prof. Roderick Impey Murchi-
son, examined the structure of the exposed rock formations in Wales. The
lowest—and therefore oldest—identifiable formation was called the Cam-
brian, a term derived from the latinization of “Wales.” This period, subse-
quently dated by isotopic measurements, began approximately 545 Ma. Con-
sequently, all periods prior to the Cambrian are called Precambrian. The
Precambrian is subdivided into two major eons: the Archean (4.6 to 2.5 Ga),
and Proterozoic (2.5 Ga to 550 Ma).

All geological periods following the Cambrian are collectively called the
Phanerozoic (meaning “obvious” or “visible” life). The Cambrian period was
succeeded by a distinctly different formation containing different fossils, and
came to be known as the Ordovician, a term derived from the Latin of a tribe
that had inhabited the north of Wales. Similarly, the next period, Silurian, was
named after another Welsh tribe, and the Devonian was named after the
county of southwest England where the original geological formation and fos-
sils that define that period were discovered. There are parallel names in the
geological literature for common geological periods and stages (smaller sets
of time within periods), based on the specific location in which the formations
were discovered and the nationality of the discoverers. For example, the Car-
boniferous period, occurring between 375 and 310 Ma, is subdivided into the
earlier Mississippian and later Pennsylvanian epochs in many geological texts
published in the United States (Table 1.2). Prior to the use of naturally occur-
ring radioactive elements to date the various periods, it was not possible to
discern their actual chronology (Turekian 1996).



state. In the presence of anions such as HCO3
−, a dicarbonate precipitate,

UO2(CO3)22−, can be formed by the reaction

UO2 + 1⁄2O2 + 2HCO3
−) UO2(CO3)2

2− + H2O (1.10)

The radioactive half-life for 238U is 4.51 billion years. From knowledge of the
oxidation state of uranium in relict sedimentary (i.e., metamorphic) rocks and
the relative abundance of the parent isotope and its daughter products, it is
possible to estimate the date of oxygen evolution. Assuming that the only
source of oxygen was photosynthesis, this approach constrains the buildup of
oxygen from oxygenic photosynthesis to between 2.5 and 2.7 Ga (Holland
1984).

While all these geochemical proxies suggest that the atmosphere became
oxidized sometime between 2.6 and 2.2 Ga, it is not clear that the interior of
the ocean was oxidized. Oxidation of the ocean is achieved by mixing atmos-
pheric oxygen into waters that will sink into the ocean interior. The isotopic
and geochemical (trace element) data suggest that the ocean interior remained
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TABLE 1.2 Scale of geological time: The major geological epochs

Period or Beginning and End, in Approximate Duration,
Era Epoch 106 years before present in 106 years

Quaternary
Holocene 0.010–0.001 0.01
Pleistocene 0.010–1.6 ± 0.050 1.6

Cenozoic Tertiary
Pliocene 1.6–5.1 9
Miocene 5.1–24 15
Oligocene 24–38 15 69
Eocene 38–55 20
Paleocene 55–68 10

Mesozoic Cretaceous 68–144 76
Jurassic 144–200 56 182
Triassic 200–250 50

Paleozoic Permian 250–285 35
Carboniferous 285–360 75

Pennsylvanian 285–320
Mississippian 320–360

Devonian 360–410 50 290

Silurian 410–440 30
Ordovician 440–505 65
Cambrian 505–550 45

Precambrian Late Proterozoic 550–700 150
Middle Proterozoic 750–1500 750
Early Proterozoic 1500–2500 1000 4200
Archean 2500–4000 1500
Hadean 4000–4800 800

�
�
�

�
�
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relatively anoxic for an extended period, perhaps until 1.8 Ga (Anbar and
Knoll 2002). For example, when the ocean becomes oxidized, some transition
metals such as iron (Fe3+) or manganese (Mn4+) are precipitated as oxides. Iron
is the most abundant transition metal in the Earth’s crust. In its reduced,
ionic form, Fe2+, it is relatively soluble in seawater; in its oxidized, ionic form,
Fe3+, it is highly insoluble. The oxidized forms of iron are complexed with oxy-
gen and hydroxides and vast quantities of Fe3+-containing minerals precipi-
tated in the Precambrian oceans, forming bands of red minerals between
darker strata. Based on the stratigraphy and elemental composition of these
banded iron formations, the precipitation appears to have occurred over sev-
eral hundred million years. It is sometimes inferred that the precipitation was
brought about due to the endogenous production of oxygen by photosynthetic
organisms in the Precambrian seas (Bjerrum and Canfield 2002).

Best-guess reconstructions from geochemical and geological evidence sug-
gest that photosynthetic oxygen production probably occurred primarily in
relatively small, shallow regions of coastal seas, such as those inhabited by
microbial mat communities as are found in many tropical continental margins
in the modern ocean. The oxygen produced in such mats was largely consumed
in situ by the oxidation of inorganic elements, leading to the precipitation of
iron- and manganese-containing sediments to the Precambrian seafloor (Knoll
and Bauld 1989; Anbar and Knoll 2002). During this early period in the biogeo-
chemical evolution of the Earth, there was a net oxidation of mineral elements,
and organic compounds formed by photosynthetic processes were likely not
reoxidized by heterotrophic metabolism, which left a net accumulation of
photosynthetically fixed organic carbon in the environment (Falkowski 2002). A
small fraction of this organic carbon was deposited in shallow seas (Berner
1980). Geochemical aging (diagenesis) and burial of these ancient deposits led
to the formation of shales—rocks that typically contain between 1 and 10% or-
ganic carbon. A vanishingly small fraction of the organic carbon that was
buried in shallow seas was subjected to heat and pressure and, over millions of
years, was transformed to become the petroleum and natural gas that literally
fuel the industrial world in the present geological period.

Some aquatic photosynthetic organisms also precipitate inorganic carbon to
form calcareous shells (Holligan and Robertson 1996). This reaction can be de-
scribed as

Ca2+ + 2HCO3
− → CaCO3 + CO2 + H2O (1.11)

Calcium carbonate is highly insoluble in seawater, and over hundreds of mil-
lions of years vast deposits of the fossilized remains of relic calcareous shells
produced by a variety of marine organisms formed the bedrock of what subse-
quently became major mountain ranges, from the Alps to the Andes and the
Himalayas.



The Evolution of Photosynthetic Organisms:
Biological Evidence

The evolution of oxygenic photosynthesis can also be reconstructed or inferred
by comparing the features of extant photosynthetic organisms. A comparison
of genetic information among a variety of photosynthetic organisms suggests
the earliest photosynthetic organisms evolved approximately 3.4 Ga as anaero-
bic bacteria (Blankenship 2001; Xiong et al. 2000). These organisms used light
energy to extract protons and electrons from a variety of donor molecules,
such as H2S, and carbohydrates, to reduce CO2 to form organic molecules.
Anaerobic photosynthetic processes were probably among the first energy-
transforming processes to appear on Earth, and proceeded without the evolu-
tion of molecular oxygen (Blankenship 1992). Three basic types of anaerobic
photosynthetic reactions appear to have evolved and have persisted to the
present time. One, typified by the heliobacteria and green sulfur bacteria such
as Chlorobium, uses iron–sulfur clusters as an electron acceptor. A second, typ-
ified by the purple photosynthetic bacteria and Chloroflexus, uses phaeophytin
and a quinone as an electron acceptor. Oxygen-tolerant, but not oxygen-
producing, relatives of the purple photosynthetic bacteria are found exten-
sively in the modern oceans (Kolber et al. 2000). Finally, a third type uses a
caroteinoid pigment protein, bacteriorhodopsin or halorhodopsin, to “pump”
protons out of the cell or chloride ions into the cell without the need for a reac-
tion center or associated antenna pigments (Fig. 1.6). This type of photosyn-
thetic pathway was originally discovered in Archaea from hypersaline lakes
(Hader and Tevini 1987) and was thought to be rare, but genomic analyses sug-
gest bacteria with this pathway are widely distributed in the oceans (Beja et al.
2000). The bacteriorhodopsin/halorhodopsin have evolved independently of the
(bacterio-)chlorophyll-based types of bacterial photosynthetic processes.
Functional (Nitschke and Rutherford 1991) and structural (Schubert et al. 1998)
analyses suggest that the two (bacterio-)chlorophyll-based processes share a
common photosynthetic ancestry (Blankenship 2002). No known anaerobic
photosynthetic bacteria contain more than one type of photosynthetic process
(Blankenship 1992).

Best-guess reconstructions of the scant fossil and geochemical evidence6 sug-
gest that some 300 to 500 million years following the appearance of anaerobic
photosynthetic bacteria, oxygen-producing photosynthetic organisms emerged
in the oceans (Des Marais 2000). Although purported fossils of these cells have
been described from rocks as old as 3.45 billion years ago (Schopf 1978, 1983,
1993), the interpretation of these structures has been questioned (Brasier et al.
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6 The evidence is scant because there are few sedimentary rock formations on Earth from Archean and early Protero-
zoic eons to begin with, and many have been undergone some metamorphosis (i.e., subjected to heat, or in the parlance
of geologists, “cooked”).



2002).There is more compelling evidence that cyanobacteria were present in the
oceans 2.85 billion years ago based on the distribution of specific lipids that are
preserved in sedimentary rocks (Summons et al. 1999). These results do not im-
ply that cyanobacteria originated at that time, but rather that they were present
then; they may well have originated earlier (Fig. 1.7). It seems, however, that
aquatic photosynthetic organisms began oxidizing the atmosphere more than
400 million years after they first appeared. The oxidation step appears to have
been hampered by the availability of nutrients, such as phosphorus (Bjerrum
and Canfield 2002) and nitrogen (Falkowski 1997; Fennel et al. 2005). However,
by approximately 1.9 Ga, the atmosphere contained significant quantities of
oxygen, and Earth was permanently transformed. The rise of oxygen permitted
the rise of a much more efficient respiratory pathway, but simultaneously poi-
soned most habitats for the anaerobic bacteria. Subsequently, the ecological
and biogeochemical role of anaerobic photosynthetic bacteria has been one
more of evolutionary curiosity than biogeochemical linchpin.

There is striking homology, however, between the proteins found in the two
anaerobic photosynthetic bacteria that have reaction centers and the photo-
synthetic apparatus of oxygenic cyanobacteria, unicellular eukaryotic algae,
seaweeds, and higher plants (Barber 1992; Blankenship 1992; Bryant 1994;
Michel and Deisenhofer 1988; Reith 1995). Based on this homology, it is
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(b)
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(a)

(e)

(f)

(d)

Figure 1.7 Photomicrographs of cyanobacteria from the Archean to late Proterozoic eons. (a) Carbona-

ceous spheroids of uncertain biological origins, Onverwacht Group (3.45 Ga), South Africa (from Knoll

and Barghoorn 1977); (b) cyanobacterial trichome, ca. 1.5 Ga Bil’yakh Group, northern Siberia (from

Sergeev et al. 1995); (c) entophysalid cyanobacteria from the mid-Proterozoic (ca. 1.5–1.3 Ga) Debengda

Formation, northern Siberia (from Sergeev 1994); (d) entophysalid cyanobacteria, ca. 1.5 Ga Bil’yakh

Group, northern Siberia (from Sergeev et al. 1995); (e) endolithic cyanobacterium in silicified ooids, ca.

800 Ma Upper Eleonore Bay Group, East Greenland (from Green et al. 1988); (f ) cyanostylon-like stalked

cyanobacterium, ca. 800 Ma Draken Formation, Svalbard (from Green et al. 1987). Note that the older

the fossils, the more difficult it is to ascribe morphological characteristics with certainty.



assumed that the photoreaction responsible for the oxidation of water (photo-
system II) is derived from an organism resembling the relict purple photosyn-
thetic bacteria, while the second photoreaction (photosystem I), found in all
oxygenic photoautotrophs, arose from the green sulfur bacterial line. (We dis-
cuss these two photosystems in chapters 2, 4, and 6.)

Since the first appearance of aquatic oxygenic photosynthetic organisms, ap-
proximately 12 divisions (or phyla) of unicellular and multicellular algae have
evolved, and there is no place on Earth where photosynthetic organisms can-
not be found if liquid water and light are available for at least part of the year
(Cavalier-Smith 1993a) (Table 1.3). Although the earliest oxygenic photosyn-
thetic organisms were prokaryotes, all but one of the 12 recognized algal divi-
sions are eukaryotic. Eukaryotic cells appear to have arisen between 2.5 and
2.0 billion years ago (Brocks et al. 1999; Embley and Martin 2006). Based on the
structure of fossils that are ca. 1200 million years old, the first eukaryotic algae
referable to a modern algal class resemble members of the extant red algal
family Bangiophyceae (Butterfield 2000; Butterfield et al. 1990) (Fig. 1.8).

The Origin and Phylogeny of Prokaryotes

The determination of evolutionary relationships has been greatly aided by mo-
lecular biological methods. Molecular techniques permit quantitative mea-
surement of the genetic diversity of organisms. One of the most common ap-
proaches to deducing diversity compares nucleic acid sequences, especially
those obtained from ribosomal RNA genes (Neefs et al. 1993). The rRNA genes
that are commonly used in constructing phylogenetic trees are those coding
the 16S and either 18S or 28S rRNA molecules. Analysis of these data is partic-
ularly useful because of the large databases for these molecules from a wide
variety of organisms. The 16S rRNA molecule, together with 21 proteins, con-
stitutes the small subunit of the 70S ribosome that is responsible for translat-
ing organellar and prokaryote messenger RNA (Hill et al. 1990). The 18S and
28S rRNA molecules, together with 33 and 24 proteins, respectively, constitute
the small and large subunits of the 80S ribosome that translates nuclear-
encoded mRNA in eukaryotic cells. rRNA molecules contain both conserved
and variable sequence regions (Fig. 1.9).The distinction between conserved and
variable regions is related to the frequency with which base substitutions are
made at specific positions relative to the entire molecule. These sequences are
compared using a variety of mathematical criteria to obtain a measure of the
evolutionary “distance” or divergence between organisms. Assuming an ances-
tral origin of a sequence as the root (preferably using a sequence from an or-
ganism that is not represented by a taxon under investigation), each sequence
can be related to the root to develop a branching tree or cladogram (Pace 1997;
Medlin et al. 1994).
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TABLE 1.3 The higher taxa of oxygenic photoautotrophs, with estimates of the approximate
number of total known species,a and their distributions between marine and freshwater habitatsb

Known 
Taxonomic Group Species Marine Freshwater

Empire: Bacteria (= Prokaryota)
Kingdom: Eubacteria

Subdivision: Cyanobacteria (sensu lato, including 
prochlorophytes) 1,500 150 1,350
(= Cyanophytes, blue-green algae)

Empire: Eukaryota
Kingdom: Discicristata

Division: Euglenophyta 1,050 30 1,020
Class: Euglenophyceae

Kingdom: Alveolata
Division: Dinophyta (Dinoflagellates)

Class: Dinophyceae 2,000 1,800 200
Kingdom: Plantae
Subkingdom: Biliphyta

Division: Glaucocystophyta
Class: Glaucocystophyceae 13 — —

Division: Rhodophyta
Class: Rhodophyceae 6,000 5,880 120

Subkingdom: Viridiplantae
Division: Chlorophyta

Class: Chlorophyceae 2,500 100 2,400
Prasinophyceae 120 100 20
Ulvophyceae 1,100 1,000 100
Charophyceae 3,300 100 3,400

Division: Bryophyta (mosses, liverworts) 22,000 — 1,000
Division: Lycopsida 1,228 — 70
Division: Filicopsida (ferns) 8,400 — 94
Division: Magnoliophyta (flowering plants) (240,000)

Subdivision: Monocotyledoneae 52,000 55 455
Subdivision: Dicotyledoneae 188,000 — 391

Kingdom: Cercozoa
Subkingdom: Chlorarachnia

Division: Chlorarachniophyta
Class: Chlorarachniophyceae 3–4 3–4 0

Kingdom: Chromista
Subkingdom: Euchromista

Division: Crytophyta
Class: Cryptophyceae 200 100 100

Division: Haptophyta
Class: Prymnesiophyceae 500 480 20

Division: Heterokontophyta
Class: Bacillariophyceae (diatoms) 10,000 5,000 5,000

Chrysophyceae 1,000 800 200
Dictyochophyceae 2 2 0
Eustigmatophyceae 12 6 6
Fucophyceae (brown algae) 1,500 1,497 3
Parmophyceae 13 13 0
Raphidophyceae 27 10 17
Synurophyceae 250 — 250
Tribophyceae (Xanthophyceae) 600 50 500

Kingdom: Fungi
Division: Ascomycotina (lichenized species) 13,000 15 20

aFrom Baldauf (2003), Bravo-Sierra and Hernandez-Becerrill (2003), Graham and Wilcox (2000),
and John (1996), Maberly (1987), and van den Hoek et al. (1995).

bThe difference between the number of marine and freshwater species, and that of known
species, is accounted for by terrestrial organisms. Dashes indicate that no species are known (by
us) for their particular group in this environment.



(b)

(c)(a)

(e)(d)

Figure 1.8 Photomicrographs of early eukaryotic algae. (a) and (b) Reproductive apices of the bangio-

phyte red alga Bangiomorpha pubescens from 1.2 Ga collected in the Hunting Formation in Canada. The

morphology of this fossil shows considerable similarity to the extant Bangia (c) (Butterfield et al. 1990;

Butterfield 2000). (d) Branched filament of the ulvophyte green alga Proterocladia hermannae from the

750-million-year-old (Neoproterozoic) Svantergfjellt Formation (Upper Proterozoic) in Spitzbergen. This

fossil shows considerable similarity to the extant green algal genus Cladophora (e) (Butterfield et al. 1988;

Butterfield 2004). (Figures kindly provided by Nick Butterfield.)
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Figure 1.9 Secondary structure model for eukaryotic small subunit (SSU) rRNAs. The shape of the

model is based on Saccharomyces cerevisiae SSU rRNA, and hollow circles represent nucleotides deleted in

most other eukaryotic SSU rRNAs. Variable regions are denoted V1 to V9. The area corresponding to V6 in

prokaryotic SSU rRNAs is more conserved among eukaryotic SSU rRNAs.

A cladogram showing the phylogeny of prokaryotes, based on the analyses of
16S rRNA7 nucleotide sequences (Giovannoni et al. 1993), is shown in Color
Plate 1. This analysis provided a basis for distinguishing between two major
groupings of prokaryotes, the eubacteria and the archebacteria (Woese 1987).
The latter are believed to have been among the first life-forms to evolve on the

7 S is an abbreviation for a svedberg unit, which is a unit of relative mass named after a Swedish physicist who in-
vented the ultracentrifuge. The unit is based on the rate of sedimentation of molecules or particles in a centrifugal field



Earth and contain all the extreme thermophilic heterotrophic bacteria,
methanogens, and extreme halophiles. The eubacteria contain all the gram-
positive bacteria, green nonsulfur bacteria, cyanobacteria, and flavobacteria,
and a group of gram-negative bacteria called proteobacteria or “purple bacte-
ria.” The proteobacteria are further subdivided into α, β, γ, and δ subdivisions.
The α subdivision includes the rhizobacteria, which are capable of nitrogen
fixation and form symbiotic associations with legumes, and the rickettsias,
which are intracellular pathogens of animals.

In addition to the nucleus, eukaryotic photoautotrophs contain two
membrane-bound organelles: chloroplasts (often called plastids) and mito-
chondria. In eukaryotes, molecular phylogenies can be constructed from either
16S or 18S and 28S rRNA molecules (Falkowksi and LaRoche 1991b). The 16S
rRNA molecules are associated with the plastids, whereas the latter two rRNA
molecules trace the phylogeny of the nucleus. A cladogram for eukaryotes,
based on 18S rRNA sequences, is shown in Fig. 1.10. Other molecular clado-
grams have also been published and alternative schemes to that shown in Fig.
1.10 can be plausibly constructed. The alternative schemes often differ in some
important details, and true phylogenetic relationships are not yet established
for all algal divisions because the 18S and 28S rRNA data have not yet resolved
the earliest relationships among major taxa of photoautotrophs.

The prevailing theory for the origin of organelles is the so-called serial en-
dosymbiotic hypothesis8 (Margulis 1974). This hypothesis suggests that pro-
genitor eukaryotes originated as prokaryotic cells, which phagotrophically en-
gulfed and incorporated other prokaryotes to form intracellular symbionts
that progressively lost their genetic capability to reproduce without the host
cell. For example, the genetic template for mitochondria appears to have been
a branch of α-proteobacteria that were engulfed by an ancestral archebac-
terial host cell (Pace 1997). Interestingly, there is some evidence that the 
α-proteobacterium was probably an anaerobic photosynthetic organism (Taylor
1979, 1987); its engulfment and retention may have given the host cell an alter-
native photosynthetic metabolic pathway (a “dual fuel” strategy).The molecular
biological evidence clearly suggests that chloroplasts arose from the engulf-
ment of an oxygenic cyanobacteria by a host cell that almost certainly con-
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The rate of sedimentation is related to a sedimentation coefficient, s, by s = dx/dt (ω2x)−1, where x is distance of the mol-
ecule or particle from the center of rotation after time t (in seconds) in the rotating field, and ω is the angular velocity in
radians per second. A sedimentation coefficient of 1 × 10−13 s is equal to 1 S. Thus, a 16S rRNA molecule would sediment
with a coefficient of 16 × 10−13 s. The larger the coefficient, the larger the molecular mass of the molecule (i.e., the faster
it sediments). The molecular mass can be related to the sedimentation rate by the Svedberg equation: mw = RTs/D(1 − vρ),
where R is the gas constant, T is absolute temperature, v is the partial specific volume of the sedimenting particle or mol-
ecule, D is the diffusion coefficient, and ρ is the density of the solvent. This equation gives only an approximate molecu-
lar mass because it assumes that the sedimenting particles or molecules behave like an ideal gas, meaning that the parti-
cles are perfect spheres and do not have any interactions between each other.

8 This term was coined by F.J.R. Taylor.



Figure 1.10 (a) Phylogeny of eukaryotes (nuclear, i.e. “host”) genome derived from 18S rRNA se-

quences using a “maximum likelihood” method (see Bhattacharya and Medlin 1995). Note that the ap-

parent close relationship between nucleomorphs of cryptophytes and chlorarachniophytes is an artifact

(Palmer and Delwiche 1996). (b) A phylogenetic tree derived from analysis of plastid (i.e., “symbiont”)

genomes using plastid-encoded 16S rRNA sequences (Bhattacharya and Medlin 1995). (Figure kindly

provided by Wiebe Kooistra.)



tained a mitochondrion (i.e., it was already a eukaryote). The cyanobacteria
themselves appear to have arisen from the genetic fusion of ancestral purple
photosynthetic bacteria (with a photosystem II-like reaction center) with green
sulfur bacteria (with a photosystem I-like reaction center). Intermediate stages
in this process appear to have gone extinct. However, upon engulfment of a
cyanobacterium, the cell would generate oxygen internally. Under such condi-
tions, the anaerobic photosynthetic α-proteobacterium would cease to be pho-
tosynthetic, and would lose its capacity to do so. Rather it would operate its
electron transport chain in reverse and evolve to become a mitochondrion, liv-
ing symbiotically within an oxygen evolving cell.

The origin of plastid- and mitochondria-containing eukaryotes is, according
to the endosymbiotic hypothesis, a result of arrested digestion of cyanobacte-
ria and α-proteobacteria, respectively, that had been ingested by phagotrophic
ancestral eukaryotes with endomembranes and a cytoskeleton. Such a proposal
is supported by well-documented symbiotic associations of protists not only
with eukaryotic and prokaryotic algae, but with intact chloroplasts derived
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The Molecular Clock

The analysis of sequence variation in establishing phylogenetic relationships is
based on the observation that the number of nucleotide or amino acid substi-
tutions separating a pair of species is proportional to the time back to a com-
mon ancestor. In the simplest models, the rate at which substitutions, I, occur
is assumed to be constant (although there is significant debate on this issue)
for a specific molecule (Gillespie 1991). If it is further assumed that the substi-
tutions are random point processes, then the statistical probability, P, of
change can be derived from a Poisson distribution:

(1.12)

where N(t) is the total number of substitutions at a particular point over time
t, and r is the rate of substitution. This analysis forms the basis of the “molec-
ular clock,” from which it is possible to estimate rates of speciation within an
algal class, or rates of divergence from a common origin. Each mutation rep-
resents a “tick.” For example, geological evidence indicates that diatoms
probably arose during the mid-Jurassic period, some 160 million years ago
(when dinosaurs roamed a conglomerated continent we call “Pangea” and
the Atlantic Ocean was not yet formed). Based on the rate of substitution of
bases in 18S rRNAs, it is estimated that 1% of the ancestral diatom genome
has changed every 25 million years (Figure 1.11).
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from the ingestion of eukaryotic cells (Schnepf and Elbrächter 1992; Taylor
1987). The latter process, sometimes called “kleptoplasty” (stealing a plastid),
provides a mechanism for a heterotroph to derive a source of photosyntheti-
cally produced organic matter, but it must constantly renew its supply of plas-
tids through the phagotrophic ingestion of cells (see Gustafson et al. 2000).
This phenomenon is not uncommon in foraminifera and a variety of ciliates
(e.g., Grzymski et al. 2002).

It would appear that all eukaryotic photosynthetic organisms are derived
from a single common ancestor, but early in their evolutionary history two ma-
jor schisms occurred giving rise to three extant “superfamilies” (Color Plates 1
and 2). The differences in these three superfamilies is based on plastid bio-
chemistry and ultrastructure as much as on differences in rRNA. One group, the
Glaucocystophyta, presently comprises only six extant species, but this group
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Figure 1.11 Results of molecular clock calibrations following the method of Hillis and Moritz

(1990) in which dates of first appearances of diatom lineages in the fossil record are regressed

against their measured branch lengths in an maximum likelihood tree. The data are derived from

calibrating the first appearances of diatoms lineages in the fossil record their measured branch

lengths derived from 18S rRNA phylogenetic tree following the method of Hillis and Moritz

(1990). The straight line a is the regression line, forced through zero; the lines b1 and b2 are the

upper and lower 95% confidence limits around the regression line. The value projected over re-

gression line provides the average age for the first appearance of diatoms (ca. 160 Ma) (figure

courtesy of Wiebe Kooistra.)



contains relict cyanobacterial biochemical features that suggest it was one of
the earliest branching photosynthetic eukaryotic clades. The two additional
groups form “superfamilies.” One, containing chlorophyll b in addition to
chlorophyll a, comprises (in the vernacular) the “green” line of eukaryotes, from
which all higher plants are descended.The second superfamily contains organ-
isms that use chlorophyll c in addition to chlorophyll a. In this group, the plas-
tids are often yellow, orange-brown, or red in color, due to the presence of
other accessory pigments, and hence the superfamily is called (again, in the
vernacular) the “red” line (Falkowski et al. 2004b).

The earliest eukaryotic photosynthetic organisms in all three groups are de-
rived from the engulfment of prokaryotic photosynthetic organism by a eu-
karyotic heterotrophic host cell. The derived eukaryote is called a “primary”
symbiont. However, heterotrophic eukaryotes can engulf photosynthetic eu-
karyotes to form “secondary” symbionts. In some cases, a heterotrophic host
cell, engulfed a secondary symbiont to form a “tertiary” symbiont. A major clue
to the wholesale incorporation of a prefabricated photosynthetic apparatus is
the presence of extra membranes surrounding the plastids (Reith 1995) (Fig.
1.12, Table 1.4). In primary endosymbiotic eukaryotes, red algae, green algae,
and higher plants, the chloroplast envelope always contains two membranes
(Berner 1993). In Euglenophyta and Dinophyta there are three plastid envelope
membranes, whereas Chlorarachniophyta, Cryptophyta, Heterokontophyta,
and Haptophyta have four (see Fig. 1.12). In many cases, the outermost mem-
branes form an endoreticular conduit from the cell’s nucleus to the chloro-
plast. In the modern ocean, most of the ecologically successful species of eu-
karyotic photosynthetic organisms have secondary plastids in the red line;
these include diatoms (and their closely related relatives, the chrysophytes),
haptophytes (including coccolithophorids), and red plastid containing dinofla-
gellates (some of which synthesize toxins and form harmful algal blooms).

Besides the number of membranes surrounding the plastid, compelling evi-
dence for secondary symbiotic events is the presence of a nucleomorph9 (the
remnant nucleus of the primary endosymbiont). This relict organelle is found,
for example, in the plastid compartment of cryptophytes and chlorarachnio-
phytes (Gibbs 1992). In cryptophytes, the 18S rRNA from the nucleomorph
more closely resembles red algal 18S rRNA rather than cryptophyte nuclear
18S rRNA, suggesting the plastids of the cryptophytes are derived from the en-
dosymbiotic incorporation of a red algal-like organism (Cavalier-Smith 1993b;
Douglas et al. 1991).

30 | Chapter 1

9 A nucleomorph is a nucleic-acid-containing, membrane-bound organelle located in the cytoplasmic region between
the two sets of double membranes (i.e., a total of four in all) that surround the plastid. The nucleomorph is the remains
of the nucleus of the eukaryotic endosymbiont that gave rise to the plastids of chlorarachniophyte and cryptophyte algae
by secondary endosymbiosis. This structural residue of the endosymbiont has been lost from other extant examples of
secondary endosymbioises.



Figure 1.12 Transmission electron micrographs showing the basic structure of chloroplast membranes

in a variety of unicellular algae. (a) A section through the whole cell of the chrysophyte, Ochromonas dan-

ica, and (b) a detailed view of the thylakiod membranes. Note that the membranes form stacks of three.

The chloroplast itself is surrounded by four membranes, the two inner membranes are designated chloro-

plast envelope membranes, while the two outer membranes are the chloroplast endoplasmic reticulum.



A key aspect of the endosymbiont hypothesis is that the incorporated or-
ganelle has become an obligate symbiont—chloroplasts cannot reproduce
without their “host” cell. The obligate nature of the organelle is assured by the
transfer of many of the genes necessary for its independent function to the nu-
cleus of the host cell, as well as the loss of genes that would permit the en-
dosymbiont to revert to a free-living existence. Assuming that the genome of
the ancestral cyanobacterium which became a primordial plastid contained
approximately the same number of genes as extant cyanobacteria (ca. 5000),
>90% of the genes from the prokaryote were transferred to the host cell nucleus
or lost (Grzebyk et al. 2003) (Color Plate 3). For example, all eukaryotic algae
lack a complete suite of tRNAs in both the mitochondria and chloroplast. The
missing genes are found in the nucleus, and the gene products must be im-
ported into the respective organelles. Thus, the transcription and translation
of organelle genes, which are essential for organelle function, are dependent on
the supply of tRNAs encoded by the nucleus, thereby forcing nuclear control of
organelle protein synthesis.

There is considerable variability among algae in the number of genes re-
tained in the plastid genome, but a core of genes encoding essential plastid
and mitochondrial functions are present in all of the respective organelles
(Valentin et al. 1993). In chloroplasts, this core comprises genes for the electron
transport components required for the light reactions, as well as enzymes that
catalyze key dark reactions. The organellar genes are not inherited by
Mendelian recombinatatorial genetics. As we will see in chapter 6, this conser-
vation greatly improves the ability to extrapolate specific biophysical, struc-
tural, and biochemical processes that are encoded in the chloroplast genome
from model organisms to large groups of otherwise disparate organisms.

A further clue to the relationship among photosynthetic organisms can be
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In (b) the chloroplast endoplasmic reticulum is continuous with the nucleus, and ribosomes on the

membrane translate nuclear-encoded genes destined for the chloroplast. (c) A section through the

chloroplast of the chlorophyte Dunaliella tertiolecta (inset a whole cell section). Note the large electron

transparent region within the chloroplast, which corresponds to a site of starch accumulation. At the

center of this structure is a pyrenoid. The thylakoid membranes can be aggregated to less aggregated,

depending on growth conditions. Inspection of the whole cell reveals that the chloroplast in this

organism follows the cell perimeter with an opening. This structure is often called a “cup-shaped”

chloroplast. (d) A whole cell section through a cryptomonad, Guillardia theta. As found in chryso-

phytes (a), the thylakoids form stacks of two membranes, and the chloroplast is surrounded by four.

The outer membrane of the chloroplast can be seen to envelop a nucleomorph at the bottom of the

cup-shaped chloroplast. The nucleomorph is the vistigial nucleus of the symbiont that gave rise to the

chloroplast in this organism. (e) Section through a diatom, Phaeodactylum tricornutum. Thylakoids are

found in stacks of three, except in the pyrenoid, where they are often paired. The chloroplast is also sur-

rounded by four membranes, but unlike in chyrsophytes or cryptophytes, the outer membrane seldom

is connected to either the nucleus or a nucleomorph. (Panels a, b, d, and e courtesy of Sally Gibbs and

Michael McKay.)
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gleaned from the ultrastructural organization of the thylakoid membranes.
Being lipid bilayers, thylakoid membranes can aggregate via hydrophobic in-
teractions.10 In higher plant chloroplasts, highly appressed areas of thylakoids
called grana lamellae are interconnected with lower density regions (often sin-
gle thylakoids) called stromal lamellae (Staehelin 1986).

Whereas in higher plants this organizational differentiation within the thy-
lakoids appears to be important in the lateral distribution of electron trans-
port components along the membrane surface, this “typical” chloroplast struc-
ture is rarely found in algae. In cyanobacteria and red algae, thylakoids occur
singly. The lack of any association between thylakoids in these organisms is
likely a result of their major light-harvesting complexes, the phycobilisomes.
In cyanobacteria these hydrophilic macromolecules are located on the stromal
side of the thylakoid membrane and prevent hydrophobic associations be-
tween adjacent membranes. In prochlorophytes (a cyanobacterial branch that
contains chlorophyll b but no phycobilisomes) and cryptophytes (algae with
phycobilins located within the thylakoid lumen and not organized into a phy-
cobilisome) thylakoids are paired. Chromophytes typically have thylakoids in
stacks of three, whereas the chlorophytes sometimes have pseudograna, re-
gions of appressed stacks of three or more membranes interspersed with less-
stacked regions (Berner 1993). In no algal class is there compelling evidence of
lateral heterogeneity of photosynthetic systems within the thylakoid mem-
branes (e.g., Song and Gibbs 1995).

Although both pigment composition and ultrastructural organization of the
photosynthetic apparatus have served to help establish phylogenetic relation-
ships, because of parallel evolution and ill-defined evolutionary relationships
between pigments such an approach is limited (Bhattacharya et al. 1992). Plas-
tid characteristics, whether they are encoded in the plastid per se or nuclear
genomes, reflect the evolution of the endosymbiont that produced plastids as
well as those inherited from the host (Douglas 1994; Lewin 1993). For example,
chlorophyll b appears to have evolved in the earliest oxygenic cyanobacteria
(Tomitani et al. 1999), but was lost in most of the extant phycobilin containing
lines of cyanobacteria as well as in the red lineage of photosynthetic eukary-
otes. Hence, phylogenetic trees based on pigment composition using chloro-
phyll b would be misleading (Palenik and Haselkorn 1992).

There are approximately 1500 species of prokaryotic photoautotrophs and
28,500 species of eukaryotic aquatic photoautotrophs extant. The ensemble of
these organisms is, in the vernacular, called algae11 (from the Latin for “sea-
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10 Hydrophobic interactions are brought about as a result of the thermodynamic relationship of molecules to water.
Liquid water forms extensive hydrogen bonding networks. Hydrophobic molecules, such as lipids, tend to aggregate in
aqueous phases, thereby minimizing the disruption of the hydrogen bonds. This is a low free-energy condition. Hence,
the water “squeezes” the lipids together, forming bilayers. Subsequent, larger interactions can be brought about by the
addition of hydrophobic proteins, or secondary lipids, to form heterogeneous, macromolecular complexes. Hydrophobic
interactions are generally weak and can be readily disrupted by cold temperatures, organic solvents, detergents, and
some small ions such as Na+.

11 The study of algae is called phycology, a word derived from the Greek for a marine plant or seaweed.
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Nomenclature of Major Groups of Aquatic 
Photosynthetic Organisms

The hierarchy of taxonomic classification is basically as follows:
Empire

Kingdom
Subkingdom

Division = Phylum
Subdivision

Class
Order

Family
Genus

Species
Botanical texts frequently use the term division, while microbial and zoological
texts use the term phylum; from a taxonomic viewpoint, these are hierarchical
equivalents.

Ironically, molecular biological criteria for classifying photoautotrophs,
based on their “real” (i.e., evolutionarily meaningful) relationships, has some-
times caused more confusion than the older classification schemes based on
morphology and/or pigmentation. This is especially true at the level of divi-
sions. Viridiplantae, for example, is a term coined by Cavalier-Smith to include
the Chlorophyta and their higher plant derivatives. Excluded from Viridiplan-
tae are two groups of algae, the Euglenophyta and Chlorarachniophyta, that
obtained their plastids from unicellular members of the Chlorophyta but
whose nuclear genome is only distantly related to those of higher plants and
of Chlorophyta. Similarly, the Biliphyta covers the red algae and the Glauco-
cystophyta, which are related to each other by their nuclear genomes, but not
the groups that acquired their chloroplasts by endosymbiosis of unicellular red
algae and are only distantly related to them as far as their nuclear genome is
concerned. The latter include the Cryptophyta, Dinophyta, Haptophyta, and
Heterokontophyta (sensu Cavalier-Smith 2002).

An informal taxonomic usage has evolved in the photosynthesis researcher
population. Thus, blue-green algae refers to cyanobacteria, all of which contain
chlorophyll a and generally phycobilins, which give them distinctive colors.
Green algae or chlorophytes refer to eukaryotic chlorophyll-b-containing organ-
isms other than higher plants. Eukaryotes lacking chlorophyll b and phycobilins,
but containing chorophyll c and/or fucoxanthin (Heterokonta, Haptophyta) or
peridinin (most Dinophyta) are often called chromophytes. Although most of the
chromophytes are brown, yellow, or olive-green rather than bright green, the
term brown algae is generally reserved for members of the Fucophyceae (Phaeo-
phyceae), all members of which are multicellular and contain chlorophylls c.



weed,” although it also includes some embryophytic (= higher) plants, the
seagrasses). A summary of the formal names of the higher plant taxa of aquatic
photosynthetic organisms is given in Table 1.3, together with estimates of their
diversity and comments on their habitats (marine, freshwater, terrestrial). This
arrangement is based on analyses of nuclear (i.e., 18S rRNA) characteristics,
but many of the prefixes for the classes (e.g., Chloro-, Rhodo-, Phaeo- (= Fuco-),
Xantho- (= Tribo), Chryso-, Cyano-, etc.) refer to plastid pigmentation, which is
a more commonly found nomenclature in most texts.

One of the algal classes, the Charophyceae, was the progenitor of higher
land plants and garnered a foothold in the terrestrial world about 500 Ma.
From the time of their invasion of land, higher plants have managed to diver-
sify so extensively that an estimated 270,000 species of higher plants are ex-
tant (Table 1.3) and many more are extinct. Although there are many more
morphologically distinct species of terrestrial higher plants than there are of
aquatic photoautotrophs, the genetic differences between the higher plants
are relatively small compared with algae.12 Thus, although there are fewer rec-
ognized species of algae than there are of higher plants, there is a much larger
evolutionary distance between and within algal divisions. For example, Ragan
and colleagues (1994) point out that the genetic diversity within a single algal
division, the Rhodophyta, is greater than that within all the higher plants. De-
spite the great diversity of aquatic photosynthetic organisms, most of the mo-
lecular structures and functions that are essential for photosynthesis are
highly conserved. This conservation suggests a common (i.e., single ancestral)
origin of oxygenic photoautotrophs (Lewin 1993; Bhattacharya and Medlin
1995; Delwiche 1999; Palmer 2003).

Similarities and Differences in the Photosynthetic 
Processes in the Algal Classes

People who study aquatic photosynthesis generally think on two taxonomic
levels simultaneously. One is related to the general kind of organism they are
dealing with—meaning, is it a diatom, a cyanobacterium, or a seagrass? This
level of classification is at the level of divisions or of classes. A division or
class is defined by the extent of similarities of the organisms within divisions
(or classes). Traditionally (i.e., historically), this concept of higher levels of or-
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12 To intuitively understand the deeply branching diversity of algal lineages compared with higher plants, we can
think of the analogues in animal phyla. Humans, dinosaurs, fishes, and birds are all members of a single phylum, the
Chordata. Insects, lobsters, and spiders are members of the Arthropoda. These two phyla share a common endosymbi-
otic organelle, a mitochondrion. A diatom is to a kelp as a bird is to a mammal—both are in the division (i.e., phylum)
heterokontophyta. But diatoms and kelps are to coccolithophores as chordates are to arthropods. In this scheme, all
higher plants are very closely related organisms that form a “crown” group, comparable to the evolutionary divergence
of insects within the arthropoda.



ganization has aggregated organisms with similar features into groups. Many
of the historically derived groups (which were based primarily on morphol-
ogy), have been supported by molecular biological analysis of genetic similari-
ties, but molecular biological data have also helped elucidate evolutionary his-
tories (i.e., phylogeny) more objectively. Knowledge of the division or class
confers considerable predictive value; for example, in the evolutionary origin
of the photosynthetic pigments or enzymes involved in the photosynthetic pro-
cess (Raven et al. 1989).

The other taxonomic level at which photosynthesis workers operate is that
of the species. The concept of a species, which emerged from the studies of
higher organisms in the 18th century, is not easily applicable for microbes in
general, and for unicellular photoautrophs in particular. There is no simple,
universally accepted definition of a species (Wood and Leatham 1992). A
species is usually defined as like organisms that exchange genetic information
in nature and produce sexually viable progeny. Such a definition is restricted
to sexually reproducing organisms and generally involves genetic variability
within a species. For organisms that do not have easily demonstrable sexual
reproduction, such as the majority of the phytoplankton, there can be many
genotypes within a morphologically defined species. In the case of the marine
prokaryote Prochlorococcus marinus, for example, only one species is recog-
nized; however, many genotypic differences in photosynthetic responses are
apparent (Johnson et al. 2006). For known sexually reproducing species, such
as the diatom Skeletonema costatum, genetic variability was demonstrated by
distinguishing ecophysiologically specific strains (also called ecotypes) (Gal-
lagher et al. 1984). These races appear to be phenotypically different in their
photosynthetic characteristics. Genetic variability within a species appears to
be common in unicellular algae (Wood and Leatham 1992; Medlin et al. 1995;
de Vargas et al. 2004), and has been supported by higher resolution molecular
biological studies (de Vargas et al. 2004).

In 1830, the British geologist and naturalist Charles Lyell wrote,

The name of a species, observes Lamark, has been usually applied to
“every collection of similar individuals, produced by other individuals like
themselves.” But this is not all which is usually implied by the term species,
for the majority of naturalists agree with Linnaeus in supposing that all
the individuals propagated from one stock have certain distinguishing
characters in common which will never vary, and which have remained the
same since the creation of each species. The more we advance in our
knowledge of the different organized bodies which cover the surface of the
globe, the more our embarrassment increases, to determine what ought
to be regarded as a species, and still more how to limit and distinguish
genera.
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Operationally, a species may be defined as a morphologically identifiable en-
tity of known environmental plasticity that has the same degree of similarity
among members of a genus. This definition is somewhat arbitrary but often
practical, although Lyell noted, “When the species are arranged in a series, and
placed near to each other, with due regard for their natural affinities, they each
differ in so minute a degree from those adjoining, that they almost melt into
each other, and are in a manner confounded together.” Because there is such
propensity for confusion of what constitutes a species based on morphological
characteristics, the phycological literature abounds in correction and renam-
ing of organisms.13

Life-forms and Niches in Aquatic Photosynthetic Organisms

Species exist because of natural selection and are sustained because of genetic
fitness. In the identification of species, the morphological characteristics are
frequent determinates; however, ecologists often adopt the concept of life-
form, meaning the genetically determined gross morphology of an organism
rather than its phenotypically determined growth form. Life-forms are pre-
sumed to confer a measure of evolutionary fitness, and therefore have been se-
lected through the success offered to the species in a given environment. In
aquatic systems, the life-form plays a key role in determining the ecological
niche that an organism can occupy. With respect to photosynthesis, life-forms
are critical to determining the rate of supply of substrates, especially CO2 and
other dissolved nutrients, and light. For example, small cells, with high
surface-area-to-volume ratios, have an advantage over large cells with respect
to the diffusion and acquisition of essential elements and molecules between
the bulk fluid and the cell (Chisholm 1992; Raven 1986). Thus, simply by virtue
of size, small cells have a competitive advantage over large cells in environ-
ments where the diffusion of nutrients may be limiting growth. Large cells
usually have a large storage capacity for nutrients (Raven 1984a). Hence, in en-
vironments where nutrients are delivered in pulses, such as continental mar-
gins or coastal upwelling areas, large cells often can acquire nutrients more
rapidly and sustain growth for longer periods than their smaller counterparts
(Malone 1980; Tozzi 2004; Finkel et al. 2005).
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13 Because of the difficulty in applying the species concept to organisms that do not necessarily reproduce sexually,
there have been proposals to define a species based on molecular biological criteria. For example, Annette Coleman
(personal communication) has found, in groups of green algae, that a specific 116 nucleotide subset of the sequence
between the 5.8S and the 18S rRNA gene (the second internal transcribed spacer region, or ITS2) determines the sec-
ondary structure of the primary RNA transcript. Interbreeders (members of a biological species) can differ at single nu-
cleotide positions, but never by a compensating base pair change—a presumably more rare event. Since this region is
present in essentially all eukaryotes, it could contribute to a molecular criterion for species.



In the simplest sense, it is useful to distinguish between two basic life-forms
in aquatic photoautotrophs: those organisms that are attached to a substrate,
and those that are unattached and are free to float in the water (Lee 1989). The
latter are commonly called phytoplankton, from the Greek planktos, meaning
“to wander.” Some phytoplankton are usually able to control their vertical posi-
tion in the water column to some extent, either by changing their buoyancy and
thereby facilitating sinking or floating, or by flagellar motility. In the context
of photosynthesis, these vertical displacements may attenuate or enhance
natural variations in irradiance resulting from turbulence; however, they do
not significantly influence boundary layer thickness, and hence do not materi-
ally affect the diffusive exchange of nutrients between the bulk fluid and the
organism.The boundary layer in relationship to carbon acquisition is discussed
in chapter 5.

The attached organisms are both single-celled microalgae and multicellu-
lar macrophytes. The attached microalgae are usually associated with spe-
cific substrates in shallow waters. These organisms are often capable of
movement that permits migration from the surface into the substrate. In
some lakes and coastal ecosystems the single-celled, benthic organisms pro-
vide a significant source of organic carbon to the benthic community. The
benthic macrophytes, or seaweeds, can reach exceedingly large sizes and can
form layered canopies. From a photosynthetic perspective, the size of these
organisms often has two consequences. First, the boundary layer becomes ex-
tremely large, necessitating continuous agitation to provide diffusive fluxes
of nutrients to the blade or leaf of the plant. Hence, all macrophytes have rel-
atively thin cross sections and large benthic macrophytes are often found in
surf zones or regions with large physical energy inputs that facilitate the
physical movement of water and nutrients to the plant. This situation is anal-
ogous to that of cell size for microalgae, but is significantly different from
that of terrestrial environments, where the diffusive fluxes of gases (e.g., CO2)
are four orders of magnitude higher in air than in water. Secondly, the canopy
of the macrophytes can shade lower blades from light. This situation is
highly analogous to terrestrial plant canopies, but the degree of physiologi-
cal acclimation that results in aquatic macrophytes is without parallel. The
acclimation of the photosynthetic apparatus to irradiance is discussed in
chapters 7 and 9.

Nutritional Modes in Aquatic Phototrophs

While the life-form and shape of an organism begin to define the environment
in which the organism may survive and grow, the nutritional mode can also be
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extremely important. By far the majority of the organisms in all of the higher
taxa listed in Table 1.3 are capable of photosynthetic oxygen evolution and of
growth with inorganic carbon as the sole carbon source and light as the sole
energy source. If, as is also usually the case, other nutrient elements can also
be used in the inorganic form, then this mode of nutrition is termed
photoautotrophy, meaning light-dependent self-feeders (sometimes called
photolithotrophy; see Table 1.5). Obligate photoautotrophs are generally able
to take up and metabolize at least some organic carbon compounds, but they
can grow only if light and CO2 are provided, and the presence of an exogenous
organic carbon source also does not always enhance the light- and CO2-
saturated growth rate. Some of the obligate photoautotrophs have a require-
ment for one or more vitamins, supplied in nature by secretion of vitamins
from other organisms (usually bacteria) or by death and decay of other organ-
isms. Obligate photoautotrophy is, by far, the major pathway for the biochem-
ical reduction of inorganic carbon in aquatic environments and is the overar-
ching subject of this book.

Earlier we had briefly mentioned that a second organelle, the mitochon-
drion, was also incorporated via the phagotrophic ingestion of a symbiotic
prokaryote. This organelle oxidizes organic carbon at the expense of molecular
oxygen to provide not only energy but also substrates for cell growth. This as-
pect of cell metabolism is examined in chapter 8. Mitochondria are found in al-
most all eukaryotic cells, whether photosynthetic or not.14 Although all obli-
gate photoautotrophs are photosynthetic, not all photosynthetic organisms are
obligate photoautotrophs. Some of the organisms in Table 1.3 are capable of
using organic carbon as a supplement to, or a replacement for, light and CO2 as
the energy and carbon sources for growth (see Table 1.5). These organisms me-
tabolize the externally supplied organic carbon by oxygen-consuming, het-
erotrophic metabolic processes, where mitochondrial respiration supplements,
or in some cases replaces, chloroplast metabolism. Such organisms are called
facultative photoautotrophs. An example of a commonly grown facultative
photoautotroph is the freshwater chlorophyte Chlamydomonas spp., which is
often used to study the molecular genetics of photosynthesis. Chlamydomonas
can use simple organic compounds such as acetate to supplement its photo-
synthetic nutrition. Facultative photoautotrophy (sometimes called mixotro-
phy) is fairly common in estuarine and lacustrine phytoplankton, where the
concentrations of dissolved organic compounds are relatively high (Lewitus
and Kana 1995).

If cells can also grow in the dark with an exogenous organic carbon source,
they are heterotrophs (sometimes called chemoorganotrophs). Some species
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14 Some eukaryotes, such as the flagellates Giardia and Microsporidium, were formerly thought to lack mitochondria,
not because they have been lost in evolution but because these organisms have never acquired these organelles.



of diatoms and many species of dinoflagellates and euglenoids, for example,
lack photosynthetic pigments entirely and are completely dependent on het-
erotrophic metabolism. Phagotrophy (the ingestion of particles) is a form of
acquisition of exogenous organic matter that is found in both facultative
photoautotrophic (constituting another variant of mixotrophy) and het-
erotrophic organisms. Phagotrophy by facultative photoautotrophs occurs in
a number of diverse microalgal taxa, notably the Chrysophyceae, Crypto-
phyta, Dinophyta, and Haptophyta. As definitive tests for these alternative
nutritional modes have been largely restricted to microalgae, the nutritional
status of most larger aquatic photosynthetic organisms is sometimes unclear
(Ramus 1992).

The Study of Photosynthesis: A Coalescence of Disciplines

Since the middle of the 20th century, the main trends in photosynthesis re-
search have been, broadly speaking, moving from biophysical to biochemical to
molecular biological and structural processes on one hand, and toward large-
scale, global biogeochemical investigations on the other, with each subdisci-
pline enhancing and modifying the previous research in the others.

From the late 1920s to the late 1960s, studies of the photosynthetic light re-
actions were primarily biophysical; photosynthesis was studied from the
mechanistic perspective of physical chemistry, where the process was treated
as a chemical reaction (Clayton 1980; Rabinowitch et al. 1969). Using princi-
ples described by empirical mathematical equations, the biological physicists
treated photosynthesis as a “black box.” In the early stages of research that
approach was especially useful because it allowed for systematic analyses
of complex processes without requiring a mechanistic understanding of the
processes.
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TABLE 1.5 Definitions of carbon and energy acquisition mechanisms used by aquatic plants

Definition for an Organism Using It as an Obligate or Facultative
Nutritional Mode

Term Obligate Facultative

Photoautotrophy Light as sole energy source, Able to grow photoautotrophically, or in
(Photolithotrophy) CO2 as sole C source; unable light with organic C as supplemental

to grow in dark energy and C source, or (in most cases)
in dark on organic C

Heterotrophy Organic C as sole energy and C
(Chemoorganotrophy) source (anaplerotic CO2 needs

satisfied from respirated CO2);
cannot produce chlorophyll



From the late 1950s through the 1970s, research expanded and became more
diversified as biochemists and geneticists explored the nature of the molecules
involved in the photosynthetic apparatus. During this period, there was special
interest and subsequent progress in understanding the mechanism of carbon
fixation, patterns of the flow of electrons and protons, and the generation of
ATP in chloroplasts (Lawlor 2001). Interestingly, the reactions responsible for
carbon fixation were first elucidated in Chlorella and directly extended to
higher plants.

The 1980s hailed the beginning of the molecular biological era, which led to
characterization of key genes and proteins responsible for the photosynthetic
light reactions and the development of detailed working models of the “photo-
synthetic apparatus.” By 1985 the entire photosynthetic apparatus of a purple
photosynthetic bacterium, Rhodopseudomonas viridis, had been crystallized
and analyzed, and its structure could be related to its function at the molecu-
lar level (Michel and Deisenhofer 1986, 1988).This structure has been central to
the development of conceptual models for the reaction centers in oxygenic
photosynthetic organisms (Barber J 1992; Michel et al. 1988). By early in the
21st century, the crystal structures of both photosystem I and II from a thermo-
philic cyanobacterium had been determined with sufficient resolution to ob-
serve how the key components responsible for splitting water and the photo-
chemical generation of an electrical potential are arranged (Jordan et al. 2001;
Zouni et al. 2001). These structures continue to be refined and integrated into
higher orders (Ferreira et al. 2004). Indeed, entire genomes of several aquatic
photoautotrophs have been completely elucidated and comparative analyses of
the genes encoding for photosynthetic machinery has been conduced (e.g.,
Armbrust et al. 2004; Shi et al. 2005).

In the late 1980s, geochemists and biologists began to more fully appreciate
the role that aquatic photoautotrophs have played in mediating major biogeo-
chemical cycles of the Earth (Berger et al. 1987; Falkowski and Woodhead 1992;
Sarmiento and Bender 1994; Falkowski et al. 2003). These organisms are not
only essential to maintaining the steady-state gas composition of the atmos-
phere, but also appear to be responsive to climate feedbacks (Lovelock 1994;
Falkowski et al. 2004a, b). We discuss the biogeochemical processes in the con-
text of the Earth’s climate and the evolution and ecology of aquatic photoauto-
trophs in chapter 10.

With the powerful combination of biophysics, biochemistry, and molecular
and structural biology, as well as geochemistry and remote sensing technolo-
gies, considerable progress has been made toward understanding not only the
molecular mechanisms basic to water splitting and electron transfer and car-
bon reduction, but also the extrapolation of that information to the under-
standing of photosynthetic processes in natural aquatic ecosystems. Integrat-
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ing that information requires an appreciation of both mechanistic, reductionist
approaches to photosynthetic processes as well as the more observational,
synthetic approaches used to understand the evolution and ecology of photo-
synthetic organisms. Let us begin with the reductionist approach by exam-
ining the physical nature of light and its absorption by the photosynthetic
apparatus.
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Light Absorption and Energy Transfer 
in the Photosynthetic Apparatus

Photosynthesis begins with the absorption of light and the transfer of its en-
ergy to special structures, called reaction centers, where the energy is used in
electrical charge separation. These three processes—absorption, energy trans-
fer, and primary charge separation—constitute the so-called light reactions of
photosynthesis, and are fundamentally similar in all photosynthetic organ-
isms. An understanding of the light reactions requires some understanding of
the nature of light itself, the process of light absorption by atoms and mole-
cules, the relationship between light absorption and molecular structure, and
the concept of energy transfer between homogeneous and heterogeneous mole-
cules. In this chapter we discuss the nature of light and its absorption by pig-
ments in the photosynthetic apparatus.

The Nature of Light

Light is electromagnetic radiation that can be produced by a variety of energy-
conversion processes. For example, when a moving charged particle, such as an
electron, changes its direction (thereby giving up energy), electromagnetic radia-
tion is emitted. Light is also emitted when matter is heated. In the sun, light is
produced as a by-product of nuclear fusion reactions deep in the sun’s core. The
fusion reactions produce γ radiation, and as the radiation is absorbed by the nu-
clei of neighboring atoms, intense thermal energy is produced.The thermal radi-
ation diffuses toward the sun’s surface, where a portion of the energy is given
off as electromagnetic radiation. It takes on the order of 104 years for the energy
produced by nuclear reactions in the sun’s interior to migrate to the surface.
Thus, the nuclear reactions responsible for producing light from the sun that is
intercepted by the Earth today occurred before the pharaohs built the pyramids.

2
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The two components of electromagnetic radiation, namely, the electronic and
magnetic oscillations or waves, are at right angles to each other and propagate
along and around an axis with a velocity c. The frequency of the wave, ν, corre-
sponds to the frequency of the oscillation of the charged particle from whence
it emanates. The spectrum of emitted energy is not continuous, but is delivered
in discrete frequencies or energetic packages, called quanta. The phenomeno-
logical behavior of light allows the postulation of massless particles that con-
vey the properties of the electromagnetic radiation. These massless particles
have an apparent momentum and are called photons, a term coined in 1926 by
a chemist, G. N. Lewis.1

The energy, ε, of a photon is directly proportional to the frequency (ν) of the
radiating wave. The proportionality factor is called Planck’s constant, h:

ε = hν (2.1)

where h is 6.625 × 10−34 J s.
In a vacuum, the velocity (distance/time) of the photons is a constant

(c = 3 × 1010 cm s−1) and independent of frequency. To meet this constraint, the
product of frequency (time−1) and wavelength (the distance covered in one fre-
quency period), λ, must be constant; hence,

c = νλ (2.2)

From Eqs. 2.1 and 2.2, it can be deduced that the energy (ε) of a photon is in-
versely related to its wavelength:

(2.3)

Thus, the shorter the wavelength of the radiation, the greater the photon en-
ergy. Because the energy of a photon is inversely proportional to its wavelength
but directly proportional to its frequency, representation of light in the fre-
quency domain is more readily interpreted in relation to energy. Hence, physi-
cists, physical chemists, and spectroscopists often represent spectra in the fre-
quency domain, where frequency is converted to units of reciprocal length
(cm−1; i.e., the number of waves of monochromatic radiation in a centimeter—
called a wave number and denoted by the symbol κ ). Biologists, by convention,
usually represent spectra as a function of wavelength, opting for units of
nanometers (i.e., 10−9 m or 10−7 cm). This convention is relatively inconvenient
for biophysical calculations, and often requires conversion to a wave number.
A simple method for converting wavelength to energy is as follows: The energy
contained in a photon at 1240 nm (i.e., in the infrared) is equal to 1 eV; hence,

ε
λ

=
hc

1 Lewis was trying to explain the apparent pressure of light when it impinges on a body—as, for example, when a ra-
diometer in a vacuum turns when exposed to light. He wrote, “I therefore take the liberty of proposing for this hypo-
thetical new atom [i.e., atoms of light], which is not light but plays an essential part in every process of radiation, the
name photon.”
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the energy at any wavelength, ελ, can be calculated as ελ = 1240/λ. For example,
the energy of a photon at 685 nm = 1240/685 = 1.81 eV.

The interaction of electromagnetic radiation with matter depends on the en-
ergy of the radiation (Table 2.1), and the study of the interactions forms the
basis of molecular spectroscopy (Banwell and McCash 1994). The sun emits
electromagnetic radiation over a large range of wavelengths—from high-energy
gamma emissions, through ultraviolet, visible, and infrared, to low-energy
radiowaves (Fig. 2.1). Solar energy peaks in the visible region of the electro-
magnetic spectrum, between 400 and 700 nm. This wavelength change corre-
sponds to frequencies between 7.5 × 1014 and 4.3 × 1014 s−1. The lower wave-
length light is perceived as a violet color by the human eye, while the longer
wavelength appears red.2 From Eq. 2.3, it can be calculated that the energy in
this region ranges between 5 × 10−19 to 2.8 × 10−19 joules per photon, which is
equivalent to 3.1 to 1.7 eV (1 eV = 1.6 × 10−19 J; see Table 2.1).

On the scale of centuries, the spectrally integrated flux of light energy from
the sun is assumed to be relatively constant. The radiation incident at the top
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Figure 2.1 The spectral irradiance distribution impinging at the top of the Earth’s atmosphere and at

sea level. Although very high-energy photons are emitted by the sun (i.e., cosmic and X-rays), the num-

ber of such photons relative to the visible and infrared is extremely small and is not shown. The difference

between the solar spectrum and the top of the atmosphere and at sea level is due to both scattering of

photons back to space and the selective absorption of photons by gases in the atmosphere. Visible radia-

tion is commonly considered to range from about 400 to 700 nm.

2 Spectroscopists and astrophysicists often use the shorthand notations “blue shifted” or “red shifted” to indicate light
absorbed or emitted at shorter or longer wavelengths, respectively.
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of the Earth’s atmosphere corresponds to about 1373 W m−2 (Angstrom 1965).
This is called the solar constant.3 In the steady state, all of this energy is ulti-
mately reradiated back to space; if it were not, the Earth would continuously
heat up (Budyko 1982).

The initial fate of photons incident on the Earth’s atmosphere is to be scat-
tered or absorbed. Both of these phenomena are related to the electronic
structure of atoms or molecules in the atmosphere and the interaction of these
structures with light. Scattering is a process resulting in the change of direc-
tion of propagation of photons. Absorption is a process by which an electron in
the absorbing matter is brought to a higher excited state. Because the descrip-
tion of absorption requires some explanation of quantum mechanics, let us
first examine scattering.

Scattering of Light

All substances contain negatively charged electrons that oscillate around the
positively charged nuclei of the contributing atoms or molecules. Let us con-
sider the effect of light incident on some material substance. The electrical
component of the incident light can interact with the electronic structure of
the atoms or molecules and induce a transient displacement of the electrons
with respect to the nuclei.The dipole moments that are induced by the incident
light oscillate with the same frequency as the incident light, thereby becoming
secondary sources of radiation. Because the phasing of the secondary wave-
form, but not the frequency, is changed, the “color” of the secondary light re-
mains that of the incident light. All of the secondary radiators oscillate relative
to each other with a fixed phase difference. If the atoms in the substance are
held rigidly in place (as, for example, in a crystal) the secondary electromag-
netic waves, generated by each of the individual light sources, will interfere
with each other and cancel themselves out in all directions except in the direc-
tion of the incident light.The resulting waveform propagates in the direction of
the incident light with a reduced velocity u. The reduction in velocity in light
relative to that in a vacuum is called the refractive index, which is a function
of the dipole density (the number of atoms or molecules per unit volume) and
the strength of the dipole (the charge displacement of the electrons with re-
spect to the nuclei). Under such conditions, the angle of the incident light is
changed (i.e., the light is bent) but scattering of the light is not observed. This
phenomenon is called refraction.

If the frequency of light exactly matches the frequency of the oscillation of
the dipole of the atoms on the surface of the substance, the electromagnetic

3 1 W = 1 joule per second.
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radiation cannot penetrate into the substance and is reflected. Hence, reflec-
tion is a special case of refraction.

In a gaseous phase at low pressure, the number of molecules or atoms (and,
hence, dipoles) per unit volume is relatively low. Under such conditions, the av-
erage path between dipoles is much longer than the wavelength of light, and
the secondary waveforms have little chance of canceling each other out. Addi-
tionally, molecular vibrations due to thermal energy allow the molecules to
change the phase of the secondary light according to the exact vibrational
state of the molecule at the time of incidence, thereby further destroying the
coherence between the secondary radiators. The result of this phenomenon is
that light is scattered in all directions (i.e., it is isotropically distributed) rela-
tive to the source.

The angular distribution of scattered light is, to a first approximation, sym-
metrical about 90°, but the scattering coefficient is inversely proportional to
the fourth power of the wavelength (i.e., 1/λ4). Thus, the shorter the wavelength
of light, the higher the probability it has of being scattered. This type of scat-
tering of light was formulated from theoretical analyses by Lord Rayleigh
(1871) and is called molecular or Rayleigh scattering.4

Rayleigh scattering is applicable only for conditions where the molecules,
atoms, or particles that interfere with the incident light are widely dispersed.
Such conditions exist in low-pressure gases or aerosols where intermolecular
interactions are negligible, the size of the molecules is small relative to the
wavelengths of the incident radiation, and the molecules are distributed ran-
domly. Rayleigh scattering explains, for example, the color of the sky. To an ob-
server looking at a clear sky at any angle away from the solar zenith, the only
light reaching the observer’s eye will be that scattered by the (widely dis-
persed) molecules in the atmosphere. Because scattering is proportional to
1/λ4, light with shorter wavelengths is far more likely to be scattered—so the
sky appears blue.

In water or other liquids, the density of the molecules is so great that the mol-
ecules interact and gradients in thermal energy within the fluid cannot be dissi-
pated rapidly enough to permit a purely isotropic distribution. Consequently, at
any moment in time, two adjacent but equal volumes of the fluid will, on purely
statistical grounds, contain slightly different numbers of molecules.The minute
differences in molecular density lead (by definition) to temporal and spatial
variations in the refractive index. The fluctuations in the refractive index pro-
duce incoherences in the phases of the secondary (refracted) light, which allows
the waveform to propagate in different directions from the primary light source.
Hence, a collimated beam of light will become increasingly incoherent (diffuse)

4 Specifically, Lord Rayleigh, while convalescing from a vague illness contracted onboard a ship traveling down the
Nile River (during his honeymoon), deduced that the scattering of light by small, widely dispersed particles could be de-
scribed by the equation σm = [32π3 (n − 1)2]/(3λ4N2).
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as it passes through a liquid. The optical manifestation of this process is light
scattering, and even in the purest water (or any liquid), light is scattered as a
consequence of fluctuations in the refractive index. This so-called “statistical
fluctuation theory” of scattering (Einstein 1910; Raman 1922; Smoluchowski
1908) leads to a slightly different approximation of the wavelength distribu-
tion of the scattered radiation than molecular scattering and is more applica-
ble to aquatic systems (Jerlov 1976; Morel 1974). The scattering of light given
by density fluctuations in water is derived from empirical measurement and is
inversely proportional to the wavelength to the power of 4.3 (Morel 1974).Thus,
to an observer looking down at an infinitely long column of pure water, illumi-
nated from above by white light, the light scattered back to the observer’s eye
will be color shifted toward shorter wavelengths, primarily in the blue and
blue-green region of the spectrum (Fig. 2.2).

Neither the atmosphere nor natural water bodies are pure gases or liquids;
both contain particles. The scattering of light by particles in the atmosphere
can be appreciated when we observe sunsets or look down at the clouds from
an airplane window. The basic phenomenon, first described by the English
physicist John Tyndall (1861), can be easily demonstrated by looking up at the
projected light in a movie theater or at smoke from a cigarette. The particles
scatter light nonrandomly with respect to direction.

The scattering of light by particles is a function not simply of their concen-
tration (i.e., numbers per unit volume), but also of their size.This can be visual-
ized by, for example, considering a large crystal of sugar 2 cm across (such as
rock candy). Most of the light incident on the sugar is refracted and passes
through the crystal; large crystals are relatively transparent to the naked eye.
If the crystal is ground into a powder, the resulting material will scatter light
and the powder will appear white. Thus, the same amount of sugar can trans-
mit or scatter light, depending on the size and number of the particles. Smaller
particles scatter light at larger angles (i.e., in backward directions), and high
concentrations of small particles are extremely effective at scattering light.

Figure 2.2 The backscattering spectrum of pure water. To an observer looking down at a body of wa-

ter, more blue photons will be reflected back than red photons; hence, water will appear blue. The slope

of the decay of the photons backscattered is inversely proportional to λ4.3 (see text for an explanation of

what causes the scattering).



Similarly, in aquatic systems, bubbles of air, sediments, viruses, bacteria,
and phytoplankton all contribute to the scattering of light; the smaller the
particle, the greater will be its scattering ability (Zhang et al. 2002). Particles
are almost never distributed homogeneously, and their size is usually far
greater than the wavelength of the incident radiation. Thus, the vertical distri-
bution of scattered light is highly variable in natural water bodies. Both bac-
teria and phytoplankton tend to scatter visible light uniformly across the
spectrum; the angular distribution of the scattered light is a complex function
of the shape and size of the particle (Kirk 1991; Kirk and Tyler 1986; Morel and
Ahn 1990).

There is a rich literature in aquatic sciences related to light scattering in
oceans and lakes (Jerlov 1976; Kirk 1994b; Mobley 1994; Seliger and McElroy
1965), and it is not our intention or purpose to discuss the details of light scat-
tering here. It is important, however, to understand that when light is scat-
tered, a fraction of it may be detected outside of the system unless the photons
are absorbed; hence, the emergence of light from the ocean can be detected by
satellites, and this phenomenon forms the basis for the quantitation of photo-
synthetic pigments from space (Morel 1991b). We discuss the nature of satellite-
based measurements of photosynthetic organisms in chapter 10. From a photo-
biological perspective, scattering means, by definition, that incident photons
have not been absorbed but rather have changed their direction of travel. Thus,
scattered light is available for photosynthesis. To be used in photosynthetic
processes however, the available light must first be absorbed. We shall discuss
the absorption of photosynthetic radiation by photosynthetic pigments shortly,
but first we must consider some of the basic concepts in the absorption of light
by atoms and molecules.

Light Absorption

Light absorption leads to a change in the energy state of atoms or molecules.
The frequencies of visible light are such that the interaction is constrained to
the oscillation frequencies of electrons (which is often the source of the light
in the first place). The early spectroscopists in the mid-19th century, such as
Bunsun and Kirchoff, heated elements or mixtures of elements in a flame and
observed the colors emitted. For pure elements, the emission occurred at dis-
crete wavelengths that are characteristic of the element. The spectral lines of
the emitted radiation were characterized by eye, using a hand-held spectro-
scope, as being either sharp (s) or diffuse (d); later the terms principal (p) or
fundamental (f ) were added to describe other emission bands. Since each ele-
ment had a unique set of emission bands, spectroscopists could observe the
specific emission and composition of unknown compounds. In fact, it was

Light Absorption and Energy Transfer in the Photosynthetic Apparatus | 51
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from the color of the emission that a number of elements were discovered. One
contemporary manifestation of this technique is called atomic absorption
spectroscopy, which is extremely sensitive and useful for characterizing spe-
cific elements, especially transition metals.

The absorption of photons by elements follows the same basic principle. For
example, the emission of photons by the sun contains discrete lines correspon-
ding to the absorption of specific frequencies of radiation by a wide variety
of elements in the solar corona. These lines, called Fraunhoffer lines (after the
German spectroscopist), are used to infer the elemental composition of the co-
rona of the sun and other celestial bodies. Moreover, by looking at the absorp-
tion spectrum of infrared radiation from the scattered light in the sky, the gas
composition of the Earth’s atmosphere can be inferred with remarkable accu-
racy. This basic spectroscopic method formed the theoretical basis for deduc-
ing the effect of altered gas compositions of the atmosphere on the radiation
budget of the Earth (Arrhenius 1896; Tyndall 1861).

By the end of the 19th century, it was realized that the frequency of spectral
emission at absorption lines of simple atoms such as hydrogen were separated
in a predictable fashion and could be described mathematically by then well-
known mathematical series functions. These series, named after their discover-
ers (the Balmer series, the Lyman series, etc.), provoked a search for the physical
meaning of the emission and absorption lines and a reason for the mathemati-
cal order. Early in the 20th century it was hypothesized, based on rudimentary
concepts of the structure of atoms, that the spectral lines correspond to differ-
ent energy states of electrons. The Danish physicist Niels Bohr5 tried to explain
the spectral lines observed for hydrogen with a model for atomic structure; the
Bohr model of an atom subsequently led to the theoretical development of quan-
tum mechanics.

In quantum mechanics, the electronic structure of an atom is described by a
probability function that is empirically related to electron density distributions
through a set of equations developed by Schrödinger.The Schrödinger equations
form, in turn, the basis for molecular spectroscopy (Branwell and McCash 1994).
The Schrödinger equations describe the probability of finding an electron at a
certain position in an atom. This probability is graphically represented as a
cloud or shell with a designated, specific shape. The shape of the cloud corre-
sponds to the spectral line designations s, p, d, and f. Each cloud or shell can be
filled with only a prescribed number of electrons. Thus, the first shell, desig-
nated 1s, is occupied by up to two electrons. The s orbitals are spherical, and
electrons within the first s orbital are designated as 1sn.The second shell, desig-
nated 2s, can also accommodate two electrons; the third, 2p, accommodates up
to six electrons in three pairs of lobed clouds at 90° orientations; each lobe of
the p orbitals, in the x, y, and z coordinates, accommodates a pair of electrons.

5 Bohr had a reputation for being a klutz in the laboratory, and hence worked most of the time with pencil and paper.
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For example, carbon contains six electrons, which can be written 1s2, 2s2, 2p2.
Hence, a carbon atom has 2p orbitals that are unfilled. The two p orbitals can
accommodate four electrons.

The Schrödinger6 equations predict the probability of finding an electron
within a given orbital by a wave function, ψ, which is determined by three
properties: (1) the mass and charge of the electron (which are constants), (2) a
relative coordinate system for describing the position of the electron in rela-
tion to the nucleus (the mathematically convenient system adopted by theoret-
ical physicists for this description was developed by an Irish mathematician,
Hamilton, a century before the conceptual development of quantum mechan-
ics), and (3) a set of unique numbers that describe the quantum state.

The mathematical series that describes the spectral lines could be thus re-
lated to properties of the electron. Four properties were introduced, and came
to be called the quantum numbers. These (Table 2.2) describe the number in the
shell designation, n, orbital angular momentum, l, the apparent magnetic spin
field, m, and the intrinsic angular momentum, s. Using these properties, each
electron could be uniquely described in relative spatial coordinates, and as-
signed a unique, discrete (i.e., quantized ) status related to its energy status. No
two electrons can simultaneously have identical quantum numbers in the same
atom. By definition, absorption of electromagnetic radiation must lead to an in-
crease in the energy status of one or more electrons in the atom, and conversely,
a change in the energy status of atoms results in the emission of electromag-
netic radiation, i.e., a change in quantum number.

6 Later in his career, Erwin Schrödinger, who was Austrian by birth, became a serious student of Buddhism and was in-
creasingly intrigued by biology. He wrote a book entitled What Is Life?: The Physical Aspects of the Living Cell, published in
1944. This book stimulated many interactions between biologists and physicists in the middle of the 20th century, and
led many physicists to begin to experiment with biological systems.

Schrödinger’s Equation

The solution of the Schrödinger equation for a hydrogen atom is

(2.4)

where a0 = h2/4π2me2, h is Planck’s constant, m and e are the mass and
charge of the electron, respectively, r is the radial distance from the nucleus,
f (r/a0) is a power series of degree (n − 1) in r/a0, and n is the principal quan-
tum number, which can have only integral values of 1, 2, 3, . . . , ∞. The con-
stant a0 has dimensions of length, and thus (r/a0) is dimensionless. For a given
set of values for r and n, ψ (or more strictly ψ 2) is a function that describes the
probability of finding an electron at distance r from the nucleus for a given
value of n.
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Let us now consider the physical principles of light absorption within the
context of electronic states. Consider an electron within an orbital shell. In
principle, the electron can be moved to another orbital shell as long as no other
electron is there already (i.e., the shell is unoccupied). The energy gap between
any two shells (i.e., any two quantum states) is fixed. Let us arbitrarily desig-
nate one state, with a lower energy level (i.e., a more stable energy state), E0,
and an excited state, E1. Consider an incident stream of white light, which can
be thought of as a mixture of photons with a uniform energy distribution,
hc/λ.7 Photons with energies exactly matching the difference, E1− E0, will be se-
lectively absorbed, thereby depleting the incident light field of the wavelengths
corresponding to the absorbed energy. In the absorption spectra of pure ele-
ments, the energy gaps are discrete and the energy difference corresponds to
the transitions of electrons to different orbitals. Conversely, the relaxation of
an electron from a higher to lower energy level is accompanied by the radiative
emission of energy. These transitions may or may not be (and usually are not)
accompanied by a change in spin direction of the electron. The wavelength of
the emitted radiation is related to the energy gap (E1 − E0) by

(2.5)

If this transition proceeds from an excited state to a lower energy state, where
no change in the spin direction of the electron has been induced, light may be
remitted (i.e., a “backreaction”). This phenomenon is called fluorescence (Fig.
2.3). Thus, optical absorption and fluorescence spectra are quantitative mea-
sures of the excited states of electrons and the energy gaps between these
states (Clayton 1980).

In atoms, the absorption of light occurs in clearly defined, narrow wavelengths
that correspond to specific shell designations. In the formation of molecules,
electrons are shared between atoms, forming bonds, and a great multiplicity of
quantum configurations becomes possible, leading to absorption bands that are

   
λ =

−
hc

E E1 0

TABLE 2.2 A description of the quantum numbers

Quantum Number Allowed Values Function

Principal, n 1, 2, 3, . . . , ∞ Determines the energy and size of the orbital

Orbital, l (n − 1), (n − 2), . . . , 0 Determines orbital shape and the electronic angular
momentum

Magnetic, m ± l ±(l − 1), . . . , 0 Determines the direction of an orbital and the 
behavior of an electron in an external magnetic
field

Spin, s ± 1⁄2 Determines the angular momentum of an electron
spinning on its axis of rotation

7 In practice, there is no such thing as truly “white” light; all light sources have some spectral bias.
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symmetrical around a maximum. In the simplest molecule, H2, two electrons are
shared between the two hydrogen nuclei. In the lowest energy, or ground state,
the 1s orbital of both atoms is filled. Electrons in an s orbital have zero orbital
angular momentum, and the single bond formed is symmetrical between the
two nuclei. This type of bond is called a σ bond. When H2 is exposed to ultravio-
let radiation, the absorbed energy leads to electronic transitions, populating
higher, unoccupied orbitals. The alternative orbital configuration can be pre-
dicted by expansion of the Schödinger equation, and brings the nuclei closer to
each other while separating the electron clouds (Fig. 2.4). This configuration is
less stable (i.e., it is a higher energy configuration) than the σ bond configuration
and is called an antibonding orbital, σ*. Thus, absorption of radiation by a
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Figure 2.3 Energy-level diagram showing excited states of an electron. On absorption of a photon, an

electron populates an unoccupied orbital to form an excited state. There are numerous possible excited

states; the specific one induced is dictated by the energy of the absorbed photon. Absorption of a pho-

ton with energy in excess of nuclear attraction leads to a loss of the electron, in a process called ioniza-

tion. Electrons brought to higher excited states but retained within the atom or molecule return to lower

excited states via nonradiative relaxation processes, where the energy is lost as heat. Electrons may re-

turn from the lowest excited state to the ground state via the emission of a photon. If the spin direction

of the electron is maintained from the ground state to the excited state, the photon emission is called

fluorescence. If the spin direction is reversed, the electron must “flip” its spin state before it can return

to the ground state. The spin reversal takes more time than that for a direct return, but, as with

fluorescence, may be accompanied by the emission of a photon; this process is called luminescence or

phosphorescence.
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molecule promotes a destabilization of a bond by populating an antibonding
orbital configuration.

The σ bond is the most stable (strongest) bond in a covalent linkage between
nonionic atoms and, by definition, the lowest energy state of the molecule is
when the σ* orbital is vacant. Because of the stability of the bond, the transi-
tion from σ to σ* requires the absorption of light with significantly more en-
ergy than that available in visible radiation; hence, molecules containing only
σ bonds are usually not visibly colored.

Unshared electrons in p orbitals may further form bonds where the orbital
overlap of the shared electrons is physically above and below that of the σ bond.
p orbital bonds are called π bonds. For each π bond, there is an antibonding

+ + + +

π (bonding)
(a)

π *(antibonding)
(b)

Figure 2.4 A schematic diagram showing bonding and antibonding π orbitals. The nuclei of the two

atoms are represented by a ⊕ symbol, and the probability density distribution of the electrons is repre-

sented by the shaded cloud. A bonding configuration is represented in (a). Absorption of electromagnetic

radiation by the molecule promotes antibonding configurations.

Orbitals

The concept of electrons “populating” higher or lower orbitals based on their
absorption of light can be thought of as comparable to an elevator in an
apartment house without a basement. Electrons on the ground floor cannot
go lower—they are in a “ground state.” When light is absorbed, it “pushes a
button” and the elevator goes up. The electron can get out only on floors that
are unoccupied by another electron spinning in the same direction (an unoc-
cupied orbital). Each atom or molecule has higher unoccupied molecular or-
bitals (HUMOs); the absorption of energy beyond the highest permitted un-
occupied molecular orbital leads to the loss of the electron from the atom
(i.e., when the atom becomes ionized). Once the electrons occupy a HUMO
the orbital becomes an occupied molecular orbital and descends to a vacant
lower unoccupied orbital (LUMO). In this process, energy, in the form of heat
or light, is emitted to the environment (see Fig. 2.3).
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orbital configuration, π*. Energy gaps between the ground state and the excited
states of π electrons are smaller than those for σ bonds, so molecules possess-
ing π bonds often absorb long-wave UV and visible radiation. All C�C, C�C,
C�N, C�N, and C�O groups (i.e., all double and triple bonds) contain π bonds.

In addition to the bonding electrons, all atoms possess highly stable, “non-
bonding” electrons (called n electrons). Such electrons sit at low energy states
in stable, fully occupied shells. Such electrons can, however, absorb radiation
and be brought to higher energy states. Although the energy of radiation re-
quired for such a transition is often considerable, normally stable, nonbonding
electrons can be coaxed into forming either σ or π bonds. Hence, the absorption
of radiation can induce the following transitions: n-σ*, n-π*, π-π*, and π-σ*.
The π bonds have lower energy than σ bonds (it takes less energy to break a π
bond), so the transition to antibonding orbital configurations requires less en-
ergy (i.e., the absorption of longer wavelengths of light) (Fig. 2.4).

The energy of a photon must exactly match the energy gap between the
ground state and the excited state before it can be absorbed, but even if this cri-
terion is met it does not mean that the excited state will be occupied. The prob-
ability for photon absorption is greatly enhanced if the wavefunctions between
the two states overlap.There is often a large overlap between the wavefunctions
in the ground and excited states of π-π* transition, and, consequently, this tran-
sition is often accompanied by the absorption of visible radiation. When plotted
as a function of the frequency of light, the width of the spectral absorption
band is directly proportional to the energy required for the transition.

It must be stressed that the π electrons are delocalized; that is, they are
shared between nuclei. Consequently, the energy of the absorbed photon is not
possessed by a single electron, but is a communal property of the molecule.
The larger the number of double bonds in a molecule, the greater is the delo-
calization. The electronic transitions induced by absorption are extremely
rapid, on the order of 10−15 s, and do not initially induce changes in the nuclear
orientations. However, as the number of unoccupied higher electronic orbital
configurations increases with increased interatomic interactions (e.g., when a
molecule possesses conjugated π bonds: . . . C�C–C�C . . . ), the number of per-
mitted quantum states becomes large; hence, absorbing molecules, rather than
displaying sharp absorption lines like atoms, have absorption bands that
sometimes can be quite broad (Fig. 2.5). The breadth of the bands is further in-
creased by rotational and vibrational (i.e., thermal) energy associated with the
bond. The breadth of the absorption bands can be significantly decreased by
cooling the molecules to low temperatures (liquid N2 at 77 K or liquid He at 4 K
is often used for this purpose), which reduces internuclear motions.

The frequency and intensity of absorption bands in complex molecules can
be predicted with reasonable accuracy by linear expansion of Schrödinger
equations, considering individually and iteratively each atom in the molecule
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and every orbital configuration. Such an approach is computationally intensive,
especially as the molecules of interest increase in number and variety of com-
posite atoms, but such molecular orbital (MO) calculations can be extremely
useful in predicting the absorption bands of unknown molecular structures and
vice versa.

Electron Spin Resonance

Electrons also spin on their axis. The spin can be related to the vector of the
emitted electromagnetic radiation, giving light circular polarization.8 In fact, if
circularly polarized light is absorbed, it transfers the angular momentum of
the photon to the electronic transition. More importantly, however, electrons,

Figure 2.5 Absorption spectra for chlorophyll at room temperature (dashed line) and at temperature of

liquid helium (4 K; solid line). Note how the absorption bands become sharper at low temperatures as a re-

sult of constraining molecular motions that contribute to small changes in electron density distributions.

8 Recall that light is composed of electrical and magnetic waves that travel along and around an axis. If the waves that
travel along (normal to) the axis are isolated, the light is said to be plane polarized. If the waves traveling around the axis
are isolated, they are circularly polarized. Circularly polarized light can be visualized by shining light through a circular po-
larizing filter onto a black disk, suspended at its center by a thread. As the light is absorbed, the disk will rotate in the di-
rection of circular momentum of the photon.
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as spinning, charged particles, possess a magnetic moment (the spin was first
inferred from the induction of magnetic field variations). To an observer look-
ing along an axis of an electron orbit, the spin direction is either clockwise or
counterclockwise. According to the rules of quantum mechanics, in the pres-
ence of an externally applied uniform magnetic field, the projection of an elec-
tron’s spin vector on the magnetic field can be either +1⁄2 or −1⁄2 times h/2π,
where h is Planck’s constant. If there are n electrons present with spins
aligned, the projection of their combined spin vector on an applied magnetic
field can take on discrete values from −n/2 to +n/2 times h/2π, with successive
pairs of possible values separated by h/2π. For example, in the case of two elec-
trons with spins aligned, the projection of their combined spin vector on the
magnetic field can be −1, 0, or +1 times h/2π. The symbol S is used to designate
the largest possible value of the projection of the combined spin vector on the
magnetic field. According to the rules of quantum mechanics, the number of
possible values of the projection of the combined spin vector on the magnetic
field is 2S + 1. The number 2S + 1 is referred to as the number of possible spin
states. For a single electron, S = 1⁄2, and 2S + 1 = 2, i.e., the projection of the elec-
tron’s spin vector on the magnetic field can take on two values, −1⁄2 or +1⁄2 times
h/2π. If there are an even number of electrons, half of whose spin vectors are
aligned antiparallel to the other half, the combined spin vector has a magni-
tude of zero, and S = 0. In this case the projection of the combined spin vector
on the magnetic field has only one possible value, zero, and, indeed, 2S + 1 = 1.
From the standpoint of the electrons in the atom or molecule, this configura-
tion is referred to as a singlet. In the case of an even number of electrons where
two electrons have their spins aligned (but the spins of the others cancel out),
S = 1, and there are 2S + 1 = 3 possible spin states, as noted above. This config-
uration of the electrons in the atom or molecule is referred to as a triplet.9

Most of the time, when energy is absorbed by a molecule and the electron
is brought to another orbital level, it does not reverse its spin state and can
drop to the lower excited state by releasing the energy to the environment as
either heat or fluorescence. However, a small fraction of electrons “flip” their
spin, and the resulting magnetic moment is then given by 2(+1⁄2 + 1⁄2) + 1 = 3,
forming a triplet. Before the electron can return to its former, lower energy or-
bital level, it must reverse its spin state. This de-excitation pathway takes a
much longer time than that of fluorescence. For example, the relaxation for a
chlorophyll triplet to the ground state occurs on the order of 10−3 s, whereas the
relaxation of the singlet excited state occurs on the order of 10−9 s. Photon emis-
sion from the deactivation of a triplet is called phosphorescence (see Fig. 2.6).
The formation of triplets is much more likely from a singlet excited state than
from the ground state. A molecule in a triplet state is far more likely to exchange

9 The word “triplet” was introduced by G. N. Lewis, who first described the EPR signal for this species. Recall that
Lewis also coined the word “photon.”



an electron with its surroundings, thereby leading to oxidation and reduction
reactions. Despite this propensity, however, the photochemical reactions in
photosynthesis do not proceed from the triplet state, but rather from a singlet
excited state.

The magnetic field strength of an atom or molecule can be quantified by ex-
posing the material to an external magnetic field and exciting the molecule
with microwave radiation. Because of their intrinsic magnetic moments, elec-
trons in the atoms partially align with the external magnetic field, and the or-
bital undergoes a precession, comparable to the tracing of the cone along the
axis of rotation by a spinning top. The rotation of the electrons can be per-
turbed by electromagnetic radiation in the microwave frequency domain (1011

to 1012 cycles per second, which corresponds to wavelengths of about 1 cm). As
microwave radiation is absorbed by the electron, the spin state can be altered
(the electron can be “flipped”) and hence adds to (enhances) or absorbs (re-
duces) the external magnetic field strength. The measurement of the resonance
between electron spin state and magnetic field is called electron paramagnetic
(EPR) or electron spin resonance (ESR) spectroscopy.

It is technically easier to vary the magnetic field strength than the microwave
radiation frequency, and hence EPR spectra are plots of radiation frequency
versus field strength. In a triplet configuration, three possible orientations of
the electrons are detectable: those parallel, antiparallel, and perpendicular to
the external field. A plot of the absorbed microwave radiation against field
strength reveals the three possible orientations for a triplet.

Some atoms and molecules, such as O2, NO, NO2, the metals Mn and Fe, and
all the alkali metals in the first series of the periodic table, have unpaired elec-
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Figure 2.6 A schematic diagram showing electron spin states for a pair of electrons in the ground state,

an excited singlet state, and a triplet state. The arrow shows the direction of rotation of each electron.

Symmetry in quantum mechanics requires that each pair of electrons that shares an orbital must spin in

opposite directions. Absorption of the electromagnetic radiation may promote either a singlet or triplet

excited state. Electrons return to the ground state from the singlet state directly; however, before an elec-

tron can return to the ground state from the triplet state it must flip (i.e., reverse its rotation). Some mol-

ecules, such as O2, have a propensity to form triplets.



trons in the ground state and are naturally paramagnetic (i.e., they have natu-
ral EPR signals). Others may be made paramagnetic by oxidation or reduction,
thereby producing an ion radical. The detection of transition metals and or-
ganic radicals has been particularly important in photosynthesis research;
consequently, EPR techniques have been well exploited.

In practice, EPR spectra are often characterized by the so-called Landé split-
ting factor, g. The spin energy levels of an electron in an applied magnetic field
are related to g by

(2.6)

where B0 is the magnetic field strength (in gauss) and β is the Bohr magneton
constant that relates magnetic field strength to energy (9.273 × 10−27 J G−1).
Equation 2.6 can be related to the energy of light:

∆E = gβB0 = h∆ν (2.7)

The g factor for a free-spinning electron is approximately 2.0023. Thus, EPR
signals with g values close to 2 are interpreted to indicate the presence of a
free radical. (Note that the g factor is independent of the absolute field
strength.) The formation of free radicals is central to photosynthesis; hence,
EPR spectroscopy has played an important role in helping to elucidate the ki-
netics and identity of the electron transfer reactions, especially in primary
charge separations (Boussac and Rutherford 1992; Klimov et al. 1979; Ruther-
ford and Inoue 1984; Levanon and Mobius 1997).

In practice, EPR spectra are also used to infer interactions between electrons
and neighboring nuclei, and thus inferences can be made about the “environ-
ment” of functional groups. Two major disadvantages of EPR spectroscopy are
that the instrumentation is usually large and nontransportable, and the detec-
tion limits for molecules of interest are such that relatively large concentra-
tions of material are required. Thus, EPR methods are limited to laboratory ap-
plications and have not been much used in studies of photosynthesis in aquatic
organisms.

Light Absorption by Photosynthetic Pigments

The first (and perhaps obvious) rule of photochemistry is that for light to pro-
mote a chemical reaction it must be absorbed. A second, and perhaps less obvi-
ous, rule is that each absorbed photon can influence only one molecule.10 The
portion of a molecule that absorbs light is called a chromophore, and four ba-
sic types of chromophores have emerged in photosynthesis: open tetrapyrroles

g
E

B
=

∆
β 0
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10 This is called the Stark-Einstein law.



(found in the phycobilipigments), closed tetrapyrroles and their derivatives,
consisting of porphyrins (e.g., chlorophylls c) and chlorins (e.g., chlorophylls a
and b), and the carotenoids (e.g., zeaxanthin, fucoxanthin, β-carotene). All four
types of molecules are characterized by extensive π bond systems and all are
visibly colored. We first consider the structures of these molecules in relation
to their absorption characteristics and then the generation of singlet excited
states.

Light absorption is most commonly measured with a spectrophotometer, in
which a beam of monochromatic light is projected onto a sample and, after it
passes through the sample, is detected by a photomultiplier or a diode (Fig.
2.7). For simplicity, we will assume that the sample is a homogeneous solution
of molecules in a cuvette and that the concentration of the molecules in solu-
tion is small enough that they do not shade each other (i.e., the sample is “opti-
cally thin”). As the monochromatic beam of light, with intensity I0, passes
through the sample, some of the light may be absorbed by the molecules, re-
ducing I0 to I. The finite difference between I0 and I is directly proportional to
the concentration of absorbing molecules in the sample (C), the optical path
length x, and the probability that the light will be absorbed α; thus,

(2.8)
  
−

=
dI
I

Cdxα
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I0

Ix

x

Cα

Ix = I0e−αCx

Figure 2.7 A schematic representation of the integrated form of the Beer-Lambert law (Eq. 2.8). A frac-

tion of the photons in an incident beam of monochromatic light (I0) can be absorbed by molecules (C)

with a probability α, in pathlength x, such that the emerging beam (I ) contains fewer photons. The rate of

photon absorption is described by an exponential function and is linearly proportional to the pathlength

and concentration of the absorber. Thus, if α and the pathlength are known, the concentration of the ab-

sorber can be calculated. It should be stressed that the Beer-Lambert law assumes that scattering of light is

nil. Such an assumption cannot be made for particles larger than the wavelength of the measuring beam,

so it is difficult to measure the true absorption of light by membrane fragments, chloroplasts, or cells.
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where the negative sign indicates that the change in I is negative (i.e., the sam-
ple did not add light to the beam). Because x is finite, it is useful to integrate
the equation with respect to x, to obtain

I(x) = I0e−Cxα (2.9)

which can be expressed in log form:

(2.10)

where A is called the “absorbance,” and ε is the extinction coefficient and equals
α/2.3 (i.e., where 2.3 is the natural logarithm of 10). A is dimensionless, and if
the units of C are in moles/liter and x is in centimeters, then ε has units L mol−1

cm−1. The larger the value of ε, the higher the probability that light will be ab-
sorbed. It should be clear that ε is a wavelength-dependent function. Equation
2.9 is known as the Beer-Lambert law and is used to derive the concentration of

A
I

I(x)
Cx= =log 0
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Light Detectors

The precise detection of light is critical to many aspects of photosynthesis re-
search. The basic techniques convert light energy to an electrical current. One
of the most popular methods utilizes a photomultiplier tube (PMT). The basic
principle of the PMT is that photons, entering the evacuated glass tube, im-
pinge on a photocathode, coated with a material such as GaAs. An electrical po-
tential is applied to the cathode such that, upon absorption of the photon, an
electron is emitted. The electrons are focused on secondary electron generating
sources (dynodes), which are arranged in a cascade, and are kept at high elec-
trical potentials. In this arrangement, each photon can generate hundreds to
thousands of electrons along the dynode chain. The current, collected at the an-
ode, is proportional to the photon input. PMTs do not respond linearly over a
very wide range of photon fluences, but are extremely sensitive devices. A more
linear response, but of generally lower sensitivity, is based on a photodiode. The
front end of a photodiode is essentially the same as that of a PMT: a charged
semiconductor (e.g., GaAs) absorbs light and produces an electron and an
“electron hole.” A hole is simply the absence of an electron in the semiconduc-
tor lattice. Current passes through a semiconductor when the charge carriers
separate and move in opposite directions. The trick in a photodiode is to collect
the photon-induced charge carriers as current or voltage at the electrodes, be-
fore they have a chance to recombine. Photodiodes are extremely robust de-
vices, which have linear responses over many orders of magnitude of photon flu-
ences and operate at low voltages. However, they are not as sensitive as PMTs.
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molecules in solution or in the gas phase from knowledge of the absorption,
pathlength, and extinction coefficient.

A volume (e.g., a milliliter) can be expressed as a cubic function of length, such
as cm3, so it is possible to rewrite C in units of mol m−3. If this notation is used,
and the pathlength is a length (e.g., meters), the extinction coefficient must be
expressed on a unit area basis. When so done, an objective measure of a mole-
cule to absorb light at a given wavelength is called the optical absorption cross
section, σ (not to be confused with the same symbol used for a type of chemical
bond). The optical absorption cross section can be defined as (2.3A/Cx) with
units of m2 mol−1 (or cm2 mol−1, or nm2 mol−1, etc.). Note that optical absorption
cross section and the extinction coefficient are alternative ways of expressing
the same property, namely, the ability of a molecule to absorb light at a specific
wavelength. The optical absorption cross section is convenient in that it can be
used to calculate the rate at which molecules absorb light. For example, if the in-
tensity of the incident beam light is expressed as quanta cm−2 s−1, the rate of light
absorption is given by σ I in quanta per mole (or molecule or gram) per second.

It should be noted that the optical and physical cross sections are not the
same entities. The optical cross section for a chlorophyll molecule dissolved in
an organic solvent is typically about 0.01 nm2 (0.01 nm2 = 10−20 m2) at 440 nm.
This compares with a physical cross section (based on the interatomic dis-
tances of deduced from X-ray diffraction patterns of chlorophyll crystals) of
about 0.14 nm across the plane of the molecule. The physical structure is re-
lated to internuclear distances, determined by bond type.The optical cross sec-
tion describes the probability of interaction between photons of a specific
wavelength and the electronic field in the molecules.

In living cells or in most biological material, absorption at a given wave-
length is almost always a consequence of more than a single species of mole-
cule. The total absorbance is related to the weighted concentration and extinc-
tion coefficient at any wavelength by

A = (ε1C1 + ε2C2 + ε3C3 + . . . ) (2.11)

where ε1, ε2, and εn, are the extinction coefficients for components 1,2, and n,
and C1, C2, and Cn, are the concentrations of the components in the sample. If
the number of components contributing to the total absorption is known and
relatively small, the concentration of each component can often be accurately
determined from knowledge of the extinction coefficients and by measurement
of absorbance at more than one wavelength. Complications often arise. The ab-
sorption properties of a chromophore are dependent on the environment of the
molecule. These properties can vary from solvent to solvent or if an applied
electrical field is introduced.11 In vivo, the optical cross section of pigment

11 This is called the Stark effect, which occurs when an applied electrical field alters the electronic (i.e., quantum) con-
figurations of the absorbing molecule.



molecules is always smaller than in vitro. This modification is a consequence
of spatial organization of the molecules within membranes, the organization of
the membranes within the chloroplasts, and the organization of the chloro-
plasts within the cell. Thus, while it is possible to assume that optical absorp-
tion cross sections are constant for a pigment dissolved in a specific solvent in
vitro, the optical cross sections in vivo are always smaller and highly variable,
and must be empirically determined.

Optical Absorption Properties of Chlorins 
and Tetrapyrroles

The structure of all chlorophylls and porphyins is based on chemical con-
densation of a repeating element, namely, the nonessential12 amino acid, δ-
aminolevulinic acid (ALA).Two molecules of ALA condense to form porphobilino-
gen, which is a pyrrole containing two atoms of nitrogen (Beale 1990). The
formation of pyrroles is an ancient metabolic pathway, and the products of
pyrroles are used to synthesize hemes and enzyme cofactors, as well as bacteri-
ochlorophylls and chlorophylls. The condensation of four pyrroles can lead to
the formation of an open molecule with extensive conjugated double-bond sys-
tems. Such linear tetrapyrroles are the chromophores found in phycobilisomes
of cyanobacteria and rhodophytes. However, tetrapyrroles can also condense to
form a closed-ring system. Two basic types of closed rings are found: chlorins
and porphyrins. Chlorins are distinguished from porphyrins by the saturation of
a single C–C bond in ring 4 (Fig. 2.8), which breaks the symmetry of the molecule
and leads to important spectral consequences. In addition, all chlorins contain a
fifth ring attached to ring 3 (sometimes called ring C). The fifth ring in a chlorin
does not contain nitrogen. In chlorophylls (which are mostly chlorins), the nitro-
gen atoms in the rings are coordinated to a Mg atom. The removal of the Mg to
form the corresponding phaeopigment (which can easily be achieved in vitro by
the addition of weak acid) results in relatively minor spectral modifications.

All chlorophylls have two major absorption bands: blue or blue-green ab-
sorption bands, often called the B bands or (more commonly) Soret bands, and
red absorption bands, called the Q bands. By convention, spectroscopists draw
axes obliquely through the four rings of pyrroles, designating the axis inter-
secting rings 1 and 3 as the x axis, and that intersecting rings 2 and 4 as the y
axis (Fig. 2.9). The Soret (blue) absorption bands reflect the population of three
higher energy singlet states, which rapidly (on the order of 0.2 ps) decay to the
lowest singlet excited state represented by the red absorption band.
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12 The term “nonessential” means that all organisms can synthesize the substance; i.e., it does not have to be ac-
quired from an external source. δ-Aminolevulinic acid is an nonessential amino acid that is used solely for the formation
of porphyrins and chlorines, not for the synthesis of proteins.
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Figure 2.8 (a) Basic structures of some chlorophylls. All chlorophylls are made of four pyrroles, which

are nitrogen-containing five-member rings. The four nitrogen atoms have electrons coordinated to a Mg

atom. In true chlorophylls, a single bond in ring 4 is saturated, whereas in “chlorophyll” c (b) a double

bond is present in that position. The latter structure is derived from porphyrins, while the former is de-

rived from chlorins. The consequences of the changes in the single bond in ring 4 are significant. When

the bond is saturated (i.e., in true chlorophylls), symmetry is broken and delocalization of electrons in

the rings leads to large absorption bands at lower energy states (i.e., in the red region of the spectrum).

In porphyrin-derived pigments, however, a comparable absorption band is either missing or greatly at-

tenuated. In chlorophylls a, b, d, and divinyl chlorophyll a, a 20-carbon alcohol group (phytol) is at-

tached at ring 4; a comparable group is usually missing in the chlorophyll c structures. The phytol group

helps to anchor the pigment within a hydrophobic domain of the protein and thylakoid membrane. In

contrast, chlorophylls c are water-soluble pigments. Note that the difference between divinyl chlorophyll

a and chlorophyll a is a single bond on a side chain attached to ring 2. The spectral consequences of this

(a)
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Figure 2.9 A schematic energy-level diagram showing the relationships between excited states, absorp-

tion bands, and fluorescence in chlorophyll a. There is a series of higher excited states that are promoted

by the absorption of blue light. These higher excited states, By and Bx, correspond to the so-called Soret

bands. Electrons in such molecular orbitals rapidly decay to lower excited states, Qy and Qx, via radiation-

less processes (i.e., heat). The Qy band, which in vivo is centered at approximately 678 nm, represents the

lowest singlet excited state. Electrons in that molecular orbital decay to the ground state with a relatively

high probability of emission of a photon. The emission of the photon from the decay of the lowest singlet

excited state is fluorescence. The peak wavelength of that emission occurs at a slightly longer wavelength

(e.g., lower energy level) than the absorption maxima. In vivo fluorescence emission is centered around

685 nm in algae.

structural modification are relatively minor. An electron density cloud for the π electrons in the conjugated

ring system is depicted for chlorophyll a. (c) A figure showing the x and y symmetries of chlorophylls and

the interatomic bond distances (in [a]).
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The major red absorption band in both chlorophylls a and b is a consequence
of a redistribution of the electrons associated with the π-π* transition on ring 4,
oblique to the y axis of the molecule. Hence, the resulting spectral absorption
bands are called the Qy transition. (There is also a weaker Qx transition.) All
photochemical reactions in photosynthesis proceed from the de-excitation of the
Qy transition to the ground state. Thus, regardless of the energy of the absorbed
photon, the energy must be converted to the lowest singlet excited state (Butler
and Katajima 1975a).This is achieved by dissipating the extra energy in the form
of heat. In chlorophyll b, the methyl group on ring 2 (found in chlorophyll a) is
replaced with a formyl group (CHO).This structural modification leads to the ab-
sorption of longer wavelengths (i.e., “red shifted”) in the Soret region relative to
chlorophyll a but shorter wavelength absorption (i.e., “blue shifted”) in the red
region. Thus, the lowest singlet excited state for chlorophyll b (i.e., the red band)
is at a higher energy level than the corresponding state for chlorophyll a.

Unlike in chlorins, the double bond on ring 4 in porphyrins remains intact,
and often the tetrapyrrole is symmetrical between the x and y axis. As a result
of the symmetry, the Qy transition is either missing or very weak. One impor-
tant exception is the family of chlorophylls c, which, although called chloro-
phylls, are really porphyrins13 (Fig. 2.10). Chlorophyll(ide)s c are found in di-
atoms, dinoflagellates, chrysophytes, and other brown-colored algae. As in
chlorophylls a and b, chlorophylls c have a fifth ring attached to ring 3. This
modification breaks the symmetry and, consequently, chlorophyllides c have a
weak Qy band, which, as in the case for chlorophyll b, is found at a slightly
shorter wavelength (i.e., higher energy) than that of chlorophyll a. Not only are
the Qy bands of chlorophylls b and c at higher energy levels than that of

13 Actually the term “chlorophyll c” is a misnomer in two ways. Not only are the molecules really porphyrins, but they
also lack a phytol chain that is found on “true” chlorophylls. If they were chlorins the correct term for the molecule
would be chlorophyllide c; however, they are neither chlorins nor chlorophyllides.

The Soret Band

J. L. Soret was a French physical chemist and spectroscopist who discovered
holmium and iridium. In 1883 Soret described an intense blue absorption
band at about 400 nm in hemoglobin. Fourteen years later, this absorption
band was observed in other porphyrins by a Scottish physicist, Samuel
Gamgee, who dubbed it the “Soret” band. The appellation was adopted for
porphyrins and chlorophylls and refers to the blue absorption bands in these
and related molecules. The Soret band is found in all fully conjugated
tetrapyrroles. The extinction coefficients in the Soret region are often ex-
tremely high, allowing for relative ease of detection at low concentrations of
tetrapyrroles by optical absorption spectroscopy.
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chlorophyll a, but they also overlap the Qy absorption band of chlorophyll a. As
we shall shortly explain, these two phenomena help to allow excitation energy
to be transferred efficiently from the former molecules to the latter.

Finally, a relatively rare form of chlorophyll, named chlorophyll d, has been
described for some cyanobacteria. This chlorophyll is modified on ring 1, lead-
ing to a red-shifted absorption. The pigment is associated with light-harvesting
complexes, and also appears to be in the reaction center of photosystem I
(Miyashita et al. 1996; Hu et al. 1998). Although it appears to be rare, it may
represent an intermediate stage in evolution of oxygenic photosynthetic organ-
isms from anaerobic photosynthetic bacteria (Miller et al. 2005).

In cyanobacteria and red algae, the major chromophores, phycobilins (Fig.
2.11), are linear tetrapyrroles that do not have an associated metal (Gantt
1981). Depending on the exact structure of the chromophore, these molecules
absorb either blue-green, green, yellow, or orange light.

Carotenoids represent an extremely large group of biological chromophores
that, depending on subtle structural changes, can demonstrate a remarkable
range of spectral characteristics (Rau 1988; Rowan 1989; Siefermann-Harms

Figure 2.10 The normalized absorption spectra for chlorophylls a, b, and c in acetone. Both chloro-

phylls a and b have relatively large absorption bands in the red region, while chlorophyll c has small ab-

sorption bands in the corresponding region. Note as well how both chlorophylls b and c have longer

wavelength absorption bands in the Soret region compared with chlorophyll a.



70 | Chapter 2

1985). The basic structural element consists of two unsaturated, 6-carbon rings
joined by an 18-carbon, conjugated double-bond bridge. The flanking rings can
be either in a cis or trans configuration, and natural isomers are often found.
The isomers can often have markedly different spectral properties. The conju-
gated bridge–ring system permits extensive π bonding and thus potential inter-
actions with photons in the visible wavelengths. In xanthophylls, oxygen is
bound to the ring forming an alcohol or epoxide (Fig. 2.12). Major photosyntheti-
cally important carotenoids include fucoxanthin, peridinin, lutein, violaxanthin,
antheraxanthin, zeaxanthin, diadinoxanthin, and diatoxanthin. Spectrally, all

Figure 2.11 (a) The structures of three phycobilipigments: phycouroblinin, phycoerythrobilin, and phy-

cocyanobilin. Each of these water-soluble pigments is an open tetrapyrrole that strongly absorbs visible

light. (b) The absorption and fluorescence emission spectra of phycobiliproteins from the Maine cyanobac-

terium Synechococcus WH8103. In this antenna system, phycourobilin absorbs light at 491 while phycoery-

thrin absorbs at 563 nm, and the pigments transfer excitation energy at 573 nm. Phycocyanin absorbs at

553 and 615 nm, and transfers excitation energy at 646 nm. Allophycocyanin, at the center of the phyco-

bilisome core, receives excitation energy at 642 nm and emits energy at 658 nm. The latter emission band

overlaps the Qy absorption band of chlorophyll a, and hence energy is transferred from allophycocyanin to

the reaction center. In vivo, fluorescence emission from phycoerythrobilin or phycourobilin is sometimes

seen, but in general, the transfer of exciation energy from shorter to longer wavelengths is very efficient.



of these carotenoids display blue and/or blue-green absorption bands that
partially overlap the Soret bands of chlorophyll and, depending on the nature
of the overlap, either facilitate the transfer of excitation energy to or poten-
tially remove excitation energy from chlorophyll.

In addition to promoting energy transfer to or from chlorophyll, carotenoids
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Figure 2.12 Some structures of the principle carotenoids in algae. The basic structure is a conjugated

isoprene backbone with cyclic 6-carbon side groups. Oxygenation of the side groups confers hydrophylic-

ity, and such carotenoids are called xanthophylls. There are myriad xanthophylls and carotenoids in nature,

and most are brightly colored. Zeaxanthin is yellow, fucoxanthin is yellow-green, peridinin is orange-red,

and β-carotene is orange. Note that the opposing ring systems may be in either a trans position (as shown

for the β-carotene here) or in a cis configuration as shown for fucoxanthin and peridinin. The configuration

of the rings can vary. In vivo in algae, over half of the β-carotene is normally in a cis configuration.



play an important role in protecting photosynthetic organisms from damage re-
sulting from the photochemical generation of oxygen radicals (Sandmann et al.
1993). As we discussed briefly, the photon absorption by chlorophylls can lead to
generation of a chlorophyll triplet that has a relatively long lifetime. Chlorophyll
triplets can react with O2, which is a stable triplet in the ground state (diatomic
oxygen is a diradical). The result of such a reaction is the generation of singlet
O2, which is highly reactive and can oxidize pigments, lipids, and nucleic acids.
Carotenoids form excited-state triplets via energy transfer from an excited
triplet state of chlorophyll, thereby preventing the formation of singlet O2. The
resulting deactivation of the carotenoid triplet leads to the generation of heat.
Let us now examine in some detail de-excitation pathways for excited states.

De-excitation Pathways

There are three possible de-excitation pathways from an excited state. One of
these, as we have mentioned, is reradiation by either fluorescence or lumines-
cence (Color Plate 4). A second is the kinetic transfer and dissipation of the en-
ergy to the environment in the form of heat. The third, and most important in
photosynthesis, is the coupling of the excited-state energy dissipation to a
chemical reaction as, for example, in the oxidation of a molecule. This latter
process is called photochemistry.

Now imagine that the only de-excitation pathway is via fluorescence. The
quantum yield of fluorescence, φf, is the ratio of the light emitted as fluorescence
to the light absorbed. A plot of intensity of the absorption spectrum of the Qy

band of chlorophyll in the frequency (or wave number) domain is, in effect, a dis-
tribution of the population of the electrons occupying the lowest singlet excited-
state orbital of the molecule. Integration of the area under this curve gives the
total singlet-state population (N). If each of these singlets decays to the ground
state via fluorescence, which can be described by a first-order rate constant, kf,
the decay of the singlet-state population can then be described simply as

(2.12)

and the total population of excited state molecules can be obtained by inte-
grating Eq. 2.11; thus,

N = N0e−k
f
t (2.13)

The rate constant can be expressed in reciprocal time units of 1/τ0, allowing us
to rewrite Eq. 2.12 as

N = Ne−(t/τ
0
) (2.14)

  

dN
dt

k N= − f
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τ0 is called the intrinsic or natural lifetime and corresponds to the time re-
quired for the population of excited states to decay to 1/e of the initial level.

Absorption bands of singlet transitions in molecules follow Gaussian distri-
butions. This distribution reflects the fact that the probability of a transition
from a lower to a higher excited state is proportional to a transition from a
higher to a lower excited state; thus,

(2.15)

where ε is the extinction coefficient and κ is the wave number corresponding to
the excited state. The solution to this equation can be approximated by

(2.16)

where κm is the wavenumber of the absorption maximum (in cm−1), ∆κ is the
bandwidth of the absorption at half-maximum (in cm−1), and εm is the extinc-
tion coefficient at the absorption maximum (in M−1 cm−1). A typical absorp-
tion maximum for chlorophyll a in acetone is 665 nm, which corresponds to a
wave number of 15,037.6 cm−1; the half-bandwidth is about 25 nm, or
565.6 cm−1 and the molar extinction coefficient is about 1 × 105. These values
give a t0 of about 25 ns (1 ns = 1 × 10−9 s). Thus, if all the chlorophyll a mole-
cules in the lowest singlet excited state were to decay to the ground state via
fluorescence, we would expect that the lifetime of the excited state would be
about 25 ns.

Using a fast-pulsed laser it is possible to instantaneously populate the ex-
cited state, and to measure the actual decay of chlorophyll fluorescence. Exper-
imentally this is achieved by exciting the molecules with a single laser pulse of
<1 ns duration and following the exponential decay of the fluorescence de-
tected with a fast-responding photomultiplier tube or some similar device
(e.g., a solid-state detector). The measured time constant, tm, for the decay of
chlorophyll fluorescence in acetone is about 6 ns. The measured lifetime is al-
ways less than the natural because fluorescence is not the only possible de-
excitation pathway; the molecule can also dissipate excitation energy by heat.
Thus, the ratio tm/τ0 is a quantitative measure of the fraction of the single ex-
cited states that decay via fluorescence and can be related to the quantum
yield of fluorescence, φf, so

or 0.24 (2.17)

This calculation predicts that when chlorophyll a is dissolved in acetone,
where no photochemical reactions occur, approximately 24% of the absorbed
photons will emit light (i.e., fluorescence), while 76% of the molecules will re-
turn to the ground state by dissipating the excitation energy as heat. This

φ
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example of the calculation of quantum yield of fluorescence provides at least
three pieces of information relevant to photosynthesis. First, a change in the
quantum yield of fluorescence denotes a change in fluorescence lifetime.This is
easily seen by rearranging Eq. 2.16:

tm = τ0φf (2.18)

Second, since the majority of energy dissipated from the excited state does
not appear as fluorescence, the rate constant for thermal deactivation must be
larger than that for fluorescence. Third, to successfully utilize absorbed excita-
tion energy in a photochemical reaction, the rate constant for the photochemi-
cal reaction must be greater (i.e., faster) than that for fluorescence or thermal
deactivation.

We shall return to fluorescence in the next chapter where we discuss photo-
chemical reactions, and in chapter 9 where we discuss the effects of nutrient
limitation on excitation trapping efficiency.

Excitation Energy Transfer

If each individual pigment molecule in a cell absorbed light and produced a
photochemical reaction by itself without transferring the excitation to neigh-
boring molecules, photosynthesis would be a very inefficient process. Let us
consider the photon flux density from the sun. On a cloudless day at local
noon, this flux is on the order of 10 quanta nm−2 s−1. Recall that we can mea-
sure the absorption cross section of a chlorophyll molecule in vitro or in vivo.
These cross sections, which are spectrally dependent, can be averaged between
400 and 700 nm. When so done, the spectrally averaged, optical absorption
cross section in vivo for a single chlorophyll molecule is about 0.03 to
0.0005 nm2. Note that the spectrally averaged cross section is lower than that
at 440 nm because chlorophyll molecules only weakly absorb light between ap-
proximately 460 and 630 nm. Based on the rate of photon flux from the sun and
the spectrally averaged optical absorption cross section of chlorophyll a, it can
be deduced that at noon each pigment molecule absorbs a photon on the order
of 5 to 10 times per second. These rates of absorption are one to two orders of
magnitude slower than that required to obtain maximum photosynthetic elec-
tron transport rates experimentally obtained on a cloudy day or under lower
irradiance conditions in aquatic ecosystems. How can this discrepancy be
explained?

To increase the probability of photon interception (and ultimately, electron
transport), photosynthetic pigments work together as an ensemble. By working
together, we mean that excitation energy absorbed by one pigment molecule can
be transferred to another molecule. The concept of excitation energy transfer
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has been theoretically approached using both quantum mechanics and solid-
state physics (Clayton 1980), but let us consider the problem from a phenome-
nological perspective.

One manifestation of energy transfer can be deduced from fluorescence exci-
tation and emission spectra. If one measures the spectrum of emission of fluo-
rescence from a typical alga excited with monochromatic light that is ab-
sorbed in the Soret region at room temperature, the peak of the emitted light is
observed at 685 nm. When plotted as a function of the frequency, the fluores-
cence emission spectrum is a mirror image of the absorption spectrum of
chlorophyll a, but is shifted about 10 nm to the red. The spectral shift is a con-
sequence of energy (vibrational heat) losses during the de-excitation of the ex-
cited singlet of chlorophyll a and is called the Stokes shift.14

In all photoautotrophic cells there are numerous pigments other than
chlorophyll a that can absorb light. If the fluorescence detector is set to moni-
tor the emission wavelength of chlorophyll a while the excitation wavelengths
are scanned, an excitation spectrum is obtained. The excitation spectrum cor-
responds qualitatively to the absorption spectrum because many of the ab-
sorption bands that correspond to alternative pigments appear to contribute
their absorbed energy to the fluorescence emission of chlorophyll a. If the pig-
ments are extracted in an organic solvent, fluorescence emission from the indi-
vidual accessory chlorophylls (e.g., chlorophylls c or b) can be readily detected.
These bands are not detectable in vivo. Thus, a physical mixture of the pig-
ments in solution does not promote energy transfer from one molecule to an-
other, but something in the organization of the pigments in the thylakoid mem-
branes allows this transfer of energy to occur. How is this possible?

All the photosynthetic pigments in vivo are associated with proteins. The
proteins act as a scaffolding, ensuring the proper orientation and positioning
of the pigments with respect to each other to optimize light harvesting and en-
ergy transfer. This orientation is essential for excitation energy transfer.

The simplest mechanism for energy transfer might be envisioned by emis-
sion of light energy per se by a donor that subsequently is reabsorbed by an
acceptor. This so-called radiative transfer mechanism can be described by

D* → D + hν (2.19)

hν + A → A* (2.20)

where D* and A* are the excited states of the donor and acceptor molecules,
respectively. In this process, the efficiency of energy transfer is critically de-
pendent on the quantum yield of emission by the donor, the number of accep-
tor molecules in the path of the emitted light, the extinction coefficient of the
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acceptor, and the overlap between the emission spectrum of the donor and
absorption spectrum of the acceptor. The latter is quantified by the spectral
overlap integral, J, defined as

J = ∫IDEAdν (2.21)

where ID is the emission spectrum of D*, EA is the absorption spectrum of A,
both plotted in the frequency domain and normalized so that a complete over-
lap corresponds to J = 1.00.

Radiative energy transfer does not fully explain the rate and efficiency of ex-
citation transfer between pigments in photosynthetic organisms. For example,
consider the heterogeneous pair of molecules, chlorophylls a and c. Let us as-
sume that chlorophyll c, possessing a lowest singlet excited state at shorter
wavelengths than the Qy band of chlorophyll a, transfers excitation energy to
the latter pigment in vivo via the radiative mechanism. The emission band of
chlorophyll c does not completely overlap the absorption band of chlorophyll
a; therefore, J < 1.00. Under such conditions, we would expect to see some ra-
diative losses (i.e., fluorescence) originating from the excited state of chloro-
phyll c in vivo fluorescence emission spectra. This is not the case; if the Soret
bands of chlorophyll c are excited, only fluorescence emission from chlorophyll
a is observed. Thus, chlorophyll c transfers excitation energy to chlorophyll a
without the direct emission of light energy per se, i.e., by “radiationless” energy
transfer.

Two basic radiationless energy transfer mechanisms can be described: the
Förster mechanism, and exciton coupling, which is sometimes called the Dex-
ter mechanism (Turro 1978).The former appears to account for many aspects of
the experimental results in heterogeneous chlorophyll excitation transfer pro-
cesses, where the pigments are separated by 50 to 100 Å, while the latter ap-
pears to better explain the behavior of energy transfer between carotenoids
and chlorophylls, where the pigments are relatively closely spaced. Let us first
consider the Förster mechanism.

The Förster mechanism of transfer of excitation energy can be thought of as
occurring as a result of resonance overlap between the wavefunctions of the
singlet excited states of two molecules. For example, as previously mentioned
the fluorescence emission of chlorophyll c overlaps the Qy absorption band of
chlorophyll a. The overlap of the emission and absorption wavefunctions al-
lows the excitation energy to be transferred by a process called resonance.
This process is sometimes described as analogous to the harmonic transfer of
energy between two pendulums. Thus, the energy emitted when a chlorophyll c
molecule relaxes from its lowest excited singlet state to the ground state leads
to emission of energy that can lead chlorophyll a to undergo a transition from
the ground state to the lowest singlet excited state. The concept of resonance
energy transfer was described in 1948 by a German physical chemist, Th.
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Förster, and is sometimes called “Förster transfer” (Förster 1948). In this pro-
cess a photon is never actually physically transferred from the donor molecule
to the acceptor to give fluorescence, but the excitation energy migrates as an
exciton.15 The excitation “migrates” or “hops” from molecule to molecule within
the pigment matrix, randomly following overlapping wavefunctions of pigment
molecules that alternate between the excited and ground state. Each “hop”
takes between 1 and 5 ps (1 ps = 1 × 10−12 s). Ultimately, the energy of the ab-
sorbed photon decays as heat is remitted as fluorescence, or finds an electronic
“hole” to fill, where it can be used to ionize a chlorophyll a molecule.

As we have briefly discussed, atoms or molecules possess charge density dis-
tributions that can be thought of (in the simplest case) as an oscillating dipole.
The frequency of the oscillation is ν, and the maximal value of the dipole mo-
ment is µ0. The instantaneous dipole moment, µ, can be calculated:

µ = µ0 cos 2πνt (2.22)

In a molecular sense, the oscillation of the dipole moment reflects the motion
of the excited-state electron in D*, causing electrostatic forces to be exerted on
neighboring molecules.
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15 The concept of an exciton is borrowed from solid-state physics. In this concept, an electron in an excited state has
formed an empty electronic shell (i.e., a lower unoccupied orbital) in a lattice of molecules. In the process of decay of the
electron to the lower state, the energy of the excited state is conserved by allowing another electron that is at a lower en-
ergy state, to occupy the higher energy state. Thus, energy can “hop” from atom to atom, or molecule to molecule,
within the matrix.

Förster Energy Transfer

The basic phenomenon of energy transfer between photosynthetic pigments
was first shown clearly by William Arnold in 1940 (Arnold 1991), who ob-
served that light energy absorbed by phycocyanin was emitted by chlorophyll
a as fluorescence. Arnold discussed the potential underlying physical mecha-
nism for this phenomenon with J. Robert Oppenheimer (who would, four
years later, become the architect of the atomic bomb). Oppenheimer sug-
gested that the transfer process was analogous to nuclear internal conversion
processes, and that energy between the two molecules was transferred by res-
onance. The details of this concept were described after the war, when Op-
penheimer worked as director of the Institute for Advanced Study at Princeton
(Arnold and Oppenheimer 1950). Their analysis revealed that the rate con-
stant for energy transfer is proportional to R−6, where R is the distance be-
tween energy donor and acceptor molecules. The physical concept of energy
transfer was further elucidated by Förster in a series of papers, among which
Förster (1948) is one of the most famous.



Now consider two electric dipoles: one for the donor, µD, and one for the ac-
ceptor, µA. The oscillator strengths are related to the radiative transitions
D* ↔ D and A ↔ A*, which are experimentally measurable. The interactive en-
ergy between the two dipoles is related to

(2.23)

where RDA is the distance between the donar and acceptor molecules.
Förster showed that the rate constant for the transfer of energy (KET) be-

tween the dipoles is related to E2:

(2.24)

Thus, energy transfer is proportional to the square of the dipole moment but
inversely falls as the sixth power of the distance between the D* and A.

In exciton transfer, the probability of the transfer of excitation is related to
electron orbital overlap between the donor and acceptor molecules. In this pro-
cess, as the separation between D* and A increases, energy transfer decreases
exponentially:

(2.25)

where K is related to the specific orbital interactions, J is the spectral overlap
between the emission and absorption bands, and RDA is the D-A separation rel-
ative to the atomic or molecular radius, L. This process allows for very rapid
excitation transfer over short distances, and is the primary mechanism for en-
ergy transfer when pigment molecules are very close (for chlorophyll mole-
cules this is 10 Å or less).

The major differences between Förster and exciton energy transfers are as
follows:

1. In the Förster mechanism, energy is essentially localized on individual
pigment molecules and is critically dependent on the dipole strength; in
exciton transfer, energy is delocalized among the pigments and is criti-
cally dependent on the orientation of the π bonds in the pigments.

2. Förster energy transfer is usually (but not always) “downhill,” from a
higher to lower energy level; direct exciton transfer can be energetically
coupled in both directions.

3. Because the exciton transfer mechanism requires orbital overlap, the rate
constant for energy transfer occurs only when donor or acceptor mole-
cules are extremely close to each other physically; Förster transfer will
proceed, albeit with decreased efficiency, over relatively large intermolec-
ular distances.
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The resonant energy transfer process highlights the role of the Qy absorption
bands of chlorophyll a. The probability of energy transfer is much greater for a
downhill transition, where the energy difference between the ground state and
lowest excited state of the donor molecule is larger than that of the acceptor
molecule. Spectroscopically this is manifested by the donor molecule having a
red absorption band at shorter wavelengths (i.e., higher energy) than those of
the acceptor. In vivo, chlorophyll a has a Qy absorption maximum at 678 nm,
while that of chlorophyll c is at 630 nm, and that for chlorophyll b is at 655 nm.
Both of the latter two chlorophylls have major Soret bands at longer wave-
lengths than that of chlorophyll a, which would preclude direct energy trans-
fer from these higher excited states to chlorophyll a via the Soret bands of the
latter pigment. In aquatic systems red light is attenuated very rapidly as a con-
sequence of absorption by water itself and by scattering. Thus, the Qy bands of
the chlorophylls play a negligible role in direct light harvesting but are essen-
tial for energy transfer.

Depending on their structure, carotenoids can both donate and accept exci-
tation energy from chlorophyll a. Three important carotenoids in energy dona-
tion are fucoxanthin, peridinin, and violaxanthin. Fucoxanthin is found in
brown algae, diatoms, and chrysophytes; peridinin is found in dinoflagellates;
and violaxanthin is found in numerous green algae (Jeffrey 1980; Jeffrey and
Hallegraeff 1987; Larkum and Barrett 1983). Unlike chlorophylls, carotenoids
do not have a Qy absorption band, and the transfer of excitation energy is facil-
itated via the higher excited states. Thus, carotenoids with an excited state at a
shorter wavelength than the lowest blue band absorption of chlorophyll can
potentially donate excitation energy to chlorophyll, while those with longer
wavelengths can receive excitation energy from chlorophyll. Because the life-
time of the higher excited states of chlorophyll is very short, i.e., about
10–15 ps, the transfer of excitation energy is extremely rapid and occurs at
very small distances.

In cyanobacteria and rhodophytes, the phycobilipigments are bound to pro-
teins to form macromolecular, water-soluble structures called the phycobili-
some.. In freshwater cyanobacteria a red pigment, phycoerythrin, absorbs
green light and fluoresces orange. In most marine cyanobacteria the analogous
pigment is phycourobilin, which absorbs and emits at shorter wavelengths.
Some marine cyanobacteria contain both phycoerythrin and phycourobilin. The
transfer of excitation energy from phycourobilin or phycoerythrin to chloro-
phyll a is facilitated by two other phycobilipigments, phycocyanin and allophy-
cocyanin. The former absorbs in the orange and fluoresces in the orange-red,
while the latter absorbs in the orange-red and fluoresces in the red.The fluores-
cence emission band of phycoerythrin overlaps the absorption band of phyco-
cyanin, and the fluorescence emission band of the latter overlaps the absorp-
tion band of allophycocyanin so that finally a cascade of excitation energy can
be funneled into chlorophyll a. This light-harvesting system is highly efficient,
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and allows cyanobacteria to absorb and transfer green light to chlorophyll (Fu-
jita and Shimura 1975; Gantt 1981).

By far, most pigment-containing proteins in photosynthesis are composed of
chlorophylls and caroteinoids organized on a protein scaffold to form light-
harvesting complexes (Color Plate 5).The protein scaffolds are critically impor-
tant in maintaining the orientation and organization of the pigments such that
energy is efficiently transferred from higher to lower energy states. One of the
best known structures is the light-harvesting complex isolated from purple
photosynthetic bacteria (Cogdell and Lindsay 2000). In green algae and higher
plants, the major complexes are composed of chlorophyll a and b and a variety
of carotenoids, including leutin, violaxanthin, and zeaxanthin. The basic struc-
ture of one of these light-harvesting complexes, a chlorophyll a, b pigment pro-
tein isolated from higher plants, was elucidated by Werner Kuhlbrandt
(Kuhlbrandt et al. 1994) and Liu et al. (2004). In the red algal line there are
many pigment protein complexes, most of which are poorly understood from a
structural viewpoint. One of the better known complexes is the water-soluble
peridinin chlorophyll a protein complex that is produced in the peridinin-
containing group of dinoflagellates. In this complex, a chlorophyll molecule is
surrounded by 4 peridinins and excitation energy harvested by the latter is
rapidly and efficiently transferred to the former (Hofmann et al. 1996). Di-
atoms, kelps, some haptophytes, and some dinoflagellates contain fucoxanthin
chlorophyll proteins (FCP), the structures of which are not yet elucidated. In
these complexes, the carotenoid, fucoxanthin, appears to transfer excitation
energy to chlorophyll c, which transfers it in turn to chlorophyll a.

With the exception of rhodopsin-containing photoautotrophs, the absorp-
tion of light by photosynthetic pigments in vivo, whether by chlorophylls,
carotenoids, or phycobilipigments, differs from the absorption of light by most
nonphotosynthetic organisms because energy can be transferred from one
molecule to another. Thus, in photosynthetic systems the absorbed excitation
energy is not a property of a single molecule, but instead becomes the collec-
tive property of an ensemble of pigments. An ensemble of pigments that can
share and transfer excitation energy from higher to lower excited states is
called an antenna or pigment bed. It is important to understand that the en-
ergy absorbed within an antenna has not yet been converted to chemical en-
ergy, and thus has not been “trapped” by a photochemical process.
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The Photosynthetic Light Reactions

The absorption of light by photosynthetic pigments does not, in and of itself,
lead to a chemical reaction; cooked spinach is green but quite photochemically
dead. The search for the mechanism of the photochemical reactions has been
and remains a major focus of research in photosynthesis, and we will present
these ideas from conceptual as well as historical perspectives. Before doing so,
however, let us first briefly define the term light reaction.

A chemical reaction transforms one or more substrates to one or more prod-
ucts by altering electronic bonding configurations within atoms or molecules.
Changes in bonding configurations usually are accompanied by changes in
free-energy states. In photochemical reactions, the changes in the electronic
states are induced by the energy of light (Hader and Tevini 1987). The energy of
light is used to produce excited states that ultimately lead to a redistribution
of electrons between molecules. Specifically, in photosynthesis, the energy of
absorbed photons is used to modify the electronic structure of pigment mole-
cules to the extent that an electron can be physically transferred from a donor
to an acceptor. Thus, the light reactions in photosynthesis are photochemically
catalyzed oxidation–reduction reactions.

As we briefly discussed in chapter 1, the addition of an electron to (or the re-
moval of oxygen from) a molecule is called reduction; this process requires an
electron source, namely, another molecule that donates its electron, and is,
thus, oxidized. Therefore, oxidation–reduction reactions require pairs of sub-
strates, and can be described by a pair of partial reactions, or half-cells:

Aox + n(e−)) Ared (3.1a)

Bred − n(e−)) Box (3.1b)

The tendency for a molecule to accept or release an electron is therefore rela-
tive to some other molecule being capable of conversely releasing or binding

3



an electron. Biochemists scale this tendency, called the redox potential, E, rela-
tive to the reaction:

H2) 2H+ + 2e− (3.2)

which is arbitrarily assigned an E of 0 at pH 0 and is designated E0. (Recall
that by definition pH is a shorthand notation for “power of hydrogen” and is de-
fined as the negative log[H+]; thus, pH 0 = 1 molar H+.) It is more useful (and ex-
perimentally practical) to define E0 at pH 7 and 298 K (i.e., room temperature)
at 1 atmosphere pressure (= 101.3 kPa). When so defined, the redox potential is
denoted by the symbol E ′0 or sometimes Em7. The E ′0 for a standard hydrogen
electrode is −420 mV. The reference of a redox couple to the hydrogen half-cell
is often designated by the term Eh.

Oxidation–reduction reactions result in a change in free energy. The change
in free energy can be related to the electrical potential for each half-reaction
using the Nernst equation:

(3.3)

where E is the redox potential (in volts or, more typically in biological systems,
millivolts), E0 is an arbitrarily accepted standard redox potential, F is Fara-
day’s constant (= 96,487 coulombs per mole of electrons; coulomb = joules per
volt), n is the number of moles of electrons (faradays) transferred in the half-
cell reaction, R is the Boltzmann gas constant, T is temperature in Kelvin, and
Aox and Ared are the activities (or more commonly, the concentrations) of the ox-
idized and reduced forms of the molecules, respectively. At room temperature
(298 K or 25°C), the value of 2.3RT/F is 59 mV. A useful form of the Nernst equa-
tion for the two half-cells in a reaction is, therefore,

(3.4)

(Harper et al. 1973), where ∆Eh and ∆E ′0 are the differences between Eh and E ′0
for the two half-cells, respectively. The sign of the redox potential refers to the
electrophilicity of the substrate; a molecule that is more electrochemically
negative relative to another can donate electrons to the latter, thereby becom-
ing oxidized. The Nernst equation describes an equilibrium condition for both
electronic and ionic processes and is frequently used in biophysics to calculate
the electrical potential across a membrane given the concentration (or more
correctly, the activity) of ions on both sides of the membrane (Cramer and
Knaff 1990).

From an experimental viewpoint, biochemical redox reactions are usually
measured by following a chemical reaction (for example, in a spectrophoto-
meter) and measuring the potential with an electrode made from some inert
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element, usually of platinum or gold.The potential difference is measured rela-
tive to a reference electrode, such as a silver/silver chloride half-cell. The reac-
tions are carried out under anaerobic conditions, and the rate of the reaction is
measured as a function of potential (Fig. 3.1). Because proteins and other bio-
logical molecules (especially those in membranes) do not interact directly with
the measuring electrode (and hence their “true” potential is not faithfully
recorded), small molecules of known redox potential are usually added to the
solution to mediate the reaction. By using a mixture of such mediators, it is
possible to fix or “poise” the redox potential at a given value and measure the
reaction of the desired molecule (e.g., from changes in absorption). The redox
state is then altered by changing the proportions of the mediators and the re-
action measured again. The continuation of this titration results in a curve of,
for example, change in absorption versus redox potential. A log transformation
of the curve can be used to deduce the midpoint potential of the reaction; the
slope of the log-transformed curve is directly proportional to the number of
electrons transferred (see Fig. 3.1b).

Ideally, redox titrations should be independent of the concentration of the
mediators. By this means it is experimentally possible to assign relative mid-
point potentials to electron carriers in a series. It should be noted that in prac-
tice, redox titrations are often more difficult to obtain than might first appear.
Many of the electron carriers in photosynthetic systems have oxidized–reduced
absorption bands that overlap those of chlorophylls and carotenoids and,
hence, are not easily measured by spectrophotometric means. To overcome this
problem, absorption bands are usually chosen far away from the Soret absorp-
tion region; however, the alternative absorption bands are often characterized
by relatively low extinction coefficients, thus relatively high concentrations of
biological material and a sensitive spectrophotometer are required. Relatively
few redox titrations of electron carriers in the photosynthetic apparatus have
been made with aquatic photosynthetic organisms, and it is often assumed
that the midpoint potentials measured from one species are the same for all. It
should be noted, however, that redox reactions cannot be measured in vivo in
intact cells, and the reactions measured in vitro do not necessarily correspond
to the reaction potentials in vivo, as the microenvironment of protein or carrier
may (and usually does) differ significantly between the two conditions. Addi-
tionally, midpoint potentials reflect equilibrium conditions, which are not nec-
essarily applicable in vivo, especially when a large fraction of donor or accep-
tor molecules are reduced or oxidized. Thus, while redox titrations are
extremely helpful in giving strong clues as to energetic relationships between
electron carriers in vivo, in and of themselves such measurements do not nec-
essarily provide an accurate picture of electron transfer processes.

In the search for the mechanisms of the light reactions, biophysicists postu-
lated or provided kinetic evidence for the existence of various oxidants and

The Photosynthetic Light Reactions | 83



84 | Chapter 3

Figure 3.1 An example of a potentiometric titration of a photosynthetic electron carrier, cytochrome

f. In this example, the fraction of oxidixed cytochrome was deduced from measurements of the

change in absorption. The potentiometric titrations were done with a platinum electrode in combi-

nation with a calomel reference electrode. The redox state was adjusted with “cocktail” buffers, consist-

ing of 2-anthraquinone sulfonate (Em7 = −225 mV), hydroquinone (Em7 = +280 mV), duroquinone

(Em7 = +68 mV), E-hydroxy-1,4-naphthoqunone (Em7 = −139 mV), 1,4-napthoquinone (Em7 = +60 mV),

and 1,2-naphthoquine (Em7 = +135 mV). The data points in (a) are measured values; the curve is the fit of

the data to the Nerst equation (Eq. 3.4). From these data it can be seen that the midpoint potential (i.e.,

the potential where half of the cytochrome is oxidized and half is reduced) is +362 mV. In (b), the data are

plotted in a log transform by deriving the ratios of oxidized to reduced cytochrome at each midpoint po-

tential. From this graph, it can be seen that the slope of the fit is 60 mV per decade of change in

[ox]/[red] cytochrome. Based on Eq. 3.4, this slope corresponds to n = 1. Thus, based on this type of

analysis, we can deduce that the oxidation or reduction of cytochrome f is a one electron transfer with a

midpoint potential at pH 7.0 of +362 mV. (Data courtesy of John Whitmarsh and Sabine Metzger.)



reductants in the photosynthetic machinery. In many cases the electron carrier
was not chemically well characterized and was simply referred to by a letter or
a letter followed by a number. The letter is often an abbreviation such as D (for
electron “donor”), A (for electron “acceptor”), “Q” (for “quencher”), and the num-
ber usually designated the wavelength at which oxidation–reduction has a
maximal absorption difference or the sequence in a chain of carriers. Some-
times the same electron carrier was described by two or more investigators
working on different aspects of electron transport and thus some components
have numerous appellations, which can be confusing. Before describing the
electron transport systems and the redox potentials of individual components
constituting the systems, however, let us examine the phenomenology of reac-
tion centers.

The Photosynthetic Unit and the Discovery 
of Reaction Centers

By the early part of the 20th century, it was assumed that all oxygenic photo-
synthetic organisms contain chlorophyll a, and that somehow the pigment is
involved in the photochemical consumption of carbon dioxide or evolution of
oxygen. Since it is not necessary to create or destroy the pigment for the reac-
tion to occur, it was further assumed that the pigment is not itself a substrate,
but rather a catalyst. It was thought that when each chlorophyll molecule ab-
sorbs a photon, it somehow produces O2 or fixes CO2.

By the late 1920s, the search for the photochemical reaction of photosynthe-
sis was well under way. To measure the rate of the photochemical reaction and
the stoichiometry of chlorophyll to O2 evolution or CO2 consumption, physical
chemists tried to synchronize the reaction; that is, they sought to make all the
reactions occur simultaneously. Synchronization permits derivation of kinetic
rate constants, which are often important in deducing reaction pathways and
limiting steps. When a photosynthetic organism, such as an alga, is exposed to
continuous light, photons are delivered to and absorbed by chlorophyll mole-
cules in a random fashion. Under such conditions, some chlorophylls are busy
absorbing photons while others may be waiting for photons to arrive; it is dif-
ficult under such conditions to count the number of chlorophyll molecules that
are working at a given moment and consequently difficult to measure the rate
of the true photochemical reactions as distinct from the other reactions that
may also occur in the process of oxygen evolution or carbon dioxide fixation.

In 1932, two biophysicists, Robert Emerson and William Arnold (who was an
undergraduate student working with Emerson at the time), devised an experi-
ment to synchronize the photosynthetic reactions by delivering light in dis-
crete, short pulses (Emerson and Arnold 1932a; also see Myers 1994). The
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pulsed-light system permitted them to expose cells to very short bursts of
light separated by dark periods. They engineered a flash system with a com-
mutator coupled to a dozen automobile ignition points, a 2200-V discharge ca-
pacitor, and a flash tube. By varying the speed of the commutator rotation,
they could deliver high-intensity pulses of light with only about 20-µs dura-
tion, separated by a dark period that could be varied from 35 to 425 ms. They
used this system to illuminate cultures of the green alga Chlorella in a Warburg
manometer (the state-of-the-art device at the time) and measured oxygen evo-
lution. Chlorella was chosen because it was easy to grow and hardy. By varying
temperature, the duration of light and dark periods, or the flash frequency,
they found that they could kinetically identify two distinct processes (Emerson
and Arnold 1932b). They observed that if a sufficiently long dark period was al-
lowed between flashes, the yield of O2 per flash was independent of tempera-
ture. This result implied that evolution of O2 was a photochemical reaction.
However, at 25°C, the time required for the completion of the dark reactions
was about 20 ms (Fig. 3.2), while at 1°C the half-time for completion of the dark
reaction was on the order of 100 ms. The temperature dependence of the dark
reaction implied enzymatic processes were involved.

Emerson and Arnold’s results suggested that the photochemical reaction
(i.e., the reaction that occurred during the light pulse) was very short but was
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Figure 3.2 The effect of temperature on oxygen flash yields in the unicellular green alga, Chlorella

pyrenoidosa, as reported by Emerson and Arnold in 1932. At low temperature, the flash yields were lower

as the interval between flashes decreased; however, the maximum yield of oxygen was independent of

temperature. These results implied that one of the reactions involved in oxygen evolution was tempera-

ture dependent but not light dependent, while the light-dependent reaction was not temperature de-

pendent.



closely tied to the evolution of O2, while the rate-limiting steps, which could be
required to regenerate the substrate for the light reaction or to remove a prod-
uct of the reaction, occurred in the dark (the period between flashes) and re-
quired enzymes. Most importantly, they reported that if the interval between
flashes was sufficiently long so that the chlorophyll molecules had time to
complete the dark reaction before the next flash, and the flashes were suffi-
ciently bright so as to saturate the process, then the ratio of the number of
moles of chlorophyll molecules apparently required for the evolution of a mole
of O2 or the reduction of a mole of CO2 in Chlorella pyrenoidosa was remark-
ably constant, averaging about 2500 chlorophyll/O2. Thus, the now-classic
Emerson and Arnold experiments established that (1) photosynthesis consisted
of light and dark reactions, (2) at high light, the dark reaction(s) was rate limit-
ing, and (3) many chlorophyll molecules simultaneously participated, or co-
operated, in the evolution of O2.

The latter experimental results were met with skepticism at the time, but
were interpreted by Gaffron and Wohl (1936) to mean that photosynthetic pig-
ments were part of an entity called a photosynthetic unit, which they defined
as “the mechanism which must undergo the photochemical reaction to produce
one molecule of oxygen or reduce one molecule of carbon dioxide.” At that time
it was widely believed, based on experiments by Warburg and Negelein (1923),
that four quanta were absorbed for each molecule of carbon dioxide assimi-
lated, and that the oxygen evolved came from carbon dioxide. Note that the
concept of a photosynthetic unit was that of a mechanism, not necessarily a
physical entity. This concept is one of the most useful yet misunderstood no-
tions in photosynthesis (Myers 1994).

Over the decades, numerous measurements of the ratio of chlorophyll/O2

have been made with a wide variety of algae using the same basic approach
employed by Emerson and Arnold. Contemporary experimental protocols usu-
ally provide light from xenon flash tubes as short (<10 µs) pulses, and the oxy-
gen is usually detected with a polarographic electrode. A plot of the evolution
of oxygen as a function of flash frequency is linear between about 5 and 50
flashes per second; the slope of the curve is the oxygen production per flash
(Fig. 3.3). Simultaneous measurements of chlorophyll permit the calculation of
the “size” of the photosynthetic unit, as chlorophyll/O2 (also called Emerson-
Arnold number). This ratio varies somewhat between algal species and with
growth conditions; between 1500 and 2500 chlorophyll/O2 are generally re-
ported for eukaryotic algae (Falkowski et al. 1980, 1985a; Fujita et al. 1988;
Myers and Graham 1971). In phycobilisome-containing classes, the Emerson-
Arnold number is significantly lower, on the order of 1000 chlorophyll/O2.

The realization that all of the individual chlorophyll molecules do not partic-
ipate directly in the photochemical processes of photosynthesis stimulated fur-
ther searches for the mechanism of the light reaction. Three basic approaches,
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which are complementary, were adopted. The first was directed toward eluci-
dating the spectral response function (i.e., the wavelength dependence or “ac-
tion spectrum”) of the photosynthetic reactions. The second was directed to-
ward measuring the maximum quantum yield of oxygen evolution. The third
was to deduce the effective absorption cross section (i.e.,“size”) of the photo-
chemical target.

Action Spectra and the Evidence for Two Photosystems

If the absorption of light by chlorophyll a was essential for oxygen evolution,
then what were the other pigments, such as carotenoids or phycobilins, doing?
If these accessory pigments contribute to the photochemical production of
oxygen, then the wavelength dependence of oxygen evolution should closely
follow that of the absorption spectrum for pigments. The wavelength depend-
ence of a photochemical reaction is called an action spectrum, and the ratio of
the product formed per unit light absorbed is called a quantum yield. If a pig-
ment contributed to production of oxygen, then the quantum yield would be
high in the wavelengths corresponding to the absorption bands of the pigment.

In 1942 and 1943, Emerson1 and Lewis reported that the quantum yield for
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Figure 3.3 The relationship between the frequency of flashes and the yield of oxygen. This relationship

is linear up to some maximum flash frequency, at which point the evolution of oxygen becomes limited by

process(es) other than light. The slope of the line in the linear portion is the oxygen flash yield (i.e., the

oxygen evolved per single flash).

1 Robert Emerson was a Quaker and not drafted during World War II (Jack Myers, personal communication).



oxygen evolution declined by about 25% between approximately 470 and
550 nm in Chlorella, suggesting that the absorption of light by carotenoids was
less efficient in oxygen evolution than that of chlorophyll (Emerson and Arnold
1942; Emerson and Lewis 1943). The experimental protocol used by Emerson in
the 1930s and 1940s required the use of manometers and high densities of al-
gae, making the measurement of oxygen evolution tedious and slow. In the
late 1940s Lawrence Blinks and his student Francis Haxo, at the Hopkins Ma-
rine Laboratory, developed a sensitive oxygen electrode that could directly
measure the rate of oxygen evolution (Haxo and Blinks 1950). The oxygen rate
electrode consisted of a platinum button that served as a cathode, upon which
a monolayer of cells or a thin piece of macrophyte algal tissue was placed. The
sample was capped by a cellophane membrane, which allowed the free diffu-
sion of media, gases and water, and a silver/silver chloride anode was placed
over the cap. After exposure to light, oxygen produced by the cells was con-
sumed by the cathode, generating an electrical current that was directly pro-
portional to the rate of oxygen evolution.

Oxygen Electrodes

An oxygen electrode electrochemically reduces O2 to H2O and/or OH−. The
reaction is accomplished by establishing an electrical potential between a
cathode, usually made of platinum, and a silver/silver chloride anode. At volt-
ages of −0.65 V or less (i.e., more negative), the following reactions occur at
the cathode:

O2 + 4H+ + 4e− → 2(H2O) (3.5a)

which is coupled to

4Ag → 4Ag+ + 4e− (3.5b)

at the anode.
The silver is regenerated by the electrolyte, KCl, in the reaction

Ag+ + Cl− → AgCl (3.6)

A constant potential is maintained between the cathode and anode; the
electrode is said to be “polarized.” The electrical signal detected by a polaro-
graphic oxygen electrode is proportional to the flux (not concentration) of
O2:

I = nFAJO2
(3.7)

where I is current (in amperes), n (= 4) is the number of electrons used to re-
duce each O2, F is Faraday’s constant, A is the surface area of the cathode, and
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JO2
is the flux of oxygen (Gnaiger and Forstner 1983). Because O2 is continu-

ously consumed at the cathode, and the current output is directly proportional 
to the surface area of the cathode, there is an inevitable compromise be-
tween sensitivity and autoconsumption of O2. In a Clark-type electrode the
sample is separated from the cathode by a membrane, usually made of Teflon
or polytetrafluoroethylene; these materials allow the diffusion of O2 but not
ions. The diffusion of O2 is often facilitated by stirring, which introduces
“noise” to the signal and consequently reduces the usefulness of such elec-
trodes to samples with relatively high absolute rates of oxygen consumption
or evolution. This problem can be overcome by operating the electrode in a
pulsed mode, where the polarization potential is switched on briefly and the
rate of oxygen consumption is recorded, or by using thin silicone mem-
branes, which have high diffusivities for O2. In either case, however, as the
diffusion coefficient for O2 across the membranes ranges from 10−11 to 10−13

m2/s, depending on their thickness, the time constant for the measurement
of O2 in a Clark-type electrode is relatively long, on the order of 0.01 to 0.1 s;
this time constant is much too long for measurements from single-turnover
flashes of light.

An alternative electrode design, developed by Blinks and Skow (1938) and
subsequently improved on by Haxo and Blinks (1950), allowed the placement
of the sample directly on the platinum cathode (Fig. 3.4). The sample was
separated from the anode by an ion-permeable membrane, such as cellulose
(a candy wrapper will do in a pinch), and medium continuously flows over
and perfuses the sample. Oxygen produced by the sample is immediately
consumed on the electrode surface, and the current produced is directly pro-
portional to the rate of oxygen consumption. Hence, the “Blinks electrode”
(or bare-platinum electrode as it is sometimes called) directly measures the
oxygen production. Because the sample rests directly on the cathode, the
time constant for the Blinks electrode can be extremely rapid, on the order of
10 ms, and the current generated is often high (milliamps). The Blinks elec-
trode permits the detection of oxygen from a single flash; however, because
the signal is directly proportional to the number of cells that are in direct con-
tact with the cathode (a condition that is virtually impossible to reproduce
from preparation to preparation), the absolute rate of oxygen flux cannot be
accurately determined. In summary, in a Clark electrode the absolute rates of
oxygen evolution can be accurately determined, but the design limits the sen-
sitivity and rate of the measurement. In a Blinks electrode, the sensitivity and
rate of measurement are increased by several orders of magnitude, but the
absolute value of the rate of oxygen production or consumption is not acces-
sible; all measurements are relative.
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Using a specially constructed monochromator to provide continuous illumi-
nation at defined wavelengths, Haxo and Blinks (1950) measured the wave-
length dependence of oxygen evolution in a variety of marine macrophytes.
They were interested in determining the ability of carotenoids and other pig-
ments to “sensitize” O2 production—how much oxygen is evolved per unit of
light absorbed? They observed that in most algal classes, the wavelength de-
pendence of oxygen evolution approximated the absorption spectrum of the
organism, and concluded that, in general, light absorbed by carotenoids was
less efficiently used to drive photosynthetic O2 production than that absorbed
by chlorophyll (Fig. 3.5). However, in the four species of red algae examined,
they observed that the light absorbed by the phycobilipigment phycoery-
thrin sensitized the evolution of oxygen, but that the light absorbed by
chlorophyll a and carotenoids was relatively ineffective in producing oxygen.
They concluded,

The striking result of these investigations is not so much the participation
of phycoerythrin and phycocyanin in photosynthesis in red algae (this had
been fairly clear before), but rather the relative inactivity of chlorophyll and
carotenoids. Apparently light absorbed by the latter pigments is only very
slightly used in the process of oxygen production.
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Figure 3.4 A schematic cross section of an oxygen rate electrode. The cells, thallus, or leaf blade

sits directly on a platinum button and is covered by a permeable membrane, such as cellophane.

Medium continuously flows over the membrane, supplying the cells with nutrients and carbon

dioxide. A silver ring is in contact with the media, and a voltage potential of about 0.7 V is applied

between the platinum cathode and silver anode. Oxygen produced by the cells is immediately

consumed by the cathode; hence, the current produced by the electrode is directly proportional to

the rate of oxygen evolved. An example of a recorder trace from such an electrode is also shown.



The results of Haxo and Blinks raised the question, What does the chlorophyll
in a red alga do?

In 1943, Emerson and Lewis noted that while blue, orange, and short-
wavelength red light (<660 nm), which are absorbed primarily by chlorophyll a,
stimulated the production of oxygen, long-wavelength, red light (700 nm),
which is also absorbed by the pigment, is relatively ineffective in oxygen evo-
lution (Emerson and Lewis 1943). This effect came to be known as the red drop
(Fig. 3.6a). The red drop is simply a jargon term meaning that the quantum
yield of O2 is lower at long wavelengths of red light. Moreover, if a shorter
wavelength of light was simultaneously added to the long wavelength, the
quantum yield for oxygen evolution could be restored (Fig. 3.6b), as shown
later by Emerson et al. (1957). In fact, the quantum yield with both long and
short wavelengths was greater than the sum of the oxygen evolved by each
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Figure 3.5 The absorption and photosynthetic action spectra for the green alga Ulva taeniata (top), and

the red alga Porphyra naiadum (bottom). The action spectra were obtained with an oxygen rate electrode

(see Fig. 3.4), in conjunction with a monochrometer that selected light at specific wavelengths. The spec-

tra were normalized at the chlorophyll a Qy band at 675 nm. (Courtesy of Francis Haxo, with permission.)



wavelength of the same intensity when presented individually. This effect,
called enhancement, increased the quantum yield for oxygen evolution in far-
red light, offsetting the red drop (Myers 1971). The red drop and enhancement
phenomena provided strong evidence that there were two independent light
reactions sensitized by two separate antenna systems. This result ran counter
to the then-accepted dogma of a single photochemical process in oxygenic
photosynthesis.

Interestingly, Blinks, working at about the same time as Emerson was unable
to experimentally reproduce the setup needed to observe the enhancement ef-
fect. Instead, Blinks used sequential inputs of light of different wavelengths
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Figure 3.6 (a) An example of the “red drop.” A careful comparison of the absorption and action spec-

tra (see Fig. 3.5) in the red and far red portion region revealed that the quantum yield of oxygen evolu-

tion was lower than expected (i.e., the absorption of light by chlorophyll a in the far red region did not

lead to a proportional production of oxygen). (b) Enhancement. Using a Blinks electrode (Fig. 3.4), the

rate of oxygen evolution is measured at two wavelengths. In the classical experiment with Chlorella

pyreoidosa, the two wavelengths selected were 645 and 700 nm. The former corresponds to a chlorophyll

b absorption band, while the latter to a long wavelength region of chlorophyll a. Let us denote the two

rates as V1 and V2, respectively. The rate of oxygen evolution observed when both wavelengths of light

are given simultaneously, V1,2, is greater than the sum of the two rates, V1 + V2. This effect is called en-

hancement, and can be quantified as V1,2/(V1 + V2).



and showed that the constructive interactions between two wavelengths could
occur even when a dark period of milliseconds to a second was interspersed.
These results strongly implied that the interaction between the two light reac-
tions was mediated by chemical products rather than by an excited state of a
pigment, and Blinks thought the effects were primarily on respiration rather
than photosynthesis.

Using the state-of-the-art spectrophotometers of the day, Duysens worked
with photosynthetic (anaerobic) bacteria and observed that upon illumination
there was a small decrease in absorbance in intact cells at about 425 nm (Duy-
sens 1954a). This pattern could be observed in such organisms because the
Soret bands of bacteriochlorophyll do not have an overlapping absorption in
this (blue) region of the spectrum.2 He hypothesized that this photochemical
reaction was due to the oxidation of a light-induced oxididation of a cyto-
chrome, and he searched for a similar pattern in oxygenic cells. In that same
year he reported that red light induced a reversible absorption change in the
green alga Chlorella at about 525 nm (Duysens 1954b) (Fig. 3.7). Bessel Kok ob-
served a light-dependent decrease in absorption at 700 nm in Chlorella, which
he attributed to the oxidation of a special chlorophyll molecule (Kok 1957). Kok
subsequently identified the target, or “reaction center,” by EPR spectroscopy as
a special pigment molecule(s) within the photosynthetic unit that is capable of
photochemically transferring an electron (i.e., it formed a radical) (Kok and
Beinert 1962). Duysens and Kok’s observations provided independent biophysi-
cal evidence that the target for the light reaction in photosynthesis contained a
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Figure 3.7 The change in the absorption spectrum of a Chlorella suspension upon irradiation with red

light (from Duysens 1954a, with permission). See Fig. 3.8 for an explanation of how this measurement is

made.

2 The Soret bands of bacteriochlorophyll absorb in the near ultraviolet, around 360 nm. Since the Qy band of the pig-
ment is in the far red (i.e., around 820 to 900 nm), bacteriochlorophyll has no visible absorption to the human eye. The
orange color of extracted bacteriochlorophyll–protein complexes from purple photosynthetic bacteria is due to the pres-
ence of carotenoids that transfer excitation energy to the bacteriochlorophyll.



photochemical receptor that appeared to be different from the majority of the
chlorophyll molecules (Fig. 3.8).

A second line of evidence for two reaction centers in photosynthetic light re-
actions was inferred from fluorescence patterns in algae. The quantum yield of
fluorescence (defined as the ratio of light emitted as fluorescence to light
absorbed) for chlorophyll extracted in an organic solvent, or of most isolated
chlorophyll proteins, is constant. In contrast, the quantum yield of fluores-
cence of chlorophyll in vivo undergoes repeatable variations in response to
changes in irradiance. At room temperature, algae fluoresce with a peak emis-
sion at about 685 nm. Upon illumination fluorescence quickly rises from nil to
a low constant level, designated F0. If the illumination is strong enough, the
fluorescence will increase from the F0 level to a maximum value, Fm. The differ-
ence between the Fm and F0 fluorescence levels is called the variable fluores-
cence, Fv (Fig. 3.9). The changes in fluorescence in intact leaves were first de-
scribed in the 1930s by Kautsky, who observed the variations with his naked
eye; the time course of changes in fluorescence is sometimes called the Kaut-
sky effect (Kautsky and Hirsh 1931; Kautsky et al. 1960).

If a dilute culture of algal cells is exposed to blue light, the emission of red
light is generally so faint as to be barely perceptible to the human eye. Thus, in
vivo the quantum yield of chlorophyll fluorescence is lower than that in vitro;
the fluorescence is said to be quenched. As the natural fluorescence lifetime τ0 is
constant, the observed fluorescence lifetime must be shorter in vivo than in vitro
(chapter 2). This phenomenon can occur only by allowing competing pathways
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Figure 3.8 A schematic representation showing how the effect of an “actinic” (i.e., photochemically

sensitizing) light is measured in a spectrophotometer. A suspension of cells, chloroplasts, or membranes is

placed in a spectrophotometer normal to a measuring beam, I0. The absorption of light is detected as de-

scribed in Fig. 2.11. At each measuring wavelength (λ2), the sample is illuminated from the side by a sec-

ond, strong light source, at a specified wavelength, λ1. Changes in absorption induced by the cross-

illumination are determined at a variety of wavelengths. A methodical analysis of such absorption changes

can be used to infer the photochemical “targets” (e.g., Fig. 3.7).



for the de-excitation of the excited singlet state in vivo. Two of these pathways
are photochemistry and heat, and we shall denote the rate constants for these
processes as kp and kd, respectively. Let the rate of de-excitation of the singlet
excited state to fluorescence be denoted by kf. Thus, the quantum yield for fluo-
rescence (φf ) can be related to the rate constants for the three processes as

(3.8)

The action spectra for oxygen evolution and in vivo fluorescence at room
temperature are remarkably similar (Neori et al. 1988) (Fig. 3.10). The corre-
spondence between these two phenomena suggests that they share a common
photochemical reaction. Moreover, in any algal preparation, the quantum yield
of variable fluorescence is inversely related to oxygen evolution (Bonaventura
and Myers 1969). That is, when variable fluorescence is large, oxygen evolution
is small, and conversely when oxygen evolution is large, variable fluorescence
is small. To account for the two-light effect on chlorophyll a fluorescence
(Govindjee et al. 1960) and the relationship between oxygen evolution and fluo-
rescence, Duysens and Sweers (1963) postulated the existence of a fluorescence
quencher, Q. When a photosystem II reaction center absorbs a photon it be-
comes oxidized and transfers its electron to Q, forming Q−. In this process
some of the energy of the photon has been used to chemically reduce Q. We say
that a reaction center is open when it can use the energy of an absorbed pho-
ton to drive an electron to Q. Under these conditions fluorescence is quenched.
We say that a reaction center is closed when the quencher is in the reduced
state, Q−. Photons arriving at the closed reaction center cannot be used for pho-
tochemistry until the reaction center is reduced by an electron extracted from
some donor and Q− is reoxidized by some acceptor. When the reaction center is
closed, the probability is high that incoming photons will be reemitted as flu-
orescence. It follows that the maximum quantum yield for photochemistry

φ f
f

f d p
=

+ +
k

k k k
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Figure 3.9 A fluorescence induction, or “Kautsky” curve. Immediately (within picoseconds) upon illu-

mination by an actinic light, fluorescence from chlorophyll a can be detected. The initial fluorescence

level observed is designated F0. As the sample continues to absorb photons, fluorescence rises to a maxi-

mum value, Fm. The difference between these two states, Fm − F0, is called variable fluorescence, Fv.



occurs when all Q molecules are oxidized (Fig. 3.11), and the maximum quan-
tum yield for fluorescence occurs when all Q molecules are reduced. Thus, to a
first order, the quantum yields of photochemistry and fluorescence are in-
versely related to each other (Butler 1972; Butler and Kitajima 1975b).

It was apparent that the two basic lines of evidence for reaction centers in
eukaryotic algae and higher plants (the light-dependent oxidation of chloro-
phyll a at 700 nm and the change in fluorescence yield upon illumination) were
not due to the same reaction. The change in fluorescence yield is inversely cor-
related with the evolution of oxygen, while the oxidation of the pigment that
absorbs at 700 nm (called P700) is not related to fluorescence changes. More-
over, the wavelength dependency of the absorption difference at 700 nm clearly
differs from those for oxygen evolution (Fig. 3.12). The photochemical process
that was responsible for the bleaching of P700 is called photosystem I (PSI); the
process correlated with changes in variable fluorescence and oxygen evolution
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Figure 3.10 Action spectra for oxygen evolution (see Fig. 3.5) and in vivo fluorescence excitation spec-

tra in a red alga, Porphyra perforata, a dinoflagellate, Glenodinium sp., and a diatom, Chaetoceros gracilis.

To make the fluorescence measurements, the cells were illuminated with light of selected wavelengths,

and the fluorescence of chlorophyll a was measured. The fluorescence measurements were made in the

presence of the inhibitor, DCMU, and correspond to the Fm state (see Fig. 3.9). Note the close correspon-

dence between the two spectra. (From Neori et al. 1986, with permission.)



is called photosystem II (PSII). These two photosystems consist of photochemi-
cal reaction centers that are energetically coupled to antennae, which serve to
harvest the light energy and transfer that energy to the reaction center. The
pigment composition of the antenna differs for each photosystem and between
species, sometimes giving rise to distinctive action spectra for PSI and PSII.
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Figure 3.11 A schematic representation of the 1963 model of Duysens and Sweers of variable fluores-

cence (see Fig. 3.9). The model postulates an electron donor and acceptor. The latter is a fluorescence

quencher, Q. In the dark, the donor is reduced, Q is oxidized, and the fluorescence yield is low (i.e., the F0

state). The reaction center in this condition is said to be “open”; i.e., it is capable of moving an electron from

the donor to Q. Upon absorption of a photon, Q becomes reduced and the donor becomes transiently oxi-

dized. Absorbed photons have a higher probability of being reemitted and fluorescence rises to the Fm state.

Acceptor oxidized
Q

Acceptor reduced
Q−

e−
Energy

Reaction center open Reaction center closed

donor
reduced

donor
oxidized

Fo

Fm

+

hν

hν

Figure 3.12 Action spectra for photosystems I and II in Chlorella. Note that PSI is much less sensitive

than PSII to excitation between 450 and 500 nm, and between 650 and 675 nm. These two absorption

bands correspond to chlorophyll b. Hence, we might infer that chlorophyll b does not play a major role in

harvesting light for PSI in this organism. Note also that PSI is more sensitive than PSII to wavelengths

above about 700 nm.
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PSI Action Spectra

The absorption difference coefficient for P700 at 700 nm is 60 mM−1 cm−1.
When P700 is oxidized, the absorption at 700 nm decreases relative to that in
the reduced state (Fig. 3.13). The difference between reduced and oxidized
absorption is quantitatively related to the number of P700 molecules in the
sample. The ratio of total chlorophyll to P700 in algae typically ranges from 300
to 3000; that is, <0.5% of the total pigment is P700 (Falkowski and Owens
1980; Perry et al. 1981). A sensitive spectrophotometer is capable of detecting
absorption differences of about 0.0002 with an acceptable signal-to-noise ra-
tio. Thus, to measure P700 in a sample in spectrophotometer with a pathlength
of 1 cm, one needs at least 3 µg of chlorophyll. In practice, the absorption
changes associated with PSI are often made at 820 nm because light scattering
at longer wavelengths is much smaller and fluorescence artifacts are absent. At
that wavelength, the photooxidation of PSI results in an increase in absorptiv-
ity; however, at 820 nm the absorption difference coefficient is an order of
magnitude smaller than at 700 nm. Thus, precise measurements require a pro-
portionately larger sample size. This often poses practical problems, especially
with microalgae, in obtaining sufficient material for measurement.

Figure 3.13 Oxidized minus reduced absorption spectra for P700 in the diatom Skeletonema

costatum (�) and the green alga Dunaliella tertiolecta (•). These measurements were made as

shown in Fig. 3.8 with a blue actinic light. There is no change in absorption at 720 nm; hence,

this wavelength is used as a reference or “isosbestic” point. Maximum changes in absorption are

observed between about 695 and 703 nm.



Compared with PSII, relatively few PSI action spectra have been reported for
algae. Based on a comparison of the published action spectra, it is clear that
the antenna systems serving the two photosystems differ in green algae and
cyanobacteria, while in diatoms and prochlorophytes the antenna systems
seem to be spectrally similar. In Chlorella, oxygen evolution is greater at
shorter wavelengths of light and receives excitation energy from such acces-
sory pigments as chlorophyll b, whereas P700 is greater at longer wavelengths
and receives excitation energy primarily from chlorophyll a (Myers 1971). In
cyanobacteria and red algae, excitation energy absorbed by the phycobilisomes
is transferred almost exclusively to PSII. In diatoms and prochlorophytes, the
antenna systems transfer excitation energy to both PSII and PSI with compara-
ble efficiency. The spectral distinctions between the photosystems have evolved
into a shorthand nomenclature of “PSI” and “PSII” light; however, it must be
kept in mind that these distinctions depend on the organism under investiga-
tion. A PSI light for Chlorella may be a fine excitation source for PSII in a di-
atom (Owens and Wold 1986).

The Maximum Quantum Yield of Photosynthesis

The accurate measurement of the maximum quantum yield of photosynthesis
has occupied many researchers for a variety of reasons. From the viewpoint of
a biophysicist attempting to understand the mechanisms of the photochemical
reactions, the maximum quantum yield, while not necessarily proving a mech-
anism, limits the possibilities. From the viewpoint of a physiologist, the maxi-
mum quantum yield is useful in understanding the inevitable inefficiencies
that arise in coupling photosynthesis to growth. From an ecological perspec-
tive, the maximum quantum yield has been (mis)applied to calculate how much
solar energy can be converted to fixed carbon. We will discuss the latter two
viewpoints in subsequent chapters; for now let us focus on the biophysical
aspects.

What is the maximum quantum yield of photosynthesis and why do we care?
Let us begin with the definition. A quantum yield (usually designated by the
symbol φ) is the ratio of moles of product formed or substrate consumed to the
moles of photons absorbed in a photochemical reaction. The inverse of a quan-
tum yield (1/φ) is called a quantum requirement (i.e., moles of photons ab-
sorbed per mole of product formed or substrate consumed). The ratio of the en-
ergy stored in the product to the energy absorbed as light is called a quantum
efficiency. Since the energy of photons is wavelength dependent, so, too, is a
quantum efficiency. Because all the photochemical reactions in photosynthesis
proceed from the lowest energy singlet excited state of chlorophyll (chapter 2),
it is immaterial for the calculation of the quantum yield whether the absorbed
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quantum was blue or red; the quantum efficiency for the former will inevitably
be smaller than that calculated for the latter. It should be pointed out that
quantum yields (or efficiencies) must be related to a specific product or sub-
strate. Thus, a quantum yield for O2 evolution is not necessarily (and, in fact,
seldom is) the same as that for CO2 fixation (Myers 1980). The differences are
primarily due to the level to which CO2 and alternative electron acceptors are
reduced.

The maximum quantum yield is a measure of the largest quantity of product
formed or substrate consumed to the smallest number of photons absorbed.
For this measurement, an editorial judgment call must be made. The maximum
yield is not an average value (Myers 1980). Consider the following analogy: In a
foot race, the fastest runner is the winner of the race, but not necessarily the
record-holder. Only one runner can hold the record at one time; the average
time in the race is immaterial to the record if the runner did not run faster
than the record-holder. Similarly, the maximum quantum yield is not the aver-
age quantum yield, nor is it necessarily the steady-state quantum yield. It is
the maximum value derived under any physiological condition.

As briefly mentioned, the maximum quantum yield of photosynthesis had
been measured in the early 1920s by Otto Warburg (and co-workers in Berlin),
who won the Nobel Prize in 1931 for his work on the coupled oxidation–reduction
reactions in mitochondrial respiration. Warburg liked to work with very dense
cultures of Chlorella enriched with CO2. This avoided two problems: First, be-
cause the cultures were dense, it could be assumed for all practical purposes
that all the incident light was absorbed. Second, he reasoned that in a CO2-
enriched state, the initial products of photosynthesis would not lead to any re-
pressive (i.e., negative) feedback on photosynthesis; therefore, he would mea-
sure the maximum quantum yield. He used a series of short-term illumination
periods, interspersed by dark periods, and found that the maximum quantum
yield for CO2 fixation was 0.25; that is, for each CO2 fixed, four photons were
absorbed. As Warburg was well respected, perhaps even slightly feared (who
argues with one of the most famous Nobel laureates?), few openly doubted, or
had reason to doubt, his measurements. Lower values for the quantum yield
could be dismissed as reflecting poor measurements or physiological feed-
backs rather than the “true” chemical mechanism. Since it was understood that
the evolution of oxygen required four single-electron transfers, the Warburg
measurements suggested that there was a single photochemical reaction that
operated four times in series or in parallel. This measurement delayed the in-
terpretation of the action spectra and red drop in the context of two photosys-
tems by more than a decade.

In the 1940s, Emerson, who had previously worked in Warburg’s lab, care-
fully reexamined the maximum quantum yield in Chlorella and reported maxi-
mum values of between 0.12 and 0.10 quanta/O2 (Emerson and Lewis 1943;
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Emerson et al. 1957). Warburg and Emerson worked together in Emerson’s lab
in 1952 but failed to resolve the discrepancy. Independent measurements from
other laboratories, such as those of Kok, Myers, and Govindjee, emerged that
supported Emerson’s lower value, and those are generally accepted today (see
Kok 1948). Given that four electrons must be extracted from H2O to produce
each molecule of O2, a minimum quantum requirement for O2 of eight photons
suggests that at least two photons are absorbed for each electron transferred.
While measurements of the maximum quantum yield did not directly prove the
existence of two photosystems, the measurements supported the hypotheses of
the photochemical mechanism that included two independent photochemical
reactions (Rabinowich 1956).

Effective Absorption Cross Sections

Let us now consider the “size” of the target that absorbs light and transfers the
excitation energy to a reaction center. To demonstrate that the flash intensities
they used were saturating for evolution of oxygen, Emerson and Arnold (1932b)
measured oxygen flash yields as a function of flash intensity. As flash energy
was increased, the yield of oxygen increased, ultimately reaching a plateau.
The resulting “killing curve” was an exponential (Fig. 3.14). Subsequently, Ley
and Mauzerall (1982) showed that if the absolute number of photons in each
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Figure 3.14 The light intensity saturation profiles for oxygen flash yields in Chlorella vulgaris. Oxygen

flash yields were induced with pulses from a laser light source at 596 nm. As the intensity of the laser

source is increased, the oxygen evolved per flash increases, up to some saturation level. The data are fit to

a cumulative one-hit Poisson function. Cells with large functional absorption cross sections for PSII (σ)

saturate at lower excitation energy than cells with small absorption cross sections. (Modified from Ley and

Mauzerall 1982, with permission.)



flash is known, Y can be quantitatively related to flash intensity by a cumula-
tive one-hit Poisson function:

(3.9)

where Y is the flash yield of O2 evolved or CO2 fixed at flash energy E, Ymax is
the maximum flash yield, and σ is the slope of the exponential curve. The left-
hand side of Eq. 3.9 is a value from zero to one and defines a probability of a
photon hitting a target capable of evolving oxygen or reducing carbon dioxide.
The probability is related to the number of molecules that make up the an-
tenna for the photochemical target and to the efficiency of energy transfer to
the target. We shall call σ the “effective” or the “functional” absorption cross
section. Note that if the flash energy is dimensionalized as quanta nm−2, σ has
dimensions of nm2 quanta−1; that is, this cross section is referenced to the
probability of using a photon at a specific wavelength for a photochemical re-
action. By effective cross section we mean the target size as inferred indirectly
from its interactions with photons of a specific frequency; we did not actually
measure the physical dimensions of the light-absorbing system, but inferred
the probability of the absorption of photons based on ability to detect a pho-
tochemical response. A neutron capture cross section or X-ray inactivation
cross section could similarly be described for a photosystem (and such cross
sections often provide clues as to the structure and properties of the photo-
systems [see, e.g., Whitmarsh et al. 1993]).

The abstract concept of effective absorption cross section is useful in devel-
oping a quantitative understanding of photosynthesis and many other pro-
cesses involving interactions of particles with targets (Mauzerall 1978). Con-
sider the following analogy: The antenna on a roof has an absorption cross
section with respect to the radiowaves emitted by a radio station. The physical
cross section of the antenna is the length of its arms. When the antenna is per-
pendicular to the radiowave there is a high probability that the arms of the an-
tenna will intercept the signal. In this state, the reception of the signal is
strong and the effective absorption cross section of the antenna is large. As the
antenna is rotated about an axis, the reception will decrease and reach a mini-
mum when the radiowaves are parallel to the antenna arms. Thus, while the
physical cross section of the antenna does not change, the probability of the
antennae intercepting the radiowaves changes. The ratio of the effective cross
section of the antenna to its physical cross section is a measure of the effi-
ciency by which the antenna receives the signal from the radio station; i.e., it is
the quantum efficiency of the antenna.

Similarly, on a molecular level the physical target of the photosynthetic sys-
tem may be constant; however, the effective absorption cross section can vary.
Variations can be induced, for example, by adding a carotenoid to the antenna,

Y
Y

E

max
1 e= − −σ
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which may absorb excitation but not transfer it to chlorophyll a, or conversely
by removing excitation from an excited chlorophyll a molecule before it can be
transferred to a reaction center. Thus, while the light is absorbed, it may be
more or less effective in producing a photochemical response. The concept of
the effective cross section includes an implicit quantum yield for the transfer of
excitation from the antenna to a photochemical reaction center and is useful for
describing the wavelength dependence of a photochemical response. In green
algae, for example, the effective absorption cross section for oxygen evolution
will be large in the blue and red but small in the green. Similarly, in red and
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Poisson

This is the second time so far in this book that we encounter a Poisson distri-
bution; the first is found in the chapter 1 description of the molecular clock. A
few words about Poisson are relevant to students of aquatic photosynthesis.
Siméon-Denis Poisson (1781–1840) was a student of two giants of mathemat-
ics and physics, Lagrange and Laplace, at the École Polytechnique, located
near the Panthéon on the Left Bank in Paris. Poisson was interested in physics
and physical chemistry, and he developed theories on electrostatics, electro-
magnetic phenomena, and the stability of planetary orbits. In the area of sta-
tistics, Poisson developed a theory of very large numbers, compactly ex-
pressed in Eq. 3.9.

One apparently apocryphal motivation for the development of this equa-
tion is sometimes suggested to be a military application. During the reign of
Napoleon Bonaparte, the École Polytechnique served as a center for basic and
applied research for the military (a role that the institute continues to this
day). Cavalry officers wished to estimate more precisely their losses when
charging an infantry in a fixed position. If the number of rounds fired by the
infantry is known (a trained English infantry soldier could fire three rounds per
minute), and the duration of exposure to the shots (i.e., how fast a horse can
run and how far it has to go) are known, the Poisson distribution can be used
to calculate the “hit” rate. This application, which is the literal basis of so-
called “target theory,” can be extended to any physical process in which hits
or encounters are absolutely stochastic and there is a large number of events
per unit target. In chapter 7 we shall see another variation on a Poisson func-
tion, used to describe a photosynthesis–irradiance curve.

One of Poisson’s most famous students was Gustave-Gaspard Coriolis, who
did his doctoral thesis on the effects of the Earth’s rotation on the motion of
geophysical fluids. Poisson thought Coriolis was a “solid, but not brilliant,”
student.



blue-green algae that contain phycoerythrin, the apparent absorption cross sec-
tion is large in the green but smaller in the blue due to the lack of chlorophyll b.

The Relationship Between the Effective Absorption Cross 
Section and the Maximum Quantum Yield

Recall that we can define the absorption of light by molecules in terms of an
optical cross section (chapter 2). If one measures the absorption of light by a
whole cell at a given wavelength, and references that absorption (which can be
due to a variety of contributing pigments) to the concentration of chlorophyll
a, it is possible to derive a chlorophyll-specific optical cross section, σChl(λ), in
units nm2/Chl a. This cross section, which is not a constant, describes the ten-
dency for interaction (i.e., absorption) of all the absorbers at wavelength λ, but
“assigns” that absorption to chlorophyll a.

Now consider a photosynthetic unit. Each photosynthetic unit contains PSII
and PSI reaction centers. We should note that the ratio of these two reaction
centers does not have to be unity. Let us designate X number of PSIIs and Y
numbers of PSIs (where X and Y are integers) and the photosynthetic unit con-
tains (for example) 2500 chlorophyll a + b molecules with a chlorophyll a/b ra-
tio of 3; there are then 3⁄4 × 2500 = 1875 chlorophyll a molecules per photo-
synthetic unit.

At wavelength λ, the optical absorption cross section of a photosynthetic
unit (σPSU) is given by

σPSU(λ) = σChl(λ)(Chl/O2) (3.10)

where σchl is the optical absorption cross-section of chlorophyll a at wave-
length λ (see chapter 2) and Chl/O2 is the “size” of the photosynthetic unit.
Chl/O2 is the same as the Emerson-Arnold ratio; that is, it is the ratio of chloro-
phyll per oxygen produced by a single turnover flash. The term σPSU has dimen-
sions nm2/O2. This cross section implicitly includes the light absorbed by both
PSI and PSII reaction centers.

Recall now that we could measure and calculate a functional absorption
cross section for PSII alone from the flash-intensity saturation curve for oxy-
gen evolution at wavelength λ (Eq. 3.9). The ratio of that cross section, σPSII

(with dimensions nm2/quanta) to σPSU, gives

(3.11)

This ratio has dimensions O2/quanta absorbed; that is, it is the maximum
quantum yield for oxygen evolution.Thus, the quantum yield of oxygen evolution

φ
σ
σmax

PSII

PSU
=
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can be thought of as the ratio of the optical absorption cross sections of
PSII + PSI to the effective absorption cross section of PSII. Simply put, the opti-
cal absorption cross section for a photosynthetic unit describes the ability of
the “unit” to absorb light at a given wavelength. The effective absorption cross
section describes the ability of light of the same wavelength to promote a pho-
tochemical reaction. The ratio of these two processes is a quantum yield (Fig.
3.15). If the ratio of PSII to PSI reaction centers is known, the effective absorp-
tion cross section of PSI can be calculated by difference (Dubinsky et al. 1986;
Greene et al. 1991; Ley and Mauzerall 1982). The ratio of the effective cross sec-
tion for PSII to PSI can vary significantly, especially in algae where the ratio of
PSII to PSI is highly variable (Falkowski et al. 1981; Dubinsky et al. 1986;
Strzepek and Harrison 2004).

Variable Chlorophyll Fluorescence

A fluorescence-based technique for estimating reaction centers was de-
scribed by Malkin and Kok (1966). In this approach, it is assumed that the
photochemical quencher of fluorescence in PSII (i.e., Q) is stoichiometrically
identical to the reaction center. Given that assumption, if a photosynthetic

106 | Chapter 3

Thermal losses/Fluorescence

σPSII σPSI

σPSU

Figure 3.15 A schematic representation of the quantum yield of photosynthesis in relation to the func-

tional and optical absorption cross-sections of the photosynthetic apparatus. The large elliptical area rep-

resents the optical absorption cross section of a photosynthetic unit, i.e., the total light-harvesting area. A

fraction of the absorbed light leads to oxygen evolution. That fraction corresponds to the functional ab-

sorption cross section of PSII (see Fig. 3.14), and is designated σPSII. The ratio σPSII/σPSU is the quantum

yield for oxygen evolution. An analagous functional absorption cross section exists for PSI, and could be

measured, for example, by following the flash intensity saturation curve for P700 absorption changes

(e.g., see Fig. 3.13b). Loss processes, such as heat and fluorescence, are represented by the difference

[σPSU − (σPSII+ σPSI)]. (After Dubinsky 1992, with permission.)



system is exposed to an actinic (i.e., a photochemically stimulating) light,3

the rate of rise in fluorescence will be a product of the intensity of the actinic
light and the effective absorption cross section of PSII and the quantum yield
of fluorescence. If a reaction center is present and open, it can absorb pho-
tons from the actinic source for photochemistry, and these would then be un-
available for fluorescence. Moreover, if, and only if, the reaction center under-
goes a single photochemical reaction (i.e., a single “turnover”), the number of
photons used for photochemistry (i.e., not appearing as fluorescence) will
be directly proportional to the number of reaction centers. This condition
can be satisfied by poisoning the cell with an inhibitor such as 3-(3,4-
dichlorophenyl)-1,1-dimethyl urea (DCMU), which prevents the oxidation of Q
prior to measurement of the kinetic changes in fluorescence. The area over
the resulting fluorescence induction curve is proportional to Q, and can be
quantitatively related to it if the effective absorption cross section is also
known.

It is possible to obtain the same information without using DCMU by illumi-
nating the sample with an actinic flash so intense that the fluorescence signal
rises much more rapidly than the oxidation of Q. This can be technically
achieved using brief flashes to cumulatively saturate the reaction center within
a single turnover. One such technique is based on the so-called pump-and-
probe method in which the change in the quantum yield of a weak probe flash,
measured prior to and following the pump flash, can be used to infer the pho-
tochemical efficiency (Fig. 3.16). This basic technique was first applied to the
analysis of variable chlorophyll fluorescence by Mauzerall (1972) who, by vary-
ing the time delay of the pump and probe flash, observed that in the green alga
Chlorella the fluorescence yield rose to a maximum within about 10 µs, and af-
ter 100 µs began to decay with relatively complex kinetics (Fig. 3.17). Butler
(1972) interpreted these data within the context of photochemical charge sepa-
ration in PSII. The kinetics of fluorescence decay was used to infer the kinetics
of the electron transfer reactions on the acceptor side of PSII (which we dis-
cuss in chapter 4). Thus, measurements of maximal variable fluorescence in
this time domain (<500 µs) represent the fraction of reducible Q. This notion
was supported by the observation that the change in the quantum yield of fluo-
rescence induced by a saturating pump flash and measured 80 µs later was
identical with or without DCMU.

By changing the intensity of the actinic flash while maintaining a constant
time delay between the pump and probe flashes (i.e., between 10 and 100 µs), a
flash-intensity saturation curve of variable fluorescence is obtained (Falkowski
et al. 1986b). The slope of the curve describes the functional absorption cross
section of PSII (i.e., σPSII) (Eq. 3.9, Fig. 3.18). It must be stressed that, unlike a
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Figure 3.16 A schematic diagram showing the basic concept of the “pump and probe” technique for

measuring variable fluorescence. The fluorescence induced by a weak “probe” flash is recorded as F0. At

some time, the sample is exposed to an actinic “pump” flash followed by a second weak probe flash of

the same intensity as the first. The change in fluorescence between the first and second probe flashes is a

measure of variable fluorescence.

Figure 3.17 Chlorophyll a fluorescence yield changes in the dark-adapted cells of the green alga

Chlorella after a saturating nanosecond laser flash. The rise near 20 ns was ascribed by Butler (1972) to the

reduction of the quencher P+
680 by Z; the rise in the microsecond range is due to the disappearance of the

carotenoid triplets (see Sonneveld et al. 1979); the decrease in fluorescence yield in the 10 µs to millisec-

ond range is due to the electron transfer from QA to QB (Crofts and Wraight 1983). (Data courtesy of

Dave Mauzerall 1972.)



fluorescence induction curve, the pump-and-probe method flash induces a
single turnover of PSII; hence, σPSII is not complicated by the turnover of Q,
which if it occurs can give the false impression of multiple cross sections.
Multiple PSII cross sections, which have been hypothesized for PSII (Melis
and Thielsen 1980), would be manifested as the weighted sum of the individ-
ual cross sections.

It should be clear now that the apparent “size” of a photosystem based on the
ratio of chlorophyll and/or accessory pigments to a reaction center (as, for ex-
ample, estimated from the Emerson-Arnold number) does not predict the rate
of light absorption by a reaction center. The measurement of bulk chlorophyll
does not differentiate between the two reaction centers, nor does it directly re-
late to the absorption cross section of a photochemical reaction. The meaning-
ful construct should be based on the number of reaction centers and their re-
spective effective absorption cross sections (Falkowski et al. 1981).
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Figure 3.18 A schematic diagram showing how the pump and probe technique can be used to mea-

sure the functional absorption cross section of PSII. In this application, the pump flash intensity is altered,

and the change in the quantum yield of fluoresence is measured as described in Fig. 3.16. As the pump

flash intensity is increased from a low level (A) to a moderate level (B), it finally becomes saturated at

some level (C). The relationship between the change in the quantum yield of fluorescence and flash en-

ergy can be described by a cumulative one-hit Poisson function (see Figs. 3.14 and 3.19).
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Fast Repetition Rate Fluorescence

An alternative, faster, and more efficient technique for measuring the func-
tional absorption cross section, maximum quantum yield, and electron turnover
times on the acceptor side of PSII is based on “fast repetition rate fluorescence”
(FRRF) (Kolber et al. 1998). In this approach a series of very short, subsaturat-
ing “flashlets” is delivered to the sample in a very rapid, controlled sequence,
such that ca. 100 or so pulses of light are absorbed by the reaction center
within ca. 100 µs (Fig. 3.19). During this process, the reaction center becomes
cumulatively saturated within a single electron turnover. The rate of the rise of
fluorescence is proportional to σPSII and the minimal and maximal fluorescence
yields can be precisely derived. Upon reaching the maximal yield, the flashlet
frequency is reduced to ca. 0.01 s−1, and the resulting decay in fluorescence
yield is related to electron transfer rate between QA and QB. The FRRF approach
allows for continuous, rapid, and very precise measurements of several PSII pa-
rameters in aquatic ecosystems, and has been used extensively to follow bio-
physical processes of phytoplankton, macrophytes, and seagrasses.

Energy Transfer Between Reaction Centers

The discovery of reaction centers and the realization that most of the pigments
in photosynthetic apparatus were not directly involved in photochemical reac-
tions led to the development of conceptual models where most of the pigments
harvest light energy and transfer the energy from one pigment molecule to an-
other until it reaches a reaction center. Once a photon is absorbed and a singlet
excited state of a pigment molecule is attained, how is the excitation energy
transferred to the reaction center with relatively high efficiency?

As excitation energy is preferentially transferred “downhill” (from higher to
lower energy states), the Qy absorption bands of the chlorophylls in the reac-
tion center should be at a longer wavelength than that of the chlorophylls in
the primary antenna for efficient trapping (chapter 2). In PSII the wavelength
difference is small; the red peak for the lowest singlet excited state of chloro-
phyll a in most antenna systems is around 678 nm in vivo, while the major ab-
sorption band for the reaction center chlorophylls is at 680 nm. Because this
difference is so small, PSII is said to be a “shallow trap”; excitation energy can
escape from the reaction center back to the pigment bed. Fluorescence at room
temperature is one manifestation of this relatively inefficient trapping. In fact,
excitation energy may “visit” a trap numerous times before it is absorbed and
used in a photochemical process; the notion of a “trap” for PSII is somewhat of
a misconception. In contrast, the absorption maximum for PSI is 20 nm red-
shifted relative to its antenna; hence, excitation energy has a lower probability



of reentering the antenna once it is absorbed by the reaction center. PSI has ex-
tremely low fluorescence at room temperature.

Does each reaction center have its own, local antenna system, or is the exci-
tation absorbed anywhere within a common pigment system available to any
reaction center? The concept of energy sharing is controversial but essential to
understanding the effective absorption cross section (Joliot et al. 1973; Ley and
Mauzerall 1986). Let us reconsider the flash-intensity saturation curve for PSII
(see Fig. 3.14). A saturation curve for photosystem II does not have to be based
on oxygen but can also be obtained for variable fluorescence. Using the pump-
and-probe technique, the fluorescence yield of a weak probe flash is measured
prior to and following an actinic pump flash of varying intensity. As in the case
of the flash-intensity saturation curve for oxygen, the flash-intensity satura-
tion curve for the change in fluorescence closely follows a cumulative one-hit
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Figure 3.19 Schematic diagram showing the various kinetic phases of the fast repetition rate

fluorescence induction method (after Kolber et al. 1998). The first phase, a single turnover (ST1)

of QA (see chapter 4), is induced by 80 to 120 subsaturating flashlets of excitation energy, each at

ca. 0.2-µs duration given at 0.5-  to 1.0-µs intervals. The net effect of this excitation protocol is to

cumulatively reduce QA within a single turnover. The rate of rise of the fluorescence signal is di-

rectly proportional to the effective absorption cross section of photosystem II. Following this

phase, the interval between flashes is increased, allowing QA to become oxidized and the result-

ing kinetic decay describes the oxidation process as a multiple exponential decay. A multiple

turnover flash set (MT) provided over 60 to 500 ms is used to fully reduce the plastoquinone

pool, and the difference in the integrated area over the ST and MT flashes is proportional to the

number of reducible plastoquinones in the pool. This protocol can be repleated several times to

infer rates of oxidation of QA, QB and the plastoquinone pool.



Poisson function. By measuring both oxygen and fluorescence saturation pro-
files on the same sample simultaneously and normalizing each variable to the
maximum (i.e., saturated) value, the effective absorption cross sections for
both processes can be directly compared.

Experimentally, the two saturation curves are extremely similar, which indi-
cates that the phenomenon that gives rise to both signals has a common origin,
or “target.” However, closer inspection usually reveals that fluorescence satura-
tion curves often lag a true cumulative one-hit Poisson function at low flash in-
tensities, and then rise more steeply at higher flash intensities. Simply put, less
energy is dissipated at low flash intensities. Where did the energy go? The devi-
ation between the two saturation profiles can be reconciled by postulating ex-
citation transfer between reaction centers. If the exciton (see chapter 2) en-
counters a “closed” reaction center, might it not escape and wander about in
the antenna until it finds another reaction center? In such a case, the energy of
the photon would be absorbed (and hence not emitted as fluorescence), and be
capable of performing photochemistry (evolving oxygen). If we arbitrarily as-
sign a value of 1 to a condition when all reaction centers are open, and desig-
nate A as a fraction of closed reaction centers, the difference (1 − A) is the frac-
tion of open reaction centers at any given flash intensity. As the flash intensity
increases, more and more reaction centers become closed and the probability
of finding an open reaction center will decrease, so the fluorescence yield in-
creases. The probability, P (0 to 1), of energy transfer between reaction centers
can be calculated by plotting normalized values of the two cross sections
against each other; the deviation from linearity can be directly related to P.
P varies from about 0.2 to 0.6 in algae.

The Efficiency of Photochemistry

The ratio of variable fluorescence (Fv) to the maximum fluorescence (Fm) can be
quantitatively related to the efficiency of photochemistry. By definition, when
all reaction centers are open the probability of excitation escape is low and flu-
orescence is minimal; i.e., the F0 level. When the reaction centers become closed,
absorbed excitation energy cannot be directed to photochemistry (i.e., no
charge transfer occurs) and thus kp in Eq. 3.8 is zero. Under such conditions,
fluorescence rises to the maximum value, Fm. The quantum yield of photochem-
istry in photosystem II, φp, is therefore related to the change in fluorescence by

(3.12)

Thus, the ratio of the quantum yields for fully open and fully closed reaction
centers normalized to Fm is a measure of the quantum yield of photochemistry

φp
p

f p p

m 0

m

v

m
=

+ +
=

−
=

k

k k k
F F

F
F
F

112 | Chapter 3



in PSII. This efficiency should not be confused with the quantum yield of pho-
tosynthesis, which is the ratio of O2 evolved or CO2 fixed per unit light ab-
sorbed; rather, it reflects the probability of PSII reaction centers to use the
available excitation energy for photochemistry. In most algal cells, the maxi-
mum value of Fv/Fm is ca. 0.65 to 0.70, but can be significantly lower if the cells
are nutrient starved or otherwise stressed (Falkowski et al. 2005).

Measuring the Efficiency of Photochemistry 
with Photoacoustics

An alternative measurement of photochemical efficiency can be derived from
the heat budget. Consider any absorber of visible radiation—for example, a
piece of black paper. Place a disk of the paper in a clear, sealed vessel (such as
one made of Plexiglas) with a small volume of air such that the air cannot es-
cape. Let us now place a small microphone (such as the kind that is used in a
hearing aid) in the chamber. If we now flash a light on the chamber, the black
paper will absorb the light and (by definition) convert it to heat.The production
of heat will result in an expansion of the air and a pressure wave will ensue,
which can be detected by the microphone. The difference between the pressure
wave using a disk of white paper and a disk of black paper can be used to de-
termine the efficiency of heat conversion. If photochemistry occurs, some of the
absorbed energy will not be reradiated as heat. The chemically stored energy
(ES) can be quantitatively defined as

(3.13)

where φp is the quantum yield of photochemistry, ∆E is the energy difference
(measured as the change in heat) between a nonabsorbing process and the
photochemical process per absorbed photon, and hν represents the energy of
the absorbed photons.

In measurements of photochemical efficiency in algae, a sample is placed in
a gas-tight chamber in the dark and the time-integrated pressure wave is
recorded from a flash of light. The sample is then exposed to a strong, continu-
ous background light. The pressure wave from the flash superimposed on the
continuous light is recorded. The difference between the pressure waves in
the dark (when all reaction centers are open, and hence energy storage from
the flash is maximal) and that under continuous light (when all the reaction
centers are closed and energy storage from the flash is minimal) is a direct
measure of the photochemical energy storage (Malkin and Canaani 1994; De-
losme et al. 1994). By selecting specific wavelengths for the flash and by using
inhibitors, the efficiency of PSII and PSI can be separately determined (Berges
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et al. 1996; Dubinsky et al. 1998). It should be stressed that the efficiency is a
function of the wavelength of the flash; higher efficiencies (energy stored per
unit electromagnetic energy) will be obtained for red rather than blue flash ex-
citation. The maximal photochemical energy conversion efficiency for photo-
chemistry (including both PSII and PSI) is about 35%. The loss of absorbed ex-
citation as fluorescence varies between 2 and 5%. The difference is heat.

Primary Photochemical Reactions in Photosystem II

When a photon is absorbed by PSII, an excited state of a chlorophyll a molecule
is formed in the reaction center. Some fraction of these excited state chloro-
phyll molecules may become oxidized, resulting in a charge separation. This
charge separation is very rapid (on the order of about 15 ps; 1 ps = 1 × 10−12 s),
and results in the formation of a pair of radical chlorophyll molecules, one that
is positively charged and one that is negatively charged (Lavergne and Trissl
1995). As excitation energy from the antenna is used for photochemistry, less
excitation energy is available for fluorescence.This effect can be kinetically ob-
served in the picosecond time domain by observing the fluorescence decay fol-
lowing a single flash induced by a laser. When all the reaction centers are open,
a short lifetime on the order of 150 ps is the major component of the fluores-
cence decay (Holzwarth 1986; Lavergne and Trissl 1995). Upon closure of the
reaction center, this lifetime component disappears, and fluorescence is emit-
ted at longer lifetimes. Thus, when a reaction center is open, it greatly en-
hances the probability of trapping the excitation before it is lost as fluores-
cence. This trapping must take place faster than the competing loss processes.
As we will see in chapter 4, efficient trapping in PSII requires that the chloro-
phyll anion radical formed in the primary photochemical reaction rapidly
transfer its electron on to secondary and subsequent acceptors to prevent a
backreaction. In essence, the magic of photosynthetic reaction centers is not
only that charge separation occurs, but that the reaction productively gener-
ates a flow of electrons, and does not simply lead to charge recombination.

Primary Photochemical Reactions in Photosystem I

The room-temperature fluorescence emanating from PSI is very low, and in
most eukaryotic algae is strongly contaminated at wavelengths <700 nm by the
fluorescence from PSII. At cryogenic temperatures of liquid N2 (77 K) or He
(4.2 K), PSI fluoresces between 720 and 750 nm, and the signal can usually be
discriminated from the contributions of PSII, which are at shorter wavelengths
(Ley 1980). A simple interpretation of the relatively low fluorescence yield at
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room temperature is that the rate constants for photochemistry and/or non-
radiative losses are so fast that they effectively outcompete radiative losses (Fig.
3.20). At cryogenic temperatures the possibility of electron transfer reactions is
greatly reduced and, therefore, kp (Eq. 3.8) is effectively zero. Hence, the rate of
fluorescence emission for PSII and PSI is increased. Laser-induced absorption
difference spectra of PSI suggest that the primary charge separation occurs on a
timescale of about 5 ps, and fluorescence lifetime analyses suggest that the time
required to trap the excitation energy in the bed is comparably short.

One way of detecting P700 is by EPR spectroscopy (Kok and Beinert 1962;
Weaver and Weaver 1969). Upon illumination, P700 photooxidation produces a
radical that is easily detectable (in fact, it is hard to see any other radical be-
cause the signal from P700 is so strong). The EPR signal is split into two har-
monics, indicating a symmetry in the radical formation. The Lande g-factor for
oxidized P700 is 2.023, which further indicates a radical (see chapter 2). Based
on these observations, it was proposed that the PSI reaction center consists of
two chlorophyll molecules, which are called a “special pair.”The red shift in the
absorption spectra of the Qy band of PSI can be explained by molecular orbital
model calculations in which opposing faces of the conjugated ring systems of
two chlorophyll molecules are brought so close that their π bonds interact. The
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Figure 3.20 A low-temperature fluorescence emission spectrum showing peaks at 685, 695, and

725 nm. The first two emission bands correspond to pigments associated with PSII, while the latter corre-

sponds to PSI. At room temperature, typically only one major band is observed, which in optically thin

samples is centered at 685 nm.



overlap of the π bonds occurs within a spatial distance of about 0.3 nm. A sim-
ilar structure has been postulated for the reaction center of PSII and appears
likely based on analogy with the deduced structure of the ancestral bacterial
reaction center. In PSI, the absorption of excitation energy by one of the chloro-
phyll a molecules constituting the special pair leads to its ionization, forming
a cation. The electron is transiently donated to the second chlorophyll a mole-
cule, forming an anion radical. This initial charge separation is extremely
rapid, and the electron is subsequently donated to a secondary acceptor at a
lower potential energy level, thereby reducing the possibility of a backreaction.

Electron Tunneling

The actual photochemical electron transfer reaction in the photosynthetic re-
action centers occurs by a quantum-mechanical process called tunneling. The
tunneling phenomenon, developed from theoretical arguments in physics in
the mid-1920s, allows a subatomic particle to move through an energy barrier
even if its energy is less than the height of the barrier. In this construct, parti-
cles are postulated to have wave-like behavior, comparable to that of light.
The wavelength is inversely proportional to the particle’s mass. Particles with
small mass, such as electrons, have wavelengths as large as or larger than
those of atoms. Electrons normally are prevented from leaving an atom or mol-
ecule by a potential energy barrier. We can imagine, however, that when elec-
trons strike the energy barrier, not all are reflected, but, rather, some penetrate
into the barrier as a wave whose amplitude decreases very rapidly with dis-
tance from the atom or molecule. When it reaches the other side of the barrier
(i.e., as it approaches an acceptor), the amplitude of the waveform has not died
down completely, and the electron appears on the opposite side with a very
small amplitude but the same frequency. To quote Devault (1980), “Thus [the
electrons] can easily ooze through and around atoms and molecules.”

In most bimolecular chemical reactions, electron transfer reactions are per-
mitted only at the intersecting potential energy surface between the substrate
and the product.This surface is dependent on internuclear coordinates (a func-
tion of intermolecular distance); the coordinates can be deduced from the
structural analyses of the oxidized and reduced forms of the bimolecular reac-
tion. Nuclear vibrations are much slower than electronic oscillations; hence,
the probability of the intersection of internuclear coordinates becomes kineti-
cally limiting. In the tunneling process, the electron can pass from the donor to
the acceptor as a wavefunction, without a loss of energy.4 The process is tem-
perature independent. The energy barrier (e.g., a voltage potential) effectively
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“screens” transfers without reducing the energy of the particle, much like the
way a neutral density filter (like gray sunglasses) attenuates a photon flux but
not the energy of the individual photons (which is determined by their fre-
quency). In electron tunneling, the rate of electron transfer can (actually, must)
be extremely rapid, on the order of picoseconds. This time is shorter than that
required for internuclear distances to adjust (this is called the Frank-Condon
principle), and, therefore, the donor and acceptor nuclei are not at an energetic
equilibrium. The electrostatic adjustments that subsequently are made to ac-
commodate the electron transfer lead to a change in the volume of the reaction
center. Thus, photosynthetic reaction centers literally expand and contract
with each electron transfer.

The generation of electrons by reaction centers is the initial step in a series
of coupled electron transfer reactions that ultimately lead to the production of
useful chemical energy and reductant. Let us now examine the basic functions
and processes in the photosynthetic electron transport chain.
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Photosynthetic Electron Transport
and Photophosphorylation

The main role of the photosynthetic electron transport chain is to provide
chemical reductants used to assimilate inorganic carbon, and chemical en-
ergy that is used to sustain metabolic activity of the organism. While the reac-
tion centers are the engines of the photosynthetic apparatus, the drive train
consists of a highly organized structure that mediates the transfer of elec-
trons and protons. In converting the energy of light to chemical energy, the
electrons extracted from water are used to transiently reduce molecules in the
electron transport chain. The protons produced in the photochemical oxidation
of water and transported by other reactions represent a gain in free energy
within the thylakoids that is ultimately coupled to ATP synthesis in the chloro-
plast by the chemiosmotic mechanism proposed by Mitchell (1961). Photo-
chemistry also provides an excess of free energy—the energy is temporarily
stored on a series of intermediate electron acceptors. The electrons subse-
quently move down electrochemical gradients, passing from acceptor to ac-
ceptor, toward less electronegative components. Ultimately, some of these
electrons are used to reduce CO2 to organic carbon and the excess of negative
charge is neutralized by protons.

Three basic tools have been used to identify the components in the photo-
synthetic electron transport chain and assign functions to them. First, many
of the electron transfer components have been identified from the analysis of
mutants, especially of the green alga Chlamydomonas spp. (Xiong and Sayre
2004), and in some cyanobacteria in which molecular genetic systems have
been developed (Levine and Ebersold 1960; Vermaas 1993). Second, biochemi-
cal isolation of some of the components has permitted biophysical and struc-
tural investigations of functions and organization of the photosynthetic
apparatus (Zouni et al. 2001; Ben-Shem et al. 2003; Ferreira et al. 2004).

4



Third, many inhibitors of specific electron transfer reactions have been syn-
thesized and/or isolated from natural sources and have been used to selec-
tively block specific portions of pathways. Inhibitors have served very useful
roles, especially in kinetic analyses and in mutant selection (Badour 1978;
Trebst 1980).

The Z-scheme

In the early 1950s, Robin Hill and his colleagues in England discovered two cyto-
chromes in chloroplasts (Davenport 1952). One was called cytochrome b6, and
the other, cytochrome f. The midpoint redox potential (Em7) for the former was
0.0 V; for the latter it was approximately + 0.35 V (see Fig. 3.1). Thus, in princi-
ple, reduced cytochrome b6 could be oxidized by cytochrome f.

Emerson, Duysens, Kok, and others had already provided strong evidence
for the existence of two photochemical reactions, but it was not clear how
these two reactions were connected. Hill and Bendall (1960) proposed that the
two cytochromes acted to transfer electrons from one photosystem to the
other in vivo. Their hypothesis was subsequently supported by experimental
data provided by Louis Duysens and coworkers. Working with the red alga
Porphyridium, they showed that red light (absorbed primarily by chloro-
phyll a and transferred to photosystem I) oxidized cytochrome f, while orange
light (which in red algae is absorbed primarily by the phycobilisomes and
transferred to photosystem II) reduced the cytochrome (Duysens et al. 1961).
This experiment essentially proved Hill and Bendall’s hypothesis that the two
photoreactions operate in series, with cytochromes acting as electron carri-
ers between them. Photons absorbed by one photosystem oxidize water and
produce a weak reductant that can reduce cytochrome f. Photons absorbed
by the other photosystem oxidize the reductant formed by the first photo-
chemical reaction and produce a second, stronger reductant. A schematic
representation of the connection between the two photosystems, based
on the apparent redox potentials of the two reaction centers and the cy-
tochromes, resembled the letter Z, and hence the concept of two light reactions
connected by an electron transport chain came to be called the Z-scheme
(Fig. 4.1).

Based on the Z-scheme, the photosynthetic electron transport chain can be
divided into three segments: (1) the donor side of PSII, which includes the reac-
tions responsible for the injection of electrons into PSII from water; (2) the in-
tersystem electron transport chain, which includes all the carriers between
PSII and PSI; and (3) the acceptor side of PSI, in which the primary reducing
agent, NADPH, is formed and exported for carbon fixation.
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Figure 4.1 The “Z-scheme” for photosynthetic electron transport. In this schematic representation, the

photosynthetic electron carriers are placed in series on a scale of midpoint potentials. The Em7 for the oxi-

dation of water by a one-electron reaction is +0.82 V. Thus, to photo-oxidize water, a redox potential

must be minimally of that value. The oxidation of the primary electron donor in PSII, P680, leads to a

charge separation of about 1.7 V. This charge separation occurs within about 1 ps, and the formation of a

reduced phaeophytin anion intermediate follows within about 3 ps. The electron hole in P680
+ is filled by

the oxidation of the amino acid tyrosine, YZ, which obtains electrons in turn from Mn atoms. The

timescale for the reduction of YZ varies, depending on the “S” state (see text). The Mn atoms obtain elec-

trons from water. Hence, like a front-wheel drive in a car, electrons are “pulled” from water via the photo-

chemical oxidation of P680. The reactions leading to the re-reduction of P+
680 from water are designated to

be on the “donor side” of PSII. The phaeophytin anion reduces the “primary” acceptor, QA, which is a

quinone bound to a protein. This reaction leads to a change in the midpoint potential of about +0.2 V,

which helps to stabilize the electron and reduces the probability of a useless backreaction between the

phaeophytin anion and P+
680 (note that it takes five orders of magnitude longer to reduce P+

680 from YZ

than it takes to reduce phaeophytin; hence in the absence of the electron transfer to QA, the probability

of a backreaction is very high). Two electrons are sequentially transferred from QA to the secondary ac-

ceptor, QB; the time constants for these electron transfers are dependent on the level of reduction of QB.

Upon receiving two electrons, QB, which, like QA, is a plastoquinone (PQ) molecule, dissociates from its

“binding pocket” and diffuses within the thylakoid membrane until it reaches the cytochrome b6/f com-

plex. Reduced plastoquinone is oxidized by cytochrome b6, which is in turn oxidized by cytochrome f.

The oxidation of plastoquinol is typically the slowest reaction overall in the photosynthetic electron trans-

port pathway. Cytochrome f delivers electrons to either a copper-containing protein, plastocyanin (PC), in

the case of the chlorophyte algae, or an iron-containing protein, cytochrome c553, in the case of chromo-

phytes. In either case, this electron carrier ferries electrons to the reaction center of PSI, P700, by diffusion

in the thylakoid lumen. All the reactions between phaeophytin and P700 are on the “acceptor side” of PSII

or the “donor side” of PSI, depending on the reaction center of reference. In the PSI reaction center, the

absorption of a second photon leads to the generation of a second photochemical charge separation,

with a midpoint potential difference of about 1.6 V. The electron is rapidly passed through a series of elec-

tron carriers, A0, a chlorophyll monomer, A1, phylloquinone (also called vitamin K), Fx, an iron sulfur clus-

ter, FB and/or FB, which are iron-containing proteins, and then to Fd, a molecule of ferredoxin (Chitnis

2001). The reactions from P+
700 to ferredoxin are on the “acceptor side” of PSI.
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Anaerobic Photosynthetic Electron Transport in Bacteria

As we mentioned in chapter 1, there are two major groups of anaerobic photo-
synthetic bacteria: those utilizing a quinone and those utilizing an iron–sulfur
complex in the photosynthetic electron transport scheme. The former path-
way is found in Chromatiaceae (purple sulfur bacteria) and Rhodospirillaceae
(purple nonsulfur bacteria), while the latter is found in Chlorobiaceae (green
sulfur bacteria). In the purple bacteria, the Soret bands of the bacteriochloro-
phylls absorb in the ultraviolet, and the Qy band is in the infrared; hence, the
purified pigment is invisible to the human eye. However, the pigment is
bound to a protein in vivo that also binds carotenoids, such that when the
complex is isolated it appears orange, red, or purple, depending on the
species (McDermott et al. 1995). Bacteriochlorophylls from green photosyn-
thetic bacteria have Soret bands in the violet and indigo regions of the spec-
trum, and Qy bands in the infrared; consequently, the purified pigment would
appear yellow/orange when purified. It should be noted that in both groups,
because the Qy band is in the infrared, the corresponding energy levels are
too small to facilitate water splitting.

Electron transport in photosynthetic bacteria can be either cyclic or non-
cyclic, depending on the metabolic needs of the cell (Fig. 4.2). When operat-
ing in a cycle, protons are pumped (at the expense of light energy) from the
N side of the photosynthetic membrane to the P side, and the proton gradient
is used to generate ATP (see text). In noncyclic electron transport in green sul-
fur bacteria, the reaction center photooxidizes a substrate, such as sulfur or
succinate, and generates NADH, which can be used to fix CO2 into pyruvate
or α-ketoglutarate (= 2-oxoglutarate).

Interestingly, one or more clades of purple nonsulfur bacteria diverged and
became relatively successful under aerobic conditions in the contemporary
oceans. These organisms retain a photosynthetic apparatus, but require mo-
lecular oxygen to make bacteriochlorophylls (Kolber et al. 2000). The aerobic,
anoxygenic photosynthetic bacteria (AAPs), are photoheterotrophs; that is,
they photochemically oxidize organic matter and use the electrons and pro-
tons to rereduce CO2. This may appear unproductive, but the pathway is en-
ergetically more efficient than heterotrophy. The photosynthetic behavior of
these organisms can be assessed by following the changes in variable fluores-
cence using, for example, a fast repetition rate fluorometer (as described in
chapter 3), but monitoring the emission at 860 nm (in the infrared), where
bacteriochlorophyll a emits.

Finally, there are bacteria capable of pumping protons across the plasma
membrane using photochemical energy, but containing no reaction centers.
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Figure 4.2 The bacterial photosynthetic electron transport pathways. (a) Cyclic electron trans-

port in Chromatiaceae and Rhodospirillaceae. P870, reaction center BChl; BChl, bacteriochloro-

phyll; BPheo, bacteriopheophytin; QA, primary acceptor quinone; QB, secondary acceptor

quinone; Cyt b, cytochrome b; Fe-S1, iron–sulfur protein; Cyt cA, cytochrome c1; Cyt c, cyto-

chrome c; H+ (N), H+ in N phase; H+ (P), H+ in P phase. (b) Noncyclic electron transport in Chro-

matiaceae and Rhodospirillaceae. Fe-S2, iron–sulfur protein 2; FMN, flavin mononucleotide. (c)

Cyclic electron transport in Chlorobiaceae. P840, reaction center BChl; Fe-S3, iron–sulfur protein 3.

(d) Noncyclic electron transport in Chlorobiaceae. The primary photochemistry of the Chloroflex-

aceae resembles that of the Chromatiaceae and Rhodospirillaceae, while that of the Heliobacteri-

aceae resembles that of the Chlorobiaceae. The reaction center BChl in the Heliobactericeae is

P798. The homology of the photoreaction of the Chromatiaceae and Rhodospirillaceae with pho-

tosystem II of O2-evolving organisms, and of the photoreaction of the Chlorobiaceae with photo-

system I of the O2-evolving organisms, is discussed in chapters 1 and 6.



The Donor Side of Photosystem II: Discovery of the S States

In l969 Pierre Joliot1 and colleagues, working with a modified version of the
Blinks oxygen rate electrode, discovered that the yield of oxygen obtained during
the first few saturating flashes oscillated in a curious fashion. Inspection of
the data revealed that the oxygen flash yield was maximal on the third flash
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These organisms use bacteriorhodopsin (a molecule that is very similar to vi-
sual pigments in animals) to translocate protons from inside of the cell to the
medium, or halorhodopsin, which moves chloride ions into the cell. Discov-
ered originally in a genus of Archeabacteria (Halobacterium), which lives in
high-salt environments such as the Dead Sea, it was thought that this type of
photosynthetic activity was relatively restricted. However, in 2000, Oded Beja,
Ed DeLong, and colleagues identified bacteriorhodopsin genes in a DNA sam-
ple from the ocean, and it was subsequently confirmed that the pigment is
widespread in Bacteria in marine ecosystems. Unlike bacteriochlorophyll, the
bacteriorhodopsins do not form antennae systems—rather each molecule of
the pigment undergoes an individual photochemical reaction. This type of
photosynthetic process requires oxygen, but does not lead to the formation of
oxygen.

Electron Transfer

Some components of the photosynthetic electron transport chain, such as the
cytochromes, transfer electrons without a concomitant exchange of protons;
however, the electron transfer in other carriers, such as plastoquinone, is ac-
companied by proton transfers. Protons carry an electrical charge, and the
number of protons transferred may differ from the number of electrons in a
half-cell reaction. This process can be generalized by the expression

[Aox] + n[e−] + m[H+]) [Ared] (4.1)

where m is the number of protons involved in the reduction of Aox. The redox
potential for this reaction can be calculated by

(4.2)
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1 Pierre Joliot comes from a famous family of scientists. His grandmother was Madame Curie, who won two Nobel
prizes, one in physics (1903) and one in chemistry (1911), and his grandfather was Pierre Curie, who won the Nobel prize
in physics (1903). His mother, Irene Joliot-Curie, and father, Frederic Joliot, shared the Nobel prize in chemistry in 1935.
Pierre Joliot worked at the College de France in Paris.
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TABLE 4.1 Midpoint potentials for some common electron carriers in photosynthesis
research

ox + n(e−) + m(H+) ) red
Change in Em (mV) when

n m Em7 (mV) pH increased by 1 unit

Dithionite ox/red 1 0 −610 0

Methyl viologen ox/red 1 0 −450 0

CO2/CH2O 2 2 −430 −60

Ferredoxin ox/red 1 0 −430 0

H+/1⁄2H2(H2 1 atm) 1 1 −420 −60

NAD+/NADH 2 1 −320 −30

NADP+/NADPH 2 1 −320 −30

Menaquinone/menaquinol 2 2 −74 −60

Plastoquinone/plastoquinol 2 2 −0 −60

Fumarate/succinate 2 2 +30 −60

Ubiquinone/ubiquinol 2 2 +40 −60

Ascorbate ox/red 2 1 +60 −30

PMS ox/red 2 1 +80 −30

DCPIP/DCPIPH2 2 2 +220 −60

TMPD ox/red 1 0 +260 0

DAD/DADH2 2 2 +275 −60

Cytochrome f (ox/red) 1 0 +350 0

Cytochrome c553 (ox/red) 1 0 +370 0

Plastocyanin (ox/red) 1 0 +380 0

Ferricyanide ox/red 1 0 +420 0

P700/P+
700 1 0 +480 0

O2(1 atm)/2H2O(55 M) 4 4 +840 −60

P680/P+
680 1 0 +1100 0

Note. DAD, 2,3,5,6-tetramethylphenylene diamine; PMS, phenazine methosulfate; TPMD,
N,N,N ’,N ’-tetramethyl-p-phenylene diamine; DCPIP, 2,6-dichlorophenolindophenol.
(Adapted from D. G. Nicholls and S. J. Ferguson, Bioenergetics. London: Academic Press,
2002.)

which can be rewritten as

(4.3)

Thus, by measuring E as a function of pH and the concentrations of Aox and
Ared, it is possible to determine Em7, n, and m. Some commonly used redox
potentials and their values for m and n are shown in Table 4.1.
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and on every fourth flash thereafter (Fig. 4.3). The oscillation of the oxygen
flash yield with four-flash periodicity was damped with increasing numbers of
flashes. Based on the experimental data of Joliot and co-workers, Bessel Kok
(Kok et al. 1970) proposed the existence of five oxidation states for the water-
splitting process. These were called “S” states. With each flash one electron was
removed from some molecule(s) called “S.” Only after four electrons were re-
moved from S could two water molecules be oxidized and an O2 molecule be
evolved:

S0
hv) S1

hv) S2
hv) S3

hv) S4 (4.4)

Each flash could advance the system by one oxidation state. Thus, if no elec-
trons are removed from the molecule(s) involved in water splitting (i.e., the ide-
alized starting condition), the sample would be at S0. After one flash one elec-
tron is removed from S0, forming S1. A second flash removes a second electron
and advances the system by one electron equivalent. This process is repeated
four times, and on the fourth flash S3 is converted to S4, two H2O molecules are
oxidized, and one molecule of O2 is evolved. S4 is very unstable and converts
quickly back to S0, thereby allowing the cycle to be repeated. The amplitude of
the oscillation of the oxygen flash yield was small when the sample was preil-
luminated with continuous light prior to the flash sequence. These results sug-
gested that in the steady state the relative amount of the S states was constant
and that each step has the same quantum yield. In this model each step requires
only one quantum per electron. The fact that the oxygen flash yield oscillates
suggests that each oxygen-evolving center accumulates charges independently;
that is, the individual units do not share electrons (Joliot 1993).
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Figure 4.3 The effect of successive single-turnover flashes on oxygen flash yields. Note that the flash

yield is initially low on the first flash, and is highest on the third flash. The oscillation has a four-flash peri-

odicity, the amplitude of which dampens over time with a series of successive flashes.



To account for the high yield of oxygen on the third flash in the experimental
data, Kok postulated that for some reason the dark condition is populated pri-
marily not with S0, but with the S1 state. The exact reason why the dark condi-
tion is advanced one oxidation state has never been fully explained. That the S2

and S3 states are not stable indefinitely can be demonstrated by preilluminat-
ing with one or two flashes, and waiting for some period before measuring oxy-
gen evolution on the subsequent flash. At 25°C, the S3 state decays with a half-
time of about 15 s in Chlorella (Fig. 4.4). The damping of the four-flash
periodicity could be accounted for by assuming that some fraction of the tar-
gets did advance to the next S state during the flash (a “miss”), while some
other fraction of the traps absorbed two photons (i.e., a double “hit”) and ad-
vanced more than one S state. In this way, a continuous, long train of flashes
leads to randomization of the S states. In continuous light, the S states are
completely randomized.

Using Kok’s model we can see that the oxygen flash yields measured by
Emerson and Arnold are a measure of the conversion of S3 to S4; that is, that
the oxygen produced by a flash “counts” the number of PSII reaction centers in
the S3 state. Assuming that in a long train of flashes the S states are scrambled,
and the rates of misses and double hits are equal, the number of PSII reaction
centers can be derived from the oxygen flash yields by multiplying the latter by
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Figure 4.4 The decay of the S3 state in Chlorella pyrenoidosa. In this experiment, two single-turnover

flashes were rapidly given, to populate the S3 state. This protocol was followed by a third flash with some

increasing time delay. The oxygen flash yield induced by the third flash was measured at each time point.

The results suggest that the S3 state decays with a half-time of about 13 s.
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four; the oxygen evolved at any given flash represents 25% of the total number
of PSII reaction centers.

The discovery of the S states stimulated considerable effort to elucidate the
biochemical mechanism responsible for the water-splitting reaction. A number
of investigators found EPR signals in isolated chloroplasts and thylakoid
membranes that closely corresponded to Mn(III) and Mn(IV), and oscillated
with a four-flash periodicity, in phase with specific S states (Babcock et al.
1989; Babcock and Sauer 1973; Rutherford 1989). Mn is a rather unusual tran-
sition metal in that it can exist in a wide range of oxidation states, from +2
to +7. Chemical and structural analyses of PSII complexes isolated from thy-
lakoid membranes established that for each PSII reaction center there are four
Mn and one Ca atoms. A loss of one of these five metals leads to a total loss of
oxygen evolution. The Mn atoms form a “cluster,” which is the heart of the
oxygen-evolving system in oxygenic photosynthesis. The oxidation sequence of
the Mn atoms remains unclear, but, based on a variety of spectroscopic investi-
gations and biochemical data, it appears that at least three of the four Mn
atoms sequentially lose electrons (Fig. 4.5), such that one O2 is released from
the oxidation of 2H2O. In the initial condition, three of the Mn are oxidized
from Mn(III) to Mn(IV). One of of the Mn atoms appears to be electrically silent.
Hence, the photooxidation of Mn leads to a sequential oxidation of the Mn

Figure 4.5 The Mn “clock.” Each of the S states for oxygen evolution in PSII leads to the different oxi-

dation state of Mn. There are numerous schemes to account for the oxidation states. In this scheme, two

of the four Mn atoms participate in electron transfer reactions. One by one, the absorption of photons by

P680 leads to the accumulation of four positive charges in the Mn cluster, at which point four electrons are

removed, in one fell swoop, from two molecules of water to produce one molecule of O2.
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“cluster” to give three Mn(IV) and possibly one Mn(V). The release of O2 occurs
in one fell swoop on the S3–S4 conversion.

While the four electron transfer reactions in the water-splitting process are
sequential, each driven by the absorption of a photon by the PSII reaction cen-
ter (hence, the quantum yield for each electron transfer is unity), the protons
released often follow a 0, 1, 1, 2 pattern, although other patterns may be ob-
served. The major point here is that the protons are not “stored” on some
amino acids or other molecules, but rather are released into the thylakoid lu-
men prior to the evolution of oxygen. The primary consequence of the proton
release is the acidification of the lumenal side of the thylakoid membrane
(Junge 1977).

Using nonionic detergents such as digitonin and Triton X-100, it is possible
to solubilize thylakoid membranes and, by using artificial electron acceptors,
maintain the oxygen-evolving ability of the photosynthetic apparatus. The ac-
tual site for water splitting probably occurs in one of the proteins that consti-
tute the reaction center of PSII. Based on the atomic structure of the PSII com-
plex, it is clear that the 4 Mn atoms are located on the luminal side of the PSII
reaction center protein designated D1 (discussed in chapter 6) (Ferreira et al.
2004). Oxygen evolution is facilitated by peripheral proteins called the oxygen-
evolving enhancers (or OEEs). Two of the OEE proteins, one of apparent molec-
ular mass between 22 and 24 kDa and the other between 16 and 18 kDa, can be
easily removed from the membranes by washing with NaCl. These two proteins
are not found in cyanobacteria. One protein, with a molecular mass of 33 kDa,
is bound to the lumenal side of the thylakoid membrane. This latter protein is
ubiquitous and can be removed from the membrane by washing with Tris or
CaCl2. The ease with which the three OEE proteins can be removed suggests
that they are extrinsic—loosely bound to the surface of the membrane. Re-
moval of the 33-kDa protein leads to a marked reduction of oxygen evolution
but does not prevent photochemical oxidation of the PSII reaction center.
Cyanobacterial mutants lacking the 33-kDa protein are still capable of evolv-
ing oxygen, albeit at lower rates. Hence, the 33-kDa protein appears to be es-
sential for efficient water oxidation. In both cyanobacteria and eukaryotic al-
gae, the 33-kDa protein occurs in a 1:1 stoichiometry with PSII reaction centers.
The functional role of the 33-kDa protein can be replaced by Cl− ions in vitro.
Cl− is suggested to be essential in transiently stabilizing the H+ released in the
water oxidization process.

The Formation of a Radical Pair in Photosystem II

Using isolated thylakoid membranes, parts of membranes enriched in PSII, or,
even better, purified reaction center complexes, it is possible to keep the primary



donor and acceptor artificially oxidized and reduced, respectively, with chemical
mediators. For example, the addition of hydroxylamine (NH2OH) competitively
blocks electron flow from water to the reaction center (thereby preventing the
rereduction of the donor), and dithionate, a reducing agent, keeps the acceptor
reduced. Following illumination, EPR spectra reveal the formation of an anion
radical, and optical spectra identify the acceptor as phaeophytin a (a chlorophyll
a molecule lacking Mg) (Klimov et al. 1979).The electron donor is a chlorophyll a
molecule with an oxidized–reduced absorption difference maximum near
680 nm, which thus is often called P680. Redox titration of the charge separation
gives a midpoint potential, E0, of P+

680 of +1.1 V (Renger 1992; Klimov 2003); this
is the strongest known biological oxidant.The oxidation of water requires about
0.82 V. With the electron acceptor (phaeophytin) at −0.6 V, the oxidation of P680

corresponds to a redox difference of 1.7 V, while the oxidation of water corre-
sponds to a redox difference of 1.4 V. With a 680-nm photon energy of 1.8 eV
these correspond to net energy efficiency of water oxidation of about 78%.

The photochemical oxidation of P680 leaves an electron “hole” that is tem-
porarily filled by the oxidation of an intermediate donor molecule. That donor
molecule, identified by both EPR spectra and confirmed by a specific (i.e., site-
directed2) mutation in cyanobacteria, is the amino acid tyrosine, located in a
specific protein that constitutes part of the reaction center. The single letter
code for tyrosine is Y; hence, the donor is called YZ.The electron transfer from YZ

to P+
680 takes between 20 and 300 ns, with the longer times found at higher S

states.This reaction oxidizes YZ, making it strongly electrophilic, and it oxidizes
one of the Mn atoms in the Mn cluster, leading in turn to the oxidation of water.
Thus, P680 does not oxidize water directly, but pulls electrons from a neighbor-
ing electron donor, creating a cascade of electron holes that leads to the oxida-
tion of water. Depending on the S state, the oxidation of Mn takes between 30
and 500 µs, with shorter times found for lower S states. At very high continuous
photon fluence rates, when PSII reaction centers are photochemically turning
over rapidly, electron donation from water can potentially limit photosynthesis.
This limitation can lead to unfilled electron holes in donor molecules. Such
holes can potentially lead, in turn, to the generation of free radicals that can ox-
idize or destroy pigments and proteins within the reaction center. This donor
side limitation is postulated to be the cause of some form of photoinhibition in
PSII (Aro et al. 1993; Baker and Bowyer 1994; Prasil et al. 1992).

The phaeophytin a anion radical has a midpoint electrical potential of about
−0.6 V, and is very short-lived (about 20 ps). Its electron is rapidly passed on to
a secondary electron acceptor, QA, which is a bound quinone, where it can re-
side3 for between about 150 and 600 µs. QA is identical to the fluorescence
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2 Site-directed mutations are those in which specific amino acids are altered in a protein sequence.
3 By “reside” we mean that 1/e of the electrons leave the acceptor during this period.



quencher, Q, postulated by Duysens and Sweers (1963)4 (see chapter 3). The mid-
point potential difference between P680

+ (+1.1 V) and the phaeophytin anion radi-
cal (−0.6 V) amounts to 1.7 V. If P680

+ absorbs a photon at 680 nm (= 1.8 eV), about
94% (1.7/1.8) of the energy is conserved in the primary change separation.

In the reduction of QA, the electron drops to a midpoint potential of about
0.1 V, a difference of −0.5 V. Since QA has a higher midpoint potential (i.e., is more
positive) than phaeophytin a, the rapid transfer of the electron to QA reduces the
probability of charge recombination between P680

+ and the phaeophytin anion
radical (i.e., a backreaction). Because the lifetime of the phaeophytin a anion
radical is so short, it is called an intermediate acceptor and is often designated
by the letter I, whereas QA is often called the first “stable” electron acceptor.
The photochemical charge separation reactions described are summarized as
follows:

YZ P680 I QA)
hv YZ P680

+ I− QA) YZ P680
+ I QA

− (4.5)

The reduction of QA is completed within about 300 ps after the absorption of
the excitation energy. Note that the backreaction predicts the emission of a
photon.

While the electron transfer from phaeophytin a to QA reduces the possibility
of a backreaction, or charge recombination between P680

+ and I −, a backreaction
between the acceptor and donor sides of PSII can, and does, occur. The mani-
festation of a backreaction can be demonstrated by exposing cells to a light
and then placing them in darkness. As the charges of radical pairs recombine,
a luminescence (called delayed light emission or delayed fluorescence) is given
off at the same wavelength as chlorophyll fluorescence in vivo, around 685 nm.
The backreaction primarily occurs from charge recombination between YZ

+ and
QA

−, and the half-time for the decay of this luminescence is on the order of 4 s
(Fig. 4.6). This backreaction can occur because the rate of rereduction of YZ

+

from electrons donated by the Mn cluster is much slower (several hundred mi-
croseconds) than the rate of rereduction of P680

+ (hence, the “direct” backreac-
tion between QA

− and P680
+ is very rare).The quantum yield for the recombination

luminescence between QA
− and YZ

+ is about 0.1 (Lavorel 1975).
In addition to a backreaction, there is evidence of an electron cycle around

PSII.This evidence is based on the observation that simultaneous measurements
of oxygen flash yields and variable fluorescence are sometimes uncoupled, espe-
cially under high continuous background irradiance levels (Fig. 4.7). Under
such conditions, oxygen flash yields become vanishingly low while variable
fluorescence remains at about 20% of the maximum level. Since variable fluo-
rescence is a measure of the reduction level of QA, while oxygen flash yields are
a measure of the fraction of reaction centers in the S3 state, the uncoupling
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4 It is coincidental the Q and QA have similar symbols. QA is used to designate the first (i.e., the “Ath”) quinone in PSII.



indicates that QA can be photochemically reduced but the electron that re-
duced QA did not originate from water. This cyclic reaction is similar to a back-
reaction, but it is much faster than that of the direct backreaction between YZ

+

and QA
−. It has been suggested that the cycle is mediated by cytochrome b559, an

electron carrier found in all PSII reaction centers that has no known role in di-
rect forward or backward electron transfer reactions (Falkowski et al. 1986a;
Heber et al. 1979; Prasil 1996).

All the prosthetic groups in PSII (and PSI, for that matter) are bound to specific
proteins. In PSII, two proteins in particular, designated D1 and D2, provide scaf-
folding for the Mn in the water-splitting complex and contain YZ, P680, phaeo-
phytin a, QA, and the QB binding site (which we shall discuss shortly). Although
we examine these proteins in more detail in chapter 6, it should be recognized
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Figure 4.6 The decay of luminescence in Chlorella pyrenoidosa. When an oxygenic photoautotroph is

taken from the light to darkness, some small number of reaction centers is trapped with a reduced QA

and/or QB pool (see Fig. 4.1). In the absence of light, the electrons on these acceptors cannot advance to

PSI, but they can back react with electron “holes”on the donor side of PSII. Even though there is a poten-

tial energy barrier that prevents this backreaction, it still can occur. The backreaction leads to the emission

of photons, the intensity of which decays over a period of a few seconds (solid line). In the specific exam-

ple shown, the sample was preilluminated with two flashes, thereby advancing the S states from S1 to S3.

Deconvolution of the luminescence decay reveals a component that decays with a half-time of 3.2 s (dot-

ted line), and one that decays with a half-time of 12 s (dashed line). The former is a consequence of S3QB
−

recombinations, while the latter is due to the charge recombination from S2QB
− .



that they are essential for orientation and positioning all of the electron trans-
port components in the reaction center (Murphy 1986).

The Acceptor Side of Photosystem II

For photosynthetic electron transport to proceed, the reduction of QA must be
followed by its oxidation. QA

− transfers electrons one at a time to a second
quinone, designated QB. Isolated QA and QB are identical plastoquinone mole-
cules; however, in vivo the two electron carriers have different characteris-
tics, which are conferred by their association with different proteins. QA is
chemically bound to its specific protein, whereas QB can be removed with mild
solvents. The electron transfer between QA and QB can be monitored by follow-
ing fluorescence decay on the microsecond timescale using a pump-and-probe
technique (Crofts and Wraight 1983; see chapter 3).
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Figure 4.7 Changes in variable fluorescence and oxygen flash yields as a function of background light.

These two variables provide information on the fraction of open/closed reaction centers as perceived

from the donor side and acceptor side of PSII. At very low background irradiance, oxygen flash yields are

lower than maximum because the time interval between “hits” is not sufficient to keep the S3 state pop-

ulated to its maximum level (see Fig. 4.4). Variable fluorescence, measured with a pump and probe

method (see Fig. 3.16), often decreases upon exposure to very low light, presumably because some reac-

tion centers contain a small fraction of reduced QA. As light intensity is increased, a plateau in both variable

fluorescence and oxygen flash yields is encountered. This plateau corresponds to a region of irradiance

when statistically “all” reaction centers are open and functional at any moment in time, i.e., light absorp-

tion limits electron transport. At higher irradiance levels, both yields decrease reflecting an increased prob-

ability of encountering a closed reaction center. At very high irradiance, fluorescence yields may remain

higher than oxygen flash yields, suggesting some small fraction of electrons can cycle around PSII.



By varying the time between the pump flash and the probe flash, the decay in
fluorescence is found to be proportional to the rate of oxidation of QA

− (Fig. 4.8).
If a single pump flash is used, fluorescence decays with a half-time on the or-
der of 150 µs. Following two pump flashes, it decays with a half-time of 600 µs.
The fluorescence decay of a third flash is comparable to that of the first, while
that of a fourth flash is comparable to that of the second. Thus, the kinetics of
fluorescence decay follow a binary oscillation. This periodicity is explained by
showing that QB sequentially accumulates two electrons and two protons; the
first electron transfer is rapid, the second is slower. These kinetics are de-
scribed by the reaction sequence as follows:

QA + e− → QA
− (4.6a)

QA
− + QB → QA + QB

− (4.6b)

QA
− + QB

− → QA + QB
2− (4.6c)

QB
2− + 2H+ → QH2 (4.6d)

This portion of the photosynthetic electron transfer chain is often called the
two-electron gate.
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Figure 4.8 A schematic representation showing how a pump and probe fluorescence technique can

be used to follow the oxidation of QA
−. By increasing the interval between the pump and second probe

flash, it is possible to follow the kinetics of decay of fluorescence. That decay is proportional to the oxi-

dation of QA
− .
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The proton and electron transfer from QA to QB is competitively inhibited by
atrazine and substituted urea compounds, of which 3’(3,4-dichlorophenyl)-
1’, 1’-dimethyl urea (DCMU) is the most commonly used (Table 4.2). DCMU
binds competitively with QB to one of the proteins constituting the reaction
center. This protein, referred to as D1, is also called the “herbicide-binding pro-
tein.” Upon the addition of DCMU or atrazine and subsequent exposure to
light, QA becomes reduced and cannot be oxidized efficiently by QB; hence, PSII
reaction centers become closed and fluorescence becomes high. Over a period
of time in darkness, however, QA can become reoxidized by the backreaction.
These results experimentally confirmed the basic hypothesis put forth by Duy-
sens and Sweers (1963) that the change in fluorescence yield of chlorophyll in
vivo is primarily a consequence of the oxidation level of a quencher on the ac-
ceptor side of the reaction center.

The reduction of QB is virtually isoenergetic with the oxidation of QA
−, the dif-

ference being only about 0.1 V. The equilibrium constant for the first electron
transfer is about 25, favoring the reduction of QB, while that for the second
electron is only about 5. To prevent the equilibrium rereduction of QA with re-
duced QB from becoming a significant impediment to further electron trans-
port, the doubly reduced QB (which has accumulated two negative charges) ex-
tracts 2H+ from the stromal fluid; it dissociates from its binding site to become
part of the plastoquinone (PQ) pool, leaving an empty “pocket” to be filled by an
oxidized plastoquinone.

Free (i.e., unbound) plastoquinonol5 is a highly hydrophobic molecule (Fig.
4.9). It diffuses throughout the center of the lipid bilayer that constitutes the
thylakoid membranes; the diffusion coefficient is on the order of 10−9 cm2 s−1.
The size of the plastoquinone pool in vivo can be estimated from the difference
in the fluorescence induction curves with and without DCMU. The area over the
induction curve in the presence of DCMU is proportional to the number of elec-
tron equivalents represented by oxidized QA (see chapter 3). In the absence of
DCMU, QA can turn over repeatedly, but if the actinic light is strong enough the
fluorescence will rise to the same level as that obtained with the herbicide. The
area over the nonpoisoned fluorescence induction curve represents the number
of electrons that have passed through QA to the plastoquinone pool before the
latter becomes completely reduced. The difference between the areas reflects
the number of electron equivalents required to reduce the plastoquinone pool.
This number is twice the plastoquinone pool size (each plastoquinone-reduced
accepted two electrons, but each QA

− turnover represents a single electron trans-
fer). Assuming a stoichiometry of QA to P680 of 1, the ratio of plastoquinone to
PSII reaction centers varies from about 5:1 to 20:1; consequently, this plasto-
quinone is called the plastoquinone pool (Fig. 4.10).

5 The terms plastoquinone, plastosemiquinone, and plastoquinol correspond to fully oxidized, partly reduced (one elec-
tron and one proton), and fully reduced (two electrons and two protons) forms of the same molecule.
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The total plastoquinone pool size can also be assayed spectrophotometri-
cally. Plastoquinone can be extracted with organic solvents such as acetone or
methanol and, following fractionation with organic solvents, can be oxidized
with ferricyanide and reduced with sodium borohydride. The oxidized-minus-
reduced difference spectra can be used to calculate the total quinone pool size.

PQH2 is oxidized by cytochrome b6/f, a multimeric protein complex contain-
ing two cytochrome b6 molecules with a molecular mass of 25 kDa, one cyto-
chrome f molecule with a mass of 33 kDa, an iron–sulfur protein of 20 kDa, and
an 18-kDa protein called subunit IV (Kurisu et al. 2003). Subunit IV interacts
with the iron–sulfur protein and cytochrome b6 to form a pocket where plasto-
quinol “docks” to the complex. The overall complex is a dimer of the four

138 | Chapter 4

Figure 4.9 The structures of plastoquinone and plastoquinol.

Figure 4.10 The analysis of fluorescence induction curves to derive the relative fraction of QA and plas-

toquinone. If a fluorescence induction curve is obtained in the presence of DCMU, it can be assumed for

all practical purposes that, once it becomes reduced, QA does not undergo reoxidation within the time of

the measurement. Under such conditions, the rate of rise will be proportional to the functional absorption

cross section of PSII, and the area over the induction curve will be proportional to the number of electrons

transferred to QA. As QA can accept only one electron, this area is a measure of the relative number of re-

ducible QA molecules. If the same measurement is made in the absence of DCMU, but with a sufficiently

strong actinic light, QA
− will reduce plastoquinone. This process will continue until the plastoquinone pool

is reduced. The area over the induction curve in this case is proportional to the sum of plastoquinone and

QA in the system.
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proteins, with an apparent molecular mass of about 210 kDa and is an integral
part of the photosynthetic membrane (Cramer et al. 1996; Kurisu et al. 2003).

The oxidation of plastoquinol (PQH2) by the cytochrome b6/f complex in-
volves two single-electron transfer reactions and can be measured using a
spectrophotometric technique called flash photolysis.6 In this method the
change in absorption of a molecule is measured following a flash. The time
course of the flash kinetics can be used to deduce the oxidation rate of the
donor. This technique can be used to follow the oxidation of PQH2 by measur-
ing the kinetics of the reduction of cytochrome b6/f. This reduction occurs on
the order of 1 to 10 ms, or about 2- to 50-fold slower than the reduction of PQ
(i.e., QB) by QA. The oxidation can be inhibited by some substituted artificial
quinones, especially 2,5-dibromo-3-methyl-6-isopropyl-p-benozoquinone (DB-
MIB). Whereas the application of DCMU prevents the reduction of PQ, the ap-
plication of DBMIB prevents its oxidation. Thus, the use of the inhibitors
DCMU and DBMIB allows the redox state of the plastoquinone pool to be artifi-
cially modified.

In the oxidation of PQH2, two electrons are passed sequentially (i.e., one at
a time) from the iron–sulfur (nonheme) protein to cytochrome f within the

The Cytochromes

The nomenclature of cytochromes is based on their absorption bands. Like all
hemes, cytochromes have a blue Soret absorption band, called the γ band,
that is spectroscopically obscured by that of the chlorophylls in vivo. A second
absorption band, the β band, is found between 515 and 530 nm and is also
common to all cytochromes; this absorption band is not particularly useful in
distinguishing among the different cytochromes. The third band, the α band,
is found in the orange-red region, or about 600 nm for a-type cytochromes;
at about 560 nm for b-type cytochromes; and at or near 550 nm for c-type
cytochromes. Thus, cytochrome b6 has an absorption maximum at 563 nm,
whereas cytochrome f (which is a c-type cytrochrome—the f designation
comes from the Latin, folium, meaning “leaf ”) has an absorption difference
maximum at 554 nm. Coupled with relatively low extinction coefficients of
about 17 mM−1 cm−1, the overlap of absorption bands often complicates the
determination of cytochromes by spectrophotometric methods, especially in
vivo. In vitro, redox mediators are often used to discriminate among cyto-
chromes, taking advantage of their often different midpoint potentials (Fig.
4.11). Alternatively, other methods, such as EPR spectroscopy, can be used to
assay cytochromes as the oxidized Fe3+ in the heme is paramagnetic.

6 Flash photolysis was a technique developed by Sir George Porter, who won the Nobel Prize in chemistry for the elu-
cidation of fast photochemical reaction mechanisms.



cytochrome b6/f complex. The oxidation of PQH2 is the slowest step in electron
transfer in the photosynthetic electron transport chain, but this should not be
construed as the overall slowest step in photosynthesis—at light saturation, it
is ultimately limited by carbon fixation. Because the oxidation of PQH2 is so
slow, however, under moderate light over 90% of the PQ pool can be reduced
while the cytochrome b6/f complex is oxidized. Moreover, each PQH2 molecule
does not pass its electrons and protons to another PQ in “bucket brigade” fash-
ion, but rather must diffuse laterally through the membrane to the cytochrome
b6/f protein complex. The potential for accumulation of electrons in the PQ
pool effectively makes the pool an electrical capacitor, temporarily storing re-
ducing equivalents.

The oxidation of each PQH2 is accompanied by the release of two protons into
the fluids bathing the inner side of the thylakoid membrane (i.e., the lumen). The
thylakoid membrane in vivo is not especially permeable to the passive diffusion
of protons, and thus the transport of protons from the outer (i.e., stromal) side of
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Figure 4.11 (a) A reduced minus oxidized absorption difference spectrum for cytochrome f.

The major absorption difference peak at 420 nm is obscured in vivo by the Soret band of chloro-

phyll a, hence the absorption band at 554 nm is usually measured (see inset). The oxidized spec-

trum is made in the presence of excess potassium ferricyanide while the reduced spectrum is

made in the presence ascorbate. (b) A detail of the oxidized minus reduced difference spectra of

three major cytochromes found in thylakoid membranes, namely cytochrome b559, cytochrome f,

and cytochrome b6. Note that the oxidized minus reduced spectra for the three are obtained with

different redox mediators.



the thylakoid membrane to the inner side produces both an electrical and a pH
gradient, which together constitute an electrochemical gradient. The electrical
gradient is a consequence of the +1 charge carried by the proton (Cramer 1982).

The proton gradient represents a considerable storage of free energy. This
potential energy can be calculated from

(4.7a)

= ∆ψ − 59∆pH (4.7b)

where ∆p is the proton motive force in volts, ∆ψ is the electrical potential dif-
ference across the membrane (P-phase to N-phase), and ∆pH is the pH gradient
across the membrane (P-phase [lumen] to N-phase [stroma]). The electrical gra-
dient can sometimes be measured by neutral microelectrodes, by using the dis-
tribution of ions, which are intrinsically able to penetrate the membrane (SCN−;
triphenylmethylphosphonium+) or are allowed to equilibrate by added iono-
phones (Rb+ in conjunction with valinomycin). The pH gradient can be indi-
rectly inferred by following the quenching of fluorescence of an artificial dye
such as 9-aminoacridine. These methods do not work particularly well in in-
tact cells. An alternative method, which is applicable in vivo, is based on the
change in absorption of a thylakoid-membrane–bound carotenoid, β-carotene,
within PSII reaction centers. Empirically, the transthylakoid electrochemical
gradient affects the absorption spectrum of the carotenoid with an absorption
change at 518 nm—the larger the gradient, the larger the absorption change.
The absorption difference is linearly proportional to the gradient. This so-
called electrochromic shift takes advantage of a Stark-like effect (chapter 2) and
can be used to quantify the electrical gradients either transiently following a
flash, or under steady-state conditions (Buchel and Garab 1995; Gottfried et al.
1991; Paillotin and Breton 1977). Under steady light conditions, ∆p reaches a
value of about 0.18 V.

The number of protons obtained during the oxidation of PQH2 by the cyto-
chrome b6/f complex is greater than that predicted from the number of elec-
trons transferred to the complex by the linear oxidation of the PQH2 pool. Lin-
ear oxidation gives an expected H+/e− ratio of 1, while the measured values are
closer to 2. To account for the apparent mismatch between protons obtained
and electrons transferred, a cycle is postulated in which one of the electrons
donated by PQH2 to cytochrome b6/f cycles back to PQ (which now has lost it
protons). In the cycle, electrons from a semi-oxidized PQH2 reduced cy-
tochrome f can reduce one of the two cytochrome b6 molecules and release 2H+

into the lumen (Fig. 4.12). The reduced cytochrome b6 can, in turn, transfer its
electrons to the second b6 molecule, which, after two turnovers, rereduces PQ to
PQ2−. The negatively charged PQ2− can accept two more protons from the stro-
mal side to form PQH2, and release the protons into the lumen. This so-called

∆ = ∆ ∆p
RT
F

ψ −






2.303  pH
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Q cycle, or cytochrome cycle, effectively doubles the stoichiometry of protons
translocated per electron translocated; that is, two H+ are moved per net elec-
tron transferred from plastoquinol to cytochrome b6/f. Note that the Q cycle
does not require the absorption of additional excitation energy by a reaction
center, and therefore does not affect the maximum quantum yield for oxygen
evolution. This type of cycle was postulated by Peter Mitchell (who won the
Nobel Prize for the theory of the coupling of ATP to electrochemical and proton
gradients) for the cytochrome bc1 complex in mitochondria, a complex that has
structural analogies to the cytochrome b6/f complex in chloroplasts (Mitchell
1975; Crofts 2004).

The Q cycle is a nebulous and unresolved area of photosynthetic electron
transport. The two hemes in the cytochrome b6 protein have slightly different
redox potentials and are spaced within the protein at opposite sides of the thy-
lakoid membrane. One of these is located closer to the lumenal side or P side
(Fig. 1.1) and is sometimes called the low-potential heme, while the second is
closer to the stromal or N face, and is sometimes called the high-potential
heme. The measured Em7 values for the two hemes are somewhat variable. The
low-potential heme is generally thought to have an Em7 of about −0.05 to −0.08 V,
while the high-potential heme is + 0.12 V. Thus, the ∆Em between the two hemes
is about 0.70 to 0.12 V. While this potential difference can favor the electron
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Figure 4.12 The proton-motive Q cycle according to Mitchell (1975). In this cycle, plastoquinol is ox-

uded by a low potential cytochrome b6, and protons carried by the molecule are deposited in the thy-

lakoid lumen. The plastoquinone can then cycle back to the stromal side and accept an electron from a

high potential cytochrome b6, and extract protons from the stromal phase.



transfer from the high-potential cytochrome b6 to PQ, the kinetics of the electron
transfer are not well resolved in vivo (see Cramer et al. 1996 and Kurisu et al.
2003 for reviews).

To derive the overall stoichiometry of H+ transport from stroma to lumen
per electron flowing from water to (ultimately) CO2, we need to also consider
the protons deposited in the lumen of the thylakoid for each electron ex-
tracted from H2O by the photochemical oxidation of P680. This is balanced by
protons taken up on the stromal side of the membrane during the reduction
of CO2 to CH2O, using (ultimately) an electron obtained from PSI. If the Q
cycle is operating, the overall stoichiometry of H+ moved from the stroma to
the lumen per electron transferred from H2O to CO2 (i.e., the so-called H+/e−

ratio) is three, whereas it is two if the Q cycle is not operative (Kobayashi
et al. 1995).

The protons removed from the stroma and deposited in the lumen store up to
18 kJ per mole H+ transported as an electrochemical gradient. It had been
thought that almost all of the steady-state energy difference was as a ∆pH (Eq.
4.7), equivalent to a pH gradient of 3 units. However, it appears that a significant
fraction of the proton free energy in the steady-state in higher plants (Cruz
et al. 2001; Kramer et al. 1999, 2004) and Chlamydomonas (Tang and Wei 2001;
Cruz et al. 2005) occurs as an electrical potential difference. This parsing of the
proton gradient is important when considering the relationship between the
energetics of photophosphorylation and the role of low luminal pH in the regu-
lation of light-harvesting antenna pigments under supraoptimal irradiances
(Kramer et al. 2004).

Photophosphorylation

The 18 kJ per mole H+ in the proton gradient across the thylakoid membrane
can be used to make ATP when the H+ circuit is completed by the movement of
H+ from the lumen back to the stroma through the ATP synthase complex (Nel-
son 1980). ATP synthase is a multiprotein complex with an average molecular
mass of 500 kDa. It consists of a 200-kDa CF0 (CF is the abbreviation for “cou-
pling factor”) integral membrane protein and a 390-kDa CF1 peripheral protein
attached to CF0 on the stromal side (see chapter 6). Isolated CF0 components
act as a H+ channel, allowing the equilibration of the proton gradient across
the thylakoid membrane (Fig. 4.13). Under appropriate conditions, the CF1 com-
plex acts as an ATPase, capable of hydrolyzing ATP to ADP and orthophos-
phate. In combination, the CF0CF1 supercomplex couples the vectorial move-
ment of H+ across the membrane (lumen to stroma) to the scalar synthesis of
ATP. The process is potentially reversible, and the direction of the reaction is
determined by the equilibrium of the substrates. Given a high ATP level and a
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low pH gradient, the complex will operate in “reverse,” pumping H+ across the
membrane (stroma to lumen) by hydrolyzing ATP.

However, under normal conditions in the light, when a pH gradient is estab-
lished and ATP is consumed by anabolic processes, the CF0CF1 complex cou-
ples the free energy available from the translocation of 4 mol of H+ from lu-
men to stroma to the phosphorylation of ADP to produce 1 mol of ATP (Berry
and Rumberg 1996; Kobayashi et al. 1995). The energy conserved in each γ-
phosphate bond of ATP is equal to 0.34 eV. With 18 kJ per mol protons of en-
ergy in the pH gradient and not more than 45 kJ per mol needed to phosphory-
late ADP in the stroma in the light, the ATP synthase conserves approximately
63% of the energy in the proton gradient. The value of 4 mol of H+ moving
through the CF0CF1 complex per ADP phosphorylated is the nearest integer re-
sulting from direct measurements of the stoichiometry (Allen 2003; Blanken-
ship 2002). As will be seen in chapter 6, the stoichiometry calculated from the
structural biology of CF0CF1 is higher, i.e., 14/3 or 4.67. This is rather different
from 4.0, but for good experimental reasons there is significant spread in the
data from direct measurements (Allen 2003; Blankenship 2002). With the H+ to
ATP ratio of 4, and 3 electrons transported from stroma to thylakoid lumen
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Figure 4.13 An overall scheme for electron and proton transport in the photosynthetic membrane. The

orientation of the two photosystems is critical. The water-splitting side of PSII faces the thylakoid lumen,

and the protons extracted from water are deposited there. Additional protons are added as a conse-

quence of the oxidation of plastoquinol. The proton gradient is dissipated through the CF0 CF1 ATPase,

leading to the formation of ATP in the stroma. Moreover, the reducing side of PSI faces the stroma, and

provides reductant in the form of NADPH through the action of ferredoxin NADPH reductase.



per electron moving from water to NADP+ (Fig. 4.13), 3 ADP are phosphorylated
per 2 NADP+ reduced. This NADPH:ATP ratio of 2:3 is exactly what is required
by the Calvin-Benson (photosynthetic carbon reduction) cycle for reduced CO2

to carbohydrate (without any complications from photorespiration or inor-
ganic carbon concentrating mechanisms; chapter 5), while the H+ to ATP ratio
of 4.67 would leave a shortfall of ATP. We return to the possible requirement
for more ATP than is generated in noncyclic electron transport later in this
chapter.

Interestingly, there was a reluctance to accept the concept of ATP formation
resulting from a pH gradient established by photochemical reactions in a
chloroplast. Before the 1950s the biological phosphorylation of ADP to produce
ATP had been identified as associated with water-soluble proteins in “sub-
strate-level phosphorylation” and with mitochondrial and bacterial membranes
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ATP Hydrolysis

How much energy is available from the hydrolysis of the terminal phosphate
bond in ATP? The energy of hydrolysis of ATP can be measured as heat produc-
tion. The actual amount of energy released is dependent on the relative con-
centrations of the products and substrates of the reaction, and is quantified by
the change in free energy, ∆G. In classic biochemical texts, the free energy of
hydrolysis of ATP to ADP and Pi (inorganic phosphate) is usually calculated un-
der “standard conditions” assuming 1 mol per liter for the substrate and prod-
ucts at 25°C. Under these conditions, the standard free energy, ∆G°, is given as

(4.8)

and is equal to about −29 kJ per mol, where the minus sign signifies that the
reaction is exergonic. It is important to understand that this value is for an
equilibrium reaction, where an equilibrium constant, K, is defined as

(4.9)

In vivo, however, the rate of formation of ATP is generally extremely high rela-
tive to the pool for ADP. The condition in a living cell is far from equilibrium,
and [ATP]/[ADP] ratios are high but also variable; hence, the ∆G for the hy-
drolysis of ATP is higher than that calculated for standard conditions and is not
constant. It ranges from about −45 to about −55 kJ per mol (Alberts et al.
1983). By maintaining a large disequilibrium between ATP and its primary hy-
drolysis products, the cell is able to direct biosynthetic reactions without ma-
jor backreactions.

K =
[ATP]

[ADP] [P ]i

∆ =G RT°  ln
[ATP]

[ADP] [P ]i



as “oxidative phosphorylation.” In the early 1950s some in vivo indications
were obtained for whole cells of the unicellular green microalgae and sub-
merged vascular plants (Kandler 1950; Simonis and Grube 1952; Wassink et al.
1951) that were consistent with a light-dependent phosphorylation of ADP.
This work showed a light-dependent decrease in intracellular inorganic phos-
phate, and a light-stimulated rate of ATP-dependent glucose assimilation and
of 32P-inorganic phosphate assimilation under anaerobic conditions. How-
ever, this work fell short of the unequivocal demonstration of a process other
than glycolytic or mitochondrial ADP phosphorylation involved in the light-
dependent phosphorylations. Even under anoxia, it was reasonably argued
that illuminated photosynthetic cells could produce O2 and thus permit mito-
chondrial as well as glycolytic phosphorylations.

At the same time, the work by Melvin Calvin, Andrew Benson, and their col-
laborators showed that the intermediates of CO2 fixation pathways were phos-
phorylated (see Calvin and Bassham 1962; chapter 5). This work indicated the
need for large, light-stimulated (if not light-dependent) phosphorylation pro-
cesses as this major metabolic pathway occurs only in the light. Based on the
rate of fixation of CO2 and the concomitant consumption of ATP, it became
clear that the rate of ATP synthesis in the light must be at least five times that
in the dark.

Breakthroughs in demonstrating light-dependent phosphorylation came in
the early 1950s from work on subcellular systems, namely chromatophores of
photosynthetic bacteria (Frenkel 1956) and “chloroplasts” of terrestrial plants
(Arnon et al. 1954, 1965; Jagendorf 2002). It is now known that the “chro-
matophores” of purple photosynthetic bacteria are invaginations of the plas-
malemma, while the chloroplasts used in these early experiments had damaged
envelope membranes that fortuitously permitted access of redox mediators and
of substrates and cofactors of phosphorylation to the thylakoid membranes
where ADP phosphorylation occurs. The work on chloroplasts, in particular,
was criticized at the time because of the need for added redox mediators, the
low rates of phosphorylation obtained, and the problems of eliminating mito-
chondrial contamination. All of these problems were overcome by Daniel Arnon
and his collaborators (e.g., Arnon et al. 1954), and by other research groups,
who demonstrated not only the light dependence of ADP phosphorylation
but also that light energized the ATP production without the need for light-
dependent CO2 fixation. There are still difficulties in directly demonstrating
ADP photophosphorylation in vivo at the rates required to sustain the observed
magnitude of CO2 fixation. Estimates of net ATP production can be undertaken
only at light–dark and dark–light transients, where induction effects on ATP
production and consumption confound matters. Estimates of ATP turnover
in steady-state illumination involve 32P-inorganic phosphate incubations.
These measurements are complicated by slow equilibration of the inorganic
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phosphate pool relative to the rate of incorporation of intracellular phosphate
in ADP phosphorylation.

Early work on the mechanism of photophosphorylation was greatly influenced
by work on oxidative phosphorylation. The role of the membrane in oxidative
and photosynthetic phosphorylation was perceived as a means of organizing the
catalysts and intermediates in two dimensions (as opposed to three dimensions
for substrate-level phosphorylation in the soluble phase, such as occurs in gly-
colysis) and of permitting the occurrence of lipid-soluble intermediates.

A revolution in our understanding of much of bioenergetics, including pho-
tophosphorylation, came from the insight of Mitchell (1961). His chemiosmotic
hypothesis was soon seen to be readily accommodated in the Z-scheme of Hill
and Bendall for O2 evolution and NADP+ reduction in thylakoids, granted cer-
tain vectorial dispositions of reactions. Indeed, work from Andre Jagendorf ’s
laboratory testing the chemiosmotic hypothesis showed that H+ gradients
across the thylakoid membrane were most likely obligate intermediates in pho-
tophosphorylation, rather than merely being in equilibrium with the real lipid-
soluble high-energy intermediate (Jagendorf and Margulies 1960).

Thylakoids were to prove an ideal test bed for the chemiosmotic hypothesis.
One advantage was that an energy supply from light was much more readily
regulated than an energy supply from a chemical reductant. Another important
advantage of thylakoids is that the H+ electrochemical gradient in thylakoids is
largely present as a pH gradient rather than an electrical potential difference.
The expected result of a transmembrane electrogenic H+ flux is a change in
electrical potential difference rather than production of a pH difference as a
result of the relative values of electrical capacitance and of H+ buffer capacity
per unit membrane area.

In mitochondria and bacterial chromatophores the conductances to K+, Mg2+,
and Cl− are low; hence, the H+ electrochemical potential gradient is maintained
mainly as an electrical potential difference. Thylakoid membranes have rather
higher conductances to K+, Mg2+, and Cl− so that the electrical potential differ-
ence component of the H+ electrochemical difference (∆ψ) is largely exchanged
via Cl− influx and K+ or Mg2+ efflux into a pH gradient (Cruz et al. 2001; Kramer
et al. 1999, 2004; Tang and Wei 2001). Essentially, continued net H+ influx was
permitted as the inside-positive (lumenal) electrical potential difference (∆p)
was dissipated by K+, Cl−, and Mg2+ fluxes. The domination of the H+ electro-
chemical potential difference by a pH gradient in thylakoids facilitates a num-
ber of tests of the chemiosmosis hypothesis. One is that illumination of thy-
lakoids in the absence of phosphorylation results in the buildup of a large H+

gradient (mol H+ m−2 membrane area). Darkening plus addition of all phospho-
rylation prerequisites (Mg2+, inorganic phosphate, ADP) yields an H+-flux–
dependent ADP phosphorylation. Another important test of chemiosmosis was
the acid-bath technique, in which the thylakoid lumen was transiently rinsed in
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a low-pH buffer and subsequently transferred to a high-pH medium. This pro-
cess generated an H+ gradient and permitted phosphorylation (provided the ATP
synthetase was activated). These results established chemiosmosis as a proba-
ble mechanism of photophosphorylation and were important in suggesting to a
skeptical biochemical audience that chemiosmosis was a possible mechanism
for membrane-associated phosphorylations. Transmembrane pH differences
were more acceptable to most biochemists as a driving force for phosphoryla-
tion than what they then felt was the nebulous concept of transmembrane elec-
trical potential differences.

The formation of ATP is coupled to the H+ and electrochemical potential gra-
dients (mainly present as the ∆pH component) established across the thylakoid
membrane by the light reactions. A series of inhibitors are known to “uncouple”
these processes, and in so doing ATP synthesis is abolished but electron trans-
port proceeds, often at a faster rate.There are different types of uncouplers that
can be used to examine, for example, the relative importance of the pH gradient
or electrochemical potential to the synthesis of ATP. Any agent that can disrupt
membrane permeability—such as detergents (including household detergents),
as well as solvents and hydrophilic hydrocarbons—can act as an uncoupler.
Many of these are components of anthropogenic pollution, especially in fresh-
water ecosystems. In biochemical and biophysical investigations, however,
three types of uncouplers are especially useful in understanding some of the
mechanisms of photophosphorylation in secondary processes (e.g., protein syn-
thesis or membrane transport). Carbonyl cyanide m-chlorophenylhydrazone
(CCCP) and its fluoro derivative (FCCP) can cross the cell membranes in their
dissociated (anionic) and undissociated form and abolish both the pH and elec-
trochemical gradients. Ionophores such as nigericin and valinomycin also act
as uncouplers; the former collapses the pH gradient but not the electrical gradi-
ent, while the latter does the opposite. Neither of these (or any other ionophore)
is specific for thylakoid membranes; they can operate as carriers or shuttles for
protons or other ions in any membrane, including the plasmalemma. Thus, al-
though their application to studies of photosynthesis in intact cells is limited,
they are extremely useful in studies on isolated thylakoids.

Finally, weak bases can act as uncouplers by becoming reversibly proto-
nated. Of occasional interest here is ammonium because in some aquatic sys-
tems its concentration may become appreciable. It should be noted, however,
that the concentration of NH4

+ required to uncouple must be sufficiently high to
develop a transthylakoid flux of NH4

+ greater than that for H+. The calculated
values for inhibition are on the order of 50 mM NH4

+, a concentration that is so
high as to be irrelevant under most conceivable aquatic conditions (even in a
high-rate oxidation pond). Thus, while NH4

+ and other weak bases (e.g., methy-
lamine) can act as uncouplers in vitro, they are not normally present in suffi-
cient concentrations in aquatic environments to inhibit ATP formation.
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Electron Transfer from the Cytochrome
b6/f Complex to Photosystem I

After receiving and manipulating electrons from PQH2, the cytochrome b6/f
complex is reoxidized by one of two small water-soluble molecules that diffuse
in the thylakoid lumen, to the reaction center of PSI. This electron transfer pro-
ceeds from cytochrome f to either a copper-containing protein, plastocyanin, or
a soluble c-type cytochrome (cytochrome c6), or by both of these in some
cyanobacteria and eukaryotic algae. Plastocyanin is a polymeric protein con-
taining four identical subunits of about 10 kDa, each with a copper atom
bound to the imidazole nitrogens of two histidines and two sulfur atoms from
cysteine; its redox midpoint potential is +370 mV. Oxidized plastocyanin, like
many other copper-containing organic molecules, is blue. Cytochrome c6

(sometimes called cytochrome c553) is a heme protein with a molecular mass of
about 10 kDa and a midpoint redox potential of +350 mV. Both molecules ap-
pear to have similar reactivities with their reductant and oxidants in vivo. The
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Distinction Between Cytochrome c6 and Cytochrome f

Soluble photosynthetic cytochrome c in algae and cyanobacteria has been
mistaken for cytochrome f in the cytochrome b6/f complex, which makes some
of the older photosynthetic literature confusing. The situation was clarified by
Wood (1976, 1977), who clearly distinguished between these two c-type cyto-
chromes based on careful redox titrations and biochemical characterizations.
The water-soluble cytochrome c6 has been found in all members of the
Chromista, Haptophyta, Euglenophyta, Rhodophyta, and Cyanobacteria that
have been examined (Sandmann et al. 1983; Wood 1976, 1977). It was also
found in 11 of the 15 strains of Chlorophyta examined (Sandmann et al.
1983), but in none of the “higher” Viridiplantae. Plastocyanin is absent from
all members of the Chromista, Euglenophyta, and Rhodophyta examined and
from 4 of the 15 strains of cyanobacteria examined by Sandmann (1986).
Plastocyanin appears to be present in all of the Viridiplantae and is the only
electron carrier described linking the photosynthetic electron transport from
cytochrome b6/f to PSI in most texts on photosynthesis.

Where plastocyanin and cytochrome c6 can both be produced, their rela-
tive levels can be manipulated by the availability of exogenous copper rela-
tive to iron (Sandmann 1986 and references therein). Generally, it is easier
to manipulate copper because this metal is incorporated into few enzymes
and proteins compared with Fe, and so its deficiency has fewer obvious
adverse effects other than a suppression of plastocyanin relative to cy-
tochrome c6.



reduction of PSI that has been photochemically oxidized, by either cytochrome
c6 or plastocyanin, occurs with a half-time of about 500 µs. On a molar basis
there is approximately one plastocyanin or cytochrome c6 per PSI reaction
center.

The Acceptor Side of Photosystem I

Electrons delivered to PSI reduce the chlorophyll a dimer P700. The absorp-
tion of a photon leads to the oxidation of P700 to P700

+ . The immediate electron
acceptor from P700

* is a chlorophyll a molecule, designated A0. The elec-
tron transfer for the primary donor, P700, poised at about 0.5 V, to A0 poised at
−1.10 V, occurs on the scale of 10–30 ps and is followed by the transfer of the
electron to a phylloquinone (vitamin K1) molecule, designated A1. The half-
time for this electron transfer is about 35 ps. From A1, the electron is passed
to an iron–sulfur complex, Fx, within about 100 ns (Chitnis 2001). Fx is oxi-
dized by a second iron–sulfur complex, FB/FA, that ultimately transfers the
electron to a nonheme iron protein, ferredoxin. This entire cascade of electron
transfer events occurs in <100 µs. Ferredoxin has a midpoint potential of
about −0.43 V, but has a molecular weight of about 11,000 and does not dif-
fuse easily across the thylakoid membrane. Through the action of the
membrane-based enzyme ferredoxin-NADP reductase (FNR), ferredoxin re-
duces the readily diffusible, low molecular weight molecule NADPH, which is
used as a source of electrons and protons for the reduction of carbon dioxide.
Some fraction of the reduced ferredoxin is used as a cofactor for enzymes re-
sponsible for the reduction of NO2

− to NH4
+, and SO3

2− to the level of sulfhydryl
(−SH). In the absence of iron, many photoautotrophs synthesize a flavin-based
electron transport component, flavodoxin, that serves in place of ferredoxin
(LaRoche et al. 1995).

In the light, electrons from reduced ferredoxin may also be used to reduce a
small, 12-kDa, water-soluble protein called thioredoxin. The electron transfer
is mediated by an iron–sulfur-containing enzyme, ferredoxin–thioredoxin re-
ductase, located in the thylakoid stroma. Thioredoxin contains one disulfide
(i.e., S−S) bond per peptide. The reduction of the disulfide leads to the forma-
tion of two sulfhydryl (i.e., S−H) groups, which in the dark are reoxidized back
to a disulfide bridge.

Thioredoxin activates a number of enzymes in the photosynthetic carbon fix-
ation pathway (chapter 5) by reducing the disulfide groups in the enzymes.This
activation is one mechanism by which the photosynthetic electron transport
chain communicates with the dark reactions of photosynthesis. The redox reg-
ulation of thioredoxin is also critical in regulating the rate of expression of
some chloroplast-encoded genes (chapter 6).
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Cyclic Electron Flow Around Photosystem I

Although the Z-scheme appeared to account for the apparent oxidation–
reduction kinetics of the cytochrome b6/f complex, the proposal that there
were two photosystems connected in series by an electron transport chain was
not immediately or universally accepted. One objection to the scheme was
based on the observation by Arnon that the light-dependent formation of ATP
in isolated chloroplasts could occur without the concomitant evolution of mo-
lecular oxygen (Arnon et al. 1965). Thus, one of the light reactions (PSI) could
operate independently of the other. This did not exclude the Z-scheme, but it
did complicate its interpretation.

To explain the results, Arnon proposed that electrons could cycle around PSI.
In its most energetically efficient form (discussed below), the cycle takes elec-
trons from ferredoxin back to the cytochrome b6/f complex through the
NAD(P)H-plastoquinone oxidoreductase and plastoquinone, and thus via the
cytochrome b6/f complex and plastocyanin or cytochrome c6 back to P700. This
pathway allows for the generation of ATP without the oxidation of water or the
reduction of carbon dioxide (and without the formation of NADPH, which can
be used to reduce CO2). The fraction of electrons cycling around PSI is poorly
quantified in steady-state photosynthesis. However, as the minimum measured
quantum requirement for oxygen evolution is usually about 10 quanta/O2,
while the Z-scheme predicts 8, it suggests that about 20% of the photons ab-
sorbed could contribute to such a cycle under light-limiting conditions. Cyclic
electron flow around PSI is an important source of ATP in nitrogen-fixing
cyanobacteria and is the only photochemical reaction that occurs in hetero-
cysts (specialized cells found in some nitrogen-fixing cyanobacteria that con-
tain the nitrogen-fixing pathway; see chapter 8) and appears to be important in
eukaryotic cells under nutrient limitation. Cyclic photophosphorylation also
plays a role in inorganic carbon concentrating mechanisms in a number of al-
gae (see chapter 5). Furthermore, cyclic or pseudocyclic photophosphorylation
(see below) would also be required for the basic Benson-Calvin cycle with a re-
quirement of 3ATP and 2NADPH per CO2 fixed if the H+:ATP ratio of the CF0CF1

ATP synthetase were 4.67 as predicted from its structure (Gibbons et al. 2000).
Heber (2002) points out that cyclic and pseudocyclic photophosphorylation are
also involved in the regulation of PSII activity in vivo.

Because of the observation that PSI could operate independently of PSII,
Arnon was not convinced that the two photosystems were really connected in
vivo by an electron transport scheme, as envisaged by Hill and co-workers.
Compelling evidence that the evolution of oxygen required an electron trans-
port system that connected the two photosystems in series came from analy-
ses of mutants, particularly of Chlamydomonas reinhardtii. Mutants were
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developed that were incapable of photosynthetic oxygen evolution; the organ-
ism required a source of reduced carbon. By using artificial oxidants or re-
ductants applied to isolated, broken chloroplasts, it was possible to charac-
terize the component(s) of the electron transport chain that was affected by
the mutation. In this way, RP (Paul) Levine and colleagues showed that a
mutant lacking cytochrome c6 (which was called cytochrome c553 at that time)
was unable to evolve oxygen (Levine and Ebersold 1960). Analyses of this and
other mutants helped establish the Z-scheme as essential for photosynthetic
oxygen evolution, while accommodating a cycle of electrons around PSI. Sub-
sequently, a great many photosynthetic mutants of Chlamydomonas and
cyanobacteria have been characterized, and such analyses have proven in-
valuable in elucidating the function of specific components in the photosyn-
thetic apparatus.

It has been suggested that Chlamydomonas mutants purportedly lacking PSI
reaction center proteins (and hence, persumably not having any PSI photochem-
ical activity) can still be coaxed into fixing CO2 and oxidizing water (Green-
baum et al. 1995). This photosynthetic pathway is thought to operate solely by
the photochemical activity of PSII, which appears to permit the reduction of
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The Stoichiometry of Cyclic Electron Flow Around PSI

There is disagreement in the literature regarding the mechanism(s) of cyclic
electron transport and the ratio of H+ pumped from stroma to thylakoid lu-
men for each electron completing a cycle around PSI (Bendall and Manasse
1995; Peltier and Cournac 2002; Raven 2003). It seems unlikely that there is a
cyclic electron transport pathway that involves both the thylakoid membrane
NAD(P)H dehydrogenase, which, by analogy with the mitochondrial NADH
dehydrogenase, would pump 2 H+ per electron, and the proton-motive Q cy-
cle involving PQ and the cytochrome b6/f complex, which would also pump 2
H+ per electron (Peltier and Courac 2002). However, some in vivo evidence
from algae (Raven 1984a, 2003) and higher plants (Heber et al. 1995) sug-
gests a H+ to electron ratio of 4:1 in cyclic electron transport. Based on mea-
surements of the rates of ATP-requiring processes in algal cells under conditions
in which cyclic photophosphorylation is the only source of ATP, approximately
1 ATP is produced per photon absorbed by PSI (Raven 1984a). With an H+:ATP
ratio of 4 for the CF0CF1 ATP synthetase (i.e., 4 H+ moving from the thylakoid
lumen to the stroma in phosphorylating 1 ADP), 4 H+ would have to be
pumped from the stroma to the thylakoid lumen per photon absorbed by PSI
(i.e., per electron completing a cycle around PSI). An even higher H+ to elec-
tron ratio would be needed with the H+ to ATP ratio of 4.67 suggested by
structural studies of the CF0CF1 complex.



NADPH directly from cytochrome b6. The overall pathway is thermodynami-
cally permitted as the energy contained in a single quantum of red light
exceeds that for the generation of the reductant. Curiously, however, in such
mutants the maximum quantum yield for CO2 fixation is not different from the
wild-type cell in which both photosystems are presumed to operate in series,
and subsequent work on PSI mutants of Chlamydomonas showed that those
with a complete absence of PSI activity were unable to fix CO2, evolve H2 and/or
grow photoautotrophically (Redding et al. 1999). Presumably the results of
Greenbam et al. (1995) were an experimental artifact resulting from the pres-
ence of unrecognized PSI activity (Redding et al. 1999).

The Mehler Reaction or Pseudocyclic Electron Transport

An alternative suite of cryptic redox reactions that also can generate ATP at the
expense of light energy is called the Mehler reaction, or pseudocyclic electron
transport, or sometimes the water–water cycle (Asada 1999). This process in-
volves the electron transport sequence from the donor side of PSII to the re-
ducing side of photosystem I, where the O2 generated by the oxidation of water
is reduced (Fig. 4.14), ultimately leading to the production of water (usually via
H2O2). Thus, there is no net O2 exchange as a result of this process; however,
the electron transport pathway is not truly cyclic.

The Mehler reaction can be detected by following the light-dependent uptake
of the stable isotope 18O in O2 in a mass spectrometer. In this approach, the
doubly labeled tracer 18O18O is added to an algal suspension and the light de-
pendence of the consumption of the tracer is followed, while 16O16O, derived
from oxygenic photosynthesis, can be simultaneously followed. The Mehler re-
action (like all respiratory reactions involving O2) also discriminates between
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Figure 4.14 The Mehler reaction. The Mehler reaction involves a stoichiometric O2 evolution and O2

uptake involving electron flow through both photosystems and generation of a transthylakoid H+ gradi-

ent. Superoxide and H2O2 are intermediates in the reduction of O2 to H2O, and superoxidase dimutase

and peroxidases such as ascorbate peroxidase may be involved in the reduction of O2 to H2O.



18O2 and the more common isotope, 16O2; the latter, lighter isotope is much
more likely to be consumed, leaving the heavier isotope in the gas phase (Raven
and Beardall 1981b; Asada 1999).

What is the role of the Mehler reaction? The Mehler reaction appears to be
an ancient function associated with photosystem I. In some nitrogen fixing
cyanobacteria, the reaction appears to help keep intracellular O2 levels low,
thereby protecting the enzyme nitrogenase from being irreversibly damaged by
O2. However, as with cyclic electron flow around PSI, some 20% of absorbed
photons in low light could be used in the Mehler reaction, which can be cou-
pled to the phosphorylation of ADP. It should be noted, however, that the same
photons cannot be used for both truly cyclic and pseudocyclic processes. An
unresolved question is the extent of the coupling of electron transport in the
Mehler reaction to ADP phosphorylation. An optimal allocation of photons
among the photosystems with a Q cycle for H+ pumping yields 0.375 ATP per
absorbed photon for the Mehler reaction, assuming that two photons are used
to move one electron, three H+ are pumped per electron moved, and four H+ are
required to generate one ATP. If the rate of electron flow through the Mehler
reaction exceeds the demand for ATP when the Q cycle is engaged, then the
ATP/electron ratio could be decreased by one-third by disengaging the Q cycle.
Further reductions in ATP/electron ratios could be achieved by further dissipa-
tion of the H+ gradient other than via the ATP synthase (Raven 2003). A de-
crease in the H+ pumped per electron involved in the Mehler reaction is essen-
tial if the role of the Mehler reaction is to dissipate excess light. Hence, some
researchers propose that the reaction has been retained to help alleviate the
potentially damaging effects of high rates of photon absorption by photosys-
tem II (Asada 1999; but see Wiese et al. 1998).

Regulation of the Fluxes of ATP and Reductant

The two basic products of the photosynthetic electron transport chain are
ATP and reductant, especially NADPH. These two products are used for differ-
ent purposes. In addition to its role in the Calvin-Benson cycle (which we dis-
cuss in chapter 5), ATP is essential for polymerization reactions in the syn-
thesis of macromolecules, for translocation of many ions and solutes, as well
as for the activation of substrates in metabolic pathways. NADPH is used in
carbon assimilation to reduce carbonyl bonds (i.e., to saturate double bonds)
and in nitrogen assimilation. The ratio of the fluxes of ATP/NADPH is par-
tially dependent on the ratio of PSII/PSI reaction centers, as this ratio influ-
ences the relative importance of linear and cyclic electron transport. Modifi-
cation of the electron traffic is also achieved by feedbacks from the metabolic
pathway.
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It might be assumed that the Z-scheme predicts that the ratio of numbers of
PSII/PSI is unity, but that is not necessarily the case. In chromophytes the
PSII/PSI ratio is often two or more. The deviation of the ratio to values greater
than one is presumably accommodated by increased rates of electron turnover
of PSI relative to PSII. In chlorophytes and prochlorophytes, the ratio is close
to unity, while in cyanobacteria and rhodophytes it is generally 0.5 to 0.25. In
the latter groups, a fraction of PSI is assumed to operate in vivo to provide ATP
via cyclic electron flow around PSI.

In summary, the two light reactions in oxygenic photosynthesis are coupled
via an electron transport chain. The photochemical reactions in PSII generate
an oxidant that is strong enough to oxidize water. The electrons from water
produce a reductant in PSI that is strong enough to reduce carbon dioxide. Al-
though PSII is apparently thermodynamically capable of carrying out the en-
tire process independently of PSI, all known oxygenic photoautotrophs contain
both photosystems. In the next chapter we examine how the products of the
light reactions are used to reduce inorganic carbon.

Photosynthetic Electron Transport and Photophosphorylation | 155



Carbon Acquisition and Assimilation

The NADPH and ATP generated by the electron transport chain in the thylakoid
membranes couple the light reactions to carbon fixation and, ultimately, to cell
growth. For a microalga growing photoautotrophically, approximately 95% of
the NADPH and more than 60% of the photosynthetically generated ATP are
used to assimilate and reduce inorganic carbon. Although there are a variety of
carbon-fixing pathways in anoxygenic photoautotrophs, in oxygenic photoau-
totrophs the pathway for inorganic carbon fixation invariably involves the en-
zyme ribulose-1,5-bisphosphate carboxylase/oxygenase (Rubisco). As we shall
explain shortly, Rubisco can use only CO2 as a substrate. Hence, inorganic car-
bon uptake must ultimately lead to the formation of CO2 in the chloroplast
stroma. Here we first examine the problems related to carbon availability in
aquatic systems and then address the biochemical pathways for the assimila-
tion of inorganic carbon.

The Physics and Chemistry of Inorganic Carbon
in Aquatic Environments and Organisms

CO2 is found in the atmosphere as a gas. The molecule is linear and un-
charged. Molecular orbital calculations for CO2 suggest that the bonding be-
tween the carbon and two oxygen molecules involves both s and p orbitals,
where the former contribute to σ bonds and the latter to π bonds. In terrestrial
plant photosynthesis, CO2 is acquired as a gas from the atmosphere by diffu-
sion into the gaseous interstices of the leaves via specialized cells, called
guard cells, that reversibly control the size of pores, called stomata. The dif-
fusive flux between the leaf cell walls and atmosphere is controlled by the
concentration gradient.

5



CO2 is a unique gas, however. In aqueous solution it can undergo nucle-
ophilic displacement from a water molecule, leading to the formation of an ex-
tended π bond structure. The subsequent deprotonation of H2CO3 leads to the
formation of bicarbonate and carbonate anions, as described by the following
equations:

H2O + CO2) H2CO3) H+ + HCO3
−) 2H+ + CO3

2− (5.1)

The equilibrium reactions are shifted toward the right at high pH and toward
the left at low pH. Specifically, in seawater at 20°C, the pK1 for the first deproto-
nation reaction is about 6, and for the second deprotonation is about 9. Thus,
in the ocean, with an average pH of approximately 8.2, virtually all (>95%) of
the inorganic carbon is present in the form of bicarbonate ions (Fig. 5.1). Free
CO2 is found only rarely as the major species of inorganic carbon in aquatic
systems.This form of inorganic carbon is predominant in acidic lakes, whereas
carbonate is the predominant form of carbon in alkaline lakes.

The chemical equilibrium reactions between inorganic carbon and protons
form a buffering system. Indeed, in seawater the inorganic carbon equilibrium
is the major determinant of pH; hence, pH cannot be regarded as an indepen-
dent variable.

The ionic forms of CO2 do not contribute to the vapor pressure of the
gaseous form, thus the concentration of the sum of all the dissolved inorganic
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Figure 5.1 The distribution of the three inorganic carbon species as a function of pH.

1 The equilibrium constant K for the first deprotonation reaction is defined as K = [H2CO3]/[H+][HCO3
−]. The pK is −log K.

In this case, it is the pH at which the equal amounts of substrate and products exist (see Fig. 5.1).



carbon (TCO2) can greatly exceed the atmosphere/water equilibrium concen-
tration of gaseous CO2 (pCO2). The vapor pressure is predicted from Henry’s
law:

[CO2] = KH (p CO2) (5.2)

where [CO2] is the concentration of CO2 in moles/liter, KH is the Henry’s law
constant of about 10−1.5 mol L−1 atm−1 and is a weak function of temperature
and ionic strength, and pCO2 is the partial pressure of the gas in pascals (Pa,
where 1 Pa = 1 N m−2). In the surface ocean, for example, total dissolved inor-
ganic carbon (i.e., TCO2) is approximately 2 mM, while [CO2] is only about
10 µM. This [CO2] is close to that of the atmosphere (corresponding to approx-
imately 375 µmol mol−1 total gas) so that there is approximately a 50-fold
higher concentration of dissolved inorganic carbon in the ocean than of CO2

in the atmosphere2 (Table 5.1). Although it is common and convenient to ex-
press dissolved [CO2] in ocean surface waters in terms of pCO2, this can be
misleading unless it is borne in mind that this reverses causality. Rather, on
timescales of decades, sea-surface dissolved [CO2] determines the concentra-
tion of CO2 in the atmosphere. In fact, on timescales of thousands of years, the
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TABLE 5.1 Carbon pools in the major reservoirs 
on Earth

Pools Quantity (×1015 g)

Atmosphere 720

Oceans 38,400
Total inorganic 37,400
Surface layer 670
Deep layer 36,730
Total organic 1,000

Lithosphere
Sedimentary carbonates >60,000,000
Kerogens 15,000,000

Terrestrial biosphere (total) 2,000
Living biomass 600–1,000
Dead biomass 1,200

Aquatic biosphere 1–2

Fossil fuels 4,130
Coal 3,510
Oil 230
Gas 140
Other (peat) 250

2 Henry’s law is dependent on the partial pressure of the gas under consideration. At sea level, the total atmospheric
pressure is ∼101 kPa. As the volume concentration of CO2 in the atmosphere is about 0.35%, the partial pressure of the
gas corresponds to about 35 Pa. At higher elevations, as would be found for Alpine lake conditions, for example, the
equilibrium concentration of dissolved CO2 would be necessarily lower than that at sea level due to the lower overall to-
tal atmospheric pressure.
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partial pressure of CO2 in the atmosphere is determined by oceanic processes
that control the dissolved CO2 concentrations in surface waters (Broecker
et al. 1980).

Besides controlling dissolved CO2 concentrations (and pH), these processes
also determine the burial of CaCO3 in the sediments of the ocean, the continen-
tal weathering of silicates, carbonates and organic matter, and volcanic and
metamorphic outgassing of CO2 (Berner 1990, 1993; Spivack et al. 1993).

Due to the partitioning into the three phases (Eq. 5.1), the inorganic carbon
system in aquatic environments has very little chance to reach equilibrium. At
the left side of Eq. 5.1, aqueous CO2 tends to equilibrate with the gas phase
(i.e., the CO2 in the overlying atmosphere under natural conditions). At the
right side of the equation carbonate anions (CO3

2−) tend to equilibrate with the
solid phase of CaCO3 or MgCa(CO3)2. Furthermore, the equilibrium constants
for the various inorganic carbon reactions are temperature and salinity de-
pendent. The partitioning of CO2 between aqueous solution and gas phase in-
creasingly favors the gas phase as temperature or salinity increases. (One way
to remember this is to recall that warm soda water tends to outgas CO2 more
rapidly than cold soda; adding salt to the soda will accelerate the outgassing.)

The imbalance between the species of inorganic carbon in aquatic systems is
primarily related to the slowness of the uncatalyzed equilibration of dissolved
CO2 and the hydrated forms H2CO3 and HCO3

−. The association–dissociation
reactions,

H2CO3) H+ + HCO3
− (5.3a)

and

HCO3
−) H+ + CO3

2− (5.3b)

are very rapid relative to biological interactions with the inorganic carbon sys-
tem.3 However, the hydration (hydroxylation)–dehydration (dehydroxylation)
reactions,

H2O + CO2) H2CO3 (5.4a)

and

OH− + CO2) HCO3
− (5.4b)

are much slower than some key biological interactions in carbon assimilation
(Table 5.2). Accordingly, in some cases the maximum rates of carbon fixation
can be maintained only if these slow reactions are catalyzed. The enzyme car-
bonic anhydrase performs this function (Stumm and Morgan 1981).

3 For our purposes here, the rate constant, K, can be thought of as the exponential rate of change of reactant(s) to
product(s). The reactions described in Eq. 5.3 and 5.4 can be represented by so-called first-order reactions, where the
time to complete one-half of the reaction is t1/2 = 0.693/K. Rate constants are listed in Table 5.2.
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In the ocean, Ca2+ and CO3
2− are generally present in excess of the concentra-

tions in equilibrium with CaCO3, meaning that the solution is supersaturated.
Disequilibrium between dissolved inorganic carbon and solid CaCO3 is common
in natural waters. This condition is a consequence of inorganic or organic
phosphates that inhibit the nucleation of CaCO3 crystal formation and/or crys-
tal growth. Most aquatic phototrophs manipulate these inhibitors in a manner
that prevents CaCO3 precipitation on their surface even when CaCO3 in solu-
tion is well above saturation.

For the past 250 million years, most of the CaCO3 found in marine sediments
and sedimentary and metamorphic rocks (e.g., marble) results from biologi-
cally catalyzed precipitation (calcification). The biochemical pathways leading
to the formation of CaCO3 are not well understood. In photosynthetic organ-
isms, such as coccolithophorids and crustose red algae, calcification appears

TABLE 5.2 Some physicochemical attributes of carbon dioxide and other
inorganic carbon species relevant to photosynthesis by aquatic photolithotrophs

Value in seawater
Parameter Value in freshwater (35 kg salts m−3)

Concentration of CO2 in 22.4 (5°C) 18.8 (5°C)
equilibrium with 35 Pa 16.0 (15°C) 13.5 (15°C)

CO2 in the gas 11.9 (25°C) 10.2 (25°C)
phase/mmol m−3 9.3 (35°C) 8.1 (35°C)

pKa1, of carbonic acid 6.25 (5°C) 6.11 (5°C)

6.42 (5°C) 6.05 (15°C)
6.35 (25°C) 6.00 (25°C)
6.31 (35°C) 5.97 (35°C)

pKa2, of carbonic acid 10.55 (5°C) 9.34 (5°C)

10.43 (15°C) 9.23 (15°C)
10.33 (25°C) 9.10 (25°C)
10.25 (35°C) 8.95 (35°C)

0.95 × 10−9 (0°C)
1.94 × 10−9 (25°C)
in gas phase,
1.04 × 10−5 (25°C)

0.52 × 10−9 (0°C)
1.09 × 10−9 (25°C)

0.41 × 10−9 (0°C)
0.80 × 10−9 (25°C)

Rate constant for CO2 + 9.4 × 10−7 (25°C) 9.4 × 10−7 (25°C)
H2OC H2CO3/m3mol−1s−1

Rate constant for CO2 + 8.5 (25°C) 14.1 (25°C)
OH−C HCO3’

−/s−1 0.03 0.03

Rate constant for H2CO3C 14 (25°C) 8 (25°C)
CO2 + H2O/s−1

Rate constant for HCO3
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to be metabolically coupled to photosynthetic reactions. In the crustose red al-
gae, CaCO3 is precipitated extracellularly. In coccolithophorids, a glycoprotein
matrix is formed in the Golgi apparatus; CaCO3 crystal growth there creates
calcified plates, or coccoliths, which are extruded to the cell surface.

Calcification leads to a loss of one Ca2+ for each atom of carbon precipitated
(refer to Eq. 1.10). The loss of Ca2+ is compensated by the formation of H+,
which shifts the equilibrium of the inorganic carbon system, described in Eq.
5.1, to the left. Thus, on ecological timescales, calcification potentiates the for-
mation of CO2, leading to higher pCO2 while simultaneously reducing the con-
centration of total dissolved inorganic carbon. On geological timescales, the
weathering of continental rocks resupplies Ca ions. It should be noted that al-
though the biological formation of CaCO3 requires metabolic energy, the en-
ergy is not stored in the chemical bonds of the product; that is, calcification is
not a chemical reduction of CO2. Rather, the energy is used to reduce the en-
tropy in formation of the crystalline carbonate.

Stable Isotopes of Carbon

A final aspect of the physics and chemistry of inorganic carbon is the occur-
rence of stable isotopes, and the factors determining their distribution among
the various global pools. The most common form of carbon is 12C, which con-
stitutes some 98.9% of the natural carbon in the world. The remaining 1.1% is
in the form of 13C. (The natural abundance of 14C is < 0.0001%.) The molecular
collision frequency (which determines the rate of reaction in a binuclear chem-
ical process) of the lighter isotope is greater than that of the heavier isotope.
Thus, in a chemical process involving carbon, 12C is usually more likely to un-
dergo a reaction than 13C. This tendency is called isotope fractionation and
leads to different 13C/12C ratios in different natural C pools. The natural abun-
dance ratios of isotopes are usually expressed relative to an arbitrary, but pre-
cisely defined, standard. In the case of carbon, the standard usually used is a
Cretaceous sedimentary Belemnite carbonate from the Peedee deposit in South
Carolina (called the PDB standard). The isotope fractionation is generally ex-
pressed as the difference (in parts per thousand, ‰) between the sample and
the standard in the δ notation; thus,

(5.5)

The PDB standard is at the high 13C/12C end of the natural range; hence, the
δ13C values for atmospheric and dissolved CO2 and for organic carbon are gen-
erally negative.
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Our understanding of the physical–chemical basis of isotope fractionation
was largely an outgrowth of the discovery of radioactive isotopes during the
early part of the 20th century. It was realized that certain species of atoms had
identical chemical properties but different physical properties. By the late
1920s, Harold Urey isolated deuterium from hydrogen by distillation, and
demonstrated differences in vapor pressure among H2

16O, D2
16O, and H2

18O.Vapor
pressure is related to the intrinsic vibrational frequency of the nucleus of an
atom, and hence the principle of the fractionation was effectively based on the
thermodynamic properties of the isotopes (Urey 1947). The stable hydrogen
isotope deuterium was identified by its emission spectra, and Urey went on to
show that the isotopic fractionation could be predicted from knowledge of the
energy states of the atoms and their moments of inertia (i.e.,“statistical me-
chanics”). He won the Nobel Prize for chemistry in 1934.

During World War II, the thermodynamic theory of isotope fractionation was
applied to the separation of the highly fissionable 235U from the relatively inert
238U, thereby facilitating the production of atomic weapons. Interestingly, dur-
ing the war Urey, who was a professor in the chemistry department at Columbia
University in Manhattan (the atomic bomb production project was code-named
the Manhattan Project), co-authored a paper with a graduate student on the iso-
topic fractionation of 13/12CO2 in seawater (Reid and Urey 1943). This paper,
which was a model system for isotope fractionation of other (more militarily im-
portant) elements, paved the way for the use of stable isotope fractionation mea-
surements in understanding the sources and rates of fixation of inorganic car-
bon in aquatic photosynthetic organisms (Degens et al. 1968; Wong and Sackett
1978). Following the war, Urey moved to the Scripps Institution of Oceanography
where he pursued the investigation of natural and radioactive isotopes. He and
his colleagues developed interests in mechanisms of fractionation of other natu-
ral stable isotopes, especially 18O. Urey hypothesized that the isotopic fractiona-
tion of 18/17/16O in carbonates in marine sediments was primarily controlled by
the temperature of the ocean at the time of the precipitation of the CaCO3. This
hypothesis ultimately led to the use of 18/16O ratios in marine carbonate sedi-
ments to reconstruct the temperature of the ocean over geological time. This
type of geochemical inference of historical climate is called paleothermometry.
Similarly, the ratio of 13/12C in carbonates reflects the availability of soluble in-
organic carbon at the time of precipitation of the calcium carbonate; hence, this
isotope ratio in carbonates has been used to estimate the approximate concen-
tration of CO2 in the ocean over geological time (Kump and Arthur 1999). This
type of geochemical inference is called paleobarometry.

Thermodynamic or equilibrium fractionation can be thought of as an intra-
atomic phenomenon that occurs for a reversible reaction. For example, in the
case of CO2, a fractionation occurs between the atmosphere and aqueous
phases because of differences in vapor pressures of 13CO2 and 12CO2. At the
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same thermal energy, the lighter isotope undergoes a higher rate of collision,
simply as a consequence of its smaller mass. However, unlike most gases,
13CO2 does not accumulate in solution. Rather, the 13C/12C ratio in an aqueous
solution of CO2 is lower than that in a gas phase with which it has equili-
brated. This disparity is independent of the reactions shown in Eq. 5.3 and 5.4.
and is currently unexplained.

A second, and biologically important, isotope fractionation mechanism can
also occur. That process, based on the collision frequency when the system is
not in equilibrium, is called kinetic fractionation. If the reaction is kinetically
catalyzed by, for example, an enzyme, and the concentration of the substrate
molecules is relatively high so that the reaction is not limited by the rate of
supply of substrate, the product formed often has a different isotopic composi-
tion from the substrate. Kinetic fractionation occurs in the formation of or-
ganic carbon in the photosynthetic pathway and leads to a much greater deple-
tion of 13C in the product than does the precipitation of carbonate.

When considering a specific chemical reaction, it is often useful to reference
the change in isotopic composition (α, the isotopic fractionation factor) to the
substrates (sub) and products (prod) of that reaction. This equilibrium frac-
tionation factor can be written as

(5.6)

The equilibrium isotope ratio of dissolved 12/13CO2 (δ13CO2) in seawater (Zeebe
and Wolf-Gladrow 2001) ranges from about −10 to −7‰ relative to the dissolved
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C/ C

C/ C

13 12
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13 12
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[ ]
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Given that the primary source of carbon dioxide on Earth is volcanism, it is
possible to estimate the relative effect of photosynthetically produced carbon
that has been buried in marine sediments over geological time from knowl-
edge of isotopic composition of carbonates and organic matter. The basic
principle of this approach is that because photosynthetic organisms preferen-
tially assimilate 12CO2, the higher the rate of photosynthetic production
buried in marine sediments, the more enriched seawater will become with
13CO2 or its ionic equivalents (bicarbonate and carbonate ions). Hence, as or-
ganic carbon burial increases, carbonates become isotopically “heavier.” This
basic approach has been used to reconstruct the fraction of organic matter
buried relative to carbonates over geological time (Berner 2004). Assuming
that the isotopic composition of volcanically derived CO2 is approximately −
5‰, and the fractionation by RuBisCO is approximately −25‰, the average
burial ratio of organic carbon to carbonates is approximately 1:4.



bicarbonate ions. (The minus sign indicates a depletion in 13C relative to the
PDB standard.) The differences are inversely proportional to temperature, and
are a consequence of the temperature effects on the rates of hydration and de-
hydration reactions. The uptake and incorporation of inorganic carbon in pho-
tosynthetic organisms lead to a further fractionation, resulting in a depletion
of 13C in aquatic photoautotrophs. The extent of the depletion is highly vari-
able and is a function of carbon availability and of the transport processes for
inorganic carbon into the cells, as well as the carboxylation pathway (Table 5.3).
The overall effect of photosynthesis is the enrichment of the inorganic carbon
pool in 13C, while the organic carbon produced is enriched in 12C.

Carbonic Anhydrase

The reversible, kinetic equilibration between CO2 and H2CO3, described by the
reaction

CO2 + H2O) H2CO3 (5.7)

has a rate constant of 9.4 × 10−7 m−3 s−1 at 25°C. This reaction rate is slow rela-
tive to many physiological requirements, and can be rapidly catalyzed by the
enzyme carbonic anhydrase. Carbonic anhydrase is actually a group of
phylogenetically unrelated enzymes (Badger and Price 1994; Moroney et al.
2001), all of which use hydroxylated Zn in their active site (Silverman 1991;
Lane and Morel 2000; Moroney et al. 2001). However, under Zn limitation, other
elements such as Cd and possibly Co may substitute for Zn (Morel et al. 1994;
Lane and Morel 2000). Carbonic anhydrase is one of the most catalytically ac-
tive enzymes known—a turnover rate of 600,000 s−1 is not uncommon.The half-
saturation constant for the enzyme (i.e., the Km) with respect to HCO3

− ranges
from about 5 to 10 mM (see the discussion of enzyme kinetics later in this
chapter). The reactions catalyzed by the enzyme, however, are not coupled to
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TABLE 5.3 Value of α ’ (equilibrium fractionation) for partial
processes involved in oxygen and carbon solubilization and in
the assimilation of inorganic carbon into marine phytoplankton
organic material

Process α ’ Temperature

CO2(aq) + H2O) HCO3
− + H+ 1.00900 25°C

CO2(aq) + H2O) HCO3
− + H+ 1.01070 10°C

CO2(aq) + RH) RCO2
− + H+ 1.00300 25°C

CO2(g)) CO2(aq) 0.99894 25°C

CO2(g)) CO2(aq) 0.99887 10°C

O2(g)) O2(aq) 1.00073 2°C

Note. A value in excess of 1 indicates accumulation of 13C 
(or 18O) on the right side of the equation.



exergonic reactions. Thus, the enzyme alone cannot bring about a disequilib-
rium between CO2 and H2CO3/HCO3

−, meaning that it cannot bring about a
higher concentration of CO2 in comparison with HCO3

− than would ultimately
be obtained by uncatalyzed HCO3

− to CO2 conversion. Rather, these enzymes
function to supply CO2 from HCO3

− to a CO2-specific enzyme such as Rubisco,
and facilitate the diffusive transport of inorganic carbon into and within cells.
The latter role is especially important in the ocean, where free CO2 concentra-
tions are relatively low but the concentration of HCO3

− is large.
Carbonic anhydrase activity is often found on the plasmalemma and as an

extracellular, soluble enzyme. The plasmalemma and envelope membranes of
algae are impermeable to the charged HCO3

− and CO3
2− ions unless selective car-

riers or channels are present, but relatively permeable to uncharged CO2. The
diffusion of CO2 may limit the rate of carbon fixation, whereas carbonic anhy-
drase can facilitate diffusion by accelerating the formation of CO2 at or near
the cell surface. In addition, carbonic anhydrase is found at various intracellu-
lar locations, where it helps to supply the appropriate form of inorganic car-
bon to carboxylases.

The Uptake of Inorganic Carbon: The Role of Diffusion

Photosynthesis requires net transport of inorganic carbon from the bulk
medium into the cell. As the site of carbon fixation in a eukaryotic cell is in the
chloroplast stroma, which is surrounded by two to four membranes and con-
tained in a cell surrounded by a plasma membrane and often a cell wall, it is a
wonder that the inorganic carbon transport does not limit the rate of carbon
fixation. Or does it?

In some cases diffusion is the sole means by which inorganic carbon crosses
the membranes. Only CO2 can freely cross the plasmalemma or chloroplast en-
velope membranes by diffusion. The obvious mechanism is for the gas to dis-
solve in the membrane lipid phases, diffuse across the membrane, and dissolve
back into the aqueous phase at the other side. In some cases the rate of diffu-
sion by this mechanism cannot account for the observed rates of exchange
across the plasmalemma, and CO2 diffusion through protein channels has been
suggested as an alternative mechanism (Raven et al. 2002a,b). In either case
diffusion occurs from high to low concentrations of the diffusing solute. The
diffusion transport across a plane can be described by Fick’s law:

(5.8a)

where Jbs is the flux of the diffusing molecule C through the plane. J has di-
mensions mol m−2 s−1 and C has dimensions mol m−3. D is an empirically de-
rived diffusion coefficient with dimensions m−2 s−1, and l is the boundary layer

J D
dC
dlbs =
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with dimensions of length (e.g., meters). The concentration gradient is dC/dl.
This differential equation is often solved using the finite difference form:

(5.8b)

where Cb is the bulk phase concentration of the diffusing molecule, and Cs is
the concentration of the molecule at the surface of the plane (Fig. 5.2). Similar
equations describe diffusion to a cylindrical or spherical surface, or among
membranes within cells, allowing a formal, mathematical description of the
flux with values of D and C adjusted for water–lipid partition coefficients. Or-
ganisms with purely diffusive inorganic carbon supply include some freshwa-
ter and marine macrophytes (Maberly et al. 1992; MacFarlane and Raven 1990;
Madsen 1991; Raven et al. 2002a,b).

Boundary Layers

The diffusion boundary layer is the layer of fluid around all solid objects within
which molecules are diffusively translocated in a direction normal to the sur-
face of the object. The effective thickness is determined by a phase transition
between a well-mixed bulk medium to an unmixed boundary layer. The diffu-
sion boundary layer thickness depends on the size of the object, the relative

J
D C C

bs
b s( )
1

=
−

Figure 5.2 A conceptual diagram of a boundary layer. The concentration gradient from the bulk fluid

phase to the surface of the photosynthetic organism is assumed to be linear. The diffusion boundary layer,

l, is an abstraction that permits calculation of the diffusion gradient using Eq. 5.8b. In reality, the bound-

ary layer between convective and diffusive domains is not as sharp as shown.



velocity of the object with respect to the surrounding fluid medium, and the vis-
cosity of the fluid. For spherical phytoplankton cells ≤ 50 µm in diameter, the
diffusion boundary layer is effectively equal to the radius of the cell and is little
affected by movement of the cells relative to water at any realistically attainable
velocity. For attached macrophytes the diffusion boundary layer thickness de-
pends on the size and shape of the organism and the rate at which water flows
over them. Even under conditions of rapid water movement over the surface of
an attached macrophyte, with D = 1.5 × 10−5 m2 s−1, the calculated diffusion
boundary layer of 15 µm permits a maximum CO2 flux of 2.6 µmol CO2 m−2 s−1.

The boundary layer thickness can be estimated from hydrodynamic first
principles (Pasciak and Gavis 1974; Vogel 1981) or measured from models of
the organism that undergo diffusion-limited losses under in situ conditions.4

The intracellular diffusion pathlength is estimated from electron micrographs
assuming molecular diffusion coefficients. Restrictions of CO2 diffusion within
a cell, for example, as a result of impedance by membranes, are often assumed
to be offset by carbonic anhydrase in the cytosol and chloroplast stroma. This
enzyme facilitates the diffusion of HCO3

− in parallel with CO2 (Badger and Price
1994). Finally, δ13C measurements can be used in conjunction with measure-
ments of photosynthesis to estimate the total pathlength of diffusion (MacFar-
lane and Raven 1990; Maberly et al. 1992; Raven et al. 2002a, b).

As will be seen later in this chapter, the supply of CO2 to Rubisco in most
aquatic photosynthetic organisms involves a more complicated mechanism
than the diffusion process that has just been explained.

The Calvin-Benson or Photosynthetic Carbon 
Reduction Cycle

The uptake of inorganic carbon into a cell is but the first step in the photosyn-
thetic assimilation of carbon. All oxygenic photoautotrophs incorporate CO2

into organic matter by adding four electrons and four protons to the carbon
atom, effectively forming carbohydrate. The net reaction for carbon fixation
may be summarized as

CO2 + 2H2O + ≥8 photons → CH2O + H2O + O2 (5.9)

This reaction can be more explicitly described by including the reductant
NADPH and the need for ATP as follows:

CO2 + 2NADPH + 2H+ + 3ATP → (CH2O) + H2O + 2NADP+ + 3ADP + 3Pi (5.10)
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4 For example, an organism or model particle can be coated with a substance such as benzoic acid. The diffusion-
limited dissolution of the coating over time leads to a loss of mass of the organism or particle. By rearranging Eq. 5.7, the
change in weight (i.e., the flux J) can be related to 1 through the diffusion coefficient of benzoic acid.



where ATP and NADPH were generated by photosynthetic electron transport
chain (chapter 4) with the following stoichiometry:

2H2O + 2NADP+ + 3ADP + 3Pi + ≥8 photons → 
O2 + 2NADPH + 2H+ + 3ATP (5.11)

The primary metabolic pathway responsible for carbon reduction is the pho-
tosynthetic carbon reduction cycle (PCRC), alternatively called the C3 pathway
or sometimes the Calvin-Benson-Bassham cycle after Melvin Calvin, Andrew
Benson, and James Bassham who led the research team that elucidated the cy-
cle (Fig. 5.3) (Benson 2002; Bassham 2003). In eukaryotic algae, these reactions
occur in the water-soluble phase of the chloroplast stroma.

In 1940, the radioactive isotope 14C was discovered (actually, artificially pro-
duced) by Sam Ruben and Martin Kamen5 working at the cyclotron at the
Berkeley. In the early 1950s, Melvin Calvin (also at the University of California
at Berkeley) and co-workers used radioactively labeled carbon, as 14CO2, to
trace the pathway of intermediates of carbon assimilation in the unicellular
green alga Chlorella (Calvin and Bassham 1962). 14C is a convenient tracer that
enables the time course of labeling of organic compounds from 14CO2 to be de-
termined.The rationale is that the first compound formed with the highest spe-
cific activity (i.e., largest fraction of radioactively labeled carbon atoms rela-
tive to total carbon atoms) in the shortest time interval practicable is the
primary product of the carboxylation reaction. Subsequent compounds in the
reaction chain are labeled sequentially and will necessarily have lower specific
activities. Using the then new technique of two-dimensional paper chromatog-
raphy, followed by autoradiography, the group purified and identified a variety
of low molecular weight compounds that were radioactively labeled at various
time points. A system was developed where, after addition of labeled inorganic
carbon, the cells were killed virtually instantaneously by letting them drip
them into hot methanol. The labeled compounds were quantitatively degraded
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5 Martin Kamen was born in Toronto in 1913 and received his degrees in chemistry and physical chemistry from the
University of Chicago (the place to be a student in physical chemistry at the time). After completing his doctoral research
on neutron scattering, he began his career in 1937 as a radiochemist under the direction of Ernest O. Lawrence at the
Rad Lab. There Kamen became interested in photosynthesis and the related problem of carbon dioxide assimilation. In
1938, working with Samuel Ruben (who died of a freak accident in the chemistry lab), Kamen demonstrated using 11C
that water is the source of molecular oxygen in photosynthesis and not carbon dioxide. 11C was the only radioactive iso-
tope of carbon known at that time. However, Kamen was frustrated by that tracer’s short half-life (20 minutes) and set
out to find a radioisotope of carbon that would be better suited for biochemistry. In 1940, again working with Ruben,
Kamen used the 60-inch Cyclotron to bombard a graphite target with a beam of deuterium nuclei. The result was 14C,
which, with a much longer half-life (which was not well known at the time, and assumed to be in excess of 5000 years)
allowed many biochemists to trace carbon’s movement through photosynthesis, metabolism, and a host of other bio-
chemical processes. In the later part of World War II, Kamen’s politically liberal viewpoints brought him under the
scrutiny of government agencies, including the FBI. In July 1944 he was declared a security risk and Lawrence was forced
to dismiss him. A few years later, Kamen was brought before the House Un-American Activities Committee and his pass-
port was revoked. He spent 10 years in the courts before finally clearing his name and winning back his passport. Kamen
died in 2002.
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Figure 5.3 The photosynthetic carbon reduction (Calvin-Benson) cycle. This representation does not

indicate any oxygenase activity of Rubisco, i.e., it assumes a very high ratio of carbon dioxide to oxygen,

which favors carboxylase and suppresses oxygenase. The ratio of carbon dioxide fixed to ATP and

NADPH used is 1CO2:3ATP:2NADPH. Number of C atoms involved in each reaction (per 3C fixed) is

given in uncircled numbers beside the reaction arrows. The enzymes of the cycle (circled numbers) are

(1) ribulose bisphosphate carboxylase (regulated enzyme) (E.C.4.1.1.39); (2) 3-phosphoglycerate ki-

nase (E.C.2.7.2.3); (3) 3-phosphoglyceraldehyde dehydrogenase, NADP-linked (regulated enzyme)

(E.C.1.2.1.13); (4) phophotriose isomerase (E.C.5.3.1.1); (5) aldolase (E.C.4.1.2.13); (6) transketolase

(E.C.2.2.1.1); (7) fructose-1,6-biphosphate-1-phosphatase (regulated enzyme) (E.C.3.1.3.11); 

(8) sedoheptulose-1, 7-biphosphate-1-phosphatase (regulated enzyme) (E.C.3.1.3.37); (9) phospho-

pentose epimerase (E.C.5.1.3.1); (10) phosphoribulose isomerase (E.C.5.3.1.6); (11) phosphoribuloki-

nase (regulated enzyme) (E.C.2.7.1.19). The “P” in each molecule represents a phosphate group. In

cyanobacteria a single bifunctional enzyme performs the roles of enzymes (7) and (8) (Tamoi et al. 1996;

Miyagawa et al. 2001).



to enable their identification. The first labeled product formed was a three-
carbon molecule, subsequently identified as 3-phosphoglyceric acid.
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Radioactive Tracers

The use of radioactive tracers to study metabolic pathways became a major
focus of nuclear chemistry immediately before and following World War II.
The first radioactive isotope of carbon that could be conveniently produced
was 11C, which has a 20-min half-life. This isotope was produced by neutron
bombardment of nitrogen compounds in a cyclotron (which had been in-
vented before the war by E. O. Lawrence) and decays by emission of a positron
(i.e., a positively charged particle with the same mass as an electron). The
positron emission can be easily detected as the interaction of the particle
with an electron leading to annihilation and the subsequent emission of a
gamma ray; the gamma radiation can be detected by a Geiger counter and
also can be detected with a photomultiplier as Cherenkov* photon emission.
The isotope is relatively easy to make, but because it has such a short half-life,
its utilization requires close access to a cyclotron. This limited its practical ap-
plication in photosynthesis research to a few laboratories, primarily (in the
late 1930s) to Lawrence Berkeley Laboratory in California (Ruben et al. 1939)
and (in the early 1950s) to Brookhaven National Laboratory in New York
State.

It was predicted that a second isotope with a long half-life, 14C, could also
be produced by neutron bombardment of nitrogen or by bombardment of
graphite with deuterium nuclei. Following the discovery of 14C in 1940 by
Ruben and Kamen and colleagues (Ruben et al. 1940), there was considerable
interest its half-life and distribution, all the more so because the detonation of
atomic weapons in the postwar era led to a large enrichment of the atmos-
phere with 14C (so-called “bomb carbon”). The natural production of 14C
comes about by cosmic (neutron) radiation bombardment of N2 in the upper
atmosphere (the stratosphere). This process leads to the ejection of a proton,
forming 14C, which is subsequently oxidized to 14CO2. This radioactive iso-
tope decays with a low-energy electron (a beta particle) that is difficult to de-
tect with a conventional Geiger counter. Willard Libby, a physical chemist at
the University of Chicago, developed a modified Geiger counter for measuring
low-energy radioactivity decays. He first detected natural levels of 14C in
methane collected from sewage taken from Baltimore harbor in Maryland.
The half-life of the isotope, originally calculated from analysis of wood samples
provided to Libby by an archeologist working on Egyptian artifacts, was esti-

* Cherenkov radiation is a phenomenon that occurs when a charged particle travels faster than the speed of
light in a specific medium, leading to emission of visible (blue) photons.



By determining which of the individual carbon atoms in each of the products
was labeled, it emerged that only 1⁄6 of the carbon was used to form an end
product. Most (5⁄6) of the label incorporated from 14CO2 was recycled to form a
new acceptor for fixation of more CO2. The net effect was that labeled carbon
rapidly traversed the cycle and reappeared (with newly fixed 14C) in the initial
14CO2-fixation product. The cyclic movement of the label meant that the 14C lo-
cation within the molecules was crucial for deciphering the precursor–product
relationships. The data showed that the first product (in 2–5 s) of 14CO2 fixation
was 3-phosphoglyceric acid (3-PGA) with the 14C label in the carboxyl group.
The label then spread into C3, C4, C5, C6, and C7 sugar monophosphates and C5,
C6, and C7 sugar bisphosphates, then sucrose and starch. In parallel, the label
was found in small amounts in organic and amino acids that did not contain a
phosphate ester (Fig. 5.4).

The deduced cycle identified C3, C4, C6, and C7 phosphorylated sugars as in-
termediates in the formation of a C5 compound that is used as a substrate for
further CO2 fixation. The exact nature of the C5 acceptor was unknown, and ul-
timately was deduced by isotope equilibrium labeling studies. Under such con-
ditions, the radioactivity in each compound reflects the pool size rather than
the labeling rate. By starting with illuminated cells, labeled with 14CO2 to equi-
librium, and decreasing the concentration of 14CO2 supplied to the cells, it was
possible to deduce the substrate for carboxylation. As CO2 becomes limiting,
the rate of carboxylation must decrease while the pool size of the acceptor in-
creases. The C5 substrate identified in this way was ribulose-1,5-bisphosphate
(RuBP), and the stoichiometry of RuBP increase and PGA decrease was 1:2; that
is, for each RuBP accumulated as a result of formation reactions exceeding the
carboxylation rate, two molecules of 3PGA were lost as a result of consumption
reactions. The deduced carboxylation reaction was

RuBP + CO2 + H2O → 2 × 3PGA (5.12)

This reaction was later confirmed by the identification of the enzyme car-
boxydismutase, which was subsequently called ribulose-1,5-bisphosphate
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mated to be 5568 ± 30 years. This is called the Libby half-life. The half-life was
subsequently calibrated to be 5730 ± 40 years. Libby won the Nobel Prize for
chemistry in 1960 for the development of radiocarbon dating.

14C is commercially prepared by bombardment of aluminum nitride (AlN)
or beryllium nitride (Be2N2) with neutrons in a nuclear reactor. In commercial
production, tens of grams of substrate are irradiated for up to two years to
produce sufficient yields. Because of the length of time required for its pro-
duction, 14C is a relatively expensive isotope to manufacture.
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carboxylase/oxygenase, or Rubisco (Wildman 2002). Note that this carboxyla-
tion reaction is not reductive—no electrons or hydrogen atoms have been
added to carboxyl carbon (Fig. 5.5).

The phosphorylation of the carboxyl carbon on 3PGA to form 1,3-bisPGA per-
mits the reduction of the one carbon with the NADPH to form glyceraldehyde
3P (G3P). This is the only chemical reductive step in the entire Calvin-Benson
cycle. Glyceraldehyde 3P can be isomerized to dihydroxyacetone phosphate
(DHAP). These latter two compounds are collectively called triose phosphates.
The reduction of the carboxyl group on 3PGA to an aldehyde would not be pos-
sible with NADPH alone, were not the 3PGA phosphorylated to 1,3-bisPGA.
Whereas the direct reduction of an unmodified carboxyl group is thermody-
namically permitted with ferredoxin (or flavodoxin) as a reductant, these are
not the substrates for the reduction in vivo.
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Figure 5.4 Intramolecular labeling pattern of intermediates in the Calvin-Benson cycle during the first

turn of the cycle following a pulse of radioactive CO2. Mean labeling of carbon atoms is shown by aster-

isks. (�C�O, aldehyde or ketone group; �COO�, carboxyl anion; remaining groups are either primary

or secondary alcohols.) The “P” in each molecule represents a phosphate group.
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The subsequent reactions in the Calvin-Benson cycle basically serve to re-
generate RuBP (see Fig. 5.4).The regeneration sequence converts 5⁄6 of the triose
phosphates, produced by the reaction of CO2 with RuBP, into ribulose-5-P
(Ru5P) and hence more RuBP. One-sixth of the triose phosphates are removed
from the cycle and are available for storage, synthesis, or energy transforma-
tions. The overall regeneration process can be described by the equation

3(G3P) + 2DHAP → 3Ru5P (5.13)

This balanced equation contains 15 carbon atoms on both sides.
The first reaction in the sequence converting 5C3 compounds into 3C5 com-

pounds leads to the formation of the six-carbon sugar phosphate fructose-1,6-
bisphosphate (FBP) through the condensation of one molecule each of G3P and
DHAP. The reaction is catalyzed by the enzyme aldolase. Carbon atom 1 in FBP
is dephosphorylated to form fructose-6-phosphate (F6P) via the action of FBP-
ase. This is essentially an irreversible reaction. The first two carbon atoms of
F6P are transferred to a second molecule of G3P to form the five-carbon com-
pound xylulose-5-phosphate. The remaining four carbons of the F6P become
erythrose-4-phosphate (E4P). This reaction is catalyzed by transketolase. The
E4P is condensed with DHAP to form seduheptulose-1,7-bisphosphate (SBP).
This reaction is directed by the same aldolase that led to the formation of FBP

Figure 5.5 Structures of the primary substrates and key products of the carboxylase and oxygenase re-

actions catalyzed by Rubisco.
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Glycerol Synthesis

In some microalgae, such as species of the halotolerant chlorophyte
Dunaliella, and in the symbiotic dinoflagellate Symbiodinium microadriaticum
(also called zooxanthellae), a major product of photosynthetic carbon fixation
is the 3-carbon polyalcohol, glycerol (Fig. 5.6). Glycerol is produced from a
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Figure 5.6 The glycerol cycle in the green unicellular marine alga Dunaliella. Dihydroxy ace-

tone phosphate, synthesized in the Calvin-Benson cycle (see Fig. 5.5), can be converted to glyc-

erol 3-P via DHAP reductase. Glycerol 3-P is exported from the chloroplast to the cytosol and de-

phosphorylated via glycerol 3-P phosphatase. Glycerol can be converted back to DHAP via the

action of glycerol dehydrogenase and dihydroxyacetone kinase. (Courtesy of Arun Goyal.)



from G3P and DHAP. The dephosphorylation of SBP to S7P, facilitated by the
corresponding phosphatase (SBPase), is another essentially irreversible reac-
tion in the sequence.The S7P is then acted on by the aforementioned transketo-
lase, leading to the transfer of the first two carbons from the S7P to a third
molecule of G3P to form xylulose 5P (X5P).The remaining five carbons (C3 to C7)
of the S7P form ribose-5P (R5P). The three five-carbon sugar phosphates pro-
duced in the regeneration sequence consist of one molecule of R5P and two of
X5P. The final two enzyme-catalyzed reactions in the cycle convert these two
compounds to ribulose-5P (Ru5P). These reactions are catalyzed by ribose
phosphate isomerase and phosphopentose epimerase, respectively.

The stoichiometry of the reactions in the Calvin-Benson cycle is interesting.
For each three turnovers of Rubisco, the cycle needs six turnovers of PGA ki-
nase and G3P dehydrogenase; three of phosphoribulokinase; two each of triose
phosphate isomerase, aldolase, and phosphopentose epimerase; and one each
of the two phosphatases and ribulose-5P phosphate isomerase. Thus, the re-
quired activity for each of the enzymes in the cycle can vary by sixfold.

The reactions leading from PGA to FBP are effectively the reverse of glycoly-
sis, with NADPH/NADP+ used instead of NADH/NAD+. Thus, overall, two ATPs
and two NADPHs are used per CO2 fixed. A third ATP is needed to convert
Ru5P to RuBP using the enzyme phosphoribulokinase. The reactions that con-
vert triose-3-P to FBP to Ru5P (with the exception of SBPase) are common to
the oxidative pentose phosphate pathway in respiration (which we discuss in
chapter 8).

Regulation of the Calvin-Benson Cycle

The reactions in the Calvin-Benson cycle can be classified into three basic cate-
gories. The first group consumes either ATP or NADPH, which is generated by
the photosynthetic electron transport chain in the thylakoid membranes. This
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side reaction of dihydroxyacetone phosphate, DHAP. In this pathway DHAP is
reduced in the chloroplast by DHAP-reductase to glycerol 3P. The enzyme
uses NADPH in Dunaliella and NADH in zooxanthellae. Glycerol 3P is exported
from the chloroplast and dephosphorylated via the action of a specific phos-
phatase to yield glycerol. Glycerol can be converted back to DHAP. The back-
reaction goes through DHA via the action of glycerol dehydrogenase, fol-
lowed by phosphorylation via DHA kinase. The glycerol cycle is regulated in
vivo by external osmolarity. The molecular basis of the signal transduction ap-
pears to be keyed to the plasma membrane.



group consists of three enzymes: PGA kinase, G3P dehydrogenase, and phospho-
ribulokinase. A second group of enzymes catalyzes irreversible reactions. This
group also is composed of three enzymes: Rubisco and the two phosphatases.
The third group consists of enzymes directing reactions that are reversible and
do not consume ATP or reductant. As might be expected, the activity of the last
group is virtually unaffected by light or darkness, but the activities of the first
two groups are greatly reduced in the dark. In the first group, the loss of activity
is not only a consequence of reduction in the supply of the essential substrates
ATP and NADPH, but is also due to allosteric6 interactions. The reactions do not
continue at the expense of ATP and NADPH that might be generated by respira-
tory pathways. Even if they did, they would constitute a futile cycle with no net
CO2 fixation. In the second case, the loss of activity in darkness prevents the
concentration of substrates from falling to zero; such a condition would effec-
tively lead to an initial reduction in the efficiency of the cycle in the light.

The regulation of the six enzymes that constitute the first two groups is basi-
cally understood, at least in a general sense (MacDonald and Buchanan 1990).
Increases in light intensity in the environment are transduced to the stroma by
the activity of the photosynthetic electron transport chain as increases in pH,
decreases in free Mg2+ activity, and an increase in the level of reduction of
thioredoxin (chapter 4). Specifically, by reducing the disulfide groups in the tar-
get enzyme, thioredoxin activates FBPase, SBPase, and phosphoglycerate ki-
nase. Additionally, increased light intensity can lead to an increase in the
steady-state ratios of ATP/ADP and NADPH/NADP+.The magnitude of these lat-
ter changes is not necessarily great, and any regulatory effect on enzyme activ-
ity afforded by changes in ATP/ADP and NADPH/NADP+ ratios is likely to be in-
direct. In contrast, pH, free Mg2+ activity, and thioredoxin reduction levels are
major regulatory signals. Most of the signals (and hence, enzyme activity)
reach maximal levels at photon fluence rates considerably lower than those re-
quired to saturate CO2 fixation.

These considerations of the regulation of the enzymes in the Calvin-Benson
cycle do not directly reveal the rate-limiting step in the pathway. Let us con-
sider three sets of conditions: photosynthesis at (1) low (i.e., limiting) inorganic
carbon levels, (2) saturating inorganic carbon but light that is not saturating
the photosynthetic electron transport chain, and (3) saturating inorganic car-
bon and light. Strong inferences can be made concerning rate-limiting steps in
a metabolic pathway by examining not only the activities of the enzymes in the
pathway, but also the concentrations of substrates and products. For example,
when CO2 is limiting, Rubisco activity becomes limited by the supply of inor-
ganic carbon. Under such conditions, the other substrate for Rubisco, RuBP,
increases while the product of the enzyme activity, PGA, decreases. When light
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6 Allosteric interactions are modifications in the activity of an enzyme by the action of a molecule other than a sub-
strate that changes either the binding affinity for the substrate or the maximal activity of the enzyme.



Carbon Acquisition and Assimilation | 177

Pool Sizes and Fluxes

In the analyses of metabolic pathways and other multicomponent systems, it
is important to distinguish between pool sizes and fluxes. A pool size is the
quantity of a reactant or product of a reaction; it has units of mass per cell or
mass per chlorophyll. A flux is the rate at which matter passes through a linear
pathway or around a cyclic pathway; it has units of mass per cell (or chloro-
phyll) per time.

At a given steady-state flux, under defined, invariant external conditions and
activities of enzymes, the pool sizes of all the intermediates in the pathway are
time invariant. This condition (which cannot occur in a photosynthetic organ-
ism in nature) comes about because the fluxes of substrates for each reaction
are equal to the fluxes of products of each reaction in the pathway.

In the overall photosynthetic process, where the Calvin-Benson cycle is cou-
pled to photosynthetic electron transport chain, a perturbation of the system
by (for example) a decrease in incident light will lead to an immediate reduc-
tion in the fluxes of materials through the light-dependent reactions, that is,
in the flux of electrons through the photosystems. Reducing the CO2 supply
will reduce the flux of materials through the immediately CO2-dependent re-
actions. such as Rubisco.

In the case of the light reactions, the fluxes of electrons and protons are reg-
ulated by the redox state of the electron carriers. For these oxidation–reduction
reactions, the total pool size of an intermediate (oxidized plus reduced) com-
ponent is modified only by net synthesis or net breakdown of the electron
transport components. This generally occurs on timescales of many minutes
to hours. On increasing the rate of a light reaction, the electron donors to that
reaction become more oxidized while the acceptors become more reduced. It
is important to understand that though the donors and acceptors are analo-
gous to substrates and products in an enzyme-catalyzed pathway, unlike in
enzyme reactions, the electron carriers in the electron transport chain are not
consumed or synthesized in these reactions.

In the Calvin-Benson cycle, the intermediates of the pathways are substrates
and products that are continuously produced and consumed. In other words,
the pool size of the intermediates is free to vary independently of the level of
enzymes that produce or consume them. The changes in pool size can be dra-
matic (an order of magnitude) and rapid (milliseconds to minutes). For exam-
ple, the pool size of RuBP decreases when the supply of CO2 increases, leading
to a lower rate of resynthesis of the RuBP regenerating reactions in the cycle.
On longer timescales (tens of minutes) the activities of the enzymes in the
pathway may adjust via allosteric effects, which can further moderate the pool
sizes of intermediates.
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is limiting, the overall effect is to shift the limitation from Rubisco to the pre-
ceding and succeeding reactions that consume ATP and NADPH. Consequently,
under such conditions RuBP levels are lower and PGA levels are higher than
those under CO2 limitation.

The question as to what is the overall limiting step in the Calvin-Benson cy-
cle when CO2 is saturating Rubisco activity and light is not limiting photosyn-
thetic electron transport remains somewhat open. A compelling argument can
be made that, under such conditions, the rate-limiting step is Rubisco activity
itself. The evidence for Rubisco as a limiting step is based on correlation and
molecular genetic manipulation of the level of expression of the enzyme (Stitt
1986). We will consider this situation further in the context of photosynthesis
in continuous light in chapter 7, but, first, let us examine the properties of the
enzyme in some detail.

Rubisco

Rubisco may constitute from 5% to as much as 50% of the soluble protein in al-
gal cells and is sometimes said to be the single most abundant enzyme in the
world. In cyanobacteria, the enzyme is localized in a hexagonal crystalline
form surrounded by a protein membrane to form structures called car-
boxysomes. Carboxysomes appear to be virtually pure Rubisco, and are the site
of carbon fixation (McKay et al. 1993). In some eukaryotic algae, high concen-
trations of Rubisco are localized within the stroma in bodies called pyrenoids
(McKay and Gibbs 1991). Pyrenoids do not appear to be bound by a membrane
(Badger et al. 1998; but see Schmid 2001) (Fig. 5.7).

By taking advantage of the long time required for equilibration of CO2 with
HCO3

−, Cooper and co-workers (1969) used 14CO2 and H14CO3
− to demonstrate

that CO2 rather than bicarbonate is the substrate for Rubisco (Fig. 5.8). In addi-
tion to catalysis of a carboxylase reaction Rubisco also catalyzes an oxygenase
reaction. These two reactions can be summarized as follows (Andrews et al.
1973; Lorimer 1981):

Carboxylase activity of Rubisco

RuBP + CO2 + H2O → 2[3P-glycerate] (5.14a)

Oxygenase activity of Rubisco

RuBP + O2 → 1[3P-glycerate] + 1[2P-glycolate] (5.14b)

CO2 and O2 are kinetically competitive. The oxygenase reaction can be quan-
titatively significant when Rubisco is functioning in high-oxygen environ-
ments such as air. The oxygenase activity is phenomenologically manifested as
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Figure 5.7 Transmission electron micrographs showing (A) the carboxysome (c) in the freshwater

cyanobacterium Synechoccus labeled with a colloidal gold antibody probe to large subunit of Rubisco, and

(B) a section through the marine diatom Phaeodactylum tricornutum, showing a pyrenoid within the

chloroplast (arrow), also labeled with a probe directed against Rubisco. The probes are made with a elec-

tron dense colloidal gold “tag,” approximately 5 nm in diameter. Where the antibody binds, electrons

from the microscope are scattered by the gold, leaving a small black dot. Only a small fraction of antibody

cross-reacts with its target molecule. Hence, the label shows the location, but not the concentration of

Rubisco. (Courtesy of Michael McKay.)

Figure 5.8 The isotope disequilibrium technique to determine the active species used in carboxylation

reactions. Radioactivity refers to the stable organic carbon product obtained following the addition of

radioactive CO2 or HCO3
− . The lines designated CO2 are for the situation when the added CO2 is radio-

active and the HCO3
− is unlabeled. Those lines designated HCO3

− describe the condition when the added

HCO3
− is radioactive and CO2 is unlabeled. Lines designated C.A. pertain to the instance when either

member is radioactive and the other is unlabeled in the presence of carbonic anhydrase. The calculations

are based on the assumption that the rate of 14C incorporation into stable organic carbon is directly pro-

portionate to the concentration of the active species at pH 8.0 at 10°C. (From Cooper et al. 1969, with

permission.)
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Rubisco Phylogeny

Molecular phylogenetic analysis indicates there are four basic families, or
“Forms,” of Rubisco, designated I, II, III, and IV. Form I, which was character-
ized first, contains 8 large and 8 small subunits and is found in all O2-evolving
organisms except for peridinin-containing dinoflagellates. This is the single
most abundant protein complex in aquatic ecosystems. Form II Rubisco con-
tains only 2 large subunits and is derived from α-proteobacteria. Curiously,
this form, which has a much greater propensity to catalyze the oxygenase re-
action than the carboxylation reaction in air compared with Form I (Whitney
and Andrews 1998), is the only Rubisco found in peridinin-containing dinofla-
gellates (Morse et al. 1995; Whitney et al. 1995), but does not occur in any
other known eukaryote. Form III Rubisco, which appears to contain 10 large
subunits, is found only in Archaea, and is associated with the synthesis of RuBP
from 5-phospho-D-ribose-1-pyrophosphate (RuPP) rather than from RuBP
(Finn and Tabita 2003). This form is not known to occur in any photosynthetic
organism. Form IV is a Rubisco-like protein with no demonstrated carboxylase
activity, and occurs in non-photosynthetic bacteria, photosynthetic bacteria
with inorganic carbon assimilation other than by the Benson-Calvin cycle, and
Archaea (Ashida et al. 2005). Form IV functions in methionine salvage, and
possibly other pathways; it has been suggested that it may be the ancestor of
“real Rubiscos” (Ashida et al. 2005).

Form I Rubiscos have been further subdivided on the basis of molecular ge-
netic evidence into Forms IA, IB, IC, and ID. All of these Forms occur in prokary-
otes, while Forms IA and IC are found only in prokaryotes, and Form IC does
not occur in O2-evolvers (Tabita 2004). Form IA Rubisco is found in many
oligotrophic-ocean cyanobacteria, such as Prochlorococcus and some species
of Synechococcus (Badger et al. 2002; Tabita 2004). Coastal and freshwater
cyanobacteria have Form IB Rubisco, and this was the variant that occurred in
the cyanobacterial ancestor of the plastids of eukaryotes. Form IB Rubisco is
found in glaucocystophyte and in green algae and higher plants, as well as
those algae that obtained their plastids by secondary endosymbiosis involving
green algal symbionts. However, in some eukaryotes Form IB Rubisco has been
replaced by a Form ID Rubisco derived from a β-proteobacterium by horizontal
gene transfer. Form ID Rubisco occurs in red algae and in the wide range of al-
gae that obtained their plastids by secondary endosymbiosis involving a red
algal symbiont (e.g., diatoms and coccolithophores). The highest affinities for
CO2 are found among the Form IB Rubiscos of higher plants and some green
algae, while the highest τ values occur in Form ID Rubiscos in certain eukary-
otes. Low CO2 affinities, and low τ values are found in Form IB algae in some
green algae and, especially, in cyanobacteria. Another phylogenetic correlation
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a light-dependent consumption of O2. This reaction, together with the down-
stream reactions that are involved in glycolate metabolism, is called photores-
piration (Ogren 2003). The oxygenase activity is competitively inhibited by CO2.

Rubisco can be inhibited by the naturally occurring 2-carboxy-D-arabinitol
phosphate (CA1P), which competively blocks the active site for carboxylation
on the large subunit (Hartman and Harpel 1994). An artificial substrate ana-
logue, 2-carboxy-D-arabinitol-1,5-bisphosphate (CABP), which can be syntheti-
cally made as a 14C-labeled compound, has a very high affinity for Rubisco and
14C-labeled CABP is sometimes used to quantify Rubisco.

With an optimal supply of cofactors and carboxylation substrates, the
maximum specific reaction rate (Vmax) of Rubisco at 25°C does not exceed
∼60 mol CO2 mol−1 enzyme s−1. This is low relative to that determined for many
other enzymes and, when combined with its relatively high molecular mass,
means that the rate of CO2 fixation (mol s−1) expressed per unit mass of protein
is very low relative to the rates at which many other enzymes handle their sub-
strates. The low catalytic efficiency of Rubisco explains why it is such a large
fraction of the soluble protein in photosynthetic cells.

Carbon-concentrating Mechanisms

In aquatic photoautotrophs, the concentration of CO2 in the water is almost al-
ways lower than that required to saturate Rubisco, yet the rates of photosyn-
thesis are very seldom increased upon addition of more CO2. Indeed, estimates
of steady-state intracellular inorganic carbon concentrations during photo-
synthesis, as well as estimates of intracellular free CO2 concentrations (which
are based on intracellular inorganic carbon and pH measurements), strongly
suggest that inorganic carbon is actively transported. These two lines of evi-
dence hold for cyanobacteria and freshwater microalgae grown at their normal
in situ inorganic carbon concentrations. The postulated inorganic carbon pump
has been called the carbon-concentrating mechanism. In marine species, there
is also evidence for active transport of inorganic carbon (Fig. 5.9), although in
some unicellular algae and macrophytes (Johnston et al. 1992; Maberly et al.

among Rubiscos is the co-occurrence of the ATP-consuming regulatory en-
zyme Rubisco activase, found in many organisms with Form IB Rubiscos, ex-
cept Form IB-containing cyanobacteria which lack, or may have an atypical,
activase (Portis and Salvucci 2002; Pollock et al. 2003). Organisms with Form
IA and Form ID Rubiscos do not seem to have Rubisco activase (Armbrust
et al. 2004; Matsuzaki et al. 2004).
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Figure 5.9 (a) Conceptual diagram of a CO2-concentrating mechanism. Interconversion of CO2 and

HCO3
− at the cell surface is frequently catalyzed by carbonic anhydrase. Carbonic anhydrase is invariably

involved in HCO3
− to CO2 conversion near the site of Rubisco. In eukaryotes the active transport step must

occur at one or more of the non-porin-containing membranes between the medium and Rubisco (plas-

malemma and inner envelope membrane in green algae). (b) Experimental data showing the evidence for

a carbon concentrating mechanism in a marine diatom. The rate of photosynthesis in Thalassiosira

pseudonana was measured as oxygen evolution for cultures grown under different levels of total dissolved

inorganic carbon (DIC). Cultures were grown at 250 (�), 700 (•), 1250 (�), 1730 (�), 2000 (�), and 2300

(�) µM DIC. The average DIC concentration in seawater in the upper ocean is about 2000 µm. The results

show that the affinity for DIC increases as the ambient concentration of DIC decreases. Presumably this

phenomenon occurs as a consequence of the induction of a carbon concentrating mechanism. (Courtesy

of Anthony Fielding, Paul J. Harrison, and David Turpin; Fielding et al. 1998.)

(a)



1992; Raven et al. 1995; Raven et al. 2002a,b) the rates of diffusive fluxes of CO2

appear adequate to support photosynthetic demands.
Physiological, biochemical, and molecular genetic work on cyanobacteria has

elucidated a number of aspects of the carbon-concentrating mechanism (Ka-
plan and Reinhold 1999; Badger et al. 2002). Most of the work has been carried
out on strains from freshwater or coastal marine habitats such as Synechocys-
tis PCC 6803, for which the complete genome sequence is available (see chapter
6). All but one of the cyanobacteria examined contain an operon consisting of
the cmpA, B, C, and D genes, which encode for four proteins that form a high-
affinity ABC (ATP Binding Cassette) HCO3

− transporter, which is located in the
plasmalemma (Badger et al. 2002). This type of transporter is common, and
serves to actively transport HCO3

− into the cell at the expense of ATP hydroly-
sis. Less well-characterized genes (slr1512 and slr1515) that may also code for
proteins associated with HCO3

− influx at the plasmalemma probably have also
been identified in some cyanobacteria (Badger et al. 2002). In addition to these
two ion transporters, several cyanobacteria also have a number of ndh and chp
genes whose products are thought to transport CO2 into the cell and deliver
HCO3

− to the cytosol (Badger et al. 2002; Kaplan and Reinhold 1999). Part of this
system functions on the outside of the thylaloid membrane in the energized
conversion of CO2 to HCO3

− (Kaplan and Reinhold 1999). This reaction, enzymat-
ically catalyzed by the ndh gene product, oxidizes NADPH and reduces PQ.
This “half carbonic anhydrase activity” can be coupled to the conversion of CO2

to HCO3
−, and, unlike carbonic anhydrase, can facilitate a dynamic disequilib-

rium between these species so a higher ratio of HCO3
−:CO2 can be produced

than that at equilibrium at the pH of the cytosol.
The active transport mechanisms for both CO2 and HCO3

− deliver HCO3
− to the

cytosol of cyanobacteria (Kaplan and Reinhold 1999; Badger et al. 2002). Deliv-
ery of CO2 to Rubisco involves HCO3

− diffusing into a specialized subcellular
structure, the “carboxysome,” where Rubisco is found in extremely high con-
centration. CO2 is continuously generated in the carboxysome by the activity of
a β-carbonic anhydrase. The steady-state CO2 concentration is sufficient to es-
sentially saturate the carboxylase activity, and competitively suppress the oxy-
genase activity, of Rubisco in the carboxysme.

The genome sequences of some of the open-ocean cyanobacteria, such as
Prochlorococcus and some strains of Synechococcus (e.g.,WH8102), suggest that
several components of the cyanobacterial carbon concentrating mechanism
identified in freshwater strains are absent. For example, the high-affinity ABC
transporter for HCO3

− is absent from all of the open ocean cyanobacteria exam-
ined. Although Synechococcus WH8102 has some components of a low affinity
active CO2 transport mechanism and a β-carbonic anhydrase, these are absent
from Prochlorococcus. The absence of a high-affinity CO2 acquisition system in
open ocean cyanobacteria may underlie the large CO2 efflux paralleling the use
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of external HCO3
− as their primary inorganic carbon source (Tchernov et al.

1997; Badger et al. 2002).
There is also clear physiological evidence of carbon-concentrating mecha-

nisms in eukaryotic phytoplankton. Depending on the species, CO2, HCO3
−, or

both can transported into cells (Colman et al. 2002). There is also evidence for
active transport of both CO2 and HCO3

− by chloroplasts (van Hunnik et al.
2002), but the mechanism responsible for concentrating inorganic carbon in
eukaryotic cells is not yet fully identified (Colman et al. 2002; van Hunnik et al.
2002).

It has been suggested that some carbon-concentrating mechanisms in eu-
karyotes do not involve the direct active transport of either CO2 or HCO3

−, but,
rather rely entirely on the active transport of H+ to generate an acidic compart-
ment into which HCO3

− from the medium can move. This acidic compartment
can be outside the cell, e.g., the acidic zones of some green algae (Walker et al.
1980), or intracellular, e.g., the thylakoid lumen (Pronina and Borodin 1993;
Raven 1997a,b). In the latter, HCO3

− crosses the plasmalemma and the plastid
envelope using transporters, and passes through anion channels in the thy-
lakoid membrane. The flux into the plastid is driven by the electrical gradient,
and by consumption of HCO3

−, which maintains the concentration gradient
(Raven 1997a,b). In the acidic lumen the equilibrium among inorganic species
is greatly in favor of CO2, and the conversion of HCO3

− to CO2 is again catalyzed
by carbonic anhydrase (Karlsson et al. 1998). Following diffusion back into the
stroma, the resulting high CO2 concentration comes close to saturating the car-
boxylase while simultaneously supressing the oxygenase activity of RuBisCO
(Raven 1997a,b; Thoms et al. 2001). While this proposed scheme is not always
supported by experimental data (van Hunnik and Sültemeyer 2002), it explains
the role of carbonic anhydrase in the lumen in concentrating inorganic carbon
(Hanson et al. 2003). Pyrenoids may also play a role in the carbon-concentrating
mechanisms in eukaryotes (Badger et al. 1998). These structures, which are
analogues of carboxysomes in cyanobacteria, when present are found in the
plastid, but are not present in all eukaryotic lineages. The pyrenoids contain
most of the Rubisco protein and activity (Fig. 5.7b) (Morita et al. 1998, 1999;
Raven 1997a,b), but there is little direct evidence that they have carbonic anhy-
drase. Equally enigmatic is a role for pyrenoids in carbon-concentrating mech-
anisms based on carbonic anhydrase activity in the thylakoid lumen, except
for those cases in which thylakoids traverse the pyrenoid where the carbonic
anhydrase may occur predominantly in the lumen of thylakoids within the
pyrenoid (Raven 1997a,b; Thoms et al. 2001).

There is a considerable range in the affinity of isolated Rubisco for CO2

among the various taxa of photosynthetic organisms. Half-saturation con-
stants (Ks) range from about 10 to 200 µM. Generally organisms with carbon
concentrating mechanisms, or that normally live in environments with CO2

184 | Chapter 5



Carbon Acquisition and Assimilation | 185

Enzyme Kinetics

An enzyme (E), being a catalyst, lowers the energy barrier between substrates
(S) and products (P) and is not itself consumed in the reaction. In so doing,
enzymes direct the formation of specific products from specific substrates. The
reaction rate is linearly proportional to the concentration of enzyme. The ki-
netic parameters for enzyme-catalyzed reactions were formulated in 1913 by
Michaelis and Menten and serve as the basis for the analysis of many experi-
mental kinetic processes, including the uptake of nutrients by aquatic plants
(Dugdale 1967). In the original assumption of Michaelis and Menten, an en-
zyme reaction could be generalized by the expression

E + S
k+1)k−1

ES E + P (5.15)

The change in concentration of the enzyme–substrate complex (ES) with time is 

(5.16)

where k’s are the respective rate constants for the reactions. At steady state,
the rate of change of ES is zero, and the overall rate constant for the reaction,
Km, is calculated as

(5.17)

The velocity, V, of decomposition of ES to the product, is

(5.18)

At maximum velocity, E = ES, and, therefore,

Vmax = k+2[ES] = k+2[E] (5.19)

By substitution for k+2 [E] in Eq. 5.18, we obtain

(5.20)

Equation 5.20 is the usual representation of the Michaelis-Menten equation
and describes a hyberbolic curve between substrate concentration and rate of
reaction. The lower the value of Km, the higher the affinity of the enzyme for
the substrate, and vice versa.

Inhibition of enzyme activity can be broadly categorized as either competitive
or noncompetitive. A competitive inhibitor reacts with the enzyme to form an
enzyme–inhibitor complex; the reaction proceeds in parallel to the formation of
the normal enzyme–substrate complex. The net result is an apparent decrease
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in the affinity of the enzyme for substrate (i.e., an increase in Km), without alter-
ing Vmax. In noncompetitive inhibition, part of the enzyme activity is lost, usually
by the irreversible complexation of the enzyme or enzyme–substrate complex
with a chemical. A typical example of a noncompetitive inhibitor is Hg2+, which
binds tightly to sulfhydryl groups. In so doing, part of the enzyme activity is irre-
versibly lost, resulting in a lowering of Vmax; however, the affinity of the remain-
ing, functional enzyme for its substrates remains unchanged.

In the specific case of Rubisco, the Km for CO2 was, for a long period, over-
estimated for in vitro enzyme assays as a result of incomplete activation of the
enzyme. Additionally, the maximum activity in vitro was sometimes underesti-
mated by noncompetitive inhibition of the enzyme with impurities (trace met-
als) in commercial preparations of RuBP. In vivo activity is sometimes markedly
reduced compared with that of the fully activated enzyme in vitro as a conse-
quence of both naturally formed competitive and noncompetitive inhibitors in
vivo. Thus, the in vivo activity may not truly reflect full activity of the total en-
zyme concentration.

concentrations well above air-equilibrium values (such as occurs in many fresh-
water environments), have Rubiscos with relatively high Km values (Table 5.3).
Rubiscos with the highest affinity for CO2 are found in terrestrial vascular C3

plants that rely on CO2 diffusion from the present-day atmosphere (Table 5.3)
(Read and Tabita 1994; Tabita 2004).

In addition to the Km and Vmax for carboxylation, an important pair of ki-
netic parameters in the overall function of Rubisco are the Km and Vmax for O2

in the oxygenase reaction. A selectivity factor, τ, can be defined that indicates
the rates of CO2 fixation relative to O2 fixation when both CO2 and O2 are at
limiting concentrations. τ is given by

(5.21)

where VmaxO2
is the maximum velocity of the oxygenase activity of Rubisco

(mol O2 assimilated per mol enzyme per second), VmaxCO2
is the maximum ve-

locity of the carboxylase activity of Rubisco (mol CO2 assimilated per mol en-
zyme per second), KmO2

is the half-saturation constant for O2 in the oxygenase
activity, and KmCO2

is the half-saturation constant for CO2 in the carboxylase
activity. The τ values can be used to compute the ratio of oxygenase activity
(vO) to carboxylase activity (vO) of the various Rubiscos in air-equilibrium solu-
tions at 25°C (see Table 5.4). The higher the value of τ, the higher the affinity for
CO2 relative to O2.

   
τ =

V K

V K
maxCO mO

maxO mCO

2 2

2 2



Values of τ vary significantly between algal classes. Thermodynamic models
of the conformational states of Rubisco suggest that the difference in activa-
tion energy between the highest and lowest affinity enzymes is about 4.2 kJ/mol,
the equivalent of a single hydrogen bond. Such a change in activation energy is
extremely small in such a large molecule, and suggests that very subtle
changes in amino acid sequences can produce large effects in substrate affin-
ity. Such subtle changes can be induced by a single amino acid substitution
outside of the active site. As we have already seen, there are considerable
phylogenetic variations in τ among Rubiscos.
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TABLE 5.4 Values of KmCO2
(=K1⁄2CO2

), τ, νo/νc (rate of oxygenase activity [νo] relative to rate of
carboxylase activity [νc] by Rubisco in air-equilibrium solution) and CO2 compensation
concentration for a P-glycolate metabolic pathway that produces 0.5 CO2 for each 1 CO2 consumed
in Rubisco oxygenase. All data are for the L8S8 form of the enzyme, unless otherwise indicated

[CO2]comp
Organisms Km τ νo/νc n/mmol m−3

Rhodospirillum rubrum (L2) 89 15 ± 1 1.32 7.87

Rhodopseudomonas sphaeroides

(L2) 80 9 ± 1 2.20 13.1

(L8S8) 36 62 ± 4 0.320 1.90

Synechococcus sp. 240 41 ± 4.4 0.561 2.88–3.55

Aphanizomenon flosaquae 105 48 ± 2 0.413 2.45

Aphanizomenon alpicula 80 48 ± 2 0.413 2.45

Coccochloris peniocystis 121 47 ± 2 0.437 2.60

Plectonema boryanum 100 54 ± 2 0.366 2.19

Chlamydomonas reinhardtii 29 61 ± 5 0.324 1.93

Scenedesmus oliquus 38 63 ± 2 0.317 1.89

Euglena gracilis 25 54 ± 2 0.366 2.18

Polypodium aureum (fern) 16 82 0.241 1.44

Mean of 9 terrestrial C3
vascular (flowering) plants 12 79 0.251 1.49

Mean of 6 terrestrial C4
vascular (flowering) plants 24 75 0.269 1.57

Panicum milioides (C3/C4
intermediate flowering 
plants) 10 76 0.261 1.55

Cylindrotheca N1 31 105.6 ± 6.5 0.187 1.11

Cylindrotheca fusiformis 36 110.8 ± 9.0 0.179 1.06

Olisthodiscus luteus
(Heterosigma carterae) 59 110.5 ± 58 0.197 1.17

Porphyridium cruentum 22 128.8 ± 7.55 0.154 0.915



Photorespiration

The relative amount of oxygenase activity of Rubisco in vivo depends on the in-
trinsic kinetics of the Rubisco in the organism and the steady-state CO2 and O2

concentrations. Many aquatic plants under natural conditions have an in vivo
O2/CO2 ratio that is less than that found at air equilibrium due to CO2 enrich-
ment of the medium or a CO2 concentrating mechanism. This means that the ra-
tio of oxygenase to carboxylase activity in vivo is usually much less than the ra-
tio in air-equilibrium solution (Raven 1984b; Yokota et al. 1987). However, even
if the rate of oxygenase activity is low, the photorespiratory production of
phosphoglycolate cannot continue indefinitely as it is a sink for phosphorus.
Thus, there is an urgent need to metabolize the phosphoglycolate, not only to
recycle phosphorus, but because phosphoglycolate in high concentrations in-
hibits photosynthesis. The first step is hydrolysis to produce inorganic phos-
phate and glycolate. Some of the glycolate is lost to the outside world as an ex-
creted product. Thus, glycolate excretion is a reflection of photorespiration (i.e.,
oxygenase activity of Rubisco). However, the excretion rate is not a quantitative
index of photorespiration as the majority of the glycolate is further metabolized
rather than excreted. The pathways of glycolate metabolism involve the release
of between 0.25 and 1.0 carbon atoms as CO2 per carbon from glycolate that is
metabolized, leaving 0 to 0.75 of the remaining carbon from glycolate that can
be used in biosynthesis in ways inaccessible to unmodified glycolate (Raven
1984b, 1993; Raven et al. 2000; Beardall et al. 2003). When glycolate is com-
pletely oxidized to CO2 some of the energy, but none of the organic carbon, is re-
couped by the photorespiring organism. The best characterized pathway of gly-
colate metabolism is that found in higher plants, red and brown algae and some
green algae; other green algae use glycolate dehydrogenase rather than glyco-
late oxidase (Fig. 5.10) (Raven et al. 2000; Beardall et al. 2003).
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Figure 5.10 The photorespiratory pathway. If Rubisco oxygenates rather than carboxylates RuBP, a pri-

mary product is 2-phophoglycolate. The product can be dephosphorylated, leading to the formation of

glycolate, and subsequently, via amination, to produce glycine and serine (see Lawlor 1993 for more de-

tails on this pathway).



A purely diffusive exchange of CO2 and O2 between the medium, Rubisco,
and the sites of O2 evolution would give competitive kinetics for the effects of
varied external O2 and CO2 concentrations on the rate of CO2 fixation. In terres-
trial C3 plants, which rely purely on diffusive CO2 supply to Rubisco, photores-
piratory consumption of O2 can easily be 25% of the activity of Rubisco in vivo
(see Raven 1984b). In contrast, most aquatic plants have significantly less O2

inhibition of photosynthesis than predicted from Rubisco kinetics (Raven
1984b); that is, photorespiration in aquatic plants is usually low.

β-Carboxylation: Role in Anaplerotic Pathways

All organisms (including human beings) fix CO2 and/or HCO3
− in the dark

(Table 5.5). Dark carbon fixation was noted in the earliest work using 14CO2 to
trace the pathways of incorporation of inorganic carbon by Calvin and co-
workers (and was largely ignored by them). It is also observed in measure-
ments of macrophyte and phytoplankton primary productivity.

Dark carbon fixation is required (in what are known as anaplerotic reactions)
to replenish intermediates in metabolic cycles, such as the tricarboxylic acid cy-
cle, when the intermediates are withdrawn for anabolism, or to allow two, other-
wise competing, pathways (e.g., glycolysis and gluconeogenesis) to operate
simultaneously in a cell. Frequently the alternative pathway involves the car-
boxylation of a substrate.The replacements, or anaplerotic carboxylations, thus
provide essential compounds for growth that cannot be produced from the
Calvin-Benson cycle (Dennis and Turpin 1990). Among these are several essen-
tial amino acids, tetrapyrroles, pyrimidines, purines, and lipids.The rate of syn-
thesis of these metabolites is generally higher in the light than in the dark
(Raven 1976a), so anaplerotic carbon fixation is generally higher in the light.The
major anaplerotic carboxylation reactions are catalyzed by phosphoenolpyru-
vate carboxylase (PEPC), phosphoenolpyruvate carboxykinase (PEPCK), and
pyruvate carboxylase (PC). We will discuss these reactions in the context of cell
synthesis in chapter 8. These enzymes catalyze the carboxylation of the β-
carbon of 3C substrates, and hence their activity is often called β-carboxylation.

The incorporation of inorganic 14C in the dark largely reflects β-carboxylation
reactions, and has been used as a test for N-limitation of natural phytoplank-
ton assemblages. The rate of β-carboxylation increases following the addition
of NH4

+ to N-deficient but not N-replete cells (Guy et al. 1989; Morris et al.
1971). The stimulation, if any, of β-carboxylation induced by the added NH4

+ re-
flects the anapleotic formation of amino acids.

Although the predominant short-term (2–10 s) products of carbon inorganic
fixation in aquatic plants are three-carbon compounds, approximately 10% of
the inorganic carbon can be found in 4C dicarboxylic acids such as malate, as-
partate, and oxaloacetate, as well as in the amino acids arginine and citrulline.
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Radioactive labeling studies strongly indicate that the four-carbon dicar-
boxylic acids are primary products, that the initially labeled carbon has not
been derived from previously formed three-carbon substrates. The production
of oxaloacetate and malate implicates PEPC, PC, and/or PEPCK as the enzymes
involved in the fixation. PEPC and PC use HCO3

− (Cooper and Wood 1971),
whereas each PEPCK uses CO2 as the inorganic carbon substrates (Table 5.5).
None of these enzymes displays oxygenase activity. In unicellular algae, these
three soluble enzymes are apparently located in the cytosol or stroma. Like Ru-
bisco, the β-carboxylation reactions do not lead to a biochemical reduction of
inorganic carbon—no electrons with or without protons have been added. Ap-
proximately 0.33 mol inorganic C are fixed in anaplerotic reactions per mol N
assimilated into organic material (Raven and Farquhar 1990; Raven 1995).

One carboxylation reaction that is not usually detected in these experi-
ments is acetyl CoA carboxylase (ACC), an enzyme essential in lipid elongation
(Fig. 5.11). In the latter case, the turnover of H14CO−

3-derived carbon in malonyl-
CoA is very rapidly lost (as 14CO2) when each two-carbon acetyl unit is added
to the growing fatty acid. As each two-carbon unit incorporated into a lipid
involves a single inorganic carbon fixed by ACC, and half of the total organic
carbon produced in net productivity can be lipids in diatoms, the required
rate of ACC action is 1⁄4 of the rate of net carbon fixation on a 24-hour basis
(Raven 1995).

β-Carboxylation: Roles in Photosynthesis

In two groups of higher plants, β-carboxylations are exploited to increase car-
bon fixation efficiency and/or minimize water loss. For example, in many tropi-
cal grasses, such as sugar cane and maize, the Calvin-Benson cycle is found
only in specialized cells, those of the bundle sheath.These cells are surrounded
by a mesophyll that contains the β-carboxylation enzymes. This specialized
arrangement of cells is known as Kranz anatomy. Carbon fixed by the meso-
phyll leads to the formation of malate or aspartate by the carboxylation of
phosphoenolpyruvate through oxaloacetate. The malate or aspartate is then
transported to the bundle sheath where it is decarboxylated by malic enzyme
on PEPCK. The CO2 so generated is refixed by Rubisco. This process essentially
elevates CO2 concentrations in the bundle sheath, leading to a higher ratio of
carboxylation/oxygenation for Rubisco. Hence, photorespiratory losses in C4

plants are low relative to C3 plants. In a variant of this metabolic pathway,
many succulents (such as Kalanchoe, Sedum) fix CO2 (as HCO3

−) at night, form-
ing malic acid. During the day, the malate is decarboxylated by malic enzyme
and the CO2 released is fixed by Rubisco. This so-called Crassulacean7 acid
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7 Named after a family of higher terrestrial plants, the Crassulaceae.



metabolism (CAM) reduces water loss by transpiration because stomata need
be open only at night when solar energy input to provide the latent heat of
evaporation of water is absent. In both C4 and CAM plants, the β-carboxylation
reactions are the major route of entry of inorganic carbon into photosynthetic
carbon fixation; in these plants C4 acids are the major initial-labeled products.
The major point in understanding the potential role of β-carboxylation reac-
tions in the overall net carbon economy of a photosynthetic organism is that
these reactions must be segregated either temporally or spatially from the
Calvin-Benson cycle. If such a segregation does not occur, the two reactions are
competitive and the decarboxylation of C4 acids cannot lead to a net increase
in overall carbon fixation.

In summary, while β-carboxylation reactions are essential for cell metabo-
lism, these pathways are not critically important to the net carbon fixation of
most aquatic photoautotrophs. Although C4 acids are sometimes identified as
the first major labeled product (even in Chlorella during acclimation from high
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Figure 5.11 Carboxylation reactions related to biosynthesis in photosynthetic organisms using phos-

phoenolpyruvate carboxylase (PEPC) as the primary carboxylating enzyme. (1) Rubisco (carboxylase and

oxygenase activities), (2) PEPC, (3) carbamyl phosphate synthase (CPS), (4) acetyl CoA carboxylase and

(5) 5’-aminomidazole rbonucleotide carboxylase (AIRC). End products of carboxylation reactions are un-

derlined. Not all of the compounds underlined are end products in all organisms.



to low CO2 conditions; see Graham and Whittingham 1968), it was generally
held that these pathways have not been convincingly demonstrated to be a sig-
nificant source of CO2 for Rubisco in any unicellular alga (Kerby and Raven
1985). This view was challenged by Reinfelder et al. (2000, 2004) who presented
evidence for C4-like photosynthetic carbon metabolism in the marine diatom
Thalassiosira weissflogii growing at low CO2 concentrations or with restricted
Zn availability, which decreases the capacity of cells to convert HCO3

− to CO2.
The proposed pathway has HCO3

− fixation by PEPC in the cytosol, producing a
four-carbon dicarboxylic acid that moves into the plastid and is decarboxy-
lated by PEPC to generate CO2, which is fixed by Rubisco. The three-carbon
acid is then returned to the cytosol where it acts as one of the substrates for
further PEPc activity. Such a pathway could act as carbon-concentrating mech-
anism even if there was no intracellular accumulation of HCO3

−, and also by-
passes the need for carbonic anhydrase to convert HCO3

− that has entered the
cytosol into the CO2 used by Rubisco in the chloroplast. Johnston et al. (2001)
suggested that some of the tracer kinetic and enzyme localization data pre-
sented by Reinfelder et al. (2000, 2004) in support of C4-like photosynthesis
was less than conclusive, and Morel et al. (2002) presented additional data and
repeated their suggestion that a purely anaplerotic role of β-carboxylation in T.
weissflogii is unlikely. It is clear that β-carboxylation can potentially supply
CO2 to Rubisco in diatoms, yet the total fraction of carbon fixation driven by
this pathway is unknown.

There is also evidence for both C4-like and CAM pathways in submerged
aquatic macrophytes. The only known marine macrophyte for which there is
evidence for a C4-like pathway is the green macroalga Udotea fabellum, which
uses PEPCK as the initial carboxylase (Reiskind and Bowes 1991; Bowes et al.
2002). In freshwater, some aquatic vascular plants that were primarily C4 or
CAM terrestrial plants and reinvaded aquatic environments (so-called second-
ary aquatic plants) retain, or have evolved, C4 or CAM characteristics when
growing submerged (Keeley 1990; Bowes et al. 2002; Maberly and Madsen
2002).

Spatial and Chemical Allocation of the Reduced Carbon
Products of the Photosynthetic Carbon Fixation

Products can be removed from the Calvin-Benson cycle as phosphorylated C3,
C4, C5, C6, and C7 sugars and as 3PGA, as long as the number of reduced carbon
atoms removed is balanced by fixation. In cyanobacteria, the photosynthetic
products are freely available for storage and biosynthetic reactions anywhere
in the cell. With the exception of the Viridiplantae, all other taxa store their “re-
serve” polysaccharide outside the chloroplasts, so a smaller fraction of the
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Isotope Fractionation in Phytoplankton and Higher Plants

Recall that earlier we mentioned that in the fixation of CO2, Rubisco kinetically
discriminates against the heavier isotope 13C, leading to an isotopic fractiona-
tion for Rubisco from O2-evolving organisms of between −22 and −29‰, de-
pending on the organism (Farquhar et al. 1989; Park and Epstein 1961) (Table
5.6). In the fixation of HCO3

−, PEPC discriminates against 13C by only about 3 to
5‰ (Table 5.6). In part, the reduced discrimination for bicarbonate is a conse-
quence of its larger molecular weight; 13CO2 is 2.2% heavier than 12CO3, while
H13CO3

− is only 1.6% heavier than its 12C counterpart. Consequently, plants that
use the Calvin-Benson pathway exclusively (i.e., C3 plants) are isotopically en-
riched in 12C relative to plants that utilize β-carboxylation pathways (Table 5.6).

TABLE 5.6 Values of α (kinetic fractionation) for partial processes involved in the
assimilation of inorganic carbon and of reactions of oxygen into marine phytoplankton
organic material (~25°C)

Processes Involving Carbon α
Gaseous CO2C dissolved CO2 1.0010
Dissolved CO2 diffusion in solution 1.0007

1.0009
Dissolved CO2 or HCO3

− flux through membranes 1.00?
Uncatalyzed dissolved CO2C HCO3

− 1.013
Uncatalyzed HCO3

−Cdissolved CO2 1.022
Dissolved CO2C HCO3

− catalyzed by carbonic anhydrase 1.0001
HCO3

−C CO2 catalyzed by carbonic anhydrase 1.0101
Fixation of dissolved CO2 by eukaryotic Rubisco 1.029
Fixation of dissolved CO2 by cyanobacterial Rubisco 1.022

1.025
Fixation of dissolved CO2 by β-proteobacterial Rubisco 1.018
Fixation of HCO3

− expressed in terms of dissolved CO2, by PEPC 0.9947
Fixation of HCO3

− expressed in terms of dissolved CO2, by CPS 1.001?
Fixation of dissolved CO2 by PEPCK 1.024–1.040
Carboxylation reactions (“intrinsic” isotope effects) ∼1.060
Decarboxylation reactions (“intrinsic” isotope effects) 1.06
Enzymatic decarboxylations (9 examples of RCOO− H+C RH CO2) 0.9989–1.032

Processes Involving Oxygen
Gaseous O2C dissolved O2 1.0028
Conversion of H2O to O2 by photosystem II 0.9997
O2 uptake by cytochrome oxidase 1.0204
O2 uptake by the alternate oxidase 1.0306
O2 uptake by the oxygenase activity of Rubisco 1.0208
O2 uptake by glycolate oxidase 1.0222
O2 uptake by Mehler reaction 1.0151

Source. Modified from Raven 1997b and Raven and Farguhar 1990.
Note. α is defined as the ratio of the rate constant for a molecule containing the lighter

isotope to that for a molecule containing the heavier isotope.

total cell carbon is present in the chloroplasts (see chapter 8). In eukaryotes,
however, the products of the cycle are freely available only if these are ex-
ported from the plastids. In unicellular algae, chloroplasts typically contain at
least half of the total cellular complement of carbon and nitrogen, so at least
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In terrestrial plant systems, the two pathways are clearly demarked by their
isotopic composition; C3 plants are 10 to 15‰ more enriched in 12C than are
C4 plants. In aquatic systems, however, isotope fractionation patterns appear
to be much more complicated and blurred. To a first order, as the Calvin-
Benson pathway is predominant, the variations in isotopic composition are
strongly influenced by the availability of inorganic carbon in relation to the
concentration of CO2 in the water, the diffusion boundary layer, and the rate
of photosynthesis (Osmond et al. 1987; Raven et al. 1990). For example, as
inorganic carbon becomes limiting, the ability of the organism to discriminate
between the two isotopes is reduced. Consequently, the incorporation of 13C
increases (Zohary et al. 1994).

In marine planktonic systems, the isotopic fractionation of carbon leads to
formation of organic material with δ13C of about −18 to −22‰, primarily due
to an isotopic discrimination at the initial carboxylation reaction of Rubisco.
However, the δ13C of organic carbon among marine macrophytes can vary by
at least 30‰ (−2.5 to −34‰) (Raven 1997b; Raven et al. 1995, 2002a,b).
There can be even larger variability in freshwater ecosystems, where there are
large variations in inorganic carbon source δ13C values (Raven et al. 1994).*
Interspecific variations, the effect of temperature, the occurrence of boundary
layers, and the concentration and isotopic composition of the source CO2 and
HCO3

− (which are not reported in all data sets) can all lead to different degrees
of isotope fractionation (see Falkowski 1991; Rau 1988; Raven et al. 1994,
1995; Thompson and Calvert 1994). At low growth rates, there is an inverse
correlation between δ13C in the organic matter and the specific growth rate,
provided that growth is not limited by dissolved inorganic carbon and the
δ13C of the inorganic in surrounding water is constant (Laws et al. 1995;
Raven et al. 1995). At higher growth rates, there is an inverse relationship be-
tween the δ13C of the organic C in the organism and the specific growth rate
divided by the CO2 concentration, again with a constant source δ13C value
(Rau et al. 1997; Laws et al. 1995, 2002). However, this relationship does not
hold over the entire range of growth rates or when carbon is actively concen-
trated (see Keller and Morel 1999; Laws et al. 2002). The nonlinearities in the
relationship between external [CO2] and isotopic fractionation of organic mat-
ter in marine phytoplankton has confounded the use of the organic δ13C of
marine sediments as a palaeobarometer, i.e., as a proxy for past atmospheric
CO2 levels (Laws et al. 2002; Riebesell et al. 2000).

* Because the δ13C of the external inorganic carbon can vary markedly in aquatic ecosystems, it is more con-
venient to report the relative isotope discrimination between an organism and the external source carbon. To
this end, a factor, εp, can be defined: εp = 1000(δe − δp)/(1000 + δp), where δe and δp are the δ13C of the exter-
nal inorganic carbon and the organism’s organic carbon, respectively. Laws et al. (1995) showed that for a ma-
rine diatom, the relationship between the ratio of the specific growth rate per mole of external CO2 was in-
versely and linearly proportional to εp.



half of the carbon field is retained in the chloroplast. However, well over half of
the reduced carbon must leave the chloroplast even if the reduced carbon
atoms subsequently return in a different chemical form.

Does Inorganic Carbon Supply Limit Photosynthesis 
and Growth in Nature?

Investigations of short-term photosynthetic responses to changes in inorganic
carbon supply for organisms grown under their “natural” conditions suggest
that most of the marine phytoplankton are not carbon limited (but see Hein
and Sand-Jenson 1997). In general, aquatic photoautotrophs that can actively
transport inorganic carbon suppress the oxygenase and stimulate the carboxy-
lase activities of Rubisco. In these organisms, photosynthesis is saturated
with respect to inorganic carbon at the levels normally found in seawater. One
possible exception is the coccolithophorid Emiliania huxleyi and probably
other coccolithophorids (Merrett 1991; Raven and Johnston 1991). In Emilia-
nia, the inorganic carbon pump does not appear to influence the behavior of
Rubisco to the extent that occurs in diatoms, and the cells appear to be under-
saturated with respect to dissolved inorganic carbon at the concentrations
typical of seawater (Nielsen 1995). This conclusion was supported by Sekino
et al. (1996), who found biphasic kinetics of inorganic carbon acquisition and
assimilation by Emiliania: the high-affinity and low-affinity systems had half-
saturation concentrations of 91 µM and 4.1 mM, respectively. However, growth
seems to be inorganic carbon saturated in seawater (Paasche et al. 1996;
Paasche 2001). The phytoplankton in general appear to be able to acclimate
physiologically their inorganic carbon acquisition mechanisms such that when
transferred from high to low inorganic carbon concentrations, they develop a
higher affinity for inorganic carbon. Riebesell and co-workers (1993) suggested
that the growth of many diatoms is close to or actually limited by inorganic
CO2 in the present-day ocean, but this remains an open question. However, if
the diatoms and cyanobacteria showing extensive acclimation (Raven 1991a,
1993; Fielding et al. 1998; Goldman 1999; Clarke and Flynn 2000) are typical of
marine phytoplankton, then photosynthesis would have been saturated with
inorganic carbon even in the relatively low CO2 environments that appear to
have been characteristic of glacial times.

The effect of inorganic carbon limitation on photosynthesis can be further
inferred from measurement of the compensation concentration of CO2. When
an organism relying on diffusive CO2 entry is illuminated in a closed system it
will come to the compensation concentration. This is the CO2 concentration in
the medium at which CO2 uptake by Rubisco (plus other anaplerotic carboxy-
lases operating in parallel with it) is equal to CO2 production by all respiratory
pathways. For the Rubisco-related processes the CO2 uptake rate is vC, and the
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CO2 evolution rate via photorespiration is 0.5vO. At the CO2 compensation con-
centration ([CO2]comp), vO/vC = 2,
Because

(5.22)

and

(5.23a)

thus,

(5.23b)

The computed values for [CO2]comp range from 2.45–3.55 mmol m−3 for
cyanobacteria down to 0.915 mmol m−3 for the red alga Porphyridium (see Table
5.3). Since CO2 fixation by anaplerotic carboxylases is less than CO2 production
for “dark” respiration in the light, these computed [CO2]comp values are minimal
estimates for [CO2]comp in vivo (Brooks and Faraquhar 1985). Accordingly, any
measured value for [CO2]comp in vivo that is less than the computed [CO2]comp

value suggests the presence of a CO2-concentrating mechanism, and moreover,
suggests that the presence of such a mechanism markedly reduces the poten-
tial limitation of photosynthesis by the availability of inorganic carbon.

The relationship between carbon assimilation rates (i.e., photosynthesis) in
vivo and the concentration of CO2 can be described by a hyperbolic function
comparable to that for enzyme kinetics. In general, however, the half-
saturation constant for the uptake of CO2 for photosynthesis (often called the
Ks(CO2)) is lower than the Km for that of isolated Rubisco. Before we can use
this as an indication that the CO2 supply is other than by CO2 diffusion, the
potential for light- and CO2-saturated photosynthesis in vivo must be com-
pared with the Rubisco carboxylase activity from that organism when the en-
zyme is fully activated and has optimal substrate and cofactor supply. Such a
comparison must, of course, be normalized to equal biomasses from the two
measurements. A twofold “excess” of in vitro Rubisco activity over the in vivo
rate of inorganic carbon acquisition at light-and CO2 saturation could then
account for Ks with respect to CO2 that was half of that of the Km for Rubisco
in vitro. Many of the discrepancies between Ks and Km values are much larger
than this, and it is unlikely that the excess of Rubisco activity in vitro can ac-
count for them (Raven 1984b; Sukenik et al. 1987b). Furthermore, variations in
Ks(CO2) with changes in the external inorganic carbon supply are not paralleled
by changes in Rubisco catalytic capacity in vivo (e.g., Raven 1991a, 1993).

Macrophytes with high affinities for inorganic carbon are mainly found in
high-light intertidal habitats, and have light-saturated photosynthetic rates
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that are saturated by seawater levels of inorganic carbon. The organisms that
are not saturated with inorganic carbon in high light are more commonly found
in lower irradiance environments when synthetic rates may be light, rather
than carbon, limited. In some marine macrophytes, such as red seaweeds, which
rely on a diffusive supply of CO2 to Rubisco, photosynthesis is not saturated
with CO2 under conditions of high light. However, photosynthesis is usually
saturated with inorganic carbon in their normal, low-photon flux density habi-
tats (Johnston et al. 1992; Maberly et al. 1992). Earlier suggestions that photo-
synthesis in seagrasses, most of which are permanently submerged in seawater,
had very low affinities for inorganic carbon have been shown to be largely an
artifact of the use of buffers in the experimental media (Beer et al. 2002).

Freshwater environments have a much greater range of inorganic carbon
concentrations and speciation (as previously discussed) and generalizations
about the extent of inorganic carbon limitation are very difficult to sustain. For
phytoplankton, large lakes (e.g., the Great Lakes of North America) may be in-
sulated by their size from the impact of changes in inorganic carbon concen-
trations. Smaller water bodies frequently have free CO2 concentrations in ex-
cess of air-equilibrium concentrations. Saline lakes often have CO3

2−
/HCO3

− as
their major anions. CO2 in such lakes is often close to air-equilibrium levels.
Generally, phytoplankton photosynthesis in lakes is saturated by inorganic
carbon. However, if (nonsaline) lakes are nutrient-rich, inorganic carbon may
be depleted as phytoplankton assimilate inorganic carbon, nitrogen, and phos-
phorus (chapter 8). Some of the algae in such lakes apparently have CO2-
concentrating mechanisms, as they can acclimate to lower inorganic carbon
concentrations by increasing their affinity for inorganic carbon without signif-
icantly decreasing their saturated rate of photosynthesis.

Freshwater macrophytes have a wide range of mechanisms for inorganic
carbon acquisition (Raven 1984b; Maberly and Madsen 2002). This is not un-
expected in view of their evolutionary origins and, particularly, multiple origins
of freshwater tracheophytes and bryophytes from several terrestrial ancestors.
The various means of direct or indirect uptake of HCO3

−, acquisition of CO2 di-
rectly from the high-CO2 root environment, and CAM all help to offset the inor-
ganic carbon limitation that would occur in organisms relying on a diffusive
CO2 supply to Rubisco. These various mechanisms may not always prevent CO2

limitation at light-saturated photosynthesis under natural conditions. However,
they are typically sufficient to allow inorganic C-saturated photosynthesis un-
der lower photon flux densities, typically found in natural aquatic ecosystems.
A number of freshwater macrophytes use HCO3

− and have been shown to accli-
mate to lower inorganic carbon concentrations by increasing the expression of
carbon-concentrating processes (Raven and Johnston 1993). Organisms with a
diffusive CO2 supply to Rubisco do not show acclimation of inorganic carbon
affinity to changed external inorganic carbon concentrations (Madsen 1993).
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Overall, inorganic carbon probably does not limit photosynthesis in most
aquatic photoautotrophs. It is potentially limiting in some freshwater phyto-
plankton, macrophytes, seagrasses, and perhaps some marine phytoplankton
(as suggested earlier in the case of Emiliana). Regardless, dissolved inorganic
carbon is likely to be even less frequently limiting for growth (Raven et al.
1993). This is despite significant photosynthetic drawdown of inorganic carbon
in nature, including the open ocean under bloom conditions (Codispoti et al.
1982).

In the next chapter, we examine the molecular architecture of the photosyn-
thetic machinery and some aspects of how the synthesis of the components is
regulated.
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The Molecular Structure of the 
Photosynthetic Apparatus

As described in the preceding chapters, photosynthesis involves light harvest-
ing, primary charge separation in both PSII and PSI, electron transport, ATP
and NADPH formation, carbon fixation, and regeneration of substrates in the
Calvin-Benson cycle. The biophysical and biochemical integration of photosyn-
thetic processes requires the synthesis and coordinated assembly of numerous
proteins, lipids, prosthetic groups, and cofactors. The synthesis and assembly
of all the molecules that make up the photosynthetic apparatus are controlled
and directed by the genetic machinery of the organism. Significant advances in
understanding photosynthetic processes, evolutionary relationships, and
trends among photosynthetic organisms, as well as the mechanisms and regu-
lation of response to environmental cues, have emerged from studies of the
molecular genetics and structure of key components of the photosynthetic ap-
paratus. These studies have particularly helped in testing biophysical and bio-
chemical models and hypotheses for the mechanisms and control of partial
photosynthetic reactions. Here we examine some of the basic elements related
to the molecular biology and structure of the photosynthetic apparatus. We
primarily focus on the light-harvesting systems, the two reaction centers, the
b6/f complex, the ATP synthase complex, and Rubisco.

The Location and Maps of the Photosynthetic Genes

In all eukaryotic photosynthetic cells, the photosynthetic genes are distributed
between two distinct genetic compartments: the nucleus and the chloroplast.
The genes encoded in the nucleus are transcribed there, and the messenger RNA
is translated in the cytoplasm on 80S ribosomes. The resulting proteins are im-
ported into the chloroplast and directed to specific locations (for example, the

6



thylakoid membrane). The nuclear-encoded proteins are frequently modified in
the chloroplast by specific proteases that cleave a signal or transit peptide.
These signal or transit sequences contain molecular “addresses” that facilitate
transport across organellar membranes and direct the protein to specific
macromolecular complexes, either in the soluble phase, such as the stroma, or
to thylakoid membranes (Anderson and Gray 1991; Apt et al. 1994; Bustos and
Golden 1991; Franzen et al. 1990; Schnell 1998).

The chloroplast-encoded genes are transcribed in the chloroplasts and the
mRNAs are translated on 70S ribosomes within the organelle. Chloroplast-
encoded genes, which are maternally inherited in oogamous aquatic plants, are
generally far more conserved (less variable) than nuclear-encoded genes.
Hence, much of the photosynthetic apparatus, such as the key reaction center
proteins, the catalytic subunit of Rubisco, parts of the ATP synthase, and the
core of the cytochrome b6/f complex, are encoded in the chloroplast genome,
and the molecular sequence and structure of these proteins are relatively con-
served from the most ancient cyanobacteria to macrophytes and higher plants
(Barber J 1992; Bryant 1994; Morden and Golden 1987). In contrast, nuclear-
encoded genes, such as for the light-harvesting pigment proteins, usually dis-
play far more variation, reflecting a higher degree of evolutionary selection and
mutation (Reith 1995; Durnford et al. 1999).

Gene Nomenclature

A system of nomenclature exists for photosynthetic genes. For example, genes
encoding proteins for a specific photosystem are denoted as psa or psb, where ps
is shorthand notation for “photosystem” and the “a” refers to PSI and “b” to PSII.
Specific genes are assigned to the respective ps by a capital letter starting from
A in accordance with the sequence of their discovery. For example, psbA was the
first gene identified for PSII, and codes for the reaction center protein D1. The
second gene identified, psbB, codes for a protein designated CP47, a chlorophyll-
binding protein that serves to transfer excitation energy from the main light-
harvesting antenna to the reaction center, and psaA is a gene encoding one of
two of the major proteins that make up the PSI reaction center. Nuclear-encoded
genes are indicated by a capital letter in the first letter of the gene name (e.g.,
Lhca1, Lhcb4); plastid-encoded genes are not capitalized (e.g., psbA).

A list of the basic genes and their products is given in Table 6.1. Similar
nomenclatures are prescribed for the cytochrome b6/f complex, where the pho-
tosynthetic electron transport (i.e., pet) genes encode for the proteins that make
up the complex. The ATPase or coupling factor genes are designated by atpA to
atpI. Rubisco is composed of two proteins of different molecular mass: a small
subunit encoded by a gene designated rbcS in red algae and chromophytes
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TABLE 6.1 Major photosynthetic genes identified in aquatic oxygenic photoautotrophs

Genea Function Organism Total Codonsb

petA Cytochrome f C. reinhardtii 316
C. reinhardtii (strain 137c) 317
C. reinhardtii (strain cw-15) 317
Synechocystis sp. (PCC 6803) 328

petB Cytochrome b6 C. reinhardtii (strain 137c) 215
Chlorella protothecoides

(strain 211-7A) 215
Synechocystis sp. (PCC 6803) 222
Prochlorothrix hollandica 222
Synechococcus (PCC 7942) 215

PetC Reiske Fe-S polypeptide, Synechocystis (PCC 6803) 192
subunit III Synechocystis (PCC 6803) 180

petD Cytochrome b6-f complex, C. reinhardtii 160
subunit IV

Rieske Fe-S polypeptide, Chlorella protothecoides
subunit IV (strain 211-7A) 160

Prochlorothrix hollandica 160
Synechococcus (PCC 7942) 160
C. reinhardtii (strain 2137 mt*) 160
Chlamydomonas eugametos 160
Synechocystis sp. (PCC 6803) 160

PetE Plastocyanin Synechocystis sp. (PCC 6803) 126
Prochlorothrix hollandica 131
Synechococcus lividus 125

PetF Ferredoxin I Synechococcus sp. 97
Anabaena sp. 99
Anacystis nidulans 99

petG Cytochrome b6-f complex, Chlamydomonas eugametos 37
subunit V Chlamydomonas reinhardtii 37

PetH Ferredoxin-NADPH reductase Anabaena sp. 440
Synechococcus sp. 402

PetI (IsiB) Flavodoxin Synechococcus sp. 170
Anacystis nidulans 170
Synechocystis sp. 170

PetJ Cytochromes c553, c6 Synechocystis sp. 120

PetK Cytochrome c550 Synechocystis sp. 407

PetL Cytochrome b6-f complex,
3.5-kDa subunit None reported for 

cyanobacteria or algae 28

PetM Cytochrome b6-f complex, Chlamydomonas reinhardtii 100
4-kDa subunit

Cytochrome b6-f, subunit 
VII PetM protein

psaA P700-Chl a protein, subunit la Anabaena variabilis 752
Synechocystis sp. (PCC 6803) 751
Synechococcus sp. 755
Synechococcus vulcanus 755

(continued)
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TABLE 6.1 (continued)

Genea Function Organism Total Codonsb

psaB P700-Chl a protein, subunit lb Anabaena variabilis 741
Synechocystis sp. (PCC 6803) 731
Synechococcus sp. 741
Synechococcus vulcanus 741

psaC 8-kDa 2(4Fe-4S) protein; binds Synechococcus vulcanus 81
iron–sulfur clusters that are Anabaena sp. 81
terminal electron acceptors Synechococcus sp. 81
in PSI Synechocystis sp. (PCC 6803) 81

Chlamydomonas reinhardtii 81

PsaD Ferredoxin docking protein C. reinhardtii 196
Synechococcus sp. 139
Synechocystis sp. 141

PsbP 23-kDa oxygen-evolving None reported for 258 Higher plants
protein of photosystem II cyanobacteria

or algae

PsbQ 16-kDa PSII protein None reported for  149 Higher plants
cyanobacteria or algae

PsbR 10-kDa PSII protein None reported for 99 Higher plants
cyanobacteria or algae

PsbS 22-kDa PSII protein, CP24 None reported for 274 Higher plants
cyanobacteria or algae

PsbT PSII subunit None reported for 31
cyanobacteria or algae

PsbU Not reported in GENBANK None reported for  
cyanobacteria or algae

PsbV Cytochrome C550 signal Synechocystis sp. (PCC 6803) 160
peptide

PsbW 6.1-kDa PSII protein None reported for 137 Higher plants
cyanobacteria or algae

PsbX 23-kDa PSII protein None reported for 258 Higher plants
cyanobacteria or algae

Psb1 Oxygen-evolving enhancer Chlamydomonas reinhardtii 291
1 (OEE1), precursor protein

Psb2 Oxygen-evolving enhancer 2 Chlamydomonas reinhardtii 245
(OEE2)

Psb3 Oxygen-evolving enhancer 3 Chlamydomonas reinhardtii 199
(OEE3), precursor protein

Fcp Fucoxanthin–chlorophyll Macrocystis pyrifera 217
binding protein Isochrysis galbana 201

FcpA Fucoxanthin–chlorophyll Phaeodactylum tricornutum 196
binding protein

FcpB Fucoxanthin–chlorophyll Odontella sinensis 203
binding protein Phaeodactylum tricornutum 198

FcpC Fucoxanthin–chlorophyll Phaeodactylum tricornutum 197
binding protein

FcpD Fucoxanthin–chlorophyll Phaeodactylum tricornutum 197
binding protein
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TABLE 6.1 (continued)

Genea Function Organism Total Codonsb

FcpE Fucoxanthin–chlorophyll Phaeodactylum tricornutum 197
binding protein

FcpF Fucoxanthin–chlorophyll Phaeodactylum tricornutum 197
binding protein

Lhcb1 28.5-kDa LHCII apoprotein Dunaliella tertiolecta 253 Mature peptide

pcb 35-kDa chlorophyll a/b Prochlorococcus marinus 352 Mature peptide
binding protein

cpcA Phycocyanin, α subunit Pseudanabaena sp. 162
Synechocystis sp. (PCC 6803) 162

cpcB Phycocyanin, β subunit Pseudanabaena sp. 172
Synechocystis sp. (PCC 6803) 172

cpeA Phycoerythrin, α subunit Pseudanabaena sp. 164

cpeB Phycoerythrin, β subunit Pseudanabaena sp. 185

Pcp Peridinin chlorophyll protein Amphidinium carterae (CS-21) 369
Symbiodinium sp. 365

atpA ATP synthase, CF1 α subunit Chlamydomonas reinhardtii 454
Synechocystis sp. (PCC 6803) 504
Anabaena sp. 506

atpB ATP synthase, CF1 β subunit Chlamydomonas reinhardtii 574
Chlamydomonas reinhardtii 491
Anabaena sp. 471
Prochloron didemni 483
Synechocystis sp. (PCC 6803) 483

AtpC ATP synthase, CF1 γ subunit Phaeodactylum tricornutum 370
Synechocystis sp. (PCC 6803) 314
Anabaena sp. 315

AtpD ATP synthase, CF1 δ subunit Synechocystis sp. (PCC 6803) 185
Anabaena sp. 183

PsaE PSI subunit IV, role in cyclic Synechococcus sp. 70
electron transport? Synechococcus sp. (PCC 6301) 75

Synechococcus sp. 76
Synechocystis sp. 74

PsaF Plastocyanin docking protein Synechococcus sp. 164
Synechocystis sp. 165
Synechocystis sp. (PCC 6803) 165

PsaG PSI, 10-kDa subunit Chlamydomonas reinhardtii 126
(polypeptide 35)

PsaH PSI, 11-kDa subunit 
(polypeptide 28) C. reinhardtii (WT 137c) 130

PsaI PSI, small subunit 
(subunit XIII) Synechocystis sp. (PCC 6803) 130

Synechococcus sp. 38

PsaJ PSI subunit Synechococcus sp. 41
Synechocystis sp. 40

PsaK PSI subunit X, polypetide C. reinhardtii (WT 137c) 114
37 precursor, 8.4 kDa Synechococcus sp. 83

PsaL PSI, large subunit (subunit XI) Synechocystis sp. (PCC 6803) 69
Synechococcus sp. 149

(continued)
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TABLE 6.1 (continued)

Genea Function Organism Total Codonsb

psbA 32-kDa Qb protein, DI  Prochlorothrix hollandica 353
(herbicide binding protein) Prochlorococcus marinus 360

Synechococcus elongatus 360
Synechocytsis sp. (PCC 6803) 360
Synechocystis 6714 360

psbB 47-kDA Chl a protein, CP47 Prochlorothrix hollandica 514
Synechococcus sp. 508
Synechocystis sp. 507
Chlamydomonas reinhardtii 508

psbC 43-kDa Chl a protein, CP43 Chlamydomonas reinhardtii 461
Synechococcus sp. 461

psbD 34-kDa protein, D2 Chlamydomonas reinhardtii 352

psbE 9-kDa cytochrome b559, Chlamydomonas reinhardtii
β subunit (CC-125) 82

Synechocystis sp. (PCC 6803) 81

psbF 4-kDa cytochrome b559, Synechocystis sp. (PCC 6803) 44
α subunit Chlamydomonas reinhardtii 44

Chlamydomonas eugametos 44

psbG PSII-G protein, 24-kDa Synechocystis sp. (PCC 6803) 248
polypeptide

psbG2? Possible NAD(P)H Synechocystis sp. (PCC 6803) 219
dehydrogenase subunit

psbH PSII reaction center, 10-kDa Chlamydomonas reinhardtii 88
phosphoprotein Synechocystis sp. (PCC 6803) 64

psbH Open reading frame 1 Prochlorothrix hollandica 90

psbH Open reading frame 2 Prochlorothrix hollandica 64

psbI PSII-I polypeptide Anacystis nidulans 39

psbJ Cytochrome b559 apoprotein Synechocystis sp. (PCC 6803) 40

psbK PSII-K polypeptide, 4 kDa Synechocystis sp. (PCC 6803) 37 Mature peptide
Chlamydomonas reinhardtii 37 Mature peptide
Anacystis nidulans 35 Mature peptide

psbL PSII-L polypeptide, Chlamydomonas eugametos 38
photoelectron transport Chlamydomonas reinhardtii 44

psbM PSII-M polypeptide None reported for  
cyanobacteria or algae 34 Higher plants

psbN PSII-N polypeptide Synechocystis (PCC 6803) 43
Chlamydomonas reinhardtii 44

psbO PSII-O polypeptide, Synechococcus elongatus 102
Mn-stabilizing protein

atpE ATP synthase, CF1 Chlamydomonas reinhardtii 141
epsilon subunit Chlorella ellipsoidea 134

Anabaena sp. 137
Synechocystis sp. (PCC 6803) 136
Synechococcus sp. 137

atpF ATP synthase, CF0, b subunit Synechocystis sp. (PCC 6803) 179
Anabaena sp. 187
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(RbcS in Viridiplantae) and a large subunit encoded by rbcL. The names for the
genes encoding light-harvesting chlorophyll proteins were originally derived
from a nomenclature from higher plant genetics, where the chlorophyll a,b
genes (i.e., cab) were first identified. Subsequently, cab genes have been renamed
light-harvesting chlorophyll genes, or Lhc, with photosystem designation de-
noted by a or b. Thus, Lhcb1 is a nuclear gene encoding for light-harvesting
chlorophyll protein that binds chlorophylls a and b and is associated primarily
with photosystem II. Because most algal classes do not contain chlorophyll b,
the genes are usually named according to the chromophore bound to the pro-
tein. For example, the fucoxanthin chlorophyll proteins in chromophytes (FCPs),
the peridinin chlorophyll proteins (PCPs) of the dinoflagellates, and the phyco-
biliproteins of the cyanobacteria and cryptomonads are major groups of light-
harvesting complexes; found uniquely in algae, their proteins are encoded by
unique genes with common elements within the three groups (Green and Durn-
ford 1996; Green and Parson 2003; Larkum et al. 2003).

The expression of genes can be, and usually is, controlled at a number of lev-
els, and the level of control is often dependent on the gene location and its
product. It is not our purpose to review the molecular basis of gene expression
here, but rather to discuss salient points that will help convey key concepts in

TABLE 6.1 (continued)

Genea Function Organism Total Codonsb

atpG ATP synthase, CF0, b’ subunit Synechocystis sp. (PCC 6803) 143
Anabaena sp. 163

atpH ATP synthase, CF0, c subunit Chlamydomonas reinhardtii 82
Synechocystis sp. (PCC 6803) 81
Anabaena sp. 81

atpI ATP synthase, CF0, a subunit Synechocystis sp. (PCC 6803) 276
Anabaena sp. 251

rbcL RUBISCO, large subunit Anabaena sp. 476
Prochlorothrix hollandica 470
Cylindrotheca sp. 490
Pleurochrysis carterae 488
Synechococcus sp. 474

rbcS Rubisco, small subunit Anabaena sp. 110
Prochlorothrix hollandica 109
Chlamydomonas moewusii 140 Mature peptide
Cylindrotheca sp. 140
Pleurochrysis carterae 139
Synechococcus sp. 118

aFirst letter of chloroplast gene is lower case; nuclear gene is upper case.
bThe total codons approximately correspond to the number of amino acids in the gene product.

The approximate molecular mass (in daltons) of the gene product can be estimated by multiplying
the number of codons by 110.

cNuclear encoded for chlorophytes; chloroplast encoded for chromophytes.
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Figure 6.1 The codon wheel. Each primary amino acid found in protein is encoded by at least

one set of three nucleotide bases, or codon, in DNA. The code for each of the 20 amino acids is

shown here, along with the single-letter abbreviation for each of the amino acids. The three

codons, ochre, amber, and opal, are “stop” codons, i.e., they indicate a termination of translation.

Codons and Codon Usage

Each primary amino acid is “encoded” by three nucleotides that collectively
are referred to as a codon. Since there are four nucleotides, the number of pos-
sible codons is 43 = 64. There are 20 primary amino acids. Thus, some amino
acids may have more than one codon (Fig. 6.1). Because of this degeneracy of
information, it is not possible to absolutely predict the nucleotide (e.g., DNA)
sequence from an amino acid sequence, although the converse is much more
straightforward.* In practice, the third-base position in a codon is much more
variable than the first two, and some organisms use codons enriched in G and
C in the third position, while others favor A and T. For example, some
Viridiplantae, such as the green algae Chlamydomonas spp. or Dunaliella spp.
have high G/C codon usage in the third position, while Bacillariophyceae ap-
pear to be generally more skewed toward A/T (Grossman et al. 1990; LaRoche
et al. 1990). In theory, a G/C bias might be expected to confer thermal stabil-
ity to the double-helix structure of DNA, since this base pairing leads to three
hydrogen bonds, whereas the A-T base pair has only two hydrogen bonds.

* There are some minor variations between the interpretation of codons (“codon usage”) between organisms
or between compartments within organisms (e.g., the mitochondrion or plastid).
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gene expression in algal cells, especially in relation to the assembly, function,
and repair of the photosynthetic apparatus.

Regulation of Gene Expression

All genes can be roughly divided into two parts: (1) a coding region consisting
of nucleotides that contain codons for specific amino acids that constitute the
gene product, and (2) a noncoding, control region that is usually oriented 5’ to
the coding region.1 The control region contains the promotor elements, where
RNA polymerase binds to DNA and initiates transcription (Alberts et al. 1983).

Transcriptional control is based on the ability to regulate the rate of synthe-
sis of mRNA for a specific gene product. This is usually achieved by altering
the affinity of specific areas in the control region of the gene to bind DNA-
dependent RNA polymerase. In prokaryotic cells RNA polymerase binding is
regulated by a specific peptide that is an integral part of the enzyme (Houmard
1994). The subunit structure of RNA polymerase contains a series of core
polypeptides, designated α, β, β’, and γ, and a variable polypeptide region is
designated σ. The binding of the polymerase to DNA is determined largely by
the σ region. These so-called σ factors are elements that recognize a DNA se-
quence as being a binding site for RNA polymerase and help the enzyme to ini-
tiate transcription properly. Similar sequences have been identified in chloro-
plasts; however, as they are not identical to prokaryotic σ factors, they are
called sigma-like factors (SLF). In the nucleus of eukaryotic cells, the binding
of RNA is directed by multiple control factors; however, a specific binding re-
gion, approximately 25 bases upstream (i.e., 5’) to the coding region, contains
the nucleotide sequence TAAAAT, which is a consensus recognition site. Many
other motifs2 have been identified in the control region, which may be several

However, thermophilic organisms appear to equally use G/C and A/T in the
third position. An alternative explanation for codon usage is based on conser-
vation of nitrogen; there are 7 N atoms in an A-T base pair, but 8 N atoms in a
G-C base pair (discussed by Raven et al. 2005).

1 The orientation of DNA is specified on the basis of the orientation of the bound deoxyribulose. The 5’ end of the
sugar is covalently bound to a phosphate ester, whereas the 3’ end contains a hydroxyl group. In the replication of DNA,
the DNA polymerase adds nucleotides from the 5’ to the 3’ end. Hence, nucleotides 5’ to a coding region are “up-
stream,” meaning in front of the coding region.

2 A motif is a usually small, highly conserved sequence of DNA or protein that is used for some common function. For
example, the sequence GGTTAA is a so-called G-box motif, as it is often found in nuclear-encoded promoter sequences
as a binding site for transcription factors.
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hundred bases long. These motifs contain regions that bind specific proteins
(transcription elements) and in so doing promote or repress the transcription
of mRNA (Blowers et al. 1990; Donald et al. 1990; Grossman et al. 1993a,b).

There are potentially many levels of control of gene expression within a cell.
As briefly discussed, the rate of transcription is one level in which the amount
of messenger RNA strongly determines the amount of protein (Fig. 6.2).The sta-
bility of transcripts can also vary as specific RNAases are employed to destroy
the message after some time. The rate of protein synthesis can be further regu-
lated at a number of levels, as can the activity or stability of the protein. These
processes—transcriptional, post-transcriptional, translational, and post-
translational control—are not mutually exclusive, and frequently expression is
regulated at more than one level. A general rule, which is not absolutely upheld
but is nonetheless a useful guide, is that cyanobacterial and eukaryotic
nuclear-encoded genes are controlled at the level of transcription.This is to say
that the correspondence between variations in the level of proteins is often a
consequence of the rate of transcription of mRNA, and the pool size of mRNA is

Figure 6.2 Level of control of gene products. Each polypeptide is encoded by a single gene. Each gene

is transcribed to form one or more copies of messenger RNA, via the action of the enzyme RNA poly-

merase. The number of copies of mRNA is regulated by noncoding regions of the gene, called promotor

sequences. Once mRNA is formed, it must be translated on rRNA to form the protein. Regulation at this

level may be achieved by causing the mRNA to break down, by blocking rRNA docking sites, by reducing

the number of amino acids available, etc. Control of protein synthesis at this level is called transcriptional

or post-transcriptional. Once formed, the protein may have signal or transit peptide sequences that must

be removed before the protein is functional. This step may require one or more specific proteases, and

control of gene expression at this level is called post-translational.



correlated with the pool size of protein (Rochaix et al. 1989). Thus, variations in
environmental signals that affect the accumulation of proteins in cyanobacteria
or nuclear-encoded proteins are often related to factors that affect RNA poly-
merase binding and RNA synthesis (Houmard 1994). As we will shortly de-
scribe, the transduction of these signals is often complex.

A second level of control is via the post-transcriptional processing of mRNA.
In eukaryotic cells the coding region is often interspersed with noncoding
sequences called introns that are similarly transcribed by the RNA polymerase.
The mRNA sequences corresponding to introns are removed by enzymatically
splicing the mRNA in the nucleus prior to export to the cytoplasm. The splic-
ing is directed by specific nucleotide sequences in the mRNA. This post-
transcriptional “maturation” of mRNA leads to the synthesis of smaller tran-
scripts. Splicing is one mechanism for post-transcriptional control of gene
expression. A second mechanism is via mRNA degradation. Mature mRNA mol-
ecules are enzymatically degraded. The degradation rate is specific for the tran-
script and the lifetime of mRNAs can vary in algal cells from a few minutes to a
few hours (Mullet 1993; Mullet and Klein 1987; Sakamoto et al. 1993). RNA
degradation can be assessed by inhibiting mRNA synthesis with antibiotics
and following the levels of specific RNAs. A third level of post-transcriptional
control is so-called RNA editing. In this situation, for example, a cytosine in the
mRNA may be replaced with a uracil, leading to the coding for a different amino
acid than that predicted from the DNA sequence. Such an apparent inconsis-
tency in the universality of the genetic code is found in reaction center protein
D1, and is a consequence of mRNA editing. Post-transcriptional control of gene
expression is a common feature of many chloroplast-encoded genes.

A third level of control of gene expression is at the level of translation. Mes-
senger RNA is translated to proteins on ribosomes. Each mRNA molecule can
in principle be used numerous times, and hence is a potential source of ampli-
fication for a gene. Translation is dependent on many factors: the availability
of processed mRNA; the availability of ribosomes that is commensurate with
the demand for protein synthesis; the availability of amino acids, including the
availability of tRNA molecules that are “charged” with their specific amino
acid; and the availability of ATP. There are potentially numerous examples of
translational control. Depression of cell growth by limiting nutrients often can
be attributed to a reduction in translation rates. For example, in heterotrophic
prokaryotic cells, growth rates in chemostat cultures are usually highly corre-
lated with the abundance of ribosomal RNA (Lee and Kemp 1994). Transient in-
hibitor studies in such cases suggest that protein synthesis is limited by the
rate of translation of mRNA. In eukaryotic cells, similar effects of translational
limitation can be found, especially when nitrogen or carbon is a limiting ele-
ment (Herzig and Falkowski 1989).

Synthesized proteins do not necessarily partake in cell functions immedi-
ately following translation; frequently, they are modified. Post-translational
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modification permits a level of feedback between the gene product, the level of
transcription, and often in sensing metabolic processes. Two post-translational
modifications that are important in the function and assembly of the photo-
synthetic apparatus are the cleavage of leader sequences and protein phospho-
rylation (Flugge 1990; Bennett 1991).

Two basic categories of leader sequences can be distinguished: signal se-
quences and transit sequences. Signal sequences are leading portions of a
nuclear-encoded protein that are targeted to the endoplasmic reticulum. In
chromophyte algae, where the chloroplast is encapsulated by four membranes,
the outer membrane appears to be derived from the endoplasmic reticulum and
is contiguous with that structure around the nucleus (chapter 1; Apt et al. 1994;
Bassham et al. 1991; Grossman et al. 1990). Hence, nuclear-encoded proteins
that are imported into the chloroplast, such as the fucoxanthin–chlorophyll pro-
teins, contain a leader sequence that facilitates transport of the protein into the
chloroplast.This sequence contains a positively charged residue in the first four
amino acids followed by a hydrophobic domain. As the protein transits across
the chloroplast membranes, the signal sequence is spliced, leaving a smaller,
mature protein. In the chlorophytes, the leader sequence is a 33–36 amino acid
portion of the protein at the N-terminal that facilitates transport of the nuclear-
encoded proteins across a simpler, two-membrane envelope. The transit peptide
directs the protein toward its locus within the chloroplast and is cleaved within
the organelle to form the mature protein (Flugge 1990; Kavanagh et al. 1988;
Mayfield et al. 1989). The cleavage of signal or transit sequences is a form of
post-translational control process essential for the synthesis and assembly of
light-harvesting chlorophyll proteins in eukaryotes, as well as in the integration
of the small subunit of Rubisco in chlorophyte algae (Ellis 1990).

Protein phosphorylation and dephosphorylation are mediated by a series of
protein kinases and phosphatases, respectively. The phosphorylation reactions
are keyed to specific amino acids, most commonly serine, threonine, and histi-
dine. Phosphorylation is ATP dependent and ATP consuming3 and is usually
keyed to specific metabolic steps. Many thylakoid proteins, including the light-
harvesting chlorophyll proteins, phycobiliproteins, D1, and D2, are phosphory-
lated (Bennett 1984, 1991). For these proteins, phosphorylation is triggered by
the redox state of the plastoquinone pool (Allen et al. 1981; Allen 2001); the ki-
nase appears to sense the status of the pool through an interaction with the
cytochrome b6/f complex (Frid et al. 1992). Thus, as the plastoquinone pool
becomes reduced, a protein kinase is activated and a number of proteins in the
thylakoid become phosphorylated (Race and Hind 1996; Depège et al. 2003).

Many other proteins, such as nitrate reductase and enzymes in the Calvin-
Benson cycle, may also be phosphorylated (Huber et al. 1992). Phosphorylation

3 This is the definition of a kinase.



often alters the specific activity of the target enzyme and may alter its affinity
for specific binding sites. Soluble proteins may be reversibly phosphorylated
and bind to control regions of specific genes, thereby providing a feedback con-
trol between metabolism and gene expression. In such cases, the kinase often
utilizes GTP rather than ATP as the substrate, and G proteins (i.e., GTP-
binding) are common vehicles for transducing environmental signals to chemi-
cal cues (Danon and Mayfield 1991; Eskins et al. 1991; Johanningmeier and
Howell 1984; Rodriguez-Rosales et al. 1992; Sasaki et al. 1991).

The removal of phosphate groups from proteins is achieved through the ac-
tion of specific phosphatases. Some microalgal toxins are highly tuned to in-
hibit phosphatases in the cytoplasm or nucleus (not in the chloroplast) and in
doing so can cause severe illness or even death in humans. Two such toxins are
okadaic acid and microcystin. Okadaic acid is a lipid-soluble protein phos-
phatase inhibitor produced by some dinoflagellates and is responsible for
diarrhetic shellfish poisoning. Microcystin is a cyclic eight-amino acid polypep-
tide with a variable sequence region. The microcystins, so called because they
are produced by the cyanobacterium Microcystis aeruginosa, are water-soluble
protein phosphatase inhibitors. Often these and other phosphatase and kinase
inhibitors are used to assess the pathways of control and effect of phosphory-
lation of proteins or small peptides (Cohen et al. 1990; MacKintosh et al. 1990).

With this brief review on control of gene expression, let us examine some of
the processes required for the assembly and organization of the photosyn-
thetic apparatus. We begin with the light-harvesting chlorophyll–protein com-
plexes.

Light-harvesting Pigment–Protein Complexes

Light-harvesting pigment–protein complexes are a diverse group of proteins
that bind pigments and transfer absorbed excitation energy to a photosynthetic
reaction center. Broadly speaking, two major classes of pigment–protein com-
plexes can be identified. The first are chlorophyll–protein complexes that are
usually, but not always, hydrophobic molecules that invariably contain some
carotenoids (Green and Durnford 1996; Hiller et al. 1991; Jeffrey 1980; Larkum
and Barrett 1983). The second are the phycobiliproteins, which are water-
soluble molecules found in cyanobacteria, cryptomonads, and Rhodophyceae
(Gantt 1981; Grossman et al. 1993b). Both types of complexes confer the ob-
servable colors to algal cells and the chlorophyll–protein complexes contain
>95% of the cell chlorophyll. Light-harvesting chlorophyll proteins are encoded
in both the nucleus and chloroplast, although the typical pigment of eukary-
otic algal classes is a consequence of only nuclear-encoded genes. We first ex-
amine some of the elements of phycobiliproteins.
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In the phycobiliprotein-containing algae, the pigments are organized in
large, water-soluble structures that can be resolved by electron microscopy
(Fig. 6.3a). The pigments are a series of modified linear tetrapyroles that are
covalently bound via one or two thioether bonds to cysteine on the apopro-
teins (Fig. 6.3b). The light absorption properties of the pigments are a conse-
quence of extended conjugated double bonds in the linear tetrapyroles. This
structure is called a chromophore. The number of chromophores found per
unit of protein varies between species. The pigments can be removed only by
relatively harsh treatments such as acid hydrolysis, not by organic solvent ex-
traction. The phycobiliproteins consist of two subunits, designated α and β,
that form multimeric complexes. The molecular masses of both subunits are
similar, ranging between 17 and 22 kDa, depending on the specific phyco-
biliprotein and species. In freshwater cyanobacteria, the phycobiliproteins ag-
gregate into a disk-shaped trimer (αβ)3 approximately 11 nm in diameter and

RC II RC II
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Phycourobilin

Allophycocyanin

Phycocyanin

RC II = PS II core
= Terminal pigment
(LCMPBS to thyaloid linker)

H2O
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Figure 6.3 (a) A transmission electron micrograph showing the basic structure of phycobilisomes. (b) A

schematic diagram of a phycobilisome. The basic structure is hemidiscoidal with a three-member core

containing allophycocyanin. Six “rods” are normally bound to the core. Phycocyanin is always located

closest to the core. The core itself is energetically coupled to the reaction center of photosystem II. The

more distal regions of the rods contain either phycocyanin, phycoerythrin, or phycourobilin bound to

proteins, depending on the species, light intensity, and the color of the light in which the organism is

grown. (Courtesy of Elisabeth Gant.)
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(b)



3 nm thick. In marine cyanobacteria, the unit structure appears to be a trimer
(αβ )3 which assembles into larger structures to form disks (Mimuro and Kikuchi
2003).

In all cyanobacteria the genes encoding the phycobiliproteins are arranged
on an operon, together with genes encoding small “linker” proteins that serve
to organize the disks into macromolecular structures, the phycobilisomes.
These structures consist of a rod extending radially from a core (Bryant 1994;
Zuber 1986). The proteins covalently bind open chained tetrapyrroles of which
there are four basic types: phycocyanobilin, phycoerythrobilin, phycoviolo-
bilin, and phycouroblilin (Fig. 6.4). The pigment–protein complexes form four
basic types of phycobiliproteins: phycoerythrin, phycoerythrocyanin, phyco-
cyanin, and allophycocyanin. The rods consist of stacked disks; at the distal
end the green-light-absorbing phycoerythrobilin (in freshwater species) and
phycourobilin (in marine species) are connected to the orange-wavelength-
absorbing phycocyanobilin. In some species of cyanobacteria, phycoerythrin
is lacking and the rod contains only phycocyanobilin (Swanson et al. 1991).
The core structure contains a series of stacked disks; at the distal end the
green-light-absorbing phycoerythrobilin (in freshwater species) and phycouro-
bilin (in marine species) are connected to the orange-wavelength-absorbing
phycocyanobilin and finally a series of stacked disks of allophycocyanobilin.
The fluorescence emission spectra of this last, red-orange-absorbing pig-
ment–protein complex overlaps the Qy absorption band of chlorophyll a. The
excitons captured at the distal end of the rods migrate by resonance energy
transfer (the Förster mechanism; see chapter 2) to the core, where they are de-
livered directly to chlorophyll proteins associated with PSII reaction centers
(Glazer 1984). One phycobilisome serves two PSII reaction centers. Overall en-
ergy transfer efficiency from the phycobilisomes to the reaction center is
about 90%. The energy transfer is via a cascade, from shorter-wavelength-
absorbing chromophores to longer-wavelength-absorbing chromophores. The
energy is ultimately coupled to the lowest singlet excited state of chlorophyll
a (Mimuro 2002).

The absorption maxima for phycoerythrin-containing organisms range be-
tween 520 and 570 nm, while those for phycourobilin-containing cells are be-
tween about 460 and 520 nm. As cyanobacteria have no major chlorophyll–pro-
tein complex serving PSII, the optical absorption cross section for the reaction
center is basically determined by the absorption spectra of the phycobilisomes
(Fujita et al. 1985; Ley and Butler 1977). In contrast, PSI is primarily served by
chlorophyll–protein complexes, and, hence, in cyanobacteria and Rhodophyceae,
the two photosystems have distinctly different action spectra (Mörschel and
Rhiel 1987).

In the light-harvesting chlorophyll–protein complexes, pigments are nonco-
valently bound to the proteins by hydrophobic interactions, and the com-
plexes can be disrupted by a solvent with a low dipole moment relative to
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Figure 6.4 An example of the hydropathy plots of three proteins: (a) the flucoxanthin chlorophyll a,c

binding protein from the marine diatom Phaeodactylum tricornutum, (b) the large subunit of ribulose 1,5-

bisphosphate carboxylase/oxygenase from Chlamydomonas reinhardii, and (c) reaction center protein, D1,

from Chlamydomonas. Numbers greater than zero indicate hydrophobic domains in the protein, while

numbers less than zero indicate hydrophilic regions.
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water; commonly used solvents are acetone and low molecular weight alco-
hols. This disruption facilitates the quantitative extraction of photosynthetic
pigments, but the relative ease with which the pigments are removed from the
complexes has hampered their biochemical and structural characterization
(Thornber 1986). Intact light-harvesting chlorophyll–protein complexes have
been isolated from a variety of algae using detergents that solubilize the thy-
lakoid membranes while being gentle enough to prevent the dissociation of the
pigments from the protein (Green and Durnford 1996). Such nonionic or zwitte-
rionic detergents as Triton X-100, β-octylgluoside, and digitonin are commonly
used to solubilize intact pigment–protein complexes. Following solubilization,
the complexes may be isolated by sucrose-density gradient centrifugation and
further fractionated by electrophoresis under mild conditions without signifi-
cant denaturation (so-called “green gels”).

The integrity of the pigment–protein complex can be assessed by analyzing
the transfer of excitation energy from the accessory chlorophylls (b or c) to
chlorophyll a by means of fluorescence excitation/emission spectroscopy
(Sukenik et al. 1989). For example, if a detergent disrupts energy transfer, exci-
tation of chlorophyll b leads to autofluorescence of chlorophyll b; whereas if
energy transfer is not disrupted, excitation of chlorophyll b is manifested by
fluorescence emission by chlorophyll a only. Further characterization of the
complex is obtained by a variety of absorption spectroscopies, including visi-
ble wavelengths, and with polarized light to infer orientation of the pigments
in relation to each other. In this context, circularly polarized or linearly polar-
ized light can be used to assess the orientation of absorption dipoles relative
to each other (Garab et al. 1987). This form of spectroscopy can be used to infer
the orientation of π bonds in chlorophyll molecules within the pigment–
protein complexes. These spectroscopic analyses are usually conducted in con-
junction with biochemical analyses and structural studies.

Some of the light-harvesting chlorophyll proteins are highly conserved across
phylogenetic lines. Chief among these are CP43 and CP47, two chloroplast-
encoded proteins (Alfanso et al. 1994; Pakrasi et al. 1985). These two complexes
bind only chlorophyll a and are both highly fluorescent at room temperature
(actually, in room light these complexes, when isolated, appear red rather than
green). At the temperature of liquid nitrogen (77 K), CP43 is observed by an
emission band at 684 nm, whereas CP47 emits at 695 nm (chapter 3; Eaton Rye
and Vermaas 1991). These two pigment–protein complexes serve as “core” an-
tenna to PSII; that is, they absorb energy from the major light-harvesting pig-
ment–protein complexes and transfer the energy directly to the reaction center
(Vermaas 1993; van Amerongen and Dekker 2003).

The peripheral antennae consist of the major, nuclear-encoded, light-
harvesting chlorophyll–protein complexes that often bind accessory chloro-
phylls.The genes are usually found in multiple, closely related but not identical,
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forms called gene families. In chlorophytes these complexes bind chlorophylls
a and b as well as oxygenated carotenoids (xanthophylls) such as lutein (and
are called the light-harvesting chlorophyll proteins, LHCs). A group of light-
harvesting chlorophyll–protein complexes, LHCII, serves PSII; a second, im-
munologically and biochemically different group, LHCI, serves PSI. The LHCs
are a large number of closely related pigment protein complexes (Green and
Kühlbrandt 1995, Green and Parsons 2003). In chromophyte algae, there may be
10 to 15 genes for LHCII complexes (Grossman et al. 1990). LHCII and LHCI are
closely related to each other from a phylogenetic perspective; however, LHCII
generally has a chlorophyll a/b ratio averaging between 1.1 and 3, whereas in
the LHCI the ratio is >5. Hence, in chlorophytes, absorption of light by chloro-
phyll b preferentially excites PSII. The apoproteins of LHCs range in size from
about 20 to 30 kDa, and often multiple genes are expressed in an organism
(Sukenik et al. 1987b). In diatoms and other algae containing the carotenoid fu-
coxanthin, the major light-harvesting chlorophyll–protein complexes bind
fucoxanthin and chlorophylls a and c (the fucoxanthin-chlorophyll proteins,
FCPs) (Boczar and Prèzelin 1989). In many dinoflagellates, a water-soluble
pigment–protein complex containing the red xanthophyll carotenoid peridinin
is found bound to a protein containing chlorophyll a but not chlorophyll c
(Jovine et al. 1995; Hofmann et al. 1996). The peridinin chlorophyll proteins
(PCPs) are distinct from a second complex found in dinoflagellates that con-
tains chlorophylls a and c, but apparently not peridinin.

The amino acid sequences for a fairly large number of eukaryotic LHCs and
FCPs have been deduced from their gene sequences or cDNA clones (i.e., DNA li-
braries made from mRNA templates and cloned in bacteria). All sequences ob-
tained thus far have some similarities. Based on their hydropathy plots,4 LHCs
have three transmembrane-spanning regions, the first and third of which are
relatively highly conserved (Fig. 6.4) (Green and Pichersky 1994; Green and Par-
son 2003). The apoproteins are translated with a transit or leader sequence (de-
pending on the taxon) in the cytosol and transported across the chloroplast en-
velope where the leader is cleaved. Thus, the post-translational modification
produces a mature apoprotein that becomes incorporated in the thylakoids.
This apoprotein is smaller than that predicted from the nucleotide sequence
owing to the presence of a signal sequence in the precursor molecule. The ma-
ture apoprotein binds chlorophylls and carotenoids, which are synthesized in
the chloroplast (Chitnis and Thornber 1988). In a number of species, it appears
that if chlorophyll biosynthesis is reduced or inhibited, the apoprotein is
specifically degraded, leading to the suggestion that chlorophyll is essential to
stabilize the apoprotein (Klein et al. 1988; Michel et al. 1983). In some species,

4 A hydropathy plot is a projection of the relative hydrophobicity or hydrophylicity of amino acids in a protein se-
quence. A sequence of 7 to 10 hydrophobic amino acids is capable of spanning a membrane. Hence, hydropathy plots
are often used to provide clues as to the number of potential transmembranes spanning regions in a protein.
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Chlorophyll Biosynthesis

All chlorophyll molecules in vivo are bound to proteins via hydrophobic inter-
actions, a category of noncovalent bonds. A variety of amino acids appear to
be used to bind the pigments to the apoproteins, including histidine, gluta-
mate, and glutamine (Hiller et al. 1993; Kohorn 1990; Kuhlbrandt et al.
1994). Subtle changes in the binding of chlorophylls can lead to changes in
the probabilities of populating the higher excited states, and hence in absorp-
tion and fluorescence properties of the pigments. The rules governing these
changes are poorly understood. Indeed, it appears that in some proteins,
chlorophyll a can be substituted for chlorophyll b (Grabowski et al. 2001).

The synthesis of chlorophyll occurs in the chloroplast. For all nuclear-encoded
light-harvesting chlorophyll proteins, the assembly of the pigment–protein com-
plex occurs after the proteins have been imported into the chloroplast but
probably before insertion into the thylakoid membranes (Beale and Weinstein
1991). Chlorophyll biosynthesis is highly regulated and is initiated from the
five-carbon amino acid, glutamate (Fig. 6.5a) (Beale and Weinstein 1990). Glu-
tamate serves as a key branchpoint in nitrogen metabolism (which we discuss
in chapter 8), and the synthesis of chlorophyll competes with protein synthesis
in chloroplasts (Precali and Falkowski 1983). In a rather unusual biochemical
reaction, a glutamyl-tRNA is used with NADPH to form glutamate-1-
semialdehyde, which subsequently undergoes a transfer of the amino nitrogen
from carbon-2 to carbon-1, to produce the amino acid δ-aminolevulinic acid
(ALA) (Beale and Castelfranco 1974). ALA is not used in protein synthesis (i.e.,
it is not a “primary” amino acid and hence has no codon), but is the common
precursor of hemes and chlorins (Jordan 1991). It should be noted that in older
texts, ALA synthesis was suggested to result from condensation of succinyl CoA
and glycine, rather than from glutamate (Meeks 1974). This pathway was
identified from studies on heme synthesis in animal systems and is not valid for
chlorophylls or hemes in algae (except for hemes in Euglena). The formation of
ALA is highly regulated by light in plant cells, and the pool sizes of ALA are ex-
tremely small (on the order of 10−15 M) (Beale 1976; Owens et al. 1978).

In the continuation of chlorin synthesis, two molecules of ALA condense to
form porphobilinogen, and four molecules of porphobilinogen are used to
form the tetrapyrrole uroporphyrinogen III (Fig. 6.5b). The latter undergoes a
series of decarboxylation and reduction reactions, followed by the insertion of
Mg into the ring, and condensation to form a fifth ring to produce pro-
tochlorophyllide (Jordan 1991). A rare, red-shifted form of chlorophyll (chloro-
phyll d) is also found in an epiphytic cyanobacterium, Acaryochloris marina (Hu
et al. 1998). Chlorophyll c forms in a branched pathway prior to the synthesis
of protochlorophyllide (Jeffrey 1980). In most higher plants, the reduction of
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protochlorophyllide (a yellow pigment) to chlorophyllide (a green pigment) is
catalyzed by light; however, in many algae, if not most, chlorophyll synthesis
can occur in the dark, at least for a short period of time (a day or so).

In the synthesis of chlorophylls a and b, a phytol chain formed from ger-
anylgeraniol in the chloroplast, is added to ring 4 in an esterification reaction.
The synthesis of geranylgeranol is common to both phytol and carotenoid
synthesis, and phytol synthesis can be thought of as a branchpoint in the for-
mation of carotenoids. Chlorophyll b is formed from chlorophyll a (Schoch
et al. 1977; Shlyk 1970). The phytol group confers a high degree of hy-
drophobicity to chlorophylls a and b compared with chlorophyll c (with one
exception—see Nelson and Wakeham 1989), and hence the former pigments
are not water soluble.

Figure 6.5 (a) The pathway for the formation of δ-aminolevulinic acid. This amino acid is a pre-

cursor for linear tetrapyrroles such as the phycobilipigments as well as for cyclic tetrapyrroles such

as porphyrins and chlorins. This secondary amino acid is formed in algae including cyanobacteria

and higher plants, from the transamination of glutamic acid. In bacteria and nonphotosynthetic

organisms, and for porphyrins in Euglena, it is formed from the condensation of glycine and suc-

cinyl Co-A. (b) The pathway leading from δ-aminolevulinic acid to chlorophylls (chlorins) and

hemes (porphyrins).
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however, it would appear that this second post-translational control mecha-
nism is not present, since stable apoprotein can be found in the membranes
even when chlorophyll biosynthesis is totally blocked (Mortain-Bertrand et al.
1990).

The structures of LHCs from pea and spinach have been deduced from elec-
tron diffraction patterns of two-dimensional crystals (Kuhlbrandt et al. 1994)
and from X-ray analyses of three-dimentional crystals (Liu et al. 2004). The
structures contains 10 monomertic subunits, each containing 8 chlorophyll a
molecules, 6 chlorophyll b molecules, and 4 molecules of carotenoids. The in-
termolecular distance between chlorophyll b and the closest chlorophyll a av-
erages about 11 Å. This short distance is essential to maintaining the subpi-
cosecond transfer of excitation from the former to the latter pigment. The
carotenoids are assumed to both quench excess excitation by reradiating en-
ergy as heat (i.e., non-photochemical quenching) and quench chlorophyll
triplets by exchanging electrons in higher excited states. This latter process
reduces the possibility of forming a singlet O2 (chapter 2), which is a highly
reactive species and, if formed in a photosynthetic reaction center, can cause
irreversible damage (Prasil et al. 1992; Wolfe-Simon et al. 2005).

In addition to LHC, a high-resolution structure of the peridinin–chlorophyll–
protein complex from dinoflagellates has also been elucidated (Hofmann et al.
1996). The structure reveals close proximity between the π bonds of the
carotenoid, peridinin, and chlorophyll c, thereby facilitating a higher efficiency
of energy transfer from the former to the latter pigment.

Regulation of LHC Expression

There are numerous nucleotide motifs in the control regions of light-
harvesting pigment–protein complexes that permit regulation of gene expres-
sion. The levels of control of expression of the complexes are often multiple

A number of inhibitors of chlorophyll synthesis are available and are useful
in studies of the pathway, the post-translational stabilization of the
chlorophyll-binding proteins by the pigments, and the relationships and feed-
backs between chlorophyll biosynthesis and apoprotein biosynthesis. Gabacu-
lene is a fungal compound that inhibits the formation of ALA synthesis specifi-
cally in the chlorophyll biosynthetic pathway (i.e., it has no large effect on
heme synthesis). When chlorophyll synthesis is blocked with gabaculene, Lhcb
(formerly called cab) mRNA is still transcribed and translated (LaRoche et al.
1991).



and interactive. The expression of complexes is nonlinearly dependent on light
intensity, spectral quality, temperature, and nutrient regime. Of these, the re-
sponses to spectral irradiance (quantity and quality) are the most studied and
often the most dynamic. In cyanobacteria when cells are grown under green
light, which is preferentially absorbed by phycoerythrin and hence favors the
excitation of PSII, the cells increase the synthesis of chlorophyll–protein com-
plexes, thus helping to supply excitation energy to PSI (Fujita et al. 1987; Myers
1986). Conversely, differential stimulation of PSI with blue or red light leads to
the synthesis of phycoerythrin. This process, called complementary chromatic
adaptation (more strictly it is an acclimation process), is primarily a conse-
quence of differential stimulation of mRNA synthesis in response to changes
in spectral irradiance; that is, it is transcriptionally regulated (Houmard 1994).
The acclimation process is suggested to be keyed to the photosynthetic electron
transport chain at the level of cyt b6/f; that is, when the cytochrome f is oxi-
dized, transcription of phycobiliproteins is increased (Fujita et al. 1994). The
specific signal transduction mechanism is unclear, but is thought to be mediated
via a post-translational phosphorylation of a DNA-binding protein that inter-
acts with the control region of the gene (Houmard 1994).

Acclimation to light intensity is commonly reflected by increased levels of
chlorophyll proteins at lower photon fluxes, and vice versa (Falkowski 1980;
Falkowski and LaRoche 1991a; Richardson et al. 1983). This process is also
transcriptionally and post-translationally modified by the redox status of the
intersystem electron transport chain through a post-translationally regulated
phosphorylation cascade (Escoubas et al. 1995; Huner et al. 2003) This regula-
tion permits cells to increase or decrease the rate of synthesis of chlorophyll–
protein complexes in response to irradiance levels. The response may or may
not be coupled to the synthesis of reaction centers, and requires a molecular
mechanism for integration of the signals between multiple genes in different
compartments of the cell.

The Reaction Centers

For decades before the application of molecular biology and structural biology
to photosynthesis research, the concept of what exactly constituted a reaction
center was vague and defined primarily from biophysical data. Phenomenolog-
ically, a reaction center is the site where the excitation energy of light is con-
verted to photochemical energy. The biophysical abstractions can be related to
molecular structures.

The reaction center proteins are associated with or span the thylakoid mem-
branes; this is permitted by their hydrophobicity (Vermaas et al. 1988). Isola-
tion protocols for the reaction centers were biochemically accomplished by the
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addition of of detergents, which solubilizated the proteins and helped to re-
move of the complexes from the membrane lipids (Berthold et al. 1981). Once
added, detergents are difficult to remove, which poses a challenge for crystal-
lization and subsequent structural studies. An alternative approach for obtain-
ing reaction centers relies on cloning the genes for the proteins in bacteria, and
isolating the proteins, which are then reconstituted with pigments.

Photosystem II

Many of the early advances in understanding photosynthetic reaction centers
came from work with anaerobic photosynthetic bacteria. Bacterial reaction cen-
ters were first crystallized (by accident) by Roderick Clayton, and subsequent
biophysical and biochemical analyses of the crystallized proteins stimulated
considerable interest in these organisms (Blankenship et al. 1995). Bacterial
photosynthetic reaction centers fall into two major types. The first is charac-
terized by purple and some green bacteria, in which a quinone is the first sta-
ble electron acceptor (see chapter 4). The redox potential generated by these or-
ganisms is only mildly reducing, and the organisms cannot generate reduced
pyridine nucleotides (e.g., NADPH) directly, but must couple the reduction to an
electron transport system. In other green bacteria, the first stable electron ac-
ceptor is an iron–sulfur complex, which is highly reducing. These organisms
can form reduced pyridine nucleotides directly. There are striking analogies
between these two types of bacterial reaction centers and PSII and PSI reac-
tion centers, respectively.

By the mid-1980s high-resolution X-ray diffraction patterns of the reaction
center from the purple bacteria Rhodopseudomonas sphaeroides had been elu-
cidated (Michel and Deisenhofer 1986). The structure (Fig. 6.6) revealed two pro-
tein subunits, designated L and M, forming a heterodimer. The reaction center
pigments were noncovalently bound to these subunits through the imidazole ni-
trogen of histidine. This linkage between histidine and tetrapyrroles is com-
mon; it is found in myoglobin, hemoglobin, and apparently in the bacterial reac-
tion center. From the orientation of the pigments and proteins in the crystal, it
became clear that a special pair of bacteriochlorophyll molecules, P870, long hy-
pothesized from biophysical evidence, formed the initial charge-separating
unit, and the electrons photochemically driven from the special pair moved
on to bacterial phaeophytin and subsequently on to a quinone (see Fig. 4.2)
(Michel and Deisenhofer 1988). Every amino acid in the structure was known
from the gene sequences.

Prior to the elucidation of the structure of the bacterial reaction center
(which ultimately led to a Nobel Prize for Michel, Deisenhofer, and Huber), it
was generally assumed that the reaction center for PSII was located on either
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CP47 or CP43, two chloroplast-encoded, chlorophyll-containing proteins
(Steinback et al. 1985). However, two other chloroplast-encoded proteins desig-
nated D1 and D2,5 which are the psbA and psbD gene products, have striking
sequence homology to the M and L subunits, respectively, of the bacterial reac-
tion center (Michel et al. 1988). Based on the homology, it was suggested that
D1 and D2 must make up the PSII reaction center. By the late 1980s, Nanba and
Satoh (1987) had isolated a core complex containing D1 and D2 and cytochrome
b559. This complex, which lacked quinones but contained chlorophyll a and
phaeophytin a, could undergo photochemical charge separation, providing that
an artificial electron donor and acceptor were available. The notion that CP47
or CP43 constituted the reaction center was abandoned, and it was generally
accepted that the reaction center of PSII contains D1, D2, and cytochrome b559

(which consists of two protein subunits) (Fig. 6.7). CP43 and CP47 were as-
signed to roles of core antennae responsible for directing excitation energy

5 When these proteins are radioactively labeled with 35S they appear as broad, diffuse bands on an autoradiogram fol-
lowing polyacrylamide gel electrophoresis and fluorography; hence, the names D1 and D2 (i.e., diffuse band 1, etc.).

Figure 6.6 (Left) A schematic diagram showing the structural homology between the photosynthetic

reaction center from purple bacteria and that from photosystem II of oxygenic photoautotrophs. The L,

M, and H proteins are abbreviations for “light,” “medium,” and “heavy,” based on the apparent molecu-

lar masses from polyacrylamide gel electrophoresis. The M subunit has strong sequence homology with

D1, while the L subunit is homologous to D2. There is no structural analog of cytochrome b559 in purple

bacteria or of the M protein in oxygenic photoautotrophs. (Right) A diagram showing a face-on view of

PSII reaction centers. The reaction centers are thought to aggregate as dimers, loosely attached to each

other through the core antenna complexes, CP43 and/or CP47. The light-harvesting complexes of PSII

form trimers, and in chlorophytes are thought to be energically coupled to the reaction center through

minor, nuclear-encoded chlorophyll protein complexes, CP24, CP26, and CP29 (not shown).
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from the major light-harvesting chlorophyll pigment–protein complexes to the
reaction center (Barber J 1987).

In the late 1990s and early 2000s, the structure of PSII was incrementally in-
creased. The samples, from cyanobacteria, revealed that the core was itself a
dimer of two reaction centers, each of which contained D1 and D2 flanked by
cytochrome b559, CP43 and CP47 (Zouni et al. 2001; Ferreira et al. 2004). A set of
small proteins, including the oxygen-evolving complex, are located on the lu-
minal side. The overall dimensions of the complex are 205 Å long by 110 Å
wide, of which 45 Å are embedded in the thylakoid.

The nucleotide sequence of psbA has been described for a large number of
species, including cyanobacteria and prochlorophytes, diatoms, chlorophytes,
and many higher plants (Avni et al. 1994; Bouyoub et al. 1993; Erickson et al.
1984; Golden et al. 1986; Karabin et al. 1984; Kloos et al. 1993; Metz et al. 1990;
Morden and Golden 1989; Nixon et al. 1991; Smart and Mcintosh 1991; Svens-
son et al. 1991; Winhauer et al. 1991). The deduced amino acid sequence reveals

Figure 6.7 A schematic diagram showing the path of electron transfer reactions within the PSII reaction

center. The water-splitting complex, represented by the 4 Mn atoms, is contained within D1 and D2, and

electrons a transferred from Mn to tyrosine YZ to the chlorophyll molecule P680. The photochemical oxi-

dation of P680 leads to the transient reduction of a phaeophytin intermediate, which reduces Qa. Note

that Qa is thought to reside on the stromal side of the reaction center. Qa passes its electrons to Qb,

which, upon receiving a pair of electrons, dissociates from its binding site on D1 to diffuse as plastoquinol

in the interstices of the thylakoid membrane lipids. There is no proven role for cytochrome b559, although

it is thought that when plastoquinone is largely reduced, this cytochrome can facilitate electron transfer

from Qb to YZ or Mn, thereby engaging a cycle of electrons around PSII.



a highly conserved protein with 352 or 353 amino acids, depending on species,
giving a molecular mass of 39 kDa. The apparent molecular mass of the D1 pro-
tein, as revealed by gel electrophoresis, is 32 kDa, and eight amino acids from
the C-terminal are removed from the precursor before the mature protein is in-
serted into the thylakoid membrane. The amino acid sequence of D1 is among
the most highly conserved of any photosynthetic protein; approximately 85% of
the amino acids are conserved between cyanobacteria and higher plants (Barber
1992). This conservation of primary structure is presumed to be related to con-
servation of function. Indeed, because D1 interacts closely with D2 and CP43
and CP47, the evolution of the complex is highly controlled by protein–protein
interactions (Shi et al. 2005). Based both on analogy with the bacterial reaction
center protein L and on mutation studies with cyanobacteria and the chloro-
phyte Chlamydomonas, D1 contains the plastoquinone-binding site Qb, the
donor tyrosine YZ, and binding sites for chlorophyll a and phaeophytin a (Xiong
et al. 1998). The quinone-binding site has been of special interest to molecular
biologists because it is also the site for binding of herbicides such as DCMU
and atrazine. Consequently, single amino acid substitutions in this region can
produce herbicide resistance and such resistance is often desired in commer-
cial production of crop cultivars; however, the resistance often comes at the ex-
pense of the rate of electron transport on the acceptor side of the reaction cen-
ter (Lardens et al. 1998).

It is possible to radioactively label D1 and other proteins by incorporating
substrates in vivo. Most plant physiologists and researchers using freshwater
algae use 35S-labeled methionine for this purpose (Ohad et al. 1985). This sub-
strate is convenient as it maintains high specific activity and hence allows
easy detection on an autoradiogram. In marine eukaryotic algae, however, me-
thionine is often not taken up from the medium. It is possible to provide 35S as
sulfate; however, given the high concentration of background sulfate in seawa-
ter (25 mM), this approach requires very high levels of radioactivity (Mortain-
Bertrand et al. 1990). It is therefore more convenient to label the proteins with
14C, which, while not specifically incorporated into protein, permits relatively
high levels of radioactivity to become detected in protein (Friedman and Al-
berte 1986; Greene et al. 1992).

When a pulse of radioactivity is given to an alga in vivo and is subsequently
chased with nonradioactive substrate, it is possible to observe the biochemical
turnover of the proteins (Fig. 6.8). Using this pulse-chase method, Ohad, et al.
(1984) observed that D1 appears to turn over very rapidly, on the order of 30 min
in Chlamydomonas. Subsequently, it became clear that rapid D1 turnover was
characteristic in many organisms, and that the rate of D1 turnover could be ma-
nipulated by light intensity. Specifically, if a cell or plant is placed in high light,
D1 lost its label much more rapidly, and, in fact, there was a net loss of the pro-
tein; so the synthesis rate was not sufficiently high to keep pace with the rate of
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degradation. Ohad and colleagues (1990) proposed that D1 degradation was the
primary cause of photoinhibition. Interestingly, if photosynthetic electron
transport is blocked by DCMU, D1 does not rapidly degrade, even under high
light.

D2, encoded in the chloroplast by psbD, is a protein of 352 to 353 amino acid
residues, and like D1 has five transmembrane-spanning helices (Svensson et al.
1991; Trebst 1987; Xiong et al. 1998). The overall homology between D1 and D2 is
only 28%, but localized regions are much higher. The amino acid sequences are
86% homologous between cyanobacteria and higher plants. The protein contains
the binding site for Qb, the tyrosine D, and histidines, which are proposed to
bind the reaction center chlorophyll and phaeophytin (Vermaas 1993). Like D1,
D2 also turns over in vivo, although the rate of turnover is significantly lower.

The two reaction center proteins D1 and D2 are held together by a nonheme
iron atom that straddles between them (Diner et al. 1991). The role of this iron

Figure 6.8 The turnover of D1. Cells of the chlorophyte alga Dunaliella tertiolecta were labeled with ra-

dioactive sulfate, which becomes incorporated into the amino acids cyteine and methionine. After some

period, the label is “chased” with excess nonradioactive sulfate. The thylakoid membranes were isolated

and the proteins were separated by polyacrylamide gel electrophoresis. The first lane shows positions of

some of the membrane components as visualized with antibodies and a reporter chemical. The second

and third lanes show autoradiographs of the radioactively labeled proteins before and one hour after a

chase. Note the large loss of radioactivity in the D1 protein. This loss is indicative of rapid degradation.

However, as the total amount of D1 remained virtually constant, protein synthesis must have occurred si-

multaneously. From such types of experiments, it has been shown that D1, and to a lesser extent D2, turn

over rapidly in vivo.
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is not completely understood. In bacterial reaction centers the nonheme iron
can be replaced by other transition metals such as vanadium without any no-
ticeable change in photochemical activity; this does not appear to be the case
in PSII reaction centers (Blankenship et al. 1995). The iron can be oxidized to
form FeIII at potentials above 400 mV. The oxidized iron is capable of oxidizing
QA

− within 50 µs, although it is not clear that this occurs in vivo (Vermaas et al.
1994). The absorption shifts associated with this redox titration led to the ap-
pellation of the nonheme iron as Q400 in the biophysical literature.

The assembly of the PSII reaction center requires the synthesis of cyto-
chrome b559. This cytochrome consists of two proteins that have electro-
phoretic migration rates corresponding to relative molecular masses of 4 and
9 kDa, respectively (Tae and Cramer 1994). Both subunits appear to have one
transmembrane-spanning region. The genes for these proteins are encoded by
the adjacent chloroplast-encoded genes, psbE and psbF, respectively. Deletion
of either of these genes inhibits the accumulation of D2; consequently, func-
tional reaction centers are not formed. Thus, cytochrome b559 appears to be
critically important for the assembly and function of PSII reaction centers
(Vermaas 1993; Whitmarsh et al. 1994). Cytochrome b559 has been hypothesized
to facilitate cyclic electron transfer around PSII (Prasil et al. 1996).

Photosystem I

The reaction center of photosystem I was isolated and biochemically charac-
terized before that of PSII (Thornber et al. 1977). The core complex of PSI is a
heterodimer, containing two proteins of molecular mass 83 and 82 kDa, en-
coded by two chloroplast genes designated psaA and psaB, respectively (Gol-
beck and Bryant 1991; Golbeck 1992). The two proteins are about 45% identical
in amino acid sequence and both are highly hydrophobic. Structural analysis
reveals that each protein spans the thylakoid membrane 11 times. In cyanobac-
teria, but not higher plants (Ben-Shem et al. 2003), the heterodimers are aggre-
gated into a superstructure of trimers (Jordan et al. 2001), containing 12 pro-
tein subunits and 127 cofactors. Like PSII, the amino acid sequences for PSI are
highly conserved, and approximately 90% of the residues are identical (or sub-
stituted with a conservative replacement) between cyanobacteria and higher
plants. The two core proteins are bound together by hydrophobic interactions.
The complex contains 96 chlorophyll a molecules, 22 β-carotenes, the primary
electron donor P700 (which is a dimer of chlorophyll a), the primary electron ac-
ceptor, designated A0 (which is a chlorophyll a molecule), two phylloquinones
(vitamin K1; 2-methyl-3-phytyl-1,4-naphthoquinone), and a set of three tertiary
electron acceptors, Fx, which is an iron–sulfur complex (4Fe–4S) (Golbeck and
Bryant 1991; Mullet et al. 1980) (Fig. 6.9) (Jordan et al. 2001; Ben Shem et al.
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2003). Two other iron–sulfur complex acceptors, designated Fa and Fb, are
found on a 9-kDa protein encoded by a chloroplast-encoded gene, psbC. This
protein is the most highly conserved protein in the photosynthetic apparatus.
Biophysical evidence, including a splitting of the EPR signal for the P+

700 and
“hole burning,” suggest that P700 is a chlorophyll dimer, which is comparable to
that of Chlorobium reaction centers (Setif 1992). In this model, the π bonds of
two chlorophyll a molecules are closely opposed to each other and held in this

Figure 6.9 A schematic diagram showing the basic organization of PSI. Plastocyanin or cytochrome c6,

depending on taxa, docks to a binding protein on lumenal side of the thylakoid and donates its electron

to P700. The major protein component of the reaction center contains two large chlorophyll-binding pro-

teins, in which the electron transfer components P700, A0, A1, and an iron–sulfur cluster are found. Elec-

trons exit from the reaction center on the stromal side, reducing ferredoxin.

Hole Burning

If, in a population of molecules, a small fraction of the molecules is irradiated
with an intense beam of monochromatic light (i.e., a laser) at low tempera-
ture, the rate of production of the excited states can exceed the rate constants
for de-excitation. In such a case, a spectral “hole” is produced in the absorp-
tion or fluorescence emission band. This process is called hole burning. The
width of the hole in the frequency domain is related to the lifetime of the ex-
cited state (chapter 3). From analyses of hole widths, inferences about the rate
of energy transfer can be made within a subpopulation of chlorophyll–protein
complexes (Renger 1992).



orientation by the proteins. The resulting electronic configuration leads to a
formation of lower energy excited states, resulting in the spectral shifting of
the absorption maxima to longer wavelengths (Golbeck and Bryant 1991).

Cytochrome b6/f

Electron transport between PSII and PSI is linked via the cytochrome b6/f com-
plex. This complex consists of four different proteins: one cytochrome f, two
cytochrome b6 subunits, an iron–sulfur protein, and a protein denoted subunit
IV (Blankenship 2002; Malkin 1992). In algae the cytochrome f, b6, and subunit
IV proteins are encoded in the chloroplast by petA, -B, and -D genes, respec-
tively, while the gene for the iron–sulfur component, petC, is localized in the
nucleus. The petB and -D genes are co-transcribed and are part of an operon.
Subunit IV contains a highly conserved amino acid sequence consisting of Pro-
Glu-Trp-Tyr, which is presumed to form a plastoquinol-binding region; mutant
analysis indicates that this subunit, together with part of the cytochrome b6,
forms a pocket where plastoquinol docks to the complex (Cramer et al. 1994;
Kurisu et al. 2003; Strobel et al. 2003). Interestingly, the X-ray crystallographic
data revealed the presence of another (fourth) heme in the cytochrome b6/f
complex, as well as confirming the presence of one molecule each of chloro-
phyll a and of β-carotene (Kurisu et al. 2003; Strobel et al. 2003). The assembly
of the four major subunits, as well as three smaller polypeptides, to form the
complex occurs in a 1:1:1:1:1:1:1 stoichiometry and is dependent on a supply of
heme (Blankenship 2002). The latter is synthesized by enzymes encoded in the
nucleus. The synthesis of heme is dependent on the availability of assimilable
iron (Geider and LaRoche 1994). Iron limitation can limit heme synthesis and
thus impair the function of cytochrome b6/f in the photosynthetic electron
transport chain (Greene et al. 1992; Merchant 2006).

ATP Synthase/ATPase Complex

The CF0CF1 ATP synthetase complex consists of nine different polypeptides
(Ort and Oxborough 1992). The CF1 component is a peripheral complex on the
stromal side of the thylakoid membranes with a total apparent molecular mass
of about 250 kDa and has five subunits, designated α, β, γ, δ, and ε. The stoi-
chiometry of the subunits is 3:3:1:1:1, respectively (Glaser and Norling 1991;
Ivashchenko et al. 1991; Labahn et al. 1990; Pancic et al. 1992). The α and β sub-
units alternate in a ring, with the γ, δ, and ε and components asymmetrically
adjoining the membrane side of the complex (Fig. 6.10). The CF0 component is
an integral membrane complex with a molecular mass of about 200 kDa; has
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four subunits, designated I, II, III, and IV; and is found in a stoichiometry of
1:1:14:1 (Seelert et al. 2000). Subunits I and II have hydrophilic domains that
appear to project into the stroma, while subunits I and III appear to interact
with the α subunit of CF1.

The genes encoding subunits are designated atpA to atpE, while subunits I
to IV are encoded by atpF–atpI. In Chromista and Rhodophyta all of the sub-
units, except the atpG subunit of CF1, are encoded in the chloroplast (Pancic
et al. 1992; Pancic and Strotmann 1993; Reith and Manholland 1993). In the
Chromista, the nuclear-encoded AtpG gene includes a leader sequence that

Figure 6.10 A schematic diagram showing the basic structure of the proton ATPase, or ATP synthetic

machinery found in photosynthetic membranes. The CF1 structure sticks into the stromal fluid, where it

binds ADP and inorganic phosphate. It is attached to the CF0 complex, embedded in the thylakoid, via a

series of small coupling polypeptides. Protons accumulated in the lumen pass through to the stroma

through the core of the complex, and in the process, lead to the formation of ATP. The process is re-

versible, that is, excess ATP can be hydrolyzed and the energy is coupled to the pumping of protons from

the stroma to the lumen.



appears to target the protein to the endoplasmic reticulum, permitting the
polypeptide to cross the endoplasmic reticulum surrounding the chloroplasts
of these algae. In Viridiplantae and Euglenophyta, the ATP synthetase genes,
AtpC, AtpD, and AtpG, are nuclear-encoded. The structure of the ATP synthase
complex has been determined from mitochondria, and as the sequence homol-
ogy at the amino acid level is closely related to that of the chloroplast complex,
it is likely that the chloroplast structure is similar.

The CF1 component of the complex interacts with ATP, ADP, and inorganic
phosphate; CF0 acts as a proton channel. The ATP synthase complex can oper-
ate either as a synthesizer of ATP if the proton gradient is thermodynamically
favorable for such, or as an ATPase, in which case protons are actively trans-
ported from the stroma to the lumenal side of the thylakoid at the expense of
ATP hydrolysis. In the formation of ATP, each pair of the α and β subunits act
as catalytic sites with the β subunit involved in catalytic nucleotide binding
and the α subunit involved in noncatalytic nucleotide binding.The dehydration
reaction, ATP + H2O) ADP + Pi, at each site is close to equilibrium, and the
ATP produced is tightly bound to the complex (Ort et al. 1992).The energy input
from the proton gradient is used to release the ATP to produce soluble ATP,
which is very far from thermodynamic equilibrium with the existing ADP and
inorganic phosphate. A large electrochemical potential is required to activate
and maintain catalytic activity of the complex; this gradient amounts to at
least 50 kJ, and, more likely, 72 kJ, per mole ATP and is provided by 4 (or per-
haps as many as 4.67) mol of H+ (see chapter 4 and discussion below). The gra-
dient can be maintained at very low photon fluxes at the expense of linear elec-
tron transport; however, in darkness the enzyme becomes inactivated, and ATP
synthesis ceases within a few seconds. The mechanism of altering ATP affinity
appears to involve the translocation of a proton in CF0. This translocation
changes the affinity of subunit III of CF0 with the ε subunit of CF1. This leads
in turn to a change in the conformational state of CF0 and alters the nucleotide
affinity of the β subunits. This mechanism allows a “long-distance” interaction
between the proton channel and the ATP-binding domains of the complex.

The mechanism of ATP synthesis by CF0CF1 has been the focus of a number of
studies (Blankenship 2002; Nichols and Ferguson 2002). Noji et al. (1997) used
the ATPase activity of CF1 (they actually used mitochondrial F1) to demonstrate
that the CF1 acts as a rotary motor (literally). F1 was attached, via the β sub-
units, to a glass slide using histidine links. An actin filament was attached to the
γ subunit by a streptavidin linker. As ATP was hydrolysed (when the complex op-
erated in reverse), the rotation of the γ subunit relative to the α and β subunits
was seen under the microscope as movement of the actin filament (Noji et al.
1997; Junge et al. 1997). Subsequent work showed that the cylinder made up of
the 14 copies of subunit III of CF0, which are associated (see above) with the ε
(and γ ) subunits of CF1, rotates with these subunits of CF1 (Pänke et al. 2000),
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and that the rotation occurs in 120° jumps (Junge 1999). When viewed from the
CF1 (plastid stroma, or cyanobacterial cytosol) side of the thylakoid membrane
the rotation is anticlockwise. It is believed that each of the 14 subunit III
copies transport one H+ from the thylakoid lumen to a β subunit of CF1 in each
cycle, energizing the ATP release step of the phosphorylation of bound ADP to
produce, ultimately, ATP in the stroma or cytosol (Boyer 2000; Rastogi and
Girvin 1999; Seelert et al. 2000). With three ATP released from CF1 and 14 H+

transported through CF0 in each cycle the H+:ATP ratio is the nonintegral 4.67
(chapters 4 and 8).

The CF0CF1 complex in vivo is subject to a hierarchy of regulatory processes,
including the electrochemical gradient across the thylakoid membrane, the ox-
idation state of a cystine bridge on the γ subunit on CF1, and the interactive
binding of ATP, ADP, and inorganic phosphate to CF1. The reduction of the cys-
tine sulfide bridge leads to an order of magnitude increase in catalytic activity.
This reduction is activated by light, presumably through an endogenous donor
such as thioredoxin, a small protein that contains a redox-activated dithiol/
disulfide center (chapter 4). Thioredoxin is reduced by reduced ferredoxin in
PSI through the action of an enzyme, ferredoxin:thioredoxin oxidoreductase.
This enzyme is post-transcriptionally controlled by the redox state of the elec-
tron transport chain and appears to affect the rate of transcription of a variety
of chloroplast-encoded genes, especially psbA (Danon and Mayfield 1994).

Specifically, reduced thioredoxin can activate mRNA binding to an activator
of translation within the chloroplast. The binding of the translational activator
to the mRNA facilitates the translation of the message. Hence, in the light,
when photosynthetic electron transport occurs, thioredoxin becomes chemi-
cally reduced. Reduced thioredoxin stimulates the translation of psbA and
mRNA, leading to increased synthesis of D1 protein. This is an example of re-
dox regulation of gene expression in photoautotrophs (Allen et al. 1995). We
shall discuss the regulation of LHCII by light intensity via the redox status of
the plastoquinone pool in chapter 7.

Ribulose-1,5-Bisphosphate Carboxylase/Oxygenase

Rubisco is a hydrophilic protein complex, which, in the most commonly occur-
ring form (Form I), contains eight copies of each of two subunits (Hartman and
Harpel 1994; Tabita 1999). The large subunit, of approximately 53 kDa, is en-
coded by the rbcL gene, whereas the small subunit, of 14 kDa, is encoded by the
RbcS (or rbcS) gene. In addition to Form I Rubisco there are also Form II, III,
and IV Rubiscos (Finn and Tabita 2003a, b; Tabita 1999; Watson et al. 1999; as
discussed in chapter 5). Both Form II and Form III are homodimers of the large
subunit. Form II occurs in a number of bacteria, and its only known occurrence
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in eukaryotes is in the peridinin-containing dinoflagellates, while Form III is
known so far from only a few archaeons. Both Form II and Form III Rubiscos
have very low selectivities for CO2 relative to O2. Form I Rubisco is the most
abundant protein globally, and can account for up to 25% of the total cell pro-
tein in algae; the two subunits are generally easily identified on stained poly-
acrylamide gels (Fig. 6.11).

In prokaryotes, chromophytes, haptophytes, cryptophytes, and rhodophytes,
the large and small subunits of Form I Rubisco are encoded on adjacent genes
in the same genome. Thus, in prokaryotes, rbcL and rbcS are closely spaced on
adjacent genes, and in the aforementioned eukaryotes both subunits are en-
coded in the chloroplast genome. In the euglenoids, chlorophyte algae, and
higher plants, rbcL is localized in the chloroplast, whereas RbcS is nuclear-
encoded (Freyssinet and Sailland 1991; Martin et al. 1992). Structural analysis
of the crystalline protein complex reveals that the eight large subunits are
arranged in a circular array while the eight small subunits form a lower node
around the larger subunits (Color Plate 6). The active site of Rubisco is on the
large subunit; consequently, that portion of the enzyme is relatively highly
conserved at the amino acid level (Lorimer 1981). A specific N-terminal domain
on one of the large subunits appears to interact sterically with sequences from
the C-terminal of the adjacent large subunit. Thus, there are eight active sites
per enzyme molecule.

Control of expression of Rubisco activity in aquatic plants occurs at multi-
ple levels and is related to the supply of CO2 and other nutrients, but usually

Figure 6.11 Proteins on a polyacrylamide gel following electrophoretic separation showing the relative

abundance of Rubisco, which can be seen as the heavily stained bands at 14 and 53 KDa.



not light (Glover 1989). Whereas in higher plants, rbcS is transcriptionally con-
trolled by irradiance level, in algae this environmental cue generally has little
effect on the Rubisco level (Fisher et al. 1989; Sukenik et al. 1987b; but see Orel-
lana and Perry 1992). There is some indication of transcriptional control of
rbcL in some eukaryotes, but generally the enzyme is constitutively expressed.
In cyanobacteria the level of rbcL transcripts may be entrained in a circadian
rhythm but is not a light-intensity-dependent gene. In Chlamydomonas, a de-
crease in ambient CO2 has no effect on the steady-state level of mRNA of either
rbcL or RbcS, but the protein level decreases (Portis et al. 1986). This effect ap-
pears to be a consequence of translational regulation. In chlorophyte algae,
post-translational modification of Rubisco involves the removal of the N-ter-
minal signal sequence from the small subunit following import of the unpro-
cessed protein into the chloroplast. In all eukaryotes a further, essential post-
translational modification requires conformational changes (i.e., proper
“folding”) aided by a specific protein called a molecular chaperon (Ellis 1990).
The chaperon may in turn be regulated by environmental factors such as tem-
perature and light (Roy 1992).

In vivo, Rubisco activity is highly regulated by light at a post-transcriptional
level. That is, the enzyme levels do not necessarily reflect enzyme activity. Post-
transcriptional regulation involves the reversible reaction of CO2 with a lysine
residue in the large subunit to form a carbamate intermediate form of the en-
zyme (Hartman and Mareel 1994). This intermediate is stabilized by the addi-
tion of Mg2+. The carbamylation site differs from the catalytic site, and the CO2

used to form the carbamate intermediate is different from that used to car-
boxylate substrate ribulose-1,5-bisphosphate. The carbamylation site has a
relatively low affinity for CO2, and in vivo the enzyme would be largely inactive
were it not for the presence of another enzyme that catalyzed the carbamyla-
tion. In vivo activation in chlorophyll b-containing organisms and in some
cyanobacteria, both with a Form I Rubisco, is mediated by Rubisco activase, a
nuclear-encoded enzyme that is post-transcriptionally controlled (Li et al.
1999; Portis et al. 1986). The activation requires ATP, RuBP, CO2, and Mg2+. The
activase lowers the CO2 concentration for full activation of Rubisco from
23 µM (the concentration required for spontaneous activation) to 4 µM. The ac-
tivase further prevents the inhibition of activation of Rubisco by RuBP. The
light requirement for activation is related to the supply of ATP, which is a re-
quired substrate for the activase. The likely source of the ATP is via cyclic elec-
tron flow around PSI. As the light intensity is increased, the ATP supply is in-
creased, and the rate of activation of Rubisco increases (Ogren 1984).

Catalysis by Rubisco involves the conversion of enzyme-bound RuBP to an
enediolate, which then can react with either CO2 or O2 to form anionic adducts.
The ultimate formation of two moles of phosphoglycerate from the 3-keto-2-
carbamyl intermediate involves the reaction with a molecule of water. The
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oxygenase activity occurs when a hydroperoxy intermediate is formed, and the
subsequent disproportionation of RuBP results in the removal of a molecule of
water to form one mole each of 2-phosophoglycolate and 3-phosphoglycerate
(Hartman and Harpel 1994). This reaction is not unique to Rubisco but can oc-
cur in other enzymes that have a carbanion intermediate. The oxygenase reac-
tion is not the only side reaction that can occur. In approximately 1 out of 400
turnovers of the Calvin-Benson cycle, RuBP is converted to xylulose-1,5-
bisphosphate, and there is a similar frequency of production of an α-keto inter-
mediate (probably 3-keto-arabinitol-1,5-bisphosphate). Both of these “false” in-
termediates are potent inhibitors of Rubisco activity and contribute to the
decline of enzyme activity in vitro with time.Their removal in vivo by metabolic
processes may be a further important function of Rubisco activase.

Overall Regulation of the Photosynthetic Apparatus

A useful, but by no means universal, rule of thumb concerning the regulation of
the synthesis of components of the photosynthetic apparatus is that the genes
coding for proteins involved in light-harvesting and photosynthetic electron
transport are regulated by light, while the genes coding for proteins in the
Calvin-Benson cycle are not (Grierson and Covey 1988). This means that light
intensity more often affects the relative abundance of components of the elec-
tron transport chain than the enzymes involved in carbon fixation (Sukenik
et al. 1987b). The regulation processes involve many genes not discussed here,
including those responsible for lipid biosynthesis (Cho and Thompson 1989;
Gombos and Murata 1991; Gombos et al. 1991; Hirayama and Inamura 1991;
Horvath et al. 1987; Jones and Harwood 1993; Somerville and Browse 1991). It
must be remembered that the structural organization of the photosynthetic ap-
paratus requires that the electron transport chain be organized in membranes,
while the carbon fixation enzymes are soluble proteins. In chapter 7 we exam-
ine how this machinery operates in continuous light.



Photosynthesis in Continuous Light

Ultimately, the complex web of reactions that leads to photosynthetic carbon
fixation must function in a coordinated fashion. Among other things, coordina-
tion means that light absorption by PSII and PSI is balanced so that electron
transport between the two photosystems is optimized, the flux of reductant
and ATP generated by the electron transport system is provided in the proper
ratios and is sufficient to support the maximum rate of carbon fixation for a
given light environment, and excess excitation energy is dissipated to prevent
or minimize damage to the photosynthetic apparatus. Because solar radiation
is broadband, continuous, and continuously changing, this coordination is dy-
namic and regulated at a number of levels to accommodate, insofar as possi-
ble, the changes in spectral irradiance regimes (Falkowski 1992). These include
adjustments in the absorption cross sections of the antenna systems, changes
in the numbers of reaction centers and electron transport components and
their relative proportions, and biochemical feedback and feedforward changes
in the Calvin-Benson cycle, as well as changes in the levels of enzymes in-
volved in carbon metabolism. Here we explore first the factors determining the
photosynthesis–irradiance response, and then causes and consequences of
their variations.

The Photosynthesis–Irradiance Curve

When a photosynthetic organism is confined in an enclosed volume, there is a
net exchange of CO2 and O2 between the organism and the medium. This ex-
change is light dependent. In darkness, there is a net consumption of O2 and
evolution of CO2 due to respiratory processes (which we discuss in chapter 8).
As the organisms are exposed to light, O2 ultimately is evolved, and CO2 is con-
sumed as a result of photosynthesis.

7



The rate of photosynthesis is controlled by the efficiency of light utilization
to drive the ensemble of photosynthetic reactions from water splitting to car-
bon fixation. To a first order, the light dependency can be described as

PE = EaφE (7.1)

where PE is a photosynthetic rate at any incident irradiance E, Ea is the light
absorbed by the organism (in quanta m−2 time−1), and φE is a quantum yield at
irradiance E (Bannister 1974). The absorbed light is measured or calculated
from the incident spectral irradiance E0(λ) in conjunction with the spectrally
averaged optical absorption cross section, a*

—
:

(7.2)

The in vivo, spectrally averaged optical absorption cross sections are derived
from measurements of the absorption spectra of cells (or a blade or leaf of a
macrophyte) in a spectrophotometer, taking care to reduce or eliminate arti-
facts of light scattering (Dubinsky 1980; Kirk 1975; Morel 1991b). In this ap-
proach, the optical absorption cross section is measured at each wavelength (λ)
and normalized to chlorophyll a; thus,

(7.3)

where E(λ) is the transmitted irradiance for wavelength, and E0(λ) is the incident
irradiance and [chlorophyll a] is the concentration of Chl per unit area.The val-
ues of a*(λ) can then be spectrally integrated over the range of photosyntheti-
cally available radiation (typically 400 to 700 nm):

(7.4)

where d(λ) is the first derivative of absorbed irradiance with respect to λ. This
calculation integrates all pigment absorption bands whether they be from
carotenoids, phycobilipigments, accessory chlorophylls, or wherever and “as-
signs” them to chlorophyll a (Dubinsky et al. 1984a). There is no implicit as-
sumption about energy transfer in Eq. 7.4. The optical cross section, a*, de-
scribes the spectrally averaged target for the absorption of photons by all
pigments in the photosynthetic apparatus (and other pigments outside of the
photosynthetic apparatus, for that matter) (Fig. 7.1). The numerical value of a*

—

is dependent on the spectral quality of the incident irradiance and will be dif-
ferent for different light sources or for different positions in a water column
(Kirk 1994b). The value of a*

—
is independent of photon-flux densities.

As we discussed in chapter 3, the quantum yield must be specifically related
to a product of the photochemical reaction. For oxygenic photoautotrophs,
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usually this is oxygen evolved or carbon dioxide fixed; hence, the units for the
quantum yield are normally moles O2 evolved or CO2 fixed/moles photons ab-
sorbed. In practice, aquatic photosynthesis–irradiance relationships are usu-
ally based on the light-dependent changes in radioactive carbon incorporated
into acid stable organic matter or changes in dissolved oxygen in the bulk
fluid. It should be understood that exchanges of oxygen represent net fluxes
and are directly influenced by respiration (Geider and Osborne 1992). In con-
trast, measurements of the incorporation of radiocarbon into organic material
are initially blind to the respiratory losses of carbon because the respired car-
bon is not radioactively labeled (Geider et al. 1986; Geider and Osborne 1989;
Li and Goldman 1981). Because of its sensitivity, the radiocarbon method is by
far the most commonly used method to measure photosynthesis in natural
phytoplankton communities. The isotope can be conveniently detected by scin-
tillation counting, a highly sensitive and precise method. However, depending
on the length of the incubation and the rate of growth of the cells, the method
gives an ambiguous measurement of something between true net and true
gross photosynthetic rates (we discuss this in chapter 9). Alternatively, changes
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Figure 7.1 A schematic diagram showing the relationship between the optical absorption cross section

and spectral irradiance. Representative optical absorption cross sections normalized to chlorophyll a for a

chromophyte alga, a green alga, and a phycobilin-containing cyanobacterium are shown. Downwelling

spectral irradiance at some depth, z, in a hypothetical water column is also represented. The area inter-

sected by the absorption and spectral irradiance gives the spectrally averaged optical absorption cross

section.
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in dissolved oxygen can be measured with an oxygen electrode, or by chemical
titration using the Winkler method (see Geider and Osborne 1992 for a discus-
sion of methods for measuring algal photosynthesis). Changes in oxygen con-
centration can be positive (net evolution) or negative (net consumption). More-
over, the measurement of oxygen evolution can be related to light reactions of
photosynthesis, and specifically to PSII.

Unfortunately, most oxygen electrodes are relatively insensitive and often
“noisy.” Their use requires either considerable amounts of photosynthetic ma-
terial, or averaging over relatively long periods of time. Hence, they are seldom
used in the field (Bender et al. 1987). A “pulsed” electrode is more sensitive. The
Winkler-based titrations are labor intensive, and, though they can be made
with relatively high precision, good measurements require considerable care
(Williams and Jenkinson 1982).

The photosynthesis–irradiance (P vs. E)1 response typically can be divided
into three distinct regions: a light-limited region, a light-saturated region, and
a photoinhibited region (Fig. 7.2). At low irradiance levels, photosynthetic rates

Figure 7.2 An example of a typical photosynthesis vs. irradiance curve. This curve could be derived

from measurements of net oxygen exchange between the organism and the bulk fluid. In the dark, there

is a net consumption of oxygen as a consequence of respiration. Dark respiration, R, is generally assumed

to remain constant in the light (see chapter 8). At low irradiance levels, the evolution of oxygen is ap-

proximately a linear function of irradiance, and the ratio between photosynthesis and irradiance in this

portion of the photosynthesis–irradiance profile is often denoted by the symbol α. At some irradiance

level, photosynthetic rates reach a plateau. The light-saturated rate is denoted Pmax. The saturation irradi-

ance, Ek, is given as intercept between α and Pmax. At supra-optimal irradiance levels, photosynthetic rates

frequently decline from the light-saturated value. The rate of decline, β, is analogous to the intial slope, α,

but with an opposite sign.

1 Irradiance is denoted by optical physicists by the symbol E (not to be confused with the same symbol used in quan-
tum mechanics to denote an energy level). Irradiance is the flux of radiant energy on an infinitesimally small element of a
surface, divided by the area of that element. In some ways, this definition is internally inconsistent, in that an infinitesi-
mally small area is a point, which does not have a surface area. Nonetheless, this formal definition yields empirically to in-
struments that measure irradiance with a defined surface area, and the commonly used units are in W m2 or mol quanta
m−2 s−1. The symbol I, which is sometimes used in older texts to denote irradiance, has been abandoned because it has
been adopted to denote radiation intensity, which is the flux of radiant energy per unit solid angle in a specified direction
(Kirk 1994b). Radiant intensity, I, has units W (or mol quanta s−1) steradian−1.
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are linearly proportional to irradiance; a doubling of light intensity produces
(almost) a doubling of photosynthetic rate. In this region of the P vs. E curve,
the rate of photon absorption determines the rate of steady-state electron
transport from water to CO2, and thus it is called the light-limited region. If
photosynthesis is measured as the change in O2 concentration, then at low ir-
radiance levels the rate of oxygen consumption will be greater than the rate of
oxygen evolution; hence, net oxygen evolution will be negative. At very low ir-
radiance levels, which are often not experimentally resolved, the rate of O2 evo-
lution is sometimes lower than expected based on an extrapolation from
slightly higher light levels (Kromer 1995). The deviation from linearity, first
noted in 1949 by Bessel Kok (who noted the “S” states; see chapter 4), is due to
oxygen consumption in the thylakoids, a process different from the the Mehler
peroxidase reaction, which is often called chlororespiration (see chapters 4
and 8). This phenomenon is especially pronounced in cyanobacteria, where the
photosynthetic and respiratory metabolisms share common electron carriers,
especially plastoquinone (Scherer 1990).

The light intensity at which photosynthesis balances respiration is called
the compensation light intensity, Ec. It should be noted that the compensa-
tion light intensity measured at some point in time equals the daily compen-
sation light intensity only if light is constant—a condition that occurs only in
a laboratory. If the photosynthesis–irradiance curve is measured by following
the incorporation of radioactive carbon into the cells, the time course of uptake
is always positive and the compensation light intensity appears to be very
close to zero (i.e., darkness). The initial slope of the photosynthesis–irradiance
curve is proportional to the maximum quantum yield of photosynthesis (Kok
1948). This slope is not necessarily (in fact, seldom is) exactly the same for oxy-
gen evolution and carbon fixation (Myers 1980).

In the aquatic sciences literature, the initial slope of the photosynthesis–
irradiance curve is often denoted by the symbol α (Jassby and Platt 1976). The
slope can be normalized to chlorophyll biomass and, if so, a superscript “B” is
added to denote this normalization, thus, αB. The units for αB are (O2 evolved
or CO2 fixed per unit chlorophyll)/(quanta per unit area). Note that there is no
dimension of time in the initial slope and that the irradiance term is for inci-
dent light (E0), not absorbed light Ea. The initial slope of the photosynthesis–
irradiance curve is not a photosynthetic rate, rather it is related to the maxi-
mum quantum yield, φm, of photosynthesis through light absorption (Herron
and Mauzerall 1971). This can be understood in the context of Eq. 7.1, where
the limit quantum yield is conditionally defined:

(7.5)

as E0 → zero (lim)

φm
a

=
dP
dE

E
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If the initial slope is measured on a leaf or blade of a highly absorbing tis-
sue, or in a culture of cells so dense that for all practical purposes all the photo-
synthetically active radiation is absorbed, the slope measured in incident light
(dO2/E0 or dCO2/dE0) is approximately the same as that measured for absorbed
light (dO2/Ea or dCO2/Ea); thus, the slope can be (and usually is) taken as a di-
rect measure of the maximum quantum yield of photosynthesis (Lawlor 2001).
This situation is approximated in higher plants, macrophyte algae, and ex-
tremely dense microalgal cultures where a relatively small fraction of the inci-
dent light (< 10%) is lost by reflection or transmission (Ramus 1990). In fact,
higher plant physiological ecologists often view the entire photosynthesis–
irradiance response as a direct measure of the quantum yield of photosynthe-
sis (Evans et al. 1988; Long et al. 1994; Osmond and Chow 1988). In natural
phytoplankton communities or optically thin cultures, however, light absorp-
tion is a small fraction of the incident light and the initial slope is not a mea-
sure of the quantum yield (Falkowski et al. 1985b).2 To quantitatively relate the
initial slope to the maximum quantum yield, the fraction of incident light that
is absorbed must be measured (Eq. 7.2). Because measurements of light ab-
sorption in photosynthetic material are difficult, especially in natural samples,
accurate measurements of the absolute maximum quantum yield of photosyn-
thesis in natural phytoplankton communities are rare (Babin et al. 1995; Bidi-
gare et al. 1992; Cleveland et al. 1989; Dubinsky et al. 1984a).

One means of deriving the maximum quantum yield from αB is to measure
the spectral irradiance and the spectrally averaged optical absorption cross
section normalized to chlorophyll a, (i.e., a*

—
). The convolution of these two pa-

rameters, which gives the optical absorption cross section for all of the pig-
ments in the cell (chapter 2), can be normalized to chlorophyll a. This normal-
ization is convenient as it permits calculation of the absorbed light from
measurements of chlorophyll a and incident spectral irradiance, both of which
are technically feasible. From knowledge of a*

—
, the maximum quantum yield

can be calculated thus:

(7.6)

We can reframe Eq. 7.6 to expand the terms. Let us assume that the pigments
that absorb light are associated with the photosynthetic process and are re-
lated either to PSII or PSI. The ensemble of these pigments, therefore, is related
to photosynthetic units, containing xPSII reaction centers + yPSI reaction cen-
ters. The specifically averaged optical absorption cross section, a*

—
(with units

m2 per unit chlorophyll a), can be rewritten as the product of the number, n, of

φm

B

*
=

α
a

2 In this regard, because for most practical purposes all photosynthetically active radiation incident on a leaf is ab-
sorbed (the optical density of a leaf is about 3 or 4; that is, less than 10% of the light passes through from one side of a
leaf to the other), the initial slope of the P vs. E curve in higher plants is directly proportional to φm.



photosynthetic units (with dimensions O2/Chl a), and the optical absorption
cross section (see chapter 3) of a photosynthetic unit, σPSU (with dimensions
m2/O2), thus:

a*
— = nσPSU (7.7)

Note that n is the inverse of the Emerson-Arnold number (see chapter 3); that
is, it is the maximum number of oxygen molecules evolved in a single electron
turnover of PSII and PSI normalized to chlorophyll a, while σPSU describes the
rate at which photons can be absorbed to effectively promote oxygen evolution
(i.e., m2 per O2; see chapter 3). Note that σPSU is a derived parameter; it cannot
be measured directly. From Eqs. 7.6 and 7.7, it can be shown that

αB = nσPSUφm (7.8)

Equation 7.8 relates changes in αB to the product of three terms: n, σPSU, and
φm (Falkowski 1980; Herron and Mauzerall 1971). Note that because σPSU is an
absorption cross section, it is wavelength dependent; consequently, αB is wave-
length dependent as well. In other words, measurements of αB obtained with
broadband light sources will depend on the spectral quality of the light
source. Thus, measurements of αB (like a*

—
or σPSU) obtained with a quartz

halogen light source, which is relatively rich in the red portion of the spec-
trum, are not directly comparable to those obtained with a fluorescent light
source or under natural solar radiation (Kirk 1992; Laws et al. 1990). To over-
come this problem, a*

—
is sometimes defined for the light source (Eq. 7.6) in the

measuring system or for a “white” light condition; the quantum yields thus
calculated are directly comparable irrespective of the spectral quality of the
light source.

It is possible to modify further Eq. 7.8 and consider αB from another view-
point. Recall (chapter 3) that the maximum quantum yield of photosynthesis
can be related to the ratio of the absorption cross section of photosynthetic
unit (σPSU) to that of the functional absorption cross section of PSII (σPSII) (with
dimension of m2/quanta) (chapter 3):

(3.11)

Substitution for φmax in Eq. 7.8 gives

αB = nσPSII (7.9)

Equation 7.9 reveals that the initial slope of the P vs. E curve is directly pro-
portional to the functional absorption cross section of PSII (σPSII) and the
numbers (n) of photosynthetic units (Falkowski 1992), and is not a direct mea-
sure of φmax. σPSII is a biophysical parameter that, as we will shortly describe,
can be measured.

φ
σ
σmax

PSII

PSU
=
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Light-saturated Photosynthesis

As irradiance increases, photosynthetic rates become increasingly nonlinear
and rise to a saturation level, Pmax. By definition, at light saturation, the rate
of photon absorption exceeds the rate of steady-state electron transport from
water to CO2. Unlike αB, light-saturated photosynthesis explicitly incorporates
time in its dimensions (e.g., O2 evolved or CO2 fixed per unit chlorophyll per
unit time), and is independent of either the optical or functional absorption
cross section of the photosynthetic apparatus. Consequently, Pmax cannot be
derived directly from knowledge of light absorption. Instead, the maximum
photosynthetic rate is related to the number of photosynthetic units (n) and
their maximum turnover rate (1/τ)3:

(7.10)

At light saturation, 1/τ is the maximum rate at which electrons are trans-
ferred from H2O to the terminal electron acceptors (e.g., CO2) in the steady state
(Myers and Graham 1971). Conceptually, 1/τ can be derived by following the
oxygen evolution induced by a saturating flash as a function of flash frequency.
At some flash frequency, oxygen evolution will become saturated (Fig. 7.3); that
frequency corresponds to 1/τ (Kok 1956). In practice, however, such an experi-
ment has been technically complicated by the nature of flash systems. Older

   
P nmax

B =






1
τ

3 The τ used in Eq. 7.9 is a unit of time and should not be confused with the same symbol ascribed CO2/O2 selectivity
factor for Rubisco in chapter 5.

Figure 7.3 A conceptual diagram showing the meaning of the rate-limiting reaction of photosynthesis.

When oxygen evolution per flash is plotted as a function of flash frequency, the yield is constant at low

flash rates. As flash frequency increases, however, the oxygen flash yield will fall off as processes other

than light absorption become rate limiting. The intercept between the constant yield and the declining

yield corresponds to the rate of the limiting reaction(s), denoted 1/τ. Note that this is another way of pre-

senting the data shown in Fig. 3.3.
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flash systems use energy stored in large capacitors. As the flash rate increases,
it becomes difficult to recharge the capacitors fully and the light energy per
flash decreases. The flash rates needed to reach 1/τ are typically between 200
and 1000 s−1, and it is difficult to maintain flash intensities sufficient to satu-
rate oxygen evolution at such rates. This problem can be overcome by the use of
high-intensity light-emitting diodes. However, rearrangement of Eq. 7.11 (i.e.,
solving the equation for 1/τ) reveals that 1/τ is the ratio of the maximum rate of
steady-state photosynthesis under continuous light and the photosynthetic
unit size (i.e., the Emerson-Arnold number); these latter two parameters can be
measured relatively easily in the laboratory, and 1/τ is usually derived from
them rather than directly measured.

What causes the curvature in the steady-state photosynthesis irradiance
curve? It is convenient to consider the intersection of α and Pmax (see Fig. 7.2).
This abstract point on the photosynthesis–irradiance curve, which is never
actually measured, is often called the light-saturation parameter, denoted by
Ek in the aquatic sciences literature4 (Talling 1957). Ek represents an idealized
optimum. At irradiance levels lower than Ek, the rate of photon absorption is
less than 1/τ and the quantum yield of photosynthesis is higher but absolute
photosynthetic rates are less than maximal. At higher irradiance levels, the

Calculating 1/τ

The calculation of 1/τ from measurements of oxygen evolution in continuous
saturating light and the oxygen flash yields was first described by Myers and
Graham (1971) for Chlorella. The rationale for the calculation can be described
as follows: Imagine that the frequency of single-turnover saturating flashes
was increased infinitely, until the light became continuous. The oxygen evolu-
tion supported by continuous saturating light (i.e., PB

max) is expressed as moles
O2 per unit chlorophyll per unit time. The oxygen evolved per single-turnover
flash corresponds to an instant in time; in principle, the same amount of oxy-
gen will be evolved for a flash lasting 1 microsecond or 1 nanosecond. Thus,
oxygen flash yields have dimensions of moles O2 per mole chlorophyll. If the
reciprocal of the Emerson-Arnold number (i.e., O2/chlorophyll) is multiplied
by PB

max, the result is a rate corresponding to the maximum steady-state rate
of photosynthetic electron transport from photosystem II to the terminal elec-
tron acceptor (usually CO2).

4 Curiously, the concept of Ek apparently did not transcend the aquatic sciences literature to higher plant physiology.
Nor, for that matter, has the term α. Rather, higher plant physiologists have, for the most part, assumed that because the
optics of leaves is so complicated, the mathematical representation of P vs. E curves is empirical (Leverenz 1992); gener-
ally, they have been more concerned with assessing the factors limiting the maximum quantum yield and the light-
saturated rate of photosynthesis (Farquhar et al. 1980), rather than describing the shape of the curve.
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rate of photon absorption exceeds 1/τ, and hence the quantum yield of photo-
synthesis decreases, and nothing can be gained (and potentially much can be
lost) by increasing light absorption without simultaneously increasing 1/τ.

Ek can be defined as

(7.11)

Ek is independent of whether either Pmax or α is normalized to chlorophyll, cell
volume, or so on, as long as both parameters are normalized to the same vari-
able. Substitution for α and Pmax in Eq. 7.9 and 7.10 reveals that

(7.12a)

Thus, Ek is directly proportional to the reciprocal of both σPSII and τ (Falkowski
1992). Because Ek is determined in part by σPSII, and σPSII is wavelength de-
pendent (Eq. 3.12), Ek, like α, is wavelength dependent and will vary as an in-
verse function of the photosynthetic action spectrum of PSII; that is, as the
quantum yield for photosynthesis increases at a given wavelength, Ek will be
lower. It should be noted that Ek is a special point on the photosynthesis–
irradiance curve. By simply rearranging Eq. 7.12a, it is clear that

(7.12b)

The left side of Eq. 7.12b describes the rate of photochemistry at steady-state ir-
radiance level Ek, whereas the right side is the maximum rate of photosynthetic
electron transport. These two processes are equal at only one irradiance level,
namely, Ek. At irradiances less than Ek, electron transport capacity exceeds the
rate at which photons are absorbed and delivered to PSII, and at irradiance lev-
els greater than Ek the converse is true. Hence, the optimum photosynthetic rate
is achieved at Ek even though the quantum yield of photosynthesis at that irra-
diance is not maximal.

Supraoptimal Irradiance

Further increases in irradiance beyond light saturation can lead to a reduction
in photosynthetic rate from the maximum saturation level (Baker and Bowyer
1994). This reduction, which is dependent on both the intensity of the light and
the duration of exposure, is often called photoinhibition in the aquatic sci-
ences literature, although more formally, photoinhibition is the light-
dependent, slowly reversible retardation of photosynthesis, independent of
any developmental change (Long et al. 1994; Neale 1987). Such a definition
indicates that photoinhibition can occur at suboptimal irradiance levels and

Ekσ τPSII =
1

Ek =
1

σ τPSII

E
P

k = max

α



Photosynthesis in Continuous Light | 247

would be manifested as a hysteresis5 in the P vs. E curve; that is, the photosyn-
thetic rates as a function of light intensity would depend on whether the P vs. E
curve is measured for increasing or decreasing light intensity (Osmond 1994).

Photoinhibition can be thought of as a modification of Pmax by either a re-
duction in the number of photosynthetic units or by an increase in the maxi-
mum turnover time (Eq. 7.10). It is rather simple to demonstrate that the
reduction in the photosynthetic rate is primarily a consequence of the increase
in turnover time by exposing the organism to a supraoptimal irradiance level
and then measuring either the oxygen flash yield or maximum variable fluores-
cence yield in the dark (Long et al. 1994; Neale 1987). Invariably, photoinhibition
results in a reduction in both of these parameters, which implies that photo-
inhibition leads to a reduction in the photochemical efficiency of PSII (Falk
et al. 1992; Falkowski et al. 1994; Giersch and Krause 1991; Jones and Kok
1966; Matorin et al. 1992; Öquist et al. 1992; Samuelsson and Richardson 1982;
Steemann Nielsen 1952b; Vincent et al. 1984). Thus, photoinhibition effectively
leads to a reduction in the population of functional (O2-evolving) reaction
centers.

Photoinhibitory damage to PS II reaction centers does not necessarily result
in a reduction in light-saturated rates of photosynthesis. As the number of
functional PS II reaction centers become reduced, the rate of reduction per reac-
tion center (1/τ) can increase, thereby compensating for the damage (Behren-
feld et al. 1998). This compensatory effect occurs because the rate-limiting re-
action in light-saturated photosynthesis is almost always downstream of PS
II (see below). Note, however, that damage to PS II reaction centers always
leads to a decrease in the initial slope (αB) of the photosynthesis–irradiance
curve.

We have seen that the basic features of the photosynthesis–irradiance
curve—the initial slope, the maximum photosynthetic rate, and the light satu-
ration parameter and photoinhibition—can be related to three parameters: n,
σPSII, and 1/τ. It follows that variations in P vs. E curves are a consequence of
variations in one or more of these biophysical parameters. Let us now examine
how these parameters vary in vivo, and the causes of their variation.

Variation in n, σPSII, and 1/τ in Continuous Light

Changes in the biophysical parameters that determine the photosynthetic re-
sponse in continuous light can be measured with an oxygen rate electrode
and/or by following changes in the quantum yield of fluorescence. Let us first

5 A hysteresis produces a lag in a process in relation to its driving force. For example, photosynthetic electron trans-
port may be lower for a given irradiance when measured when samples are exposed to light in succcessively drecreasing
irradiance levels compared with that measured when exposed to successively increasing irradiance levels.



consider an optically thin, homogeneous, monolayer sample of cells on a bare
platinum oxygen rate electrode (see chapter 3), illuminated by a uniform beam
of white light. A photosynthetic response can be elicited by exposing the sam-
ple to a continuous light, and the photosynthesis–irradiance curve can be de-
rived by varying its intensity. If a single-turnover saturating flash is super-
imposed on the continuous background light, the oxygen evolved in response
to the actinic flash can be simultaneously detected. The oxygen flash yield will
be indicative of the fraction of the total number of PSII reaction centers in the
S3 state at that moment. By varying the intensity of the actinic flash it is possi-
ble to quantitatively measure the absorption cross section of PSII under a con-
tinuous background irradiance by determining the flash intensity saturation
profile for oxygen. Moreover, by following the change in the quantum yield of
fluorescence preceding and succeeding the actinic “pump” flash, it is possible
to follow the oxidation of QA

− simultaneously from the decay of variable fluo-
rescence (see Fig. 4.8) (Falkowski et al. 1986b). This type of experiment also can
be very conveniently done using a “fast repetition rate” excitation system (Prasil
et al. 1996).

The oxygen flash yield behavior elicited by saturating single-turnover flashes
is markedly different under continuous background light than in darkness.
While in darkness, the oxygen flash yield is maximum on the third flash and
subsequently follows a four-flash periodicity (see Fig. 4.3); in continuous back-
ground light, flash yields are independent of flash number from the very outset
(Joliot 1993). This difference reveals that the S states are randomly scrambled,
even at very low continuous irradiance levels. The randomization of the S states
in continuous light simplifies the interpretation of oxygen flash yields, because
under such conditions it follows that 25% of the PSII reaction centers are in the
S3 state at any instant of time (Myers and Graham 1971; Falkowski et al. 1981).

The yields of oxygen induced by a saturating flash are markedly affected by
continuous background irradiance level. If the sample is exposed to very low
irradiance levels and the flash rate is less than about 1 s−1, the oxygen produced
by the flash will be 50 to 75% of the maximum value observed at a slightly
higher flash rate or continuous irradiance level.The decline in flash yield under
such conditions (i.e., with background irradiance levels of about 0.001 to
0.01 µmol quanta m−2 s−1, comparable to that of the light of the full moon
(Munz and MacFarland 1973) is a consequence of the decay of the S3 state to
lower S states by backreactions (charge recombination) between QA

− and QB
− and

the donor side of PSII (see Fig. 4.4) (Ley and Mauzerall 1982; Raven et al. 2000).
From knowledge of the functional absorption cross section of PSII and the life-
time of S3, we can calculate the lower limit of gross oxygen evolution. A typical
value of σPSII at 475 nm is approximately 400 to 500 Å2/quantum. To maintain
O2 evolution and a maximum steady-state population of S3, each PSII reaction
center must receive a minimum of 1 quanta/s. Thus, the minimum irradiance
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required to maintain this photosynthetic rate is about 2 × 1013 quanta cm−2 s−1

(∼0.33 µmol quanta m−2 s−1); this corresponds to approximately 0.02% of the
maximum solar irradiance incident on the Earth’s surface at local noon. In-
deed, some crustose red algae appear to be able to grow photoautotrophically
at such very low photon flux densities (Littler et al. 1985). Importantly, even un-
der such low irradiance conditions a pH gradient across the thylakoid mem-
branes is established, since proton pumping is primarily the consequence not
of the action of single reaction centers, but of the ensemble of reaction centers
in the chloroplast (Raven 1984a; Raven et al. 2000). However, the intrinsic per-
meability of the lipid bilayer to protons limits the efficiency of photosynthesis
at very low photon flux densities, because H+ will leak across the thylakoids
and the S state will decay (Raven and Beardall 1982; Raven et al. 2000; Quigg
and Beardall 2003; Quigg et al. 2003a).

As continuous background irradiance increases slightly, oxygen flash yields
reach a maximum and remain at a relative plateau over some range of irradi-
ances (Ley and Mauzerall 1982). This region corresponds to α, the region of the
photosynthesis–irradiance curve where the quantum yield of oxygen evolution
is maximum. The plateau of the flash yields indicates that the probability of an
exciton encountering an open reaction center is constant; this is another def-
inition for α.

A further increase in irradiance induces a sharp decline in oxygen flash
yields. The inflection corresponds to Ek, a region where reaction centers start
to become closed by the background light (Kolber and Falkowski 1993). The
flash yields continue to decline asymptotically to zero as background light in-
tensity approaches saturation. It should be noted that, even at light saturation
(indeed, even at supraoptimal light), there is a finite probability of finding an
open reaction center at any given moment in time (Falkowski et al. 1986b; Ley
and Mauzerall 1982).

It is possible to simultaneously measure the fluorescence parameters, F0, Fm,
and the maximum change in variable fluorescence along with the oxygen flash
yields. Fv and the components of fluorescence are indicative of the redox state
of QA, and fluorescence quenching behavior is a function of irradiance. At the
very lowest irradiance levels, while the oxygen flash yield is rising, variable
fluorescence yields decline slightly (Falkowski et al. 1986b). The reason for this
decline is unclear, but it is often correlated with a small increase in F0, sug-
gesting a closure of PSII reaction centers. This phenomenon may be due to the
reduction of QA in a small fraction of reaction centers that have a low turnover
time (the so-called “β-centers”) (see Melis and Anderson 1983). It has also been
interpreted as a change in the intrinsic quantum yield of chlorophyll fluores-
cence induced by an electrochemical potential that is established across the
thylakoid membrane at low irradiance levels (Crofts and Yerkes 1994; Falkowski
et al. 1986b; Ley and Mauzerall 1982).
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The decline in variable fluorescence ceases at the same irradiance at which
oxygen flash yields plateau (Falkowski et al. 1988). If the two indices of PSII ac-
tivity are normalized at this point, the subsequent behavior of variable fluores-
cence and oxygen flash yields is identical up until light saturation. As light be-
comes saturating, the relative values of variable fluorescence are typically 10
to 15% higher than those for oxygen flash yields. This mismatch between vari-
able fluorescence and oxygen flash yields implies that at light saturation PSII
reaction centers appear to be relatively more closed on the donor side (i.e., they
form little S3), than the acceptor side (there is still variable fluorescence, indi-
cating a pool of oxidized QA). The uncoupling between variable fluorescence
and oxygen flash yields suggests cycling of electrons around PSII at high irra-
diance levels, which supports 10 to 15% of the electron flow (Falkowski et al.
1986a; Prasil et al. 1996). This cycle effectively dissipates “excess” light, and
may be a mechanism for photoprotection.

As we have seen, the maximum quantum yield of photosynthesis can be ex-
pressed as the ratio of the functional absorption cross section of PSII to that of
the photosynthetic unit (Eq. 3.11). Photosynthetic organisms have developed
mechanisms for adjusting both of these cross sections to optimize light ab-
sorption by either PSII or PSI, or to reduce total photon absorption at high irra-
diance levels. Far more is known about the adjustment of PSII cross sections
than for PSI because changes in the former are relatively easy to monitor from
changes in fluorescence or oxygen evolution (Bonaventura and Myers 1969;
Falkowski and Fujita 1987; Falkowski et al. 1994; Fujita et al. 1994; Genty et al.
1990; Ley 1980; Zipfel and Owens 1991). These changes in fluorescence yields
and oxygen evolution indicate that the functional absorption cross section of
PSII varies as a function of background irradiance. The variations occur on a
variety of time scales and can profoundly influence the photosynthesis–irradi-
ance response (Falkowski et al. 1994; Olaizola et al. 1994). We will consider
three types of adjustments: the state transitions, nonphotochemical quenching
resulting from xanthophyll cycling, and photoacclimation.

State Transitions

The distribution of excitation energy between PSII and PSI may profoundly in-
fluence the rate of electron flow from water to NADPH. If more excitation en-
ergy is absorbed by PSII than by PSI, the electron carriers on the acceptor side
of PSII (e.g., plastoquinone) could become quickly reduced, resulting in de-
creased photosynthetic rates. Such a condition reduces the quantum yield of
photosynthesis, especially at subsaturating light.To reduce the effect of unbal-
anced excitation energy, plants have evolved a variety of mechanisms that al-
low for the redistribution of excitation energy between the photosystems.
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In 1969, Bonaventura and Myers, working with a bare platinum oxygen rate
electrode, observed that when the unicellular green alga Chlorella was exposed
to light at 645 nm, which is preferentially absorbed by chlorophyll b and trans-
fers the excitation energy more to PSII than to PSI (which they knew from the
action spectra for O2), chlorophyll fluorescence decreased and oxygen evolution
increased over a period of about 5 to 10 min to a new steady state. When cells
were subsequently exposed to light at 680 nm, which was preferentially ab-
sorbed by chlorophyll a and was linked more to PSI than to PSII, fluorescence
increased and oxygen evolution decreased over a period of 5 to 10 min to a new
steady state. They called the 645-nm light, Light 2, and the 680-nm light, Light
1; and, correspondingly, the conditions induced by each of the respective lights
were called State II and State I. Murata (1970), working with a red alga with
which it was easier to selectively excite PSII and PSI because the phycobili-
somes primarily direct absorbed excitation to the former photosystem, ob-
served a similar response. Because the time for the transition from State I to
State II and vice versa was much too long to be attributable to the Emerson
enhancement, it was clear that the two states were a consequence of another
phenomenon.

Bonaventura and Myers suggested that the state transitions were brought
about by complementary changes in the functional absorption cross sections
of PSII and PSI (i.e., σPSII and σPSI). Thus, when cells were initially exposed to
Light 1, relatively more photons were absorbed by PSI than PSII and initially
the quantum yield for oxygen evolution was low. Somehow, over a period of a
few minutes, the effective absorption cross section for the light-harvesting an-
tennae serving PSII increased, leading to an increase in the quantum yield for
oxygen evolution. Interestingly, the fluorescence yield acted in a complemen-
tary fashion: when oxygen evolution was high, fluorescence was low and vice
versa. The process was readily reversible such that if cells were exposed to
a State II light, the absorption cross section of PSII somehow decreased.
Bonaventura and Myers suggested that the cross section lost by one or the
other photosystem was gained by the complementary photosystem such that
an optimum quantum yield for photosynthesis could be maintained. This hy-
pothesis has been experimentally verified by simultaneous measurements of
the changes in PSII and PSI cross sections during state transitions (Samson
and Bruce 1995). Alternatively, Murata (1970) suggested that excitation ab-
sorbed by one photosystem could directly “spill over” to the other photosystem,
assuming that the light-harvesting sytems were shared by both photosystems.
Experimental evidence for the spillover model has been provided in cyanobac-
teria (Fujuta et al. 1994).

In the early 1980s, it was discovered that if thylakoid membranes were ex-
posed to γ-32P-labeled ATP, some proteins became labeled with the phosphate
(Bennett 1980). One of the most prominent proteins to become phosphorylated



was the light-harvesting chlorophyll–protein complex which is primarily associ-
ated with PSII (LHCII). When cells were exposed to Light 2, the light-harvesting
chlorophyll proteins became labeled with 32P, while the LHC proteins in cells
exposed to Light 1 did not become phosphorylated (Allen et al. 1981; Bennett
1984). The phosphorylation of the light-harvesting chlorophyll a/b proteins
could be related to the redox state of the plastoquinone pool. When the reduc-
tion of the plastoquinone pool was blocked with DCMU, the light-harvesting
pigment–protein complexes were not phosphorylated. However, if the oxida-
tion of plastoquinol by the cytochrome b6/f complex was inhibited with DBMIB
(an inhibitor that binds to the plastoquinol docking site of the cytochrome),
phosphorylation was greatly enhanced. Thus, the state transitions observed by
Bonaventura and Myers were phenomenologically related to the phosphoryla-
tion of the light-harvesting chlorophyll–protein complex, and the redox status
of the plastoquinone pool appeared to control both the phosphorylation of the
light-harvesting complex and the state transitions (Bennett 1991).

Subsequent to the discoveries of the state transitions and redox-dependent
phosphorylation of light-harvesting complexes, considerable effort was ex-
erted both to understand how the absorption cross sections of PSII and PSI
were related to phosphorylation and to isolate and characterize the kinases
and phosphatases responsible for the reversible reactions. Phosphorylation of
light-harvesting complexes is almost universal; it is found not only in the
chlorophyll a/b pigment–protein complexes of green algae and higher plants,
but also in the phycobilisomes of cyanobacteria and the chlorophyll a/c com-
plexes of chromophyte algae (Allen 1992; Fork et al. 1991; Fujuta et al. 1994). In
the chlorophyll a/b proteins the amino acids phosphorylated are either serine
or threonine and are close to the N-terminus. Phosphorylation adds negative
charge to the protein, and though the overall change in charge density may be
small, it appears to be locally significant enough to induce a detachment of
some fraction of the pigment–protein complex from PSII. Does the detached
light-harvesting complex migrate to the complementary photosystem? It would
appear so. Careful studies of the simultaneous changes in the complementary
functional absorption cross sections of PSII and PSI in both eukaryotic algae
and cyanobacteria suggest that the state transitions lead to changes in PSII
cross sections on the order of about 10% and simultaneously affect PSI cross
sections in the opposite way (Allen 1992).

Do state transitions occur in nature? And if so, how important are they? The
original discovery of the state transitions, based on changes in spectral quality,
obscured the ecophysiological aspects of the response. In most aquatic sys-
tems, red and far-red light is rapidly attenuated with depth in the water column
(an exception is shallow water algal mats, when far-red light can penetrate into
the inner layer), while blue and/or blue-green irradiance has the greatest pene-
tration. A cell in the upper portion of the water column, exposed to increased red
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and far-red light, would be in a Light 1 state and have a high PSII cross–section.
Since the absolute irradiance in this portion of the water column is also high,
such a physiological condition would be counterproductive; the absorption of
light by the cell, especially the absorption of light by PSII, is not rate limiting
and could actually reduce the quantum yield of photosynthesis by overexcita-
tion of the reaction center. Cells deeper in the water column, exposed to a higher
proportion of blue and blue-green light, would be predisposed to a Light 2
state and be unable to increase light absorption for PSII at low photon flux
densities. This would also be counterproductive as the cells would be reducing
the functional absorption cross-section of PSII when they are starved for light.

The state transitions probably do occur as a first line of regulation to small
changes in irradiance level (Falkowski et al. 1994). The state transitions are de-
pendent not so much on the wavelength of excitation as on the reduction level
of the plastoquinone pool. In this context, cells at high irradiance, which tend to
have a reduced PQ pool, would also tend to promote phosphorylation of the
light-harvesting pigment–proteins serving PSII (Light 2 state). This effect would
thereby reduce the absorption cross section of PSII and excitation delivery for
that photosystem. Cells deeper in the water column, with a largely oxidized PQ
pool, would tend to dephosphorylate the light-harvesting pigment–protein com-
plex and thereby increase the absorption cross section and light-harvesting
ability of PSII (Light 1 state).The changes in the absorption cross section of PSII
afforded by the state transitions are on the order of 10 to 20%. Such changes are
relatively small, but perhaps are important at lower irradiance levels. Such
changes would produce a corresponding shift in Ek and thus help to balance
light absorption with electron transport. However, such an effect is much too
small to significantly optimize light utilization at high irradiance levels.

It is important to recognize, however, that while the magnitude of the change
afforded by state transitions is relatively modest, the response is relatively
rapid (Ley 1980). The rapidity with which an organism may adjust the absorp-
tion cross section of PSII at low irradiance allows for adjustment in light uti-
lization to match the scale of the passage of clouds across the sky and the
changes in irradiance received by the understory of canopies in kelp forests.

Nonphotochemical Quenching—The Xanthophyll Cycle

The state transitions alter the quantum yield of photosynthesis by physically
coupling and decoupling the light-harvesting antennae of chlorophyll–protein
complexes with the reaction center. An alternative mechanism for dynamically
altering the absorption cross section of the antennae is to dissipate absorbed
excitation energy thermally. Evidence for such a dissipation can be found by
following the quenching of in vivo fluorescence.
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In vivo chlorophyll fluorescence was introduced in the 1960s as a means of
estimating phytoplankton chlorophyll without extracting pigments (Lorenzen
1966). Literally tens of thousands of profiles of fluorescence have been made
in the oceans using a variety of commercial instruments. Early on, re-
searchers noted that the quantum yield of in vivo fluorescence was highly
variable and was light dependent (Abbott et al. 1982; Slovacek and Hannan
1977; Yentsch and Ryther 1967). This light dependency of fluorescence yields
can be seen in Fig. 7.4, where at high irradiance levels both F0 and Fm decline
markedly. The variability in fluorescence was a source of frustration to
oceanographers who desired to establish simple regression relationships be-
tween in vivo and extracted chlorophyll fluorescence (Slovacek and Hannan
1977).

According to an early interpretation, changes in chlorophyll fluorescence
yields were related to the oxidation state of QA (recall that “Q” was first used as
an abbreviation for the “quencher” of fluorescence). When a photosynthetic or-
ganism is taken from light to darkness, QA

− becomes oxidized relatively rapidly,

Figure 7.4 The effect of nonphotochemical quenching on the effective absorption cross section of PSII.

An increase in nonphotochemical quenching in the antenna leads to a reduction in the effective absorp-

tion cross section without necessarily a loss in the maximum quantum yield of photochemistry. If non-

photochemical quenching occurs in the reaction center, however, there would be a reduction in photo-

chemical efficiency without a concomitant loss of effective absorption cross section.



on the timescale of milliseconds, and hence fluorescence should return to
preillumination values. When DCMU is added in the light, all QA should be-
come reduced and variable fluorescence should be eliminated. Under such con-
ditions, the quantum yield of fluorescence should be constant, but this does
not occur—DCMU-poisoned cells still display a light dependency of fluores-
cence yield. Much more commonly, after exposure to bright light chlorophyll
fluorescence yields in the dark are relatively low for an extended period, some-
times for many minutes (Bates 1985). This phenomenon cannot be attributed to
quenching by the photochemical reduction of QA, and hence is called non-
photochemical fluorescence quenching (Falkowski and Kiefer 1985; Falkowski
et al. 1986b; Schreiber et al. 1986).

The question of the origin of nonphotochemical quenching is related to the
photobiological function of the quenching process(es). If quenching occurs
only in the pigment bed, it should be associated with a change in the effective
absorption cross section of PSII. This effect is independent of any effect on the
quantum yield of photochemistry within the reaction center. Thus, a reduction
in variable fluorescence must have origins in the reaction center. To resolve
this problem we consider the following model. A loss of quantum efficiency
in photochemistry of PSII, resulting from an increase in nonphotochemical
quenching within the reaction center, would lead to a reduction in the satura-
tion level of a flash-intensity saturation curve for variable fluorescence (or oxy-
gen evolution), without invoking any change in the effective absorption cross
section of PSII. In contrast, thermal dissipation in the antennae competes with
the reaction center for excitation energy (chapter 3) and would be reflected by a
decrease in the functional absorption cross section of PSII (Genty et al. 1990;
Olaizola et al. 1994; Vassiliev et al. 1994).

If one measures both the minimum and maximum quantum yields of fluores-
cence simultaneously as a function of background irradiance, nonphotochemi-
cal quenching of both fluorescence components is readily detectable at higher
irradiance levels. Simultaneous and proportional decreases in the F0 and Fm

signals should therefore correspond to a decrease in the absorption cross sec-
tion of PSII (Falkowski et al. 1994; Krause and Weis 1991). Thus, if the origin of
nonphotochemical quenching is in the antenna of PSII, we would expect to find
a significant reduction in the absorption cross section of PSII at high irradi-
ance levels. That is exactly what is observed (Fig. 7.4). The change in PSII ab-
sorption cross section afforded by the nonphotochemical quenching can ap-
proach 50%, thus implying a corresponding decrease in excitation delivery to
PSII reaction centers (Kolber and Falkowski 1993; Olaizola et al. 1994). Such a
decrease in absorption cross section is significant, and will shift Ek to corre-
spondingly higher values (Eq. 5.9).

What causes antenna quenching? In the mid-1960s, Harold Yamamoto, work-
ing with higher plants, observed that three oxygenated carotenoids (i.e., the
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xanthophylls), namely, zeaxanthin, antheroxanthin, and violaxanthin,6 could be
interconverted (Yamamoto et al. 1963). These three compounds differ by the ad-
dition of one or two epoxide groups on the flanking rings (Fig. 7.5). At high light
most of the xanthophyll was in the de-epoxidated form, zeaxanthin, while in
darkness the zeaxanthin was converted to violaxanthin through the intermedi-
ate antheroxanthin. The interconversion was rapid, on the order of 30 min, and
stoichiometric. In microalgae this conversion rate can be an order of magnitude
faster. For each mole of zeaxanthin formed, one mole of violoxanthin plus an-
theroxanthin was lost. Tracer analysis with 18O2 revealed that the source of the
oxygen for the epoxidation was molecular O2, not water (Yamamoto and Chich-
ester 1965). The de-epoxidation reaction could be blocked with a thiol, such as
dithiothreitol (Yamamoto and Kamite 1972). These three xanthophylls are found
in all higher plants and most chlorophytes as well as in the phaeophytes (Hagar
and Stransky 1970; Siefermann-Harms 1985; Goss et al. 1999; Schofield et al.
1998). An analogous xanthophyll cycle was found in chromophyte algae (other
than the brown algae) in which the monoepoxide diadinoxanthin is converted to
the de-epoxidated form diatoxanthin in high light, and the backreaction occurs
in darkness (Hagar and Stansky 1970). Subsequent work showed that there was
a low level of activity of the violoxanthin–antheroxanthin–zeaxanthin cycle in
the chromophytes that had the diadinoxanthin–diatoxanthin cycle (Lohr and
Wilhelm, 1999). Dithiothreitol also blocks the de-epoxidation reaction in the
chromophytes (Olaizola and Yamamoto 1994a,b). No xanthophyll cycle or ana-
logue has been discovered in phycobilisome-containing organisms (Siefermann-
Harms 1985; but see Ursi et al. 2003) or in the chlorophyll b-containing cyanobac-
teria, the prochlorophytes.

In the mid-1980s, Demmig-Adams correlated nonphotochemical quenching
with the xanthophyll cycle (Demmig and Bjorkman 1987; Demmig-Adams
1990). She suggested that somehow the de-epoxidated xanthophylls quenched
chlorophyll fluorescence, and that this process was important in protecting
PSII from overexcitation. The correlation between nonphotochemical quench-
ing and the formation of diatoxanthin in diatoms further implicated the xan-
thophylls in thermal deactivation (Olaizola and Yamamoto 1994). Normally,
photosynthetic carotenoids transfer excitation energy to chlorophylls. In the
case of nonphotochemical quenching in the antennae, it is suggested that the
reverse occurs (Ting and Owens 1993). This process can result from resonance
coupling between the epoxidated xanthophylls, zeaxanthin and diatoxanthin,
and the excited singlet state of chlorophyll a, which favors the deactivation of
the singlet state of chlorophyll (Frank and Cogdell 1996). In these two epoxi-
dated xanthophylls, there is a singlet excited state with an absorption band
with a slightly lower energy level than that of a higher singlet excited state of

6 It should be noted that violoxanthin is an important light-harvesting pigment in eustimatophytes, which are com-
monly found in coastal waters (Sukenik et al. 1992).



Figure 7.5 The xanthophyll cycles. In chromophyte algae, the epoxidated xanthophyll, diadinoxanthin,

is enzymatically de-epoxidated and converted to diatoxanthin in the light. The backreaction is enzymati-

cally catalyzed in the dark. Diatoxanthin appears to be a quencher of excitation energy within the antenna,
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chlorophyll a. The formation of these carotenoids in the antennae tends to fa-
cilitate the loss of excitation in the bed via radiationless decay (i.e., heat). The
resonance energy transfer requires a very close physical proximity of the
chlorophylls and xanthophylls (Frank and Cogdell 1996). Alternatively, it has
been suggested that the formation of xanthophylls is correlated with the ag-
gregation of light-harvesting chlorophyll–protein complexes serving PSII (Hor-
ton and Ruban 1992); such an aggregation would lead to a decrease in fluores-
cence yield and a reduction in the functional absorption cross section of PSII.

Photoacclimation

The state transitions and nonphotochemical quenching mechanisms operate to
adjust the absorption cross section of PSII on timescales of minutes, but when
a photosynthetic organism is placed for a long period of time in a given light
regime it acclimates to that regime within the limits of its genetic potential
and environmental constraints. This long-term acclimation to irradiance,
called photoacclimation, is relatively easy to observe in unicellular algae and
macrophytes, where chlorophyll per cell or per unit surface area can increase
five- to tenfold as irradiance decreases (Falkowski 1980; Prezelin and Matlick
1980; Ramus 1990; Richardson et al. 1983). The response is not a linear func-
tion of irradiance; rather, at extremely low light levels, cells often become a bit
chlorotic, and on exposure to slightly higher (but still low) irradiance, chloro-
phyll reaches a maximum (Fig. 7.6) (Falkowski and Owens 1980). Increases in
irradiance lead to a decrease in the cellular complement of chlorophyll, until a
minimum value is reached. The absolute irradiance levels that induce these
effects are species specific, and the chlorotic response is not universal (Geider
et al. 1986).

The changes in pigmentation resulting from photoacclimation have two pro-
found consequences for light-absorption properties of the cells. First, cells
acclimated to high irradiance levels generally have relatively high carotenoid
concentrations relative to chlorophyll a. Carotenoids such as β-carotene and
zeaxanthin do not transfer excitation energy to the reaction center and conse-
quently act to screen the cell from excess light (Siefermann-Harms 1985). Some
xanthophylls, such as lutein, transfer excitation energy but with reduced effi-
ciency, and therefore effectively reduce the functional absorption cross section
of the associated photosystem (Sukenik et al. 1987a). Because these carotenoids
absorb light without a concomitant increase in the functional absorption cross

and its formation leads to a reduction in the effective absorption cross section of PSII. In chlorophyte al-

gae, the xanthophyll cycle involves the sequequential de-epoxidation of violaxanthin, through antherax-

anthin to zeaxanthin. The accumulation of zeaxanthin and antheraxanthin are both correlated with an in-

crease in nonphotochemical quenching in the antenna of PSII.
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section of PSII, organisms acclimated to high irradiance levels often have
lower maximum quantum yields for photosynthetic oxygen evolution.

Second, when cells acclimate to low irradiance levels, the subsequent in-
crease in pigmentation is associated with a decrease in the optical absorption
cross section normalized to chlorophyll (a*λ) (Falkowski et al. 1985b; Morel and
Ahn 1990). This effect is due primarily to the self-shading of the chromophores
between layers of thylakoid membranes and is an inverse function of the num-
ber of membranes in the chloroplast (Fig. 7.7)—the more membranes, the lower
the optical-absorption cross section (Berner et al. 1989). Thus, as cells accu-
mulate chlorophyll, each chlorophyll molecule becomes less effective in light
absorption.

The light absorbed by a cell can be described by

(7.13)

where E0(λ) is the incident irradiation at wavelength λ. A doubling of cellular
chlorophyll does not produce a doubling in the rate of light absorption (Dubin-
sky et al. 1986). The reduction in the chlorophyll-specific optical-absorption
cross section can be visualized by considering the fate of photons incident on
two stacks of thylakoid membranes: one is a thin stack from a cell acclimated to
high irradiance levels, and the second is a thick stack from a cell acclimated to
low irradiance levels. The probability of a photon passing through a thick

E
E aa( )

( ) ( )
*

cell
Chl
cell

λ
λ λ= 



0

1.0

0.8

0.6

0.4

0.2

0
0 10 100 1000

Skeletonema costatum
Dunaliella tertiolecta

log E0 (µmol quanta m−2 s−l)

[C
hl

 a
:C

E
LL

−1
] /

 [M
A

X
 C

hl
 a

:C
E

LL
−1

]

Figure 7.6 The change in cellular chlorophyll a concentration in two species of unicellular algae grown

at different irradiance levels. At very low irradiances, chlorophyll a/cell is often slightly depressed, rising
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260 | Chapter 7

stack of membranes without being absorbed is small compared with a thin
stack. This process can be demonstrated by taking a few coins and laying them
on a light box. If the coins are placed so that they do not touch each other, the
light absorbed will be the sum of the geometric cross sections of the coins. If,
however, the coins are overlapping in layers, the same number of coins will
absorb less light; they will have a smaller optical absorption cross section per
coin. This so-called package effect reduces the effectiveness of increased pig-
mentation in harvesting light (Berner et al. 1989; Dubinsky et al. 1986; Kirk
1994b) and has important implications for the “capital costs” (chapter 8) of
light harvesting (Raven 1986). The diminution in the optical-absorption cross
section with increased chlorophyll is also a function of cell size: the larger the
cell the more important this effect (Morel 1991b). At some point a cell is, for
most practical purposes, optically black, and further increases in pigment lev-
els confer no advantage in light absorption.
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Figure 7.7 (Top) The effect of growth irradiance on the optical absorption cross section normalized to

chlorophyll a. Cells grown at high light have less cellular chlorophyll (see Fig. 7.8) and generally have

fewer thylakoid membranes or membrane stacks within the chloroplast. Hence, there is less chance of

self-shading in cell (bottom). The optical consequences of these changes in chloroplast ultrastructure are

an increased optical absorption cross section for cells with lower chlorophyll content.
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Nonphotosynthetically Active Pigments in Aquatic Plants

There are many examples of pigments in algae that do not transfer excitation
energy to either PSII or PSI. Some of these pigments have commercial value.
For example, there are species of chlorophytes that can be found in alpine
snow banks (Kawecka and Eloranta 1986). There, algae are frequently bright
red due to the presence of the xanthophyll, astaxanthin (Fig. 7.8), which is
found in the cytoplasm of these cells (Droop 1955; Goodwin 1980; Lee and
Ding 1991). In natural aquatic systems, astaxanthin occurs in trace amounts
in a variety of planktonic chlorophytes, and due to its accumulation in higher
tropic levels, tends to give a reddish-pink color to the meat of salmon and
trout (Al-Khalifa and Simpson 1988). In commercial aquaculture of these fish
where a fishmeal based on higher crop plants is used to raise the fingerlings,
the resulting color of the fish flesh is grayish-white. As greyish-white salmon
are viewed as less desirable than reddish-pink salmon (and fetch less money
for the producers), commercial salmon farms feed the salmon astaxanthin-
enriched foods obtained from commercial algal producers to color the fish
flesh a reddish-pink prior to harvesting.

In another chlorophyte alga, Dunaliella bardawil, up to 5% of the dry weight
of the cell is due to the carotenoid β-carotene (Avron and Ben-Amotz 1992).
This carotenoid is a precursor of vitamin A, and is used as a food supplement in
many human food manufacturing processes. In vivo, β-carotene is thought to
screen out excess light; the “extra” β-carotene is physically separated from the
thylakoids and does not transfer excitation energy to either photosystem (Ben-
Amotz and Avron 1983; Ben-Amotz et al. 1989). The commercial value of β-
carotene production in 2000 was approximately US$200 million per annum.

The xanthophyll lutein can transfer some excitation energy to PSII, albeit
with low efficiency. This carotenoid is commercially used as feed for chickens.
The xanthophyll is absorbed into egg yolks, conferring a yellow-orange color
that is viewed by many consumers as attractive (Borowitzka and Borowitzka
1988).

Figure 7.8 The structure of astaxanthin, a carotenoid that screens UV light but does not trans-

fer excitation energy efficiently to chlorophyll a.
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There are two basic photoacclimation responses in algae. In one, acclimation
is accomplished primarily by changes in the number of photosynthetic reac-
tion centers, while the functional absorption cross section of the reaction cen-
ters remains relatively constant.The second is characterized by relatively large
changes in the functional size of the antennae serving the reaction centers,
while the number of reaction centers remains relatively constant (Falkowski
et al. 1980). Complementary changes in either of these responses produce the
same effect on the initial slope of the photosynthesis–irradiance curve (Eq.
7.8). Because the functional size of the antennae serving PSII, and not the num-
ber of reaction centers, determines Ek, organisms that vary the cross section
would tend to have more control over the light-saturation parameter, as long as
τ remains constant (Falkowski et al. 1981).

What Controls 1/τ?

The maximum turnover rate of a photosynthetic unit is determined by the
slowest overall electron transfer rate from water to CO2 in the steady state.
This rate can vary from about 1000 s−1 to less than 20 s−1. The rate-limiting
step in the overall pathway has been the subject of significant discussion and
debate (Falkowski 1981; Haehnel 1977; Myers and Graham 1971; Steemann-
Nielsen 1975; Stitt 1986). The slowest step in the intersystem electron trans-
port is the reoxidation of plastoquinol (Haehnel 1977). However, a number of
studies of the rate-limiting steps in photosynthesis suggest that carbon fixa-
tion itself, or some process controlling the fixation such as the regeneration of
RuBP in the Calvin-Benson cycle (chapter 5), is rate limiting (Stitt and Son-
newald 1995). How can this issue be resolved?

It is experimentally possible to manipulate 1/τ in algae by growing cells
under a wide range of irradiance levels in nutrient-saturated conditions
(Falkowski et al. 1985b; Myers and Graham 1971; Stitt and Sonnewald 1995).
When growth is limited only by irradiance (which is accomplished with a tur-
bidostat), 1/τ increases with increasing growth irradiance levels. Using this

One final example of a nonphotosynthetic pigment is zeaxanthin, which in
cyanobacteria is bound to water-soluble proteins. In the prochlorophyte
Prochlorothrix hollandia, the pigment is found in a periplasmic space between
the cell wall and plasma membrane. In all cyanobacteria, zeaxanthin proteins
appear to accumulate when cells are grown at high light, and undoubtedly
the pigment helps to absorb excess excitation, thereby reducing the rate of
photoinhibition (Post et al. 1993; van der Staay 1992).
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experimental manipulation, Sukenik and co-workers (1987a) followed changes
in the pool sizes of a number of electron transport components and Rubisco in
the marine chlorophyte Dunaliella tertiolecta. They found that 1/τ varied by
over a factor of 4, from 75 s−1 in low-light-grown cells to almost 300 s−1 in cells
grown at high light, but the stoichiometry of PSII:PQ:cyt b6/f:PSI remained re-
markably constant. This stoichiometry was 1 RCII:30 PQ:1.5 cyt b6/f:1.5 RC I.7

The constancy in this stoichiometry suggested that the oxidation of PQ by cyt
b6/f was not rate limiting. They called the statistical entity with the fixed stoi-
chiometric ratio an electron transport chain. However, the oxidation of plasto-
quinol could still be rate limiting for overall photosynthesis.

This oxidation step, which can take up to 10 ms, appears to be limited by the
diffusion of plastoquinol within the lipid bilayer of the thylakoid membranes.
The diffusion of PQ can be modeled as a random walk. As the molecule moves
in search of its docking site on the cytochrome b6/f complex, it may bump into
other membrane-spanning proteins and have to go around. The effective diffu-
sion coefficient for plastoquinol within the thylakoid membranes is on the or-
der of 1 × 10−9 cm2/s. If the density of cytochrome b6/f on the thylakoid mem-
branes increased with increasing growth irradiance, the rate of oxidation of
plastoquinol could be facilitated without a need to invoke an increase in the
ratio of cytochrome b6/f to plastoquinol. Quantitative analysis of the thylakoid
membrane surface area, deduced from transmission electron micrographs, re-
vealed that the concentration of electron transfer components was, on average,
two times larger in cells grown at low irradiance than at high irradiance. The
thylakoid surface density was 4.4 × 105 cm2/cm3 for low-light-acclimated cells,
and 2.2 × 105 cm2/cm3 for high-light-acclimated cells. Assuming that the distri-
bution of reaction centers and other proteins on the membranes is homoge-
neous (which is reasonable in this organism), they used the Stokes-Einstein
diffusion equation to estimate the average time for diffusion of plastoquinol:

d2 = Dt (7.14)

where d is the distance between RCII and the cytochrome b6/f complex, D is the
diffusion coefficient, and t is time. The calculated times were 2.4 and 1.1 ms for
high-light- and low-light-acclimated cells, respectively.The calculated values of
τ for whole-system electron transport were 3.2 and 14 ms for the high-light-
and low-light-acclimated cells, respectively. These results strongly suggest that
neither the diffusion nor the oxidation of plastoquinol determines the maxi-
mum rate of photosynthetic electron flow at light saturation.

In the same experiment, the ratio of the electron transport components to
Rubisco varied significantly, from 1.2 to 4.6 mol of Rubisco per PSII, increasing

7 It should be noted that the proportions of PSII:PSI can vary widely among different algal classes, and even within
classes. The values given here are an example, and should not be considered a paradigm.
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at higher growth irradiance levels. A plot of the ratio of Rubisco to PSII versus
1/τ is linear (Fig. 7.9). These results suggest that dark reactions, and possibly
carboxylation per se, are the overall limiting step of photosynthesis at light
saturation. This situation may occur as a result of the compartmentalization of
Rubisco within the stromal fluids, while all the electron transport components
are localized on membranes. The surface area of the thylakoid membranes in-
creases over twofold as cells grow at low irradiance levels, but the volume of
the chloroplast containing the Calvin-Benson cycle enzymes increases by only
30% (Sukenik et al. 1987a). Since the Calvin-Benson cycle depends on reductant
and ATP generated on the membranes, effectively the higher surface area to
volume ratio in the chloroplasts from low-light-grown cells compared with
that from high-light-grown cells imposes a substrate (ATP and NADPH) limita-
tion on the Calvin-Benson cycle.

These results point to an apparent paradox in photoacclimation, namely,
that acclimation to low irradiance levels via an increase in the numbers of
photosynthetic units often leads to a corresponding reduction in the maximum
rate of whole-chain electron transport from water to CO2. A negative feedback
accentuates light limitation in dense algal systems; as the culture becomes
denser the cells accumulate more pigment, light is attenuated more rapidly,

Turbidostat

A turbidostat is a device used to control the growth of an organism at a con-
stant population level. In photosynthetic investigations, this device can be
used only for microalgae or small colonies of cells that are relatively small and
can be diluted. The device usually is a cylindrical tube, about 10 to 20 cm in
diameter, in which the algae grow. The tube is surrounded by banks of lights.
As the cells grow, light in the growth vessel is attenuated. A detector, either
within the vessel or more frequently outside the vessel, monitors the culture
density from the attenuation of light. At a selected density, an electronic signal
activates a pump to dilute the culture with fresh medium while simultaneously
removing an equal volume of old culture. The volume of added medium is
recorded and a steady-state growth rate is reached that is identical to the dilu-
tion rate. In photosynthesis studies, it is important that the density of the cul-
ture in the turbidostat be kept optically thin. (“Optically thin” is an opera-
tional term that can be determined by seeing if an object, such as a hand,
placed on the opposite side of the culture vessel is clearly visible.) The growth
rate can be manipulated by (for example) changing the irradiance level or
temperature. Cells grown in a turbidostat are not nutrient limited and are in a
constant, definable, and reproducible physiological state. The device is conve-
nient to have, but difficult to build and maintain.
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and so less of the bioreactor receives sufficient light to saturate photosynthe-
sis and the biomass accumulation and/or growth rate of the cells declines. If
at the same time, the biomass-specific light-saturated photosynthesis rate de-
clines, the photosynthetic production is further attenuated (Burlew 1953;
Sukenik et al. 1991).

The inverse relationship between n and τ can be used to estimate the maxi-
mum photosynthetic rate achievable. Empirical regression of cellular chloro-
phyll levels and τ for a number of species predicts a minimum τ of 1 ms (recall
from chapter 3 that the oxidation rate of QA

− is about 0.5 ms under steady-state
continuous irradiances). Assuming that the Emerson-Arnold number is 2000
chlorophylls/O2, then for a chlorophyll concentration of 1 µg L−1, there are
3.3 × 1011 O2-evolving centers turning over 1000 times per second. This rate of
photosynthetic electron transport would support 2.0 µmol O2 h−1, which is
equal to a carbon-fixation rate of 24 µg C µg−1 chlorophyll a h−1, which is a very
high rate indeed (Falkowski 1981). Shade-adapted cells necessarily have lower
maximum photosynthetic rates. It should be pointed out that this rate of photo-
synthesis is limited by intrinsic processes; it would require a change in the ki-
netics of electron transport or the structure of the photosynthetic apparatus to
give higher rates.

Further demonstration of the control of 1/τ can be obtained by titrating PSII
reaction centers with DCMU and following the light-saturated photosynthetic
rate. While Eq. 7.9 clearly indicates that the initial slope of the photosynthesis–
irradiance curve is related to the number of functional reaction centers, a

Figure 7.9 The relationship between 1/τ and the ratio of Rubisco/PSII in the chlorophyte alga Dunaliella

tertiolecta, grown under nutrient replete conditions at different growth irradiance levels in a turbidostat.

The ratio of PSII to other electron transport components remains constant. (Courtesy of Sukenik et al.,

with permission.)



similar condition might be expected at light saturation. When cells are nutrient
replete, however, one can inhibit a significant fraction of PSII reaction centers,
and yet maintain a constant light-saturated rate of oxygen evolution (Behren-
feld et al. 1998). This apparent paradox is explained by invoking carbon fixa-
tion as the primary factor limiting photosynthetic electron transport. Simply,
there frequently is “excess” capacity in the photosystems, and Rubisco is over-
supplied with reductant.

Kinetics and Mechanisms of Photoacclimation

Photoacclimation is most often related to changes in the abundance and com-
position of the photosynthetic pigments, but it also affects carbon fixation,
respiration rates, and chemical composition of the organism, as well as cell
volume.The kinetics of the changes in cellular chlorophyll have been studied in
a number of species (Falkowski 1984a; Post et al. 1984; Sukenik et al. 1990;
Raven and Geider 2003; Steemann-Nielsen 1964). In the experimentally con-
trived situation where light is provided continuously over a 24-hour day, the
responses following a shift from high to low irradiance or vice versa basically
follow first-order kinetics. Thus, for example, the half-time for acclimation to
low light in the chlorophyte Dunaliella tertiolecta is on the order of about 13
hours (i.e., comparable to the generation time), while in the diatom Thalassiosira
weisflogii it is about 100 hours. In the real world, however, the response to in-
tensity is confounded with a response to day–night cycles, and it is necessary
to distinguish between light-intensity regulation and light–dark responses
(Post et al. 1984). When a light–dark cycle is superimposed on a change in light
intensity the algae become entrained in a circadian rhythm keyed to the
light–dark cycle, but acclimate to the mean light levels to which they are ex-
posed during the photoperiod (Fig. 7.10). While chlorophyll per cell may in-
crease during the middle of the scotophase (see chapter 6), the algae do not
acclimate to low light at night, but rather acclimate to the mean irradiance
level to which they are exposed during the day.

Careful kinetic studies of photoacclimation in D. tertiolecta have provided
considerable insight into the process and its regulation (Falkowski 1984a;
Sukenik et al. 1990). On transfer from high to low irradiance, the first observable
response is an increase in the abundance of the messenger RNA encoding the
light-harvesting chlorophyll proteins (LaRoche et al. 1991).This response can be
detected within 2 hours following the light shift, and the mRNA level reaches a
maximum within 12 hours. Messenger RNA levels for the reaction center pro-
teins do not increase until later. The messenger RNA for the light-harvesting
chlorophylls is translated and the pigments are incorporated, resulting in the
production of a larger antenna for PSII. Over a period of a few hours, there is an

266 | Chapter 7



Photosynthesis in Continuous Light | 267

increase in the synthesis of reaction centers, and subsequently, of membranes,
such that over a period of a day there is a large increase in the stacks of thy-
lakoid membranes within the cell (Sukenik et al. 1990). The increase in pigmen-
tation is not accompanied by an increase in Rubisco; the level of this enzyme
per cell is independent of irradiance in this species (Sukenik et al. 1987a).

The light-harvesting chlorophyll–protein complex often contains a number
of individual, related but not identical, proteins that migrate at slightly differ-
ent apparent molecular masses on a denaturing polyacrylamide gel (i.e., elec-
trophoresis). As cells acclimate to various irradiance levels the relative abun-
dance of each of the individual proteins that constitute the ensemble of the
complex can vary (Sukenik et al. 1988). The variations appear to correspond to
changes in pigmentation within the light-harvesting chlorophyll–protein com-
plex itself, such that it can be envisioned that individual proteins preferen-
tially bind specific pigments. Thus, cells acclimated to high irradiance may dif-
ferentially express a component of the light-harvesting complex with a low
accessory chlorophyll content and high carotenoid content. This component
can be repressed at low light and replaced by a component with high accessory

Figure 7.10 The effect of a light–dark cycle superimposed on a change in irradiance on cellular chloro-

phyll a content in the marine diatom Thalassiosira weisflogii. Cells entrained in a 12:12-h light–dark cycle

undergo a diel increase and decrease in cellular chlorophyll content, in which chlorophyll a is highest in

the middle of the photophase and begins to decrease before the dark period, reaching a minimum in the

dark and increasing before the light period. Cells to the left side of the 80-h mark were grown with a

photon flux of about 600 µmol quanta m−2 s−1 but “woke up” to a low light of about 70 µmol quanta

m−2 s−1 at the 80th hour. From that point on, the cells acclimated to the low light with an overall increase

in cellular chlorophyll a content, but maintaining a diel cycle.



pigmentation and low carotenoid levels. This phenomenon requires feedback
between photosynthetic electron transport and the nucleus where the genes
for the light-harvesting pigment–proteins are encoded.

A similar phenomenon implicating photosynthetic electron transport to pho-
toacclimation occurs in cyanobacteria. In these organisms, the stoichiometry
between PSII and PSI can be markedly altered by spectral irradiance (Fujita
et al. 1990; Fujuta et al. 1994). The phycobilisomes, which serve as the light-
harvesting antennae for PSII, have relatively large optical-absorption cross
sections, while PSI, which is excited by chlorophyll a, has a relatively small ab-
sorption cross section. To balance electron flow between PSII and PSI,
cyanobacteria generally have more PSI reaction centers relative to PSII; how-
ever, the ratio between the reaction centers can be altered both by light inten-
sity and the spectral distribution of irradiance. When cells are grown under
low irradiance levels or orange light, both of which favor excitation of PSII,
PSI/PSII ratios increase. This effect can be reversed by high irradiance or red
light, both of which increase the excitation energy delivered to PSI.

The effect of acclimation to low irradiance can be simulated in both eukary-
otic cells and cyanobacteria by blocking the reduction of the plastoquinone
pool with sublethal concentrations of DCMU (Beale 1970; Escoubas et al. 1995;
Koenig 1990). Cells maintained at high light with 10−7 M DCMU accumulate
chlorophyll a, thereby mimicking the acclimation to low light. If, however, the
oxidation of plastoquinol is blocked with DBMIB, no increase in chlorophyll a
is observed. Thus, the photoacclimation state of the cell appears, like the state
transitions, to be regulated by the redox state of the plastoquinone pool (Es-
coubas et al. 1995). Moreover, if the dephosphorylation of proteins is inhibited
with 1 nM okadaic acid,8 cells transferred from high to low irradiance do not
acclimate. This phenomenon can be interpreted by hypothesizing that under
high irradiance levels, when the plastoquinone pool is largely reduced, a ki-
nase is activated that phosphorylates a protein and either directly or through
one or more intermediates binds to the regulatory region of the genes encoding
the light-harvesting chlorophyll–protein complexes and suppresses the tran-
scription of the gene. Under low irradiance levels, when the plastoquinone pool
is more oxidized, a phosphatase dephosphorylates the signal protein and dere-
presses the gene(s), leading to the synthesis of the light-harvesting chlorophyll–
protein complexes (Fig. 7.11).

In cyanobacteria the intersystem redox state also appears to direct the tran-
scription of PSII and PSI reaction centers (Fujita et al. 1988). Thus, the state
transitions can be viewed as a short-term response to the redox state of the
plastoquinone pool, and photoacclimation can be viewed as a long-term re-
sponse to the same control mechanism. In effect, the redox state of the plasto-
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8 Okadaic acid is a polyether lipid, isolated from certain dinoflagellates, that very specifically blocks serine and threo-
nine phosphatases (MacKintosh et al. 1991).
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Figure 7.11 A schematic diagram showing the basic regulation of nuclear genes by irradiance. In the

specific case shown here, the target gene is that encoding for the light-harvesting chlorophyll protein serv-

ing as the antenna for PSII. Irradiance levels are detected from changes in the redox status of the plasto-

quinone pool. As light intensity increases, the pool becomes increasingly reduced, and a protein kinase,

coupled to the redox state of plastoquinone, phosphorylates a chloroplast protein (CPP). Phosphorylated

CPP is transported from the chloroplast to a secondary kinase in the cytosol, where a chlorophyll protein

repressor factor (CRF) is phosphorylated and binds to transcription control region of the target gene,

thereby reducing the level of trasncription. The process is reversed when the plastoquinone pool becomes

oxidized and a protein phosphatase dephosphorylates CRF. The dephosphorylation of CRF can be inhib-

ited with such phosphatase inhibitors as okadaic acid, microcystin, and tautomycin. The effect of low light

can be pharmacologically mimicked by the addition of the electron-transport inhibitor, DCMU, while that

of high light can be mimicked by the application of DBMIB. Uncouplers of electron flow, such as methy-

lamine and CCCP, have no effect, nor does the disruption of water splitting on the donor side of PSII.
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quinone pool is a biological light meter that can signal the status of intersystem
electron traffic and effect feedback responses in the light-harvesting systems.
The signal transduction pathway is probably not dictated directly by the plas-
toquinone pool, as these molecules diffuse between the lipid bilayer of the thy-
lakoid membrane and have no external communication directly to stromal pro-
teins. Rather, the signal probably is directed via conformational changes of the
cytochrome b6/f complex to a kinase (Depège et al. 2003).

The Effect of Temperature

As photosynthetic carbon assimilation is enzymically controlled, it is a
temperature-dependent process. Classically, because enzyme-catalyzed reac-
tions are dependent on intermolecular collisions, their temperature sensitivity
can be described by the Arrhenius equation:

k = Ae−Ea/RT (7.15)

where k is the first-order reaction rate constant, A is the concentration of sub-
strate, Ea is the energy of activation (i.e., the minimum energy required for the
reaction), R is the Boltzmann gas constant, and T is temperature in Kelvin. The
integrated form (with respect to temperature) of the Arrhenius equation is

(7.16)

where k1 and k2 are reaction rate constants at temperatures T1 and T2, respec-
tively. The ratio of the rate constants for a 10°C interval (called the Q10) is often
used as a convenient description of the effect of temperature. The temperature
effect is not linear over very wide ranges; except for thermophilic species, tem-
peratures above 30 to 35°C lead to decreases in activity (and at even lower tem-
peratures for some organisms, e.g., those from polar regions). Typically, if an
aquatic photosynthetic organism undergoes a rapid change in temperature (on
the order of minutes) within the linear portion of the temperature response func-
tion, the maximum photosynthetic rate at light saturation will alter by a factor
of approximately two for a 10°C change (Davison 1991; Raven and Geider 1988).

A true photochemical reaction is not dependent on intermolecular colli-
sions and hence is temperature independent. Thus, it is frequently assumed
that the light-dependent portion of the photosynthetic response is tempera-
ture independent. That is not strictly true. Photosynthetic electron transport
is temperature dependent for a number of reasons (Raven and Geider 1988).
First, being associated with membranes, some of the electron transfer pro-
cesses are dependent on membrane fluidity. Biological membranes behave as
liquid crystals—at some critical temperature they “freeze,” meaning that the
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viscosity increases to a level that prevents independent movement of compo-
nents associated with the membranes. One way of observing this behavior is to
monitor the electron spin of a suitably labeled lipid molecule in the membrane
as a function of temperature. At high, but still physiological, temperatures the
labeled lipid has an opportunity to move freely and the ESR signal is isotropic
(Barnett and Grisham 1972). As the membrane is cooled and reaches the lower
critical freezing temperature, the label’s movements are constrained to a more
ordered motion, dictated by its exact position within the membrane, and the
ESR signals reflect this ordered motion. In the absence of modifying molecules
like cholesterol, the critical temperature is often reflected by a sharp disconti-
nuity in the Arrhenius relationship, where the change in activation energy (∆Ea)
represents the energy barrier imposed by the increase in membrane viscosity
(Fig. 7.12) (Gombos et al. 1991). In general, critical temperature is approxi-
mately 10°C below the optimal growth temperature. The critical temperature is
largely determined by the length of the hydrocarbon chain composing the
lipids, and the degree of saturation; the longer and more saturated the chain,
the higher is the critical temperature.

A second effect of temperature in the electron transport system is related to
thermal effects on intermolecular collision processes, independent of any ef-
fect on membrane fluidity per se. The diffusion of electron carriers, such as

Photosynthesis in Continuous Light | 271

Figure 7.12 The effect of temperature on the activity of a thylakoid membrane component. In the spe-

cific example shown, the rate of PSI reduction in intact cells of the cyanobacterium Anacystis is plotted as

a function of reciprocal tempeature (i.e., an Arrhenious plot). The slope of the lines is directly proportional

to the energy of activation of the process. The break in the slope indicates the temperature at which the

membrane undergoes a change from a liquid crystal structure to a more “frozen” state. Cells grown at

28°C have a break in slope at approximately 10°C, while those grown at 38°C show a break at approxi-

mately 20°C. (From Norio Murata, with permission.)



plastoquinone and plastocyanin, is temperature dependent. Given a decrease
in temperature, we can expect that the electrochemical turnover time of these
components will increase.

Overall, the effect of short-term changes in temperature on the initial slope
of the photosynthesis–irradiance relationship is relatively minor (Malone and
Neale 1981; Tilzer et al. 1986). This lack of effect suggests that the rate-
limiting processes in the light-limited region of the P vs. E curve are light ab-
sorption and primary charge separation, not intersystem electron transport.
However, since the light-saturated rate of photosynthesis is strongly affected
by temperature, there is a reduction in Ek at decreased temperatures (Cote
and Platt 1984; Cota et al. 1994). This reduction is further reflected in the rate
of reduction in QA (Maxwell et al. 1995), and leads to a propensity for overex-
citation of PSII at relatively low irradiance levels. Phenomenologically, the ef-
fects of a reduction in temperature are comparable to those due to increased
irradiance.

Mathematical Representations of the
Photosynthesis–Irradiance Response

As we have seen, the relationship between photosynthesis and irradiance is
dynamic, that is, it varies in response to variations in irradiance. As such,
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Temperature Acclimation

In many aquatic photoautotrophs, the photosynthetic apparatus physiologi-
cally acclimates to changes in temperature in a comparable fashion to that of
photoacclimation. At low temperatures, there tends to be a reduction in
chlorophyll/cell or, in macrophytes, per unit blade area, and an increase in
carboxylation activity (e.g., Rubisco levels are elevated) (Davison 1991; Raven
and Geider 1988). These alterations lead to a reduction in light absorption
capacity while increasing photosynthetic capacity. The effect is that light-
saturated photosynthetic rates per unit carbon biomass can often be main-
tained at decreased temperatures, while simultaneously reducing the propen-
sity of the cell or organism to photoinhibition. The molecular basis for these
responses appears to be comparable (or identical) to that described for pho-
toacclimation (Maxwell et al. 1994). A reduction in temperature tends to lead
to an increase in the reduction status of plastoquinone, which in turn leads to
a redox-mediated feedback on cab gene expression. The effect is that the de-
crease in temperature is signaled by the redox state of the plastoquinone
pool.



therefore, the concept of a P vs. E curve is artificial. Nonetheless, there has
been considerable effort directed toward developing mathematical representa-
tions of P vs. E curves in aquatic sciences, and we can identify two motivations
for this activity. The first is a desire to relate short-term, small-scale photosyn-
thetic rates to long-term, large-scale processes. For example, biological oceanog-
raphers and limnologists frequently attempt to extrapolate measurements of
photosynthesis at fixed irradiance levels to daily integrated primary produc-
tion. Such an extrapolation requires an empirical mathematical model; such
models usually are based on a description of the photosynthesis–irradiance re-
sponse (Jassby and Platt 1976; Smith 1936; Talling 1957). A second motivation
is to understand the feedback and feedforward controls of photosynthesis in
relationship to irradiance (Farquhar et al. 1980; Geider et al. 1996). This appli-
cation usually results in a model structure consisting of coupled differential
equations that allow for exploration of the effects of kinetics and effectors on
partial reactions. We shall discuss both model types in general, and some of
the assumptions made in their application.

The basic description of a P vs. E curve requires a nonlinear mathematical
function to account for the light-saturation effect. Quite a few such functions
have been employed, with varying degrees of success. Two early formulations
were a rectangular hyperbolic function, such as a Michaelis-Menten formula-
tion (Table 7.1 and Fig. 7.13), and an inverse power function, introduced by
Smith (1936). The former function generally does not fit P vs. E curves ade-
quately; the curves bend too slowly and the saturation effect is poorly de-
scribed (Bannister 1974). The latter function, used by Talling in 1957 to deduce
Ek, is often acceptable but has not been widely adopted. In the mid-1970s,
Jassby and Platt introduced the hyperbolic tangent function. This function of-
ten appears to fit experimental data with a high degree of fidelity, especially if

Photosynthesis in Continuous Light | 273

TABLE 7.1 Examples of some equations used to model
photosynthesis–irradiance relationships
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a coefficient for photoinhibition is included (Jassby and Platt 1976). The hyper-
bolic tangent function is often used in limnology and oceanography, but has
not been adopted by higher plant physiologists. The latter favor use of an em-
pirical index of “curvature,” based on light-saturation profiles for leaves (Lev-
erenz 1992). This type of model has been applied in systems with very high ex-
tinction coefficients (such as a leaf ), which results in heterogeneous light
absorption. A mathematical analogue was introduced to aquatic sciences by
Bannister (1979), but was not widely adopted as the physiological interpreta-
tion of the curvature coefficient is obscure.

In 1986, Dubinsky and co-workers suggested that because the relationship
between oxygen evolution obtained with a single turnover flash closely follows
a cumulative one-hit Poisson function, a similar formulation could be applied
to a photosynthesis–irradiance curve. The cumulative one-hit Poisson function
assumes that each flash promotes one, and only one, turnover of PSII and that
the quantum yield for oxygen evolution in the open reaction centers is con-
stant and independent of flash energy. To account for the multiple turnovers
of PSII in continuous light, Dubinsky added a turnover time to the exponential
expression:

P = Pmax(1 − e−σPSII/τE) (7.17)

where τ is identical to that for whole chain electron transport (Eq. 7.8).
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Figure 7.13 Graphical representations of the four photosynthesis–irradiance equations given in Table

7.1. Note the similarity of responses for the hyperbolic tangent, exponential, and quadratic functions. The

curves are modeled data assuming no photoinhibition.



By substitution, using Eq. 7.12a it can be shown that Eq. 7.17 is identical with

(7.18)

which was used by Webb and Burley (1965) to describe P vs. E curves. Dubinsky
and colleagues (1986) found that photosynthetic rates fit Eq. 7.18 with reason-
able correlation and used the equation to calculate the average σPSII for broad-
band spectral irradiance.

The application of an exponential function to the analysis of the
photosynthesis–irradiance relationship has distinct advantages in mathemati-
cally simplifying an apparently complex process, but the function has implicit
assumptions. The limit of Eq. 7.17, as irradiance approaches zero, leads to a lin-
ear approximation:

Lim E → 0, P � σPSIIτPmax E (7.19)

where the right-hand side of the approximation is identical to αBE. The expo-
nential curve implicitly assumes that the average time that a PSII reaction cen-
ter remains closed following the absorption of an exciton is the same in satu-
rating continuous light as it is at subsaturating light. Recall that τ is the
turnover time for whole-chain electron transport from water to CO2; it is inde-
pendent of the absorption cross section of PSII and is experimentally derived
from Pmax and oxygen flash yields using Eq. 7.17. Equation 7.17 suggests that τ
could be calculated at any irradiance E:

(7.20)

where YE is the oxygen flash yield at irradiance E. If both the oxygen flash yield
and the photosynthetic rates in continuous light follow a cumulative one-hit
Poisson function and σPSII is independent of irradiance, then τ must be a con-
stant for a given species at a given physiological state, which seems highly un-
likely. Although the exponential function may adequately describe a P vs. E
curve from a statistically acceptable and empirical viewpoint, it does not ac-
count for multiple limiting steps or changes in the absorption cross section of
PSII. It is difficult to use integrated processes such as P vs. E curves to estab-
lish rate-limiting steps; therefore, determining the validity of particular mod-
els is problematic.

The Problem of Determining Rate-limiting Steps

In mathematically describing P vs. E curves, an implicit assumption is made
concerning rate-limiting steps. In the cumulative one-hit Poisson function, for

τ1 =
P P
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example, both σPSII and τ are assumed to remain constant. Such an assumption
implies that the rate of whole-chain electron transport is limiting throughout
the entire photosynthesis–irradiance curve. Although τ is related to the ratio of
electron transport chains to Rubisco, and this ratio in turn sets an upper limit
to photosynthetic electron transport, this does not mean that intersystem elec-
tron transport is never rate limiting. In the experiment describing the behavior
of variable fluorescence as a function of background light, for example, it is
clear that QA becomes increasingly reduced at higher irradiance levels. It is
relatively straightforward to calculate the rate at which electrons enter the in-
tersystem transport system from knowledge of the incident irradiance, the ab-
sorption cross section of PSII, and the quantum yield of photochemistry:

(7.21)

where e/t is the rate of electron transport. As electrons enter the chain on the
acceptor side of PSII, they reduce PQ. The oxidation rate of PQ varies between
about 1 and 10 ms. The redox state of the pool can be assessed by measuring
the rate of reduction of cytochrome b6/f from absorption difference spectra fol-
lowing a flash. Cytochrome f has an absorption difference maxima at 554 nm;
when the cytochrome is reduced it absorbs more strongly at this wavelength
(see chapter 4). When a brief saturating flash is superimposed on a background
light, if the cytochrome is oxidized then little change in the absorption differ-
ence spectra will be observed (Haehnel 1977). Moreover, by following the kinet-
ics of reduction of the cytochrome, it is possible to infer the rate of oxidation of
PQH2.

The minimum half-time for the oxidation of PQH2 is about 1 ms (Cramer
et al. 1991). This step is approximately four to five times slower than the maxi-
mum steady-state reduction rate of PQ. The latter corresponds to the oxidation
of QA

−, which in the steady state has a half-time of about 500 µs (Crofts and
Wright 1983). Thus, when the rate of electron flow out of PSII exceeds 1 elec-
tron per ms, PQ reduction will be greater than oxidation, and the PQ pool will
become progressively reduced. For example, assuming a spectrally averaged
absorption cross section for PSII of about 20 nm2, this rate will be reached
at an average irradiance of (1000 s−1 × 1/20 nm2 quanta−1 × 1020 nm2/m2 =)
5 × 1020 quanta m2 s−1 or about 830 µmol of quanta m−2 s−1. This irradiance
level is approximately that of 40% of the full solar irradiance at noon at the
equator.

While PQH2 may become progressively reduced at high irradiance levels, the
overall rate of electron transport is not necessarily limited by PQH2 oxidation.
This can intuitively be described by imagining going to the movies and stand-
ing in line to buy a ticket, and then having to stand in line again to have the
ticket collected by an usher. Two rate-limiting steps exist in this simple chain.

e
t

E E= 0σ φPSII(I) PSII( )



Ticket sales become limiting when the rate of arrival of patrons (electrons) ex-
ceeds the rate of sales (PQH2 oxidation). The usher (Rubisco activity) becomes
rate limiting when he or she cannot keep up with the rate of sales. The oxida-
tion of the plastoquinone pool can be rate limiting for electron traffic between
PSII and PSI, but the rate of utilization of reductant on the acceptor side of PSI
can also be rate limiting, and can in fact control the maximum rate of plasto-
quinol oxidation. The modification of the rate of oxidation of PQH2 by the dark
reactions is comparable to the issues addressed by “queuing theories,” in
which a set of coupled differential equations is used to describe a multistep
process with possible switches in rate-limiting steps (Baumert 1996). The mul-
tiple limitations of photosynthesis depending on irradiance greatly complicate
the mathematical representation of the photosynthesis–irradiance response.

Having now examined some aspects of photosynthetic responses in continu-
ous light, in chapter 8 we examine how these processes are integrated with the
rest of the cellular machinery to produce new cells.
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The principal products of the photosynthetic reactions are sugars, reductant,
ATP, and molecular O2. In all photoautotrophs, these products are themselves
substrates for biosynthetic reactions. The synthesis of many essential cellular
components, such as amino and nucleic acids, requires elements other than
carbon, hydrogen, and oxygen. For example, oxidized (and environmentally
more stable) forms of nitrogen (usually NO3

−) or sulfur (as sulfate, SO4
2−) must be

reduced to the level of ammonium (NH4
+) or sulfide (�SH) to serve the purposes

of most biosynthetic reactions. These reductions come at the expense of elec-
trons derived from photosynthetically energized molecules, and hence influ-
ence the quantum yield for carbon fixation. Many additional elements, such as
phosphorus and trace metals, are required to form nucleic acids, lipids, and
prosthetic groups (e.g., hemes, porphyrins, and chlorins) in enzymes, photosyn-
thetic pigments and electron carriers, and the other myriad molecules that
make up the organism. The acquisition and incorporation of these elements is
tied to carbon fixation.

Biosynthetic processes occur both inside and outside of the chloroplast, and
often involve oxidation reactions that require respiratory pathways. Because
the respiratory pathways effectively operate as the inverse of photosynthetic
reactions, the two processes are invariably coupled within the cell. Coupling is
achieved via fluxes of common carbon products and substrates, and by the rate
of production of reductant and energy relative to demands for growth and
maintenance of the organism (Geider and Osborne 1989; Raven 1976b).

Here we address some of the concepts and mechanisms required for the un-
derstanding of how photosynthesis is related to the making of cells. We begin
with a discussion of the elemental and biochemical composition of aquatic
photoautotrophs, examine how some key elements are assimilated, discuss the
critical role of respiration in the biosynthetic pathways of aquatic autotrophs,
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and, finally, explore how photosynthetic processes are related to overall growth
efficiencies.

The Chemical Composition of Aquatic 
Photosynthetic Organisms

Knowledge of the elemental and biochemical composition of a photoautotroph
is essential to relating nutrient supply to growth and for interpreting physio-
logical variability and its causation. Measurement of the elemental composi-
tion of marine organisms dates virtually to the beginning of the formal study
of marine biology, late in the 19th century (Mills 1989). Chemists had deter-
mined the elemental composition of a wide variety of organisms, and by the
dawn of the 20th century, a significant focus on the role of marine organisms in
the nitrogen cycle of the oceans was emerging. The inextricable relationship
between the chemistry of the environment and that of organisms is exempli-
fied by the so-called Redfield ratio, named after the marine chemist Alfred
Redfield, who (following a suggestion of the British marine biologist H. W. Har-
vey) determined that the bulk elemental composition of particulate organic
material in the ocean is remarkably constrained and similar to the concentra-
tion of the major elements in seawater (Redfield 1934). The commonly taken
proportion of the major elements is 106 C:16 N:1 P (by moles). This elemental
composition (i.e., the Redfield ratio), is generally regarded as representative of
the average elemental composition of marine phytoplankton (Falkowski 2000).

As is true for most averages, there are deviations from the Redfield ratios.
Based on the Redfield ratios, an average phytoplankton would have a C:N ratio
of 106/16 (i.e., 6.6). Variations in C:N ratios are related to cell-wall composition
of different taxa, as well as growth conditions (which we discuss in chapter
10). For example, dinoflagellates with cellulose cell walls typically have C:N ra-
tios slightly higher than the Redfield ratio (between 8 and 10), while cyanobac-
teria, which can contain relatively large amounts of protein, often have lower
C:N ratios (between 5 and 6). C:N ratios less than 4 and greater than 40 have
been reported for natural marine particulate materials, but in general, the vari-
ability in algae in the oceans is relatively small (Geider 1987). Eukaryotic phyto-
plankton that contain chlorophyll b usually have higher N:P and C:P ratios
than eukaryotic cells that contain chlorophyll c (Falkowski et al. 2004b; Quigg
et al. 2003b).

In a review of C:N:P stoichiometry in marine macrophytes, Atkinson and
Smith (1983) found that for the C:N ratio the mean value was 14 and for the C:P
ratio it was 550. The data were obtained from organisms collected in the field
and hence had a poorly defined nutritional history. The biochemical basis for
the high C:N and C:P ratios in aquatic macrophytes is related to the greater
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fraction of extracellular carbon devoted to the structure of the organisms.
These structural components are primarily used to make cell walls (which are
required to maintain turgor pressure) and are composed mainly of polysaccha-
rides that contain very little nitrogen or phosphorus.1 The physical properties
of the polysaccharides also help dissipate of the energy of breaking waves
(Raven and Johnston 1993). These physical properties of macrophyte polysac-
charides enable large organisms to withstand the mechanical stresses of high-
energy littoral zones, while simultaneously permitting the organisms to take
advantage of the reduced boundary layer thickness in such turbulent environ-
ments (Raven 1984b).

The relatively low C:N ratio for phytoplankton reveals two general features of
unicellular photoautotrophs: (1) they contain a relatively large proportion of or-
ganic nitrogen, which is primarily in the form of protein, and (2) they have no
large “sinks” for organic carbon within the organism. Typically, marine phyto-
plankton are 30 to 50% protein (Table 8.1) by weight (Falkowski 2000; Geider and
LaRoche 2002; Hitchcock 1977; Parsons et al. 1961; Sakshaug 1973). The average
C:N ratio of protein is 3.5. The remaining 50 to 70% of the cell carbon is pri-
marily contained in carbohydrate and lipid (Geider and LaRoche 2002; Parsons
et al. 1961). By comparison with algal macrophytes or higher plants, unicellular
algae have very little capacity to accumulate fixed carbon. While the excretion of
dissolved organic carbon is effectively a carbon sink for unicellular algae, such
sinks are small compared with those of algal macrophytes or higher plants.

Redfield recognized that the elemental composition of organisms was re-
lated to their biochemical composition (Redfield 1958). Because of the rela-
tively high nitrogen and phosphorus requirements of microalgae, he consid-
ered nitrogen and phosphorus the elements most likely to limit the rate and
extent of phytoplankton growth in the sea. These elements, which are seldom
in excess of a few micromolar, are called macronutrients (as opposed to trace
metals, such as iron or zinc, which are present in nanomolar or lower concen-
trations and are called micronutrients). We discuss nutrient limitation in
chapter 10; in the present chapter we examine how these elements are assimi-
lated and how that assimilation affects and is affected by photosynthesis.

Nutrient Assimilation

The synthesis of amino acids requires the incorporation of nitrogen in the
form of ammonium (NH4

+) into carbon skeletons (Syrett 1981). Two essential

1 In marine macrophtyes, some of the cell-wall polysaccharides often contain a covalently bound sulfate group,
whereas others (e.g., alginates) have carboxyl groups. These natural compounds, such as carageenans, alginates, and
agars, are relatively inert and have highly desirable chemical properties as gels and emulsifiers. They are used commer-
cially in the food and chemical industry as stabilizers, thickeners, and bulking agents; in microbiology as substrates to
grow bacteria and microalgae; and in molecular biology as a matrix for electrophoresis and macromolecule purification.
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amino acids as well as some lipids require reduced sulfur. Nucleic acids and
the nucleotides require phosphate and nitrogen. Thus, in addition to carbon
there are three other essential macronutrients required for cell growth: N, P,
and S. In addition, some microalgae, especially diatoms, require Si. We now
briefly consider some aspects of these elements in relation to biosynthesis and
photosynthesis.

Nitrogen

In natural aquatic ecosystems, the predominant form of nitrogen is N2, which
is not directly accessible to most oxygenic organisms. N2 can be reduced to
NH3 at high temperatures (above approx. 500°C). This reaction,

N2 + 3H2 → 2NH3 (8.1a)

was discovered in 1865 and commercially developed by Haber in Germany
shortly thereafter.2 The reaction described by Eq. 8.1 is exergonic, yielding
72 kJ/mol of NH3, but at atmospheric pressures and physiological tempera-
tures the reaction is slow. Moreover, as H2 is a relatively rare gas in aerobic
environments, the source of reductant to facilitate the reaction described in

Table 8.1 Proximate analysis of algal cells

Metabolities (percentage dry weight of cells)

Species Proteina Carbohydrate Fat Total pigmentb Ash Total

Chlorophyta
Tetraselmis maculata 52 15.0 2.9 2.1 23.8 96
Dunaliella salina 57 31.6 6.4 3.0 7.6 106

Haptophyta
Monochrysis lutheri 49 31.4 11.6 0.8 6.4 99
Syracosphaera carterae 56 17.8 4.6 1.1 36.5 116

Bacillariophyceae
Chaetoceros sp. 35 6.6 6.9 1.5 28.0 78
Skeletonema costatum 37 20.8 4.7 1.8 39.0 103
Coscinodiscus sp. 17 4.1 1.8 0.5 57.0 81
Phaeodactylum

tricornutum 33 24.0 6.6 2.9 7.6 73

Dinophyceae
Amphidinium carteri 28 30.5 18.0 2.4 14.1 93
Exuviella sp. 31 37.0 15.0 1.1 8.3 92

Cyanobacteria
Agmenellum

quadruplicatum 36 31.5 12.8 1.5 10.7 93

Source. Parsons et al. (1961).
aNitrogen × 6.25.
bChlorophylls and carotenoids (sum of mg and MSPU/100 mg dry weight).

2 To this day, the Haber reaction remains the primary commercial process used to manufacture nitrogen-based
fertilizers.



Eq. 8.1a is accommodated by alternative substrates in vivo, specifically re-
duced carbon molecules, e.g., carbohydrates (Postgate 1984).

Biological N2 fixation is catalyzed by the multimeric enzyme nitrogenase, a
highly conserved enzyme that is found only in some species of heterotrophic
and symbiotic bacteria and photoautotrophic cyanobacteria (Carpenter and
Capone 1983). Electron transfers within the enzyme complex are catalyzed by
iron–sulfur clusters, usually aided by molybdenum. In biological systems, ni-
trogen fixation is energetically coupled to ATP and is an endergonic reaction,
requiring the equivalent of 16 mol of ATP per mole of N fixed (Postgate 1998).
The primary reductant in vivo appears to be ferredoxin, which derives its elec-
trons in turn from the oxidation of organic substrates (Postgate 1984). The re-
ductant does not just reduce N2 to NH3 as in Eq. 8.1a; at least one H2 is pro-
duced per N2 reduced. The least energetically costly stoichiometry for
biological N2 fixation is shown in Eq. 8.1b:

N2 + 8H+ + 8e− + 16ATP → 2NH3 + H2 + 16ADP + 16Pi (8.1b)

The enzyme nitrogenase is highly sensitive to molecular oxygen and is irre-
versibly inhibited by exposure to O2 in vitro. Thus, the photosynthetic produc-
tion of oxygen and the enzymatic reduction of N2 necessarily require some
spatial and/or temporal separation of the two pathways. In many freshwater
filamentous cyanobacteria, the separation is primarily spatial (Fay 1992;
Haselkorn and Buikema 1992; Wolk 1973). As the filaments grow in the absence
of an alternative nitrogen source other than N2, specialized cells called hetero-
cysts are formed at intervals between vegetative cells (Fig. 8.1). Heterocyst de-
velopment is, for a prokaryote, a relatively advanced form of cell differentia-
tion (Berman-Frank et al. 2003). In the process, all PSII activity is lost, and the
proteins involved in oxygenic photosynthesis are degraded, while PSI activity
is maintained. Simultaneously, the genes encoding the nitrogenase proteins
(the nif genes) undergo a rearrangement and form an operon leading to the
production of active enzyme (Haselkorn 1992; Zehr et al. 1991). Nitrogen fixa-
tion is localized specifically in heterocysts, and cyclic electron flow around PSI
maintains a supply of ATP for the process in the light. The primary organic ni-
trogen product (glutamate) is exported to adjacent vegetative (and photooxy-
genic) cells, while carbon skeletons, formed by the respiratory and photosyn-
thetic processes in the latter cells, are translocated to the heterocysts (Flores
and Herrero 1994).

The physical distance between the two atoms of N in N2 is 1.09 Å, while that
for O2 is 1.11 Å. Biological membranes cannot effectively discriminate be-
tween these two uncharged molecules (Raven 1980). Hence, O2 inevitably leaks
in N2-fixing cells, including heterocysts. Leakage of O2 can lead to a loss of
activity of nitrogenase by irreversible oxidation of the iron–sulfur clusters in
the enzyme.

In some nonheterocystous cyanobacteria, the separation between oxygenic
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Figure 8.1 (a) A Normaski differential contrast image of Anabaena sp. grown for 24 h in medium lack-

ing fixed inorganic nitrogen. The heterocysts are the slightly larger, rounder cells with prominent refractile

polar granules. (Photo by William J. Buikema.) (b) Transmission electron micrograph showing a lateral sec-

tion through a heterocyst. Only one of the two polar granules was caught in the section, stained deep

black. The granule is made of cyanophycin. Closest to the granule external to the outer membrane of the

vegetative cell wall is a lamellar glycolopid layer outside which a polysaccharide is seen as both a white

mass and hairy fringes. (Courtesy of Kristin Black and Robert Haselkorn.)

(a)

(b)
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photosynthesis and nitrogen fixation is temporal; cells evolve oxygen and re-
duce carbon during the day and fix nitrogen and oxidize carbon at night (Fay
1992; Mitusi et al. 1986). In such cells, the temporal uncoupling between car-
bon fixation and nitrogen fixation leads to large diel oscillations in carbohy-
drate and protein pools in the cells.

The most common nitrogen-fixing cyanobacteria in marine environments are
filamentous, nonheterocystic cells belonging to the genus Trichodesmium
(Carpenter and Capone 1992). In Trichodesmium, nitrogen fixation and oxy-
genic photosynthesis operate simultaneously; in fact, nitrogen fixation re-
quires light, presumably to provide a source of ATP and reductant from photo-
synthetic pathways. The mechanism by which nitrogenase is protected from
damage by O2 in these organisms appears to be the reduction of O2 to H2O via
the Mehler reaction and catalase (Berman-Frank et al. 2001a).

For all eukaryotic photoautotrophs, and many cyanobacteria, the only forms
of inorganic nitrogen that are assimilated directly are nitrate (NO3

−), nitrite
(NO2

−), and ammonium (NH 4
+). The more highly oxidized form, nitrate, is the

most thermodynamically stable form in oxidized aquatic environments and,
hence, is the predominant form of fixed nitrogen in most aquatic ecosystems
(although not necessarily the most readily available form). The transport of ni-
trate across the plasmalemma is an energy-dependent process powered di-
rectly or indirectly by ATP. In cyanobacteria the ABC (ATP Binding Cassette)
transporter uses ATP directly in active uptake of nitrate (Omata 1995; Ritchie
1998). However, in eukaryotes secondary active influx of nitrate is immediately
powered by an H+ or Na+ gradient, and the ATP is used to generate the ion gra-
dients (Boyd and Gradmann 1999; Garcia-Sanchez et al. 2000; Pagis et al. 2003;
Raven 1984b; Hildebrandt and Dahlin 2000). Once inside the cell the assimila-
tion of NO2

− requires chemical reduction to NH4
+ (Fig. 8.2). This process is medi-

ated by two enzymes, nitrate reductase and nitrite reductase (Berges and Har-
rison 1995; Eppley 1978; Falkowski 1983a; Morris and Syrett 1965). Nitrate
reductase is located in the cytosol and uses NAD(P)H to catalyze the two-
electron transfer:

NO3
− + 2e− + 2H+ → NO2

− + H2O (8.2)

In cyanobacteria, nitrate reductase is coupled to the oxidation of ferredoxin
rather than a pyridine nucleotide (Flores and Herrero 1994). The nitrite formed
by nitrate reductase is reduced in a six-electron transfer reaction:

NO2
− + 6e− + 8H+ → NH4

+ + 2H2O (8.3)

Nitrite reductase utilizes ferredoxin in both cyanobacteria and eukaryotic al-
gae; in the latter the enzyme is localized in the chloroplast. In both cyanobacte-
ria and eukaryotic algae, photosynthetic electron flow is an important source
of reduced ferredoxin for nitrite reduction (Raven 1976a).
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The overall stoichiometry for the reduction of nitrate to ammonium can be
written as

NO3
− + 8e− + 10H+ → NH4

+ + 3H2O (8.4)

Assuming that all the electrons for this reduction originate from water, the
free-energy change of this process requires 288 kJ per mole NH4

+ formed.
The incorporation of ammonium into amino acids is primarily brought

about by the sequential action of glutamine synthetase (GS) and glutamine
2-oxoglutarate amino transferase (GOGAT) (Falkowski and Rivkin 1976;
Lea and Miflin 1974; Zehr and Falkowski 1988). Ammonium assimilation by
GS requires glutamate as a substrate and ATP, and catalyzes the irreversible
reaction:

glutamate + NH4
+ + ATP → glutamine + ADP + Pi (8.5)
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Figure 8.2 Pathway of nitrogen assimilation in aquatic, eukaryotic photoautotrophs. NO3
− and NH4

+ are

actively transported from the environment across the plasma membrane into the cytoplasm and can be

stored within the vacuole of the cell. When amino acid synthesis is required, NO3
− is reduced to NO2

− by ni-

trate reductase (NR), a cytoplasmic enzyme that uses either NADH or NADPH. NO2
− is reduced to NH4

+ in

the chloroplast by nitrite reductase (NiR), an enzyme that uses reduced ferredoxin. NH4
+ is incorporated

into glutamic acid to form glutamine via the action of glutamine synthetase (GS); the process leads to a

stoichiometric hydrolysis of ATP to ADP. The amido nitrogen of glutamine is subsequently transferred to 2-

oxoglutarate (2-OXG) via the activity of NADPH-dependent glutamine 2-oxoglutarate amidotransferase

(GOGAT); this reaction yields two molecules of glutamate. One of the glutamate molecules reenters the

assimilation pathway as a substrate for GS, thereby forming a cycle. The second molecule of glutamate is

exported to the cytoplasm where it undergoes transamination reactions (TrA) with α-keto acids produced

in tricarboxylic acid cycle (TCA) in the mitochondria.
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Nitrate Reductase

Nitrate reductase is a highly regulated enzyme in aquatic photoautotrophs
(Guerrero et al. 1981). The enzyme is encoded in the nucleus, and in microalgae
the production of mRNA for the enzyme is downregulated by ammonium and
the levels of catalytic activity closely follow levels of the enzyme protein. When
cells are entrained in a light–dark cycle, nitrate reductase reaches a plateau
around the middle of the photophase and is minimal in the scotophase (Fig.
8.3) (Eppley et al. 1969a; Packard 1973). The level of enzyme activity is, to a first
order, transcriptionally regulated; the activity levels are related to the rate of syn-
thesis of the mRNA for the protein (Ramalho et al. 1995; Smith et al. 1992). The
cycle of activity appears keyed to the level of intracellular carbohydrate (J. Ver-
gara, personal communication). When the end products of photosynthesis be-
gin to accumulate in surplus, nitrate reductase mRNA transcription is suspended;
conversely, when levels of intracellular carbohydrates are depleted, nitrate re-
ductase expression is enhanced. Regulation of nitrate reductase is complex; lev-
els of the enzyme often vary inversely with light-harvesting chlorophyll protein,
suggesting that they have common signal transduction pathways, i.e., the redox
state of the photosynthetic electron-transport system (Giordano et al. 2005b).

In higher plants there is evidence of strong post-translational regulation of
nitrate reductase activity via reversible protein phosphorylation (Campbell
1996; Kaiser and Huber 1994). Nitrate reductase may be phosphorylated in
aquatic photoautotrophs, but it would appear that this process plays a rela-
tively minor role in regulation of the enzyme’s activity in these organisms.

Figure 8.3 The diel cycle of nitrate reductase in a marine diatom. The enzymatic activity of ni-

trate reductase often is a rate-determining step in the assimilation of nitrate by aquatic photoau-

totrophs. The activity of the enzyme is highly regulated at a transcriptional level, and undergoes a

diel cycle with a maximum peaking at midday and minimum during the dark period. The data

shown are from Thalassiosira weissflogii. (Courtesy of Juan Vergara and John Berges.)



The amido nitrogen of glutamine is subsequently undergoes a reductive trans-
fer to 2-oxoglutarate (produced by the Krebs cycle, which we will discuss
presently), forming two moles of glutamate:

2-oxoglutarate + glutamine + NADPH → 2[glutamate] + NADP (8.6)

In some species of algae and higher plants the reductive reaction catalyzed by
GOGAT is coupled to ferredoxin rather than pyridine nucleotide. Both GS and
GOGAT are found in chloroplasts, although isozymes of both enzymes may also
be localized in the cytosol; the plastid isoenzyme of GOGAT generally uses re-
duced ferredoxin, while the cytosol form uses NADH. When these two enzymes
are located in the plastids, glutamate must be exported from the chloroplast to
the cytosol where transamination reactions can proceed, thereby facilitating
the syntheses of other amino acids.

As we have attempted to illustrate, the basic assimilatory pathways for inor-
ganic nitrogen are inextricably dependent on organic carbon substrates, re-
ductants, and ATP that are supplied by both photosynthetic and respiratory
pathways (Turpin 1991). However, this dependency is not a one-way street;
when nitrogen is limiting, photosynthesis and respiratory processes are af-
fected (Fig. 8.4) (Morris et al. 1971; Turpin and Bruce 1990). Let us first examine
this feedback in the context of photosynthesis.

When the rate of supply of inorganic nitrogen is lower than that required for
maximum biosynthetic capacity of a cell, the element becomes limiting for
growth. For unicellular algae, this type of limitation can be conveniently con-
trived by means of a chemostat, where experimental control over the degree of
limitation is possible (Caperon 1968; Herzig and Falkowski 1989). On a biochem-
ical or molecular biological level, nitrogen limitation can be thought of as a form
of translational control, where the supply of amino acids limits the translation
of mRNA and, hence, reduces the rate of protein synthesis (Falkowski et al.
1989). This is readily demonstrated by assaying the rate of protein synthesis
and cellular concentrations of the free amino acids in nitrogen-limited cells in
comparison with nitrogen-replete cells (Table 8.2) (Flynn et al. 1989; Zehr et al.
1988). The reduction in free amino acids is further reflected in lower overall
levels of cellular protein and usually by a concomitant increase in carbohy-
drate or lipid contents. On a bulk chemical level, these changes are often seen
as an increase in the organic carbon to organic nitrogen ratio of the whole or-
ganism (Goldman 1980).

The effects of nitrogen limitation are further reflected in photosynthetic pro-
cesses at a biophysical level.The maximum change in the quantum yield of pho-
tochemistry of PSII, as inferred from chlorophyll fluorescence yields (chapter 3),
increases as a hyperbolic function of the rate of nitrogen supply in chemostat
cultures (Kolber et al. 1988). The decreased photochemical efficiency in PSII
under nitrogen-limited conditions is primarily a consequence of nonradiative
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Figure 8.4 The interaction between photosynthesis and nitrogen assimilation. When the freshwater

chlorophyte Selenastrum minutum is grown with limiting concentrations of nitrate, and subsequently sup-

plied with nitrate, photosynthetic carbon fixation is markedly depressed while nitrate is assimilated. This

phenomenon arises because nitrate assimilation uses reductants and ATP supplied by photosynthetic

pathways (see Fig. 8.2); hence, there is competition for these substrates in the Calvin-Benson pathways.

The reduction in the pool size of RuBP reflects a temporary diversion of ATP and reductant to nitrogen as-

similation pathways. (Data from Ivor Elrifi.)
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(i.e., thermal) dissipation of absorbed excitation energy in the pigment bed.
This decrease in photochemical efficiency is reflected in both an increase in the
lifetimes of the excited states and an increase in the steady-state yield of
chlorophyll fluorescence at low temperatures. The lower photochemical effi-
ciency appears, in large part, to be due to a decrease in the number of func-
tional PSII reaction centers relative to the antennae (Falkowski 1992). Based on
immunological analyses, the chloroplast-encoded proteins, D1, CP43, and
CP47, are markedly reduced relative to the nuclear-encoded, light-harvesting
chlorophyll proteins (Falkowski et al. 1989; Kolber et al. 1988). Moreover, the
functional absorption cross section of PSII increases under nitrogen-limiting
conditions, while the probability of energy transfer between PSII reaction cen-
ters decreases. From a structural viewpoint, the reaction centers behave as if
they were energetically isolated with a significant portion of the light-
harvesting antenna energetically disconnected from the photochemical pro-
cesses (Vassiliev et al. 1995).

The effect of nitrogen limitation on PSII photochemistry is further reflected in
the photosynthetic responses in continuous light.The maximum rate of electron

TABLE 8.2 Free amino acid concentration (fmol cell−1) in nitrogen-limited
cultures of Thalassiosira pseudonana grown under N-limited and N-replete
conditions

N-limited N-replete Replete/Limited

Aspartate 0.19 0.96 5.1

Glutamate 0.38 2.6 6.8

Asparagine 0.02 0.55 34

Glutamine 0.05 1.43 31

Lysine 0.04 0.25 5.8

Arginine 0.03 0.15 4.5

Threonine 0.07 0.12 1.8

Serine 0.19 0.36 1.9

Tyrosine 0.02 0.05 3.3

Glycine 0.14 0.30 2.2

Alanine 0.10 0.43 4.3

Valine 0.03 0.13 4.2

Leucine 0.03 0.10 3.1

Isoleucine 0.03 0.06 2.4

Phenylalanine 0.01 0.05 3.6

Methionine/tryptophan 0.02 0.19 11.2

Total 1.3 7.7 5.8

Source. Zehr et al. (1988).
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transport from water to CO2 decreases, while the minimum quantum require-
ment for O2 evolution increases (Chalup and Laws 1990; Herzig and Falkowski
1989; Laws and Bannister 1980).Thus, as cells become increasingly nitrogen de-
ficient, the efficiency with which absorbed light is used for photochemistry de-
creases. The reduction in photosynthetic energy conversion in nitrogen-limited
eukaryotic cells appears to be related to the compartmentalization of amino
acid biosynthetic processes. Since the export of glutamate from the chloroplast
leads to the formation of amino acids in the cytosol, tRNAs in the cytosol are
likely to become charged with their respective amino acids more readily than
the counterpart tRNAs in the chloroplast (Falkowski et al. 1989; Kolber et al.
1988). It would appear likely that this differential distribution of amino acids
between the plastid and cytosol leads to a higher rate of translation of nuclear-
encoded proteins relative to those encoded in the plastid.

Nitrogen limitation also affects the rate of respiration. As nitrogen limitation
leads to a reduction in growth and photosynthetic rates, so it leads to a reduc-
tion in respiratory rates. The relationship between the specific growth rate and
specific respiration rate is linear (Geider 1992; Geider et al. 1986) with a posi-
tive intercept at zero growth; this intercept is called maintenance respiration
(Fig. 8.5). As we will later examine, the relationship between photosynthesis and
specific growth rate is nonlinear in nitrogen-limited chemostats. This means
that the ratio between the maximum rate of photosynthesis and respiration is
variable, and decreases as cells become increasingly nitrogen limited (Herzig

Figure 8.5 Two examples of the relationship between dark respiration and growth rate. Stars are data

from two flagellates: the marine chrysophyte Pavolova lutheri and the chlorophyte Dunaliella tertiolecta.

Circles are data from the marine diatoms Thalassiosira weissflogii and T. allenii. In all cases cells were grown

in nitrogen-limited chemostats under 12:12-h light–dark cycles. The intercept of respiration at zero

growth rate is that required for maintenance. The data show that maintenance respiration for diatoms

can be virtually nil, while that for flagellates is significantly higher. (Courtesy of Edward Laws.)
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and Falkowski 1989).The molecular basis of the alterations in respiratory rates
is unclear, but the demands for carbon skeletons and ATP, two of the major
products of the respiratory pathways, are markedly reduced if protein synthe-
sis is depressed (Raven 1984b; Raven and Farquhar 1990; Turpin 1991).

Phosphorus

In aquatic environments soluble inorganic phosphorus primarily occurs in the
form of orthophosphate anions. In marine systems the overwhelming ionic
state is HPO4

2−, and to a smaller degree PO4
3− (Stumm and Morgan 1981), while

in mildly acidic freshwaters H2PO4
− predominates. A variable source of soluble

phosphorus is also found in soluble organic molecules; the element can be
made accessible for assimilation by photoautotrophs through the action of ex-
tracellular and membrane-bound phosphatases that nonspecifically hydrolyze
the phosphate group (Perry and Eppley 1981; Rivkin and Swift 1979). Regard-
less of its source, phosphate enters the cell by active transport across the plas-
malemma powered directly or indirectly by ATP. As is the case for nitrate up-
take, the uptake of phosphate by cyanobacteria involves an ABC cassette
transporter (Ritchie 1998), while in eukaryotes secondary active transport
involves H+ or Na+ as the driving ion for phosphate entry (Raven 1984b; Reid
et al. 2000; Weiss et al. 2001).

Once it has entered the cytosol, phosphate is available, via reactions using
ATP (or other nucleotide triphosphates), for direct incorporation into nucleic
acid precursors and carbohydrate and hydrocarbon skeletons without electron
transfer reactions. Thus, phosphorus metabolism is primarily a study of the
chemistry of hydrolytic and dehydration reactions rather than redox reactions.

The vast majority of phosphorus in the cell is allocated to ribosomal RNA
(Sterner and Elser 2002). The limitation of photosynthesis by phosphorus can be
at least twofold. First, there is limitation of nucleic acid synthesis. This limita-
tion can be at the level of genome replication or at the level of RNA synthesis
(i.e., a form of transcriptional control). It can affect photosynthetic energy con-
version by reducing the rate of synthesis of proteins in the photosynthetic appa-
ratus.This is effectively a negative feedback on photosynthesis. Secondly, a more
immediate response to phosphorus limitation is a reduction in the rate of syn-
thesis of and regeneration of substrates in the Calvin-Benson cycle, thereby re-
ducing the rate of light utilization for carbon fixation (Woodrow and Berry 1988).

Sulfate

Sulfur is required for the synthesis of two amino acids, cysteine and methion-
ine, and for the synthesis of certain sulfur-containing lipids that account for
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about 10% of the thylakoid lipid. To incorporate the element into carbon skele-
tons, the sulfate must be reduced in vivo. The uptake of sulfate is an ATP-
dependent process, which in cyanobacteria involves an ABC transporter (Ritchie
1998) and in eukaryotes probably involves secondary active transport immedi-
ately energized by ion gradients (Matsuda and Colman 1995; Raven 1984b;
Weiss et al. 2001). The reduction of the molecule is catalyzed by a series of en-
zymes in the chloroplast that utilize both NADH and NADPH. The first step, the
reduction of sulfate to sulfite, requires activation of the sulfate by ATP (Schmidt
and Jager 1992), just as the reduction of PGA to triose phosphate in photosyn-
thesis requires phosphorylation of the carboxyl group (chapter 5). Normally
sulfate reduction accounts for only about 1% of the total photosynthetic elec-
tron flow; hence, it is not a significant sink for reductant in algae (Raven 1993).

Sulfate is the second most abundant anion (after chloride) in the ocean and is
never limiting for the growth of marine phytoplankton or macrophytes. For
rooted seagrasses, reduced sulfate as hydrogen sulfide in anaerobic sediments
can provide a source of sulfur for the organisms. In freshwater ecosystems,
however, the concentration of inorganic sulfur is about 100-fold lower than
that in marine environments. Moreover, in freshwater systems the anaerobic
reduction of sulfate to hydrogen sulfide can lead to losses of the element to the
atmosphere. Consequently, on occasion, sulfate may become limiting to protein
synthesis in some freshwater systems, and some freshwater photoautotrophs
induce high-affinity transport systems that help acquire sulfate at very low ex-
ternal concentrations (Grossman et al. 1994). Sulfate limitation in the green
halophilic microalga Dunaliella salina leads to a decreased content of photo-
synthetic pigments and enzymes such as Rubisco and PEPC (chapter 5), an ac-
cumulation of low molecular mass nitrogen compounds within the cell, and to
a reduction in photosynthetic activity without a change in the affinity for inor-
ganic carbon (Giordano et al. 2000). In cyanobacteria, sulfur deficiency elicits
the synthesis of alternative phycobiliproteins with less sulfur per molecule
(Mazel and Marliere 1989).

As we have briefly discussed, the assimilation of the three macronutrients re-
quires carbon skeletons. Some of these skeletons can be produced in the chloro-
plast, but most are generated by respiratory pathways in the mitochondria. Let
us now examine the role of respiration in making cells and in coupling photo-
synthesis to growth.

The Essential Role of Respiration in Biosynthesis

Respiration is the sum of metabolic processes that consume O2 and evolve CO2.
In defining respiration, we will focus on those processes that are related to the
oxidation of organic carbon to provide substrates for cell growth. In so doing,
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we include both dark respiration (Raven and Beardall 1981b, 2003) and pho-
torespiration.

When a photosynthetic organism is taken from the light to darkness, photo-
synthesis ceases, and there is a net consumption of O2. This phenomenon is
commonly called dark respiration and is responsible for the light-independent
production of CO2. There are four basic components of dark respiration. The
primary pathway leading from carbohydrates to smaller, more oxidized mole-
cules is glycolysis. This pathway is one of the most primitive respiratory meta-
bolic processes. It is found in most prokaryotic, and all eukaryotic cells. In gly-
colysis, hexose is oxidized to pyruvate, and the oxidation is coupled to the
reduction of NAD. Some of the energy of the phosphorylated intermediates in
the glycolytic pathway (which were phosphorylated at the expense of ATP) is
conserved in the substrate phosphorylation of ADP (Fig. 8.6). The major role of
glycolysis is to provide substrates for further respiratory oxidative processes.

Figure 8.6 Glycolysis, or the Embden-Myerhof pathway for fementative oxidation of glucose. The en-

zymes in the pathway are (1) hexokinase; (2) glucosephosphate isomerase; (3) phosphofructokinase; (4)

aldolase; (5) triosephosphate isomerase; (6) glycerophosphate dehydrogenase; (7) glyceraldehyde 3-

phosphate dehydrogenase; (8) phosphoglycerate kinase; (9) phosphoglycerate isomerase; (10) phospho-

pyruvate enolase; (11) pyruvate kinase. These reactions occur in the cytosol and/or stroma of eukaryotic

cells.
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In eukaryotic green algae, portions of the glycolytic pathway may be found in
the cytoplasm, and some of the reactions may be found in the chloroplast
stroma (Raven and Beardall 1981b, 2003). The extent to which the complete se-
quence occurs in each of these compartments is extremely variable. Very few
data are available on the location of glycolytic reductions in nonchlorophyte
algae (Raven 1976a,b, 1984b; Raven and Beardall 1981, 2003).

A second reaction sequence that consumes hexose is the oxidative pentose
phosphate pathway, sometimes called the pentose phosphate shunt (Fig. 8.7).
This pathway phosphorylates and subsequently oxidizes hexose to produce
NADPH, CO2, and pentose phosphate. The latter is converted via heptulose and
tetrose phosphates to hexose phosphate and triose phosphate. The hexose and
triose phosphates can be recycled or fed into glycolytic reactions. In chloro-
phyte algae, the complete reaction sequence of the oxidative pentose phosphate
pathway is found in both the cytosol and the chloroplasts. For other algae, it
seems that reactions specific to the oxidative pentose phosphate pathways are
absent from chloroplasts (Raven 1984b). The major role of this pathway is to
provide a nonphotosynthetic source of NADPH (via ferredoxin reduction), which
is essential for lipid biosynthesis and NO2

− reduction in the dark.
A third reaction sequence involved in dark respiration is the Krebs cycle,

Figure 8.7 The oxidative pentose phosphate pathway. The enzymes in this pathway are (1) glucose 6-

phosphate dehydrogenase; (2) 6-phosphogluconate dehydrogenase; (3) phosphopentose mutase; (4) phos-

phopentose isomerase; (5) transketolase; (6) transaldolase. The stoichiometery of carbon in the pathway is

shown; for every 18 carbon atoms entering the pathway (a total of 3 glucose 6-phosphate molecules), 3

leave as CO2 in the formation of ribulose 5-phosphate, which ultimately is used to synthesize 2.5 mole-

cules of a six-carbon sugar. These reactions occur in the cytosol and (in the Viridiplantae) in the stroma.
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sometimes known as the tricarboxylic acid or citric acid cycle (Fig. 8.8). The re-
actions of the Krebs cycle in eukaryotic photosynthesis are mainly located in
the mitochondrial matrix; that is, they are not associated with the mitochondr-
ial membranes (Fig. 8.9). In the Krebs cycle, the pyruvate produced in glycolysis
is aerobically oxidized to CO2 by a sequence of single electron transfer reac-
tions. These oxidations are mediated by NAD+ and FAD. Intermediates in the
Krebs cycle are withdrawn to form carbon skeletons for amino acids, lipids,
tetrapyrroles, and other biosynthetic processes. The oxidation of pyruvate is
coupled to the reduction of NAD+, and ultimately O2, leading to the formation

Different Roles of NADPH and NADH in Eukaryotes

While the two cofactors, NADH and NADPH, are thermodynamically isoener-
getic and can serve similar functions, the formation and utilization of NADH
and NADPH are distinctly different in eukaryotic photoautotrophs. NADPH is
formed in the chloroplast from photosynthetic electron transport and in the
cytosol primarily via the pentose phosphate pathway. The reductant is not
transported directly out of the chloroplast and is not directly converted to
NADH (Table 8.3). Substrates, such as triose phosphates, can be exported
from the chloroplast and oxidized to form NADH in respiratory reactions, and
this process is a form of energetic coupling between photosynthesis and respi-
ration (Table 8.1). The distinction or specificity of reductant cofactor poten-
tially allows functionally identical enzymes in competing pathways to operate
simultaneously in opposite directions. For example, lipid biosynthesis requires
NADPH as a reductant, while the oxidation of lipids is coupled to the forma-
tion of NADH (Dennis and Turpin 1990; Lawlor 1993). Similar competing
pathways occur in glycolysis and gluconeogenesis and are separated by cofac-
tor specificity.

TABLE 8.3 Permeability of molecules into higher plant chloroplast envelope (after Heber
1974); the generalization of this information to nongreen plastids is not established

Relative Rate of Permeation Substrate/Product

Very rapid Cl−, NH+
4, NO−

3, O2, glycerol, triose phosphate, orthophos-
phate

Rapid 3-Phosphoglycerate, neutral amino acids, glycolate,
dicarboxylic amino acids and keto acids (malate,
oxaloacetate, aspartate, glutamate)

Slow ATP, organic anions, bicarbonate ions, H+

Very slow Cations, Mg2+, K+
, serine, alanine, hexose monophosphates,

hexose, pentose sugars, glycine

Extremely slow NAD(P), NAD(P)H, ADP, GTP, pyrophosphate, sucrose,
glucose, sorbitol, mannitol
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of NADH and H2O. In the absence of O2, the pyruvate formed from glycolysis
can be anaerobically oxidized to lactate or, via pyruvate decarboxylase, to ac-
etaldehyde and ethanol. These breakdown products would be produced in the
degradation of cells in natural aquatic environments.

The fourth reaction sequence of dark respiration is respiratory electron trans-
port in the inner mitochondrial membrane and its associated proton pumping.
This process, which is coupled to the Krebs cycle, leads to the phosphorylation
of ADP via a proton ATP synthase complex, similar to that found in the chloro-
plast (Fig. 8.9). The mitochondrial electron-transport chain is by far the largest
source of ATP in respiratory processes.The NADH in the mitochondrial matrix is
oxidized by dehydrogenases associated with a respiratory electron-transport
chain located on the inner mitochondrial membrane. The coupling among redox
reactions, proton fluxes, and ATP production can be disrupted by uncoupling
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colysis (see Fig. 8.6), which is decarboxylated via the activity pyruvate decarboxylase (1) to form acetyl

co-enzyme A. The subsequent enzymes in the pathway are (2) citrate synthase; (3) aconitase; (4) isoci-

trate dehydrogenase; (5) α-ketoglutarate (= 2-oxoglutarate) dehydrogenase; (6) succinate thiokinase (this

pathway occurs in the mitochondrial matrix); (7) succinate dehydrogenase; (8) fumarase; (9) malate de-

hydrogenase. Phosphoenolpyruvate can enter the cycle by conversion to oxaloacetate via the activity of

phosphoenolpyruvate carboxylase (10) or other, taxon-specific carboxylases (see Fig. 8.10).
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(b) The mitochondrial electron transport pathway, located on the inner mitochondrial membrane, show-

ing the the stoichiometry of proton pumping and ATP formation. Cyanide blocks the electron transfer

from cytochrome oxidase to oxygen. In eukaryotic photoautotrophs, an alternative, cyanide-insensitive

oxidase permits electron transfer to oxygen, albeit usually at lower rates. F0 and F1 are coupling factors

homologous with the ATP synthase complex in the chloroplast (see chapters 4 and 6). However, the

known structural stoichiometry of subunits for the F0F1 ATP synthetase, i.e., 10 copies of complex III of F0

(Stock et al. 1999), rather than the 14 in CF1, means that fewer H+ must move through the complex per

ADP phosphorylated than is the case for the thylakoid, i.e., 3.33 rather than 4.67. Since most of the ATP

produced in the mitochondrion is used in other cell compartments, it is necessary to include the energy

cost of ATP export from, and ADP and Pi entry into, the mitochondrion, i.e., 1H+ entering the matrix per

ATP exported (Nicholls and Ferguson 2002). This reduces the ATP available to processes outside the mito-

chondrion to 2.3 ATP per 10 electrons pumped out of the matrix by the redox chain on transferring two

electrons from internal NADH to O2.
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reagents that affect the electrochemical potential across the inner mitochondr-
ial membrane (e.g., see Ahmad and Morris 1967). The mitochondrial ATP syn-
thase is structurally similar to the chloroplast CF0/CF1 complex, although there
are only 10 copies of subunit III (=subunit c) of F0 in the F0/F1 complex of mito-
chondria (Stock et al. 1999) rather than the 14 copies in the CF0/CF1 complex
(chapters 4 and 6). This has implications for the number of H+ ions that must
move through F0 in powering the phosphorylation of an ADP to an ATP molecule
(Fig. 8.9) (Raven and Beardall 2003). A major difference between chloroplastic
and mitochondrial ADP phosphorylation systems is that the pH gradient gener-
ally accounts for about half of the electrochemical gradient in the former (Cruz
et al. 2001, 2005), whereas in the latter, the electrical potential difference is
much more quantitatively important. The mitochondrial respiratory electron-
transport system oxidizes most of the NADH generated in the Krebs cycle and
produces virtually all of the ATP supplied by the organelle (Raven 1976a).

Most of the electron traffic in the mitochondrial respiratory chain goes
through a copper containing cytochrome oxidase to molecular oxygen. This
electron transfer can be noncompetitively inhibited by cyanide. In some algal
and higher plant mitochondria a second, cyanide-insensitive pathway exists,
whereby electrons can be diverted to an alternative electron acceptor, quinol
oxidoreductase, that transfers electrons from a quinol to O2 (Grant and Homm-
ersand 1974; Laties 1982). The pathway is not found in prokaryotic organisms.
In microalgae, the alternative oxidase pathway can be induced or stimulated
by the addition of cyanide (Heldt-Hansen et al. 1983). Alternative oxidase can
be inhibited by substituted hydroxamic acids such as salicylhydroxamic acid

ATP

The energy of hydrolysis of the phosphate bonds of ATP is essential in macro-
molecule syntheses. Polymerization reactions, which are required to form pro-
teins from amino acids, complex carbohydrates from sugars, or lipids from ox-
idized precursors (see Table 5.5), all require dehydration steps. The energy
required to catalyze the dehydration reactions is supplied by ATP. For exam-
ple, in protein synthesis, ATP hydrolysis is used to assemble a tRNA with its ap-
propriate amino acid, and additional ATPs are used in the elongation reactions
directed by the mRNA and rRNA molecules. For each amino acid added to a
protein, three ATP molecules are hydrolyzed; this investment in energy does
not include the ATP used in the synthesis of the amino acids or in corrections of
errors (Bouma et al. 1994). Recall (chapter 5) that, in the absence of photores-
piration, the Calvin-Benson cycle consumes three ATPs and two NADPHs for
each CO2 fixed; the energy and reductant are required to regenerate ribulose-
1,5-bisphosphate and generate the reduced carbon product (chapter 5).
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(SHAM) and m-chlorobenzhydroxamic acid (CLAM). In higher plants and pre-
sumably in algae, the role of the alternative oxidase appears to be dissipation
of excess energy through a nonproductive pathway (Siedow and Umbach 1995).
At high light levels, the photosynthetic electron-transport system can generate
so much ATP that it represses glycolysis via allosteric interactions. The alter-
native oxidase permits the glycolysis and the kinetic cycle sequence to proceed
without producing as much ATP as would occur with the same biosynthetic
carbon flux using only cytochrome oxidase (Dennis and Turpin 1990).

The synthesis of a very wide range of biosynthetic intermediates depends on
the removal of compounds from the Krebs cycle. The key intermediates re-
moved are oxaloacetate and 2-oxoglutarate (also called α-ketoglutarate). Re-
moval of intermediates from the cycle would cause the cycle to cease to func-
tion unless there is an alternative supply of the substrate to the cycle. The
replenishing reactions are called anaplerotic processes (Fig. 8.10). Before dis-
cussing these reactions, let us first consider the use of oxaloacetate and 2-
oxoglutarate in making cells.

Figure 8.10 Relation of CO2 (HCO3
−) fixation by reactions other than the carboxylation of ribulose bis-

phosphate to the synthesis of essential metabolites. (1) Carboxylation of pyruvate (by pyruvate carboxy-

lase) or phosphoenolpyruvate (by phosphoenolpyruvate carboxylase or phosphoenolpyruvate carboxyki-

nase) (“C3 + C1 carboxylation”), (2) carbamyl phosphate synthesis. The carboxyl group added to acetyl

CoA by acetyl CoA carboxylase is “catalytic,” since decarboxylation occurs in chain elongation in fatty

acid and terpenoid synthesis.



Both oxaloacetate and 2-oxoglutarate possess a ketone group on the α-
carbon. This feature of the structure facilitates transamination reactions. 2-
Oxoglutarate contributes the carbon skeleton of glutamate. The amino group
comes from the glutamine synthetase–glutamate synthase pathway. Glutamate
is often the most abundant free amino acid in algae and plays a key role in
amino acid synthesis by supplying the carbon skeleton and α-amino nitrogen
to a number of oxyacids. The amino acids derived from glutamate are arginine,
proline, and hydroxyproline. In addition, the synthesis of tetrapyrroles such as
chlorins and porphyrins in all photoautotrophs (with the exception of mito-
chondrial porphyrins in euglenoids) uses the carbon skeleton and half of the
nitrogen of glutamate. The reaction sequence involves an interesting intermol-
ecular rearrangement of glutamate attached to a glutamyl tRNA to yield δ-
aminolevulinic acid, eight molecules of which are required for the synthesis of
one molecule of tetrapyrrole (Fig. 6.5) (Von Wettstein et al. 1995).

Oxaloacetate is the starting point for the synthesis of the aspartate and
hence of the aspartate family of amino acids as well as of pyrimidines. It is
thus vital for synthesis of proteins and nucleic acids. Aspartate is formed from
oxaloacetate by transamination from glutamate. The amino acids derived from
carbon skeleton and/or amino group of aspartate are threonine, isoleucine, me-
thionine, and lysine.

As mentioned, the removal of carbon skeletons from the Krebs cycle requires
anaplerotic reactions to maintain the supply of the intermediates in the cycle.
The oxaloacetate is supplied by carboxylation reactions that add CO2 or HCO3

−

to a three-carbon compound, either pyruvate or phosphoenolpyruvate. In the
case of pyruvate, the carboxylation is catalyzed by pyruvate carboxylase, an
enzyme that contains biotin as a bound cofactor. In the case of phosphoenol
pyruvate, the carboxylation can be catalyzed either by phosphoenolpyruvate
carboxylase or phosphoenolpyruvate carboxykinase. These anaplerotic car-
boxylation reactions can operate in the dark and are part of the dark carbon
fixation processes described in chapter 5 (see Tables 5.5 and 5.6 and Fig. 5.11).

The fraction of anaplerotic carbon fixation required to sustain the flux of as-
partate, glutamate, and their derivatives can be computed as a fraction of total
carbon fixed and retained in the cells. This amounts to approximately 0.33 mol
carbon per mole organic nitrogen. Thus, for a cell with a C:N ratio of 6.6,
anaplerotic carbon fixation accounts for about 5% of the fixed carbon in the or-
ganism (Raven et al. 1990; Raven and Farquhar 1990; Turpin 1991). This frac-
tion is even less if expressed in terms of gross CO2 fixation because a greater
fraction of carbon fixed by the Calvin-Benson cycle is respired than for carbon
fixed via anaplerotic pathways. For a macrophyte with a C:N ratio of 13.7, the
maximum contribution of anaplerotic carboxylations to overall carbon assimi-
lation is 2.4%. Other anaplerotic carboxylases are listed in Table 5.5. These are
all essential for biosynthesis, but together contribute much less to total carbon
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assimilation than the β-carboxylases discussed above. The exception, in quan-
titative terms, is acetyl CoA carboxylase (Raven 1995); however, the inorganic
carbon fixed by this enzyme is not retained by the organism for more than a
second or two.

All the other amino acids and purines required by the cell are produced by
reactions that do not consume carbon skeletons from the Krebs cycle. Instead,
the carbon skeletons for these intermediates are derived from glycolysis and
the oxidative pentose phosphate cycle, without necessarily involving any
oxidation–reduction or net CO2 exchange reactions. Accordingly, removal of 3-
phosphoglyceric acid, phosphoenolpyruvate, pyruvate, or acetyl CoA from the
glycolytic pathway, or erythrose-4-P or ribose-5-P from the pentose phosphate
pathway, does not require anaplerotic replenishment. These carbon skeletons
can all be derived from either hexose or triose phosphates.

The respiratory processes depicted in Figs. 8.6 to 8.8 can account for all
biosynthesis of carbon skeletons required for making cells. These pathways
are coupled to photosynthesis through the metabolism of hexose (or its poly-
meric forms) and the reductant and energy stored in the chemical bonds that
constitute hexose. The rate of hexose synthesis is directly related to the pho-
tosynthetic process, whereas the utilization of hexose for biosyntheses and
energy is directly related to respiratory processes. Because of this coupling,
as we will shortly explain, respiration rates are proportional to growth rates.

Respiratory and Photosynthetic Quotients

A useful concept in plant metabolism is that of photosynthetic and respiratory
quotients. The photosynthetic quotient is defined as moles O2 produced per
mole CO2 assimilated. For the production of carbohydrate (CH2O), the photo-
synthetic quotient is 1.0:

CO2 + 2H2O + ≥ 8 photons → (CH2O) + H2O + O2 (8.7)

The respiratory quotient is defined as moles CO2 produced per mole O2 con-
sumed. For the complete oxidation of carbohydrate (see Fig. 8.9 for the stoi-
chiometry of ATP production and O2 uptake), the respiratory quotient is 1.0:

(CH2O) + O2 + H2O + 4.6ADP + 4.6Pi → CO2 + 2H2O + 4.6ATP + 4.6H2O (8.8)

The actual photosynthetic or respiratory quotient is critically dependent on
the reduction level of the primary product or substrate. (In respiratory path-
ways, the reduction level is formally defined as the reciprocal of the respira-
tory quotient.) Let us consider some examples.

All nitrogen in organic material is reduced to the level of ammonium (NH4
+). In

natural aquatic ecosystems, nitrogen is frequently supplied as nitrate (NO3
−). To
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borrow from the adage that there is no such thing as a free lunch, the eight elec-
trons required for the reduction of nitrate to ammonium come from the respira-
tory oxidation of carbohydrate and from the photosynthetic oxidation of water.
Whatever the source of the electrons, they reduce nitrate at the expense of CO2

reduction. In the simple case where carbon is reduced to the level of carbo-
hydrate, the reduction of nitrate to ammonium follows a general equation:

nCO2 + (n + 1) H2O + HNO3 → (CH2O)nNH3 + (n + 2)O2 (8.9)

where n is the C:N ratio (by atoms) of the cell. The photosynthetic quotient,
therefore, is [(n + 2)/n]; that is, it is nonlinearly proportional to the C:N ratio. If
a cell had a C:N ratio of 7, and its organic carbon were reduced, on average, to
the level of carbohydrate, and the sole source of nitrogen for the cell were ni-
trate, the photosynthetic quotient would be 9:7, or about 1.3. Thus, under iden-
tical conditions, carbon fixation rates per oxygen evolved would be 30% higher
for a cell growing with ammonium as the nitrogen source than for the same
cell growing with nitrate as the nitrogen source. The rate of photosynthetic
carbon fixation per nitrogen taken up would be identical (Thompson et al.
1989). Experimental data support this hypothetical difference (Myers 1980).

More complicated scenarios develop when considering the actual reduction
level of carbon. Assume that a cell starts with carbohydrate as its storage
product and needs to synthesize proteins and other macromolecules. Carbon in
proteins and lipids is more reduced than carbohydrate. Consider the same cell
as above (with a C:N ratio of 7 by atoms), using NH4

+ as its inorganic nitrogen
source; a balanced equation can be written as follows:

1.38(CH2O) + 0.14NH4
+ + 0.33O2 + 1.38H2O →

(CH1.86 N0.14 O0.12) + 0.38CO2 + 0.14H+ + 2.52H2O (8.10)

This scenario results in a respiratory quotient of 1.15. If we combine this res-
piratory quotient with a photosynthetic quotient of 1.0,

1.38CO2 + 2.76H2O + 0.14NH4
+ + 0.33O2 →

(CH1.86 N0.14 O0.62) + 0.38CO2 + 0.14H+ + 2.04H2O + 1.38O2 (8.11)

we obtain an overall ratio of O2 evolved to CO2 assimilated by the cell for
growth 1.05.

Photosynthetic quotients are critically important for relating photosynthetic
electron flow, obtained from measurements of oxygen evolution, to carbon fixa-
tion. Respiratory quotients can provide information on the level of reduction of
respired carbon.

The form of nitrogen assimilated can affect photosynthetic electron trans-
port. The reduction of NO3

− to NH4
+ requires reductant but not ATP, whereas

NH4
+ assimilation into amino acids requires ATP and reductant. In Chlamy-

domonas at low irradiance levels, up to 40% of the photosynthetically produced
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reductant is used for the reduction of NO3
−; this fraction declines to about 10%

at saturating irradiance levels. Thus, at low irradiance levels NO3
− assimilation

may temporarily outcompete CO2 fixation for reductant, leading to a suppres-
sion of CO2 fixation (but not O2 evolution). Moreover, some algae apparently
can modulate the production of ATP and NADPH by controlling the relative ac-
tivities of cyclic electron flow around PSI as opposed to linear electron trans-
port from water to NADPH. Turpin and Bruce (1990) have proposed that this
modulation is achieved via state transitions (chapter 7). They suggest that NO3

−

-assimilating cells increase the effective absorption cross section of PSII,
thereby encouraging linear electron transport, whereas cells that assimilate
NH4

+ increase the relative absorption cross section of PSI, thereby encouraging
cyclic electron flow around PSI (and hence ATP production). It should be noted
that the nutrient-dependent state transitions are effective only at subsaturat-
ing irradiance levels.

Measurements of Rates of Dark Respiration 
as a Function of Rates of Growth

As we have stressed, respiration is an oxidative process that produces not sim-
ply ATP and reductant (as do thylakoid reactions of photosynthesis), but also
unique carbon skeletons for biosynthesis. Respiration is therefore essential for
cell growth. If the biosynthetic processes are prerequisite for growth, then a
plot of specific respiration rate against specific growth rate should be linear
with a positive slope and a positive intercept on the specific respiration rate
axis (see Fig. 8.5). Indeed, data from carefully executed experiments in microal-
gae show a linear relation between the specific rate of dark respiration and
specific growth rate (Geider 1992; Laws 1975). The slope of the line gives the
respired carbon per unit carbon assimilated, while the intercept gives the spe-
cific rate of maintenance respiration. An alternative means of estimating the
rate of maintenance metabolism is by extrapolating the specific growth rate
versus incident photon flux density to zero photon flux density. A negative in-
tercept on the specific growth rate axis yields an estimate of the specific main-
tenance rate.

Maintenance respiration corresponds to the minimum oxidative metabolism
required to maintain cell viability at zero growth. Such basic processes as re-
pair of damaged proteins (i.e., protein turnover), nucleic acid turnover, and re-
covery of leaked solutes must be supported whether a cell is growing or not.
These processes are energy consuming, and hence some fraction of the cell
metabolism is apportioned to them. Maintenance respiration rates are vari-
able between species and are positively correlated with the compensation
point (Langdon 1988). On average, maintenance respiration accounts for the

Making Cells | 303



304 | Chapter 8

consumption of about 1% of the cell organic carbon per day at 25°C (Geider and
Osborne 1989).

Allometry

Respiration rates are also a function of the size of an organism. This phenome-
non is well documented in heterotrophs, especially endothermic animals
(Schmidt-Nielson 1970), but in the case of unicellular photoautotrophs the re-
lationship is more nebulous (Banse 1976; Chisholm 1992; Fenchel 1974). The
study of the correlation between processes and the size of an organism is
called allometry, and the relationships scale nonlinearly, taking the form

R = aW (b − 1) (8.12)

where R is respiration rate3 per unit biomass, W is the cell or organism mass,
and a and b are dimensionless coefficients. The coefficient b has a value of
about 0.75 and appears to be extremely constant for phytoplankton (Banse
1976; Laws 1975) when examined over several orders of magnitude of W. The
intercept a ranges from about 0.2 to about 0.4. Over small ranges in W, inter-
specific variability dominates R, and the allometric relationships are often ob-
scured.

Allometric relationships offer an empirical estimate of respiration (or
growth rates) based on size. The intrinsic biological basis of the relationships
is not well understood, although the ratio of mitochondrial activity to cell vol-
ume may be a critical determinant. Cytosol volume and mitochondrial surface
area do not necessarily scale proportionately, and neither is strictly scaled to
the surface area of the organism. Thus, large organisms with low surface-to-
volume ratios and reduced mitochondrial volume fraction often have reduced
respiratory electron transport rates compared with small organisms.

Respiration Rates in the Light and Dark

Since respiration and photosynthesis lead to opposing fluxes of O2 and CO2,
the rate of dark respiration in the light cannot be readily ascertained. If a cell
or organism is grown at a constant light intensity, dark respiration is com-
monly taken as the rate of oxygen consumption immediately on placing the or-
ganism or cells in the dark. Over a period of several hours, this respiratory rate
declines, as the pools of carbohydrate within the cell slowly become depleted
and proteins begin to accumulate. If a cell or organism is grown at an irradiance
level that is subsaturating for photosynthesis and subsequently is exposed to

3 Note that R is not the specific respiration rate, which, like specific growth rates, has only dimensions of time−1.
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higher light levels (thereby accelerating photosynthetic rates), the respiratory
rate will accelerate. This phenomenon can be observed by taking the cells from
the higher irradiance level to darkness; the initial respiratory rate is signifi-
cantly higher than that found several tens of minutes later (Fig. 8.11). This phe-
nomenon, called enhanced postillumination respiration, has been observed in
cyanobacteria (Brown and Webster 1953), eukaryotic algae (Beardall et al. 1994;
Falkowski and Owens 1978; Falkowski et al. 1985a), and higher plants (Decker
1955; Heichel 1970; Kromer 1995).

It is possible, using the stable isotope 18O2 as a tracer, to determine respira-
tion in the light and to distinguish this consumption of oxygen from the simul-
taneous photosynthetic generation of O2. The rationale for the use of this
tracer is as follows. Photosynthetic O2 originates from water. The naturally
more abundant isotope of O2 is 16O. Thus, photosynthetic oxygen evolution
would lead to the production of 16O2 from H2

16O. If 18O2 is added to a closed
chamber, the respiratory consumption of the gas can be measured as depletion
of the heavy isotope, while the increase in 16O2 estimates gross photosynthesis.
Net changes of O2 (18O2 plus 16O2) in the light give a measure of net photosyn-
thesis (Fig. 8.12). Using this technique, Weger and colleagues (1989) identified
mitochondrial respiration as responsible for the enhanced postillumination
respiration, but, moreover, found that the enhanced respiration was observed
in the light as well as in the period immediately following the transfer from the
light to darkness.

Enhanced consumption of oxygen in the light can also arise from photorespi-
ration and from Mehler activity (reduction of O2 to H2O2 in PSI). Photorespiration
accounts for a relatively large fraction of Rubisco activity in terrestrial C3
plants. In that situation, where CO2 is supplied to the chloroplast of a leaf via

Figure 8.11 An example of enhanced postillumination respiration (EPIR) in Thalassiosira weissflogii. Af-

ter the initial dark respiration (IDR) rate was established, cells were exposed to an intense beam (1200 µE

m−2 s−1) for 5 min. Following illumination, the respiration rates are initially elevated compared with the

preillumination rates, and decline slowly over a period of approximately 1 h.
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diffusion, the concentration of inorganic carbon inside the leaf is always less
than the external CO2 concentration in the air. However, in aquatic photoau-
totrophs, the carbon-concentrating mechanism generally supplies sufficient
inorganic carbon to maintain Rubisco at or near saturation, and consequently
photorespiration accounts for a relatively small fraction of the light-stimulated
O2 consumption (Beardall et al. 2003). However, the Mehler reaction can be sig-
nificant, especially in cyanobacteria, where it can be employed to reduce intra-
cellular O2 concentrations (Berman-Frank et al. 2001b). This process is espe-
cially important in N2-fixing cyanobacteria.

Balanced and Unbalanced Growth

Because of variations in light in nature, photosynthesis and respiratory rates
change continuously throughout the day. These changes are reflected in the
biochemical composition, and the variations reflect the mobilization and allo-
cation of specific constituents in response to environmental cues. Before dis-
cussing these variations, however, let us consider the growth of a homogeneous
population in a steady state.

The steady-state growth rate of a population of organisms can be described
by

(8.13)

where µ is the specific growth rate (with units of 1/time), N is the number of or-
ganisms, and t is time. The specific growth rate of a cell can also be related to
its constituents and described by the general exponential equation as shown

µ =
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for numbers of organisms. In the case of carbon we can calculate a carbon-
specific growth rate, µC, as

(8.14)

and identical expressions could be used for DNA, phosphorus, nitrogen, and
other cell components.

Aquatic plants growing under constant conditions reach a steady-state bio-
chemical composition, and under such conditions, normally, the rate of growth
of any cell constituent is identical if averaged over one generation. This condi-
tion is called balanced growth, and the assumption of balanced growth is often
implicit in the calculation of population growth rates from the time-dependent
rate of incorporation of an element (such as carbon) into the organic material of
the organism (Eppley 1980). The condition that the process be averaged over a
generation is often difficult to meet in a practical sense (Eppley 1981).

In nature, the variations in irradiance and other external, environmental
processes necessitate a buffering between photosynthesis and cell growth.
Carbohydrates usually serve this role. For example, short-term variations in ir-
radiance may be reflected at the level of the photochemical reactions by the
fraction of reaction centers that are statistically open. The photochemical pro-
cesses are related to the rate of injection of electrons into the Calvin-Benson
cycle, and hence of carbon fixation. As the products of the Calvin-Benson cycle
accumulate they form a reserve that dampens short-term variations in the en-
vironment from affecting the rate at which the products are utilized in biosyn-
thetic pathways. An analogy can be made to a bank account and the rate of
earning and spending. If one has lots of money in a bank account, then small,
short-term withdrawals and deposits are barely reflected in the long-term size
of the account. The larger the bank account, the smaller will be the impact of
short-term fluctuations. Similarly, if a cell has large stores of carbohydrate rel-
ative to photosynthetic supply or respiratory demands, short-term variations
in environmental processes are not perceptible at the level of growth; the or-
ganism’s growth responds to the average environmental status.

In all aquatic photoautotrophs, some fraction of the fixed carbon accumu-
lates as a storage compound rather than being used immediately in growth
and maintenance. The form of stored carbon is variable between algal classes,
as is discussed below under Storage Compounds, and the quanitity of carbon
stored in highly dependent on environmental conditions.

The synthesis and use of storage products can be deterministic, that is, the
result of an evolutionary response to predictable, periodic shortages of the
product stored. One example is the diel4 oscillation of the chemical composi-
tion of photoautotrophic unicellular alage in response to the photoperiod.

µC
dC
dt C

=






1

4 Diel means a cycle that includes a full 24-hour day, as opposed to diurnal, which means during the day, and noctur-
nal, which means during the night.
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When cells are entrained on a light–dark cycle comparable to that found in na-
ture, photosynthetic carbon metabolism leads to accumulation of carbohy-
drate or lipid during the photophase (Fig. 8.12). At night the reserves are invari-
ably used in maintenance respiration, and there is frequently also the use of
some of the reserves to provide the carbon skeletons and energy for net synthe-
sis of protein (Cuhel et al. 1984; Post et al. 1985). Thus, within a day, protein
and carbohydrate pool sizes oscillate, and consequently are not, at a given in-
stant in time, in steady state.

The production and consumption of storage products can also be an evolu-
tionary response to stochastic events. Natural selection presumably favors
species whose members carry sufficient reserves to deal with most unpre-
dictable but potentially survivable energy shortages. For example, diatoms can
accumulate large lipid and polysaccharide reserves in high light, and these
cells are commonly found in high-nutrient regions such as upwelling zones.
Diatoms also survive for extended period in darkness, slowly consuming their
reserves. A strategy such as that adopted by diatoms facilitates outbursts of
rapid growth, followed by sinking and upwelling months later.

Variations in growth rate under light limitations of photosynthesis have rel-
atively little effect on overall composition, although there is often a tendency
to accumulate more carbohydrate at higher irradiance levels (Falkowski and
Owens 1980). Nutrient limitation (which we discuss in chapters 9 and 10) can
also lead to changes in gross protein abundance in relation to carbohydrate
and/or lipid. Nitrogen limitation, for example, leads to elevated relative abun-
dance of carbohydrate or lipid and often can result in unbalanced growth. One
example of the compromises between the phasing of nutrient acquisition and
photosynthesis in cell growth is found in the diel migration patterns of some
dinoflagellates. In highly stratified aquatic environments, dinoflagellates may
ascend to the nutrient-deficient, upper portion of the water column during the
day, where they take advantage of the incident solar radiation for photosynthe-
sis. At night, the organisms often descend to nutrient-replete layers in or below
the density gradient (usually the thermocline), where they assimilate inorganic
nitrogen and phosphate (Raven and Richardson 1984). This type of migration
pattern has also been observed for diatoms in the Sargasso Sea, where the
buoyancy of these nonmotile cells appears to be regulated by ion composition
and levels within the cells (Villareal and Lipshultz 1995). This migration pat-
tern is expected to lead to large diel changes in cell composition, in which a
cell high in carbohydrate but low in protein is formed during the day and also
loses carbohydrate and protein at night. This condition is not necessarily one
of unbalanced growth, since the net production of all cell constituents over a
cell division remains constant.

Unbalanced growth can occur under certain circumstances, however. One ex-
ample is the annual cycle in chemical composition found in some macrophytes.
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In kelps such as Laminaria that live in temperate waters the establishment of
a thermocline in the spring limits the supply of nutrients such as nitrate and
phosphate to the photosynthetic organisms growing in the upper mixed layer.
During the stratified periods, the plants build up stores of carbohydrates,
mostly mannitol, and consume this carbohydrate in the winter when nutrients
are abundant but light is limited (Fig. 8.13). This unbalanced growth pattern
enables the kelp to grow throughout most of the year, which would not be the
case if growth were balanced on a diel timescale. The magnitude of such stores
is such that the observed specific growth rate of kelps is 2 to 3 doublings per
year in nature. Similar storage capacities occur in Laminaria for inorganic nu-
trients such as nitrate and phosphate; the inorganic nutrients are accumulated
when they are available in the winter and are used in growth, first at the ex-
pense of stored mannitol and then, in summer, recently derived photosynthate.

Many species of algae can accumulate reserves of inorganic nutrients such
that division continues during periods of external nutrient limitation. The

Figure 8.13 Seasonal changes in intracellular K+, NO3
−, mannitol, and laminarin in the mature blade of

the perennial brown marine macroalga Laminaria digitata from Arbroath, Scotland. NO3
− is more readily

available in the winter months, light energy in the summer. (a) Seasonal changes in the intracellular concen-

tration of mannitol (mmol kg−1 cellwater; closed circles) and laminarin (g kg−1 fresh weight, �). (b) Seasonal

changes in the concentration (mmol kg−1 cellwater) of NO3
− (�) and of K+ (the counter ion for NO3

−; �). Ver-

tical bars denote 95% confidence limits. (Reproduced with permission from Davison and Reed 1985.)



surplus uptake of nutrients, called luxury consumption, permits one to two di-
visions in both microalgae and macrophytes (chapter 9).

Storage Compounds

The diversity of organic carbon reserves in cyanobateria and algae closely fol-
lows taxonomic lines (van den Hoek et al. 1995). Glucose-based polysaccharide
reserves are found in all aerobic autotrophs. The standard type (α-1,4-glucan,
with or without α-1,6 branchpoints) is characteristic of cyanobacteria, Chloro-
phyta, Rhodophyta, Dinophyta, Cryptophyta, and higher plants. In the eukary-
otic algae, with the exception of the Chlorophyta, α-1,4-glucans are found in
the cytosol. In the Chlorophyta and higher plants this storage product is local-
ized in the plastid. All of the other algae produce β-1,3-glucans, and the poly-
merized products are found in the cytosol. These carbon reserves have been
given names such as laminanin, chrysolaminanin, leucosin, and paramylon.
Some green marine macroalgae in the Ulvophyceae also store soluble (vacuo-
lar) polyfructan.

The extent to which the low molecular mass soluble sugars and sugar alco-
hols function as energy and organic carbon reserves varies between organ-
isms. Compounds such as sucrose, sorbitol, mannitol, glycerol, trehalose, and
galactosyl glycerols are sometimes specific to higher or lower taxa, and invari-
ably fit the definition of “compatible solutes.” This means that they can con-
tribute to the osmotic potential of “N” phases (see Fig. 1.1a, b) without causing
the changes to protein structure and function that would be caused by osmotic
solutes such as inorganic ions. The levels of the organic compounds, especially
in microalgae, are largely a function of the external osmolarity. One striking
example is the accumulation of glycerol in the halotolerant unicellular marine
chlorophyte, Dunaliella spp. (Fig. 5.6). When the external osmolarity is increased,
these organisms rapidly synthesize glycerol to compensate for the change in
osmotic pressure (Ben-Amotz and Avron 1973). In fact, the intracellular concen-
tration of glycerol is proportional to the extracellular osmolarity. In this man-
ner, Dunaliella spp. can survive and even thrive in brines with concentrations
of salt tenfold higher than seawater.

Neutral lipids (triglycerides) are storage forms of carbon that are found pri-
marily in diatoms, eustimatophytes, and some chlorophytes. The absence of
water of hydration in neutral lipids permits a large quantity of stored chemical
energy per unit of mass and, despite the relatively low density of triglycerides,
per unit of volume. Neutral lipids are readily used as a source of ATP via Krebs
cycle oxidation, but these forms of carbon are less flexible than sugar-based
energy stores in terms of providing carbon skeletons for biosynthetic reactions
(see later, this chapter). Triglycerides are typically stored in the cytosol.
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Resources other than organic carbon are also stored by photoautotrophs. In-
organic nitrogen can be stored as NO3

− in the vacuoles of eukaryotic microalgae
and macrophytes. NH4

+ is much less commonly stored (Raven 1984b, 1987).

Zooxanthellae: A Case Study in Unbalanced Growth

An extreme example of unbalanced growth is found in the case of symbiotic
algae in corals. The algae, called zooxanthellae, are dinoflagellates living
within the cells of an invertebrate host. The specific growth rate of the cells
can be estimated from the frequency of dividing cells (i.e., the mitotic index)
based on microscopic examination. Such measurements suggest that the spe-
cific growth rate of the algae is about 0.01 per day, corresponding to a divi-
sion time of between about 70 days. Simultaneous measurements of photo-
synthetic rates and zooxanthellae biomass reveal a carbon-specific growth
rate of between 0.3 and 1.3 per day. Put simply, the photosynthetic carbon
fixation is on the order of a hundredfold greater than that required to produce
new cells. Where does all the excess carbon go?

The primary form of fixed carbon in zooxanthellae is glycerol, produced
from the dephosphorylation and reduction of dihydroxyacetone phosphate
(see chapter 5). Glycerol is excreted from the alga into the animal. Being de-
void of any organic nitrogen, glycerol is primarily an energy source and is sim-
ply respired by the animal host. In this case, the symbiotic association is criti-
cally dependent on a permanently unbalanced growth condition of the algal
partner. If excess inorganic nitrogen is added to the coral, the zooxanthellae
tend to synthesize protein rather than glycerol. In such a situation, the zoox-
anthellae tend to use fixed nitrogen and carbon for growth of their population
within the host, and proportionately less photosynthetically fixed carbon is
translocated to the host. Thus, glycerol is synthesized and translocated from
zooxanthellae to the animal host as a consequence of near-permanent nitro-
gen limitation (Falkowski et al. 1993).

In free-living phytoplankton, a comparable excretion of organic carbon into
the surrounding water often occurs with the onset of nutrient limitation. In
some extreme cases, cells continue to fix carbon but are unable to divide. For
example, in the freshwater dinoflagellate Peridinium gatunese, when nutrients
become limiting at the end of a seasonal bloom, the cells continue to synthe-
size cell walls, which they shed into the water column. In effect, cell wall syn-
thesis is a carbon sink that, in the absence of nutrients, allows photosynthetic
electron flow to continue without requiring the cell to sustain balanced
growth. Thus, while it is often assumed that, especially in the case of phyto-
plankton, growth is balanced, such assumptions are highly simplified and de-
pendent on the timescale of the measurements and nutrient status of the cells.
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Cyanobacteria can store nitrogen in the aspartate–arginine copolymer called
cyanophycin. Organic nitrogen storage also occurs as an additional role for
some proteins, such as Rubisco and phycobilins, but not light-harvesting inte-
gral membrane proteins of chlorophytes and chromophytes.

Phosphorus can be stored as inorganic orthophosphate in vacuoles of all
aquatic plants and as polyphosphates in vacuoles or the cytosol. Storage of or-
ganic phosphate is not common in aquatic autotrophs but probably occurs as
phytic acid (phosphate esterified with inositol) in seeds of aquatic flowering
plants.

The size of the storage pool should be considered in relationship to the max-
imum specific growth rate of the organism. For example, macrophytes often ap-
pear to have large capacity to store nitrogen and other elements, but there is
often little difference between microphytes and macrophytes when the growth
rates are considered. In most cases, the maximum storage capacity for nitro-
gen is sufficient to provide one doubling of the plant biomass, and in the case
of phosphorus, sufficient to sustain approximately three doublings (Raven
1984b).

Balanced Growth and the Cell Cycle

In a strict sense, the concept of balanced growth is only applicable to a non-
synchronized population of cells, not to a single cell. In all eukaryotic cells, a
division cycle can be inferred. This cycle usually consists of four phases,
namely an S phase in which DNA is replicated, an M phase when mitosis oc-
curs, and two G phases, or gaps, one, called G1, occurring between the M and S
phase and a second, designated G2, occurring between the S and M phases
(Fig. 8.14). In nature, the synchronization of the cell cycle is usually keyed to
the light–dark cycle, although the entrainment is the consequence of an en-
dogenous clock. Thus, cells that are synchronized frequently display phased
cell division for some time after being taken from a light–dark cycle into a con-
stant light environment. Phased cell division occurs in prokaryotes as well as
eukaryotes, although the extent of the phasing is highly class or division spe-
cific. For example, diatoms can be entrained in a division cycle, but the extent
of the G2 phase is highly variable and sometimes difficult to identify. In
chlorophytes and dinoflagellates, however, phased cell division is often very
pronounced (Ronneberg 1996).

The specific growth rate of a single-celled organism can be inferred from
knowledge of the frequency of dividing cells and the duration of division (Mc-
Duff and Chisholm 1982). If a time course is made over a day of the relative
fraction (f ) of cells undergoing cytokinesis (i.e., paired or “doublet” cells, which
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is equivalent to the M phase in the division cycle), and the duration of division
(td) is known, the specific growth rate during that day (µd) can be calculated as

(8.15)

This approach, which can be tedious, is highly valuable in determining spe-
cific growth rates of cells of a particular species. The efficiency of the approach
can be increased by automated flow cytometers that rapidly measure the size of
cells from the scattering of light. It should be noted that the calculated µ is sen-
sitive to the duration of division. With asynchronous cell division, one could
imagine a td of 1 s, in which case if 2% of the cells appeared to be dividing at the
moment of observation, then the specific growth rate would be 1710 per day; if
it takes a cell 1 h to divide, the specific growth rate will be only 0.46 per day.

An alternative to counting the number of dividing cells is based on the syn-
thesis of specific proteins keyed to phases of the cell cycle (Lin and Carpenter
1995). In this approach, immunological techniques are used to visualize the oc-
currence of a nonhistone protein, that is synthesized during the S phase. The
protein can be detected using epifluorescence microscopy, and from knowl-
edge of the duration of the S phase the division rate can be calculated using
Eq. 8.15.

Models of Phytoplankton Growth

There is an extensive literature describing both growth rates and the chemical
composition of phytoplankton in culture, and these data have been used to
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Figure 8.14 Some key events of the cell cycle in eukaryotes.
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develop mathematical models that describe the growth rate as a function of
such variables as irradiance, cellular composition, and size. One of the first
such models was developed by Shuter (1979) in which a balanced growth model
is developed for sets of environmental conditions. The model permitted
changes in the allocation of carbon to the photosynthetic apparatus, to struc-
tural components (e.g., cell walls), and to the synthetic apparatus (e.g., ribo-
somes, mitochondria, etc.). The model predicts cell size, doubling times, and
crude chemical composition under a variety of scenarios, and was the first use
of the so-called “principle of optimal design” (Rosen 1967), which can be
slightly less teleologically termed the “principle of optimal allocation,” in the
modeling of phytoplankton. This principle basically holds that cells will allo-
cate resources to optimize growth under all conditions; hence, biochemical
composition is related to growth rate. For example, in the Shuter model, stor-
age reserves are specifically represented such that fluctuations in nutrients are
buffered in the representation of growth rates. A major deficiency of the model
is the lack of any explicit photosynthetic process.

At approximately the same time as Shuter was developing his model, a num-
ber of researchers began to examine how cell growth is related to photon ab-
sorption (Falkowski et al. 1985b; Kiefer and Mitchell 1983; Langdon 1988; Laws
and Bannister 1980; Sakshaug and Andresen 1989). These efforts led to the de-
velopment of growth–irradiance models that attempted to account for the dif-
ferences in growth rates between species that are held at the same growth
conditions. Let us examine the motivation for and outcome of these growth–
irradiance models.

The relationship between growth, photosynthesis, and irradiance is not sim-
ply linear. For each irradiance at which growth can occur physiological accli-
mation occurs to the particular irradiance, thereby altering the photosynthetic
rate. Thus, a simple extrapolation from a photosynthesis–irradiance curve to a
growth–irradiance curve will be highly misleading. A large number of experi-
mental observations reveal that different species of photosynthetic organisms
grow at different rates, even under optimum conditions for the given species.
For example, under the same conditions of temperature, irradiance, and nutri-
ent supply, diatoms frequently grow faster than dinoflagellates (Tang 1996).
What accounts for the differences?

Five basic hypotheses can be advanced to account for the differences in
growth rates between species. First, different species have different light-
harvesting properties. Thus, under a given condition some cells may be able to
absorb photosynthetically available radiation more effectively than other cells.
Second, we might consider variations in the photosynthetic apparatus that af-
fect the quantum yields for photosynthetic carbon fixation. For example, if a
cell has a high ratio of PSI/PSII, it might divert more of the absorbed excitation
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energy toward cyclic electron flow around PSI, rather than to linear electron
transport that leads to carbon reduction. Third, we might expect that photosyn-
thesis–respiration ratios of different species are different. Some cells, for exam-
ple, are motile and consume a portion of their photosynthetically fixed carbon
maintaining an energy supply via respiratory activity to support flagellar mo-
tion. Such cells might be expected to have a lower quantum yield for growth
than cells that do not have such an energy sink. Fourth, we might consider that
if some species excrete or secrete a significant fraction of photosynthetically
fixed carbon, less carbon is used for cell growth. As briefly described, such a sit-
uation occurs in zooxanthellae, with a concomitant reduction in cell growth. Fi-
nally, we might consider that if there are large differences in C:N ratios or the
level of reduction of organic carbon between species, then differences in photo-
synthetic quotients might account for significant differences in growth rates.

Let us consider these hypotheses within the context of a model for growth,
choosing for simplicity a unicellular alga. Assuming that the organism is
wholly photoautotrophic, its net growth, µB

g, with dimensions of carbon fixed
per unit chlorophyll per unit time can be described by the difference between
gross photosynthetic carbon assimilation PB

gross, and the losses of organic car-
bon due to respiration RB, and excretion LB:

µB
g = PB

gross − (RB + LB) (8.16)

Now let us consider the three terms on the right side of Eq. 8.16 separately.
Let the rate of photosynthesis per unit chlorophyll be measured as carbon fixed
per unit time (i.e., PB

gross) as a product of the chlorophyll-specific optical absorp-
tion cross section a*

—
, the incident spectral irradiance E0 (recall that the product

of these two variables is the rate of light absorption per unit chlorophyll), and
the quantum yield of photosynthesis φC

p, referenced to carbon fixation:

PB
gross = a*E0φC

p (8.17)

Note that φC
p is not the maximum quantum yield but the actual quantum yield

of photosynthesis at irradiance E0. If we wish to express growth as a specific
growth rate, µ, then P should have dimensions of time−1 (i.e., it is the specific
gross photosynthetic rate, PC

gross). Since φC
p is the quantum yield for carbon fixa-

tion, the specific photosynthetic rate in terms of carbon fixed per unit cell car-
bon per unit time, PC

gross, can be derived by multiplying the right side of Eq. 8.17
by the chlorophyll–carbon ratio of the cell:

PC
gross = a*

—
EµφC

p[Chl:C] (8.18)

When the quantum yield is referenced to oxygen evolution as φO
p, the photo-

synthetic quotient must be included. Depending on the nitrogen source, this
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can be approximated as described by Eq. 8.16 or 8.17. Considering these fac-
tors, the expanded version of Eq. 8.18 then becomes

(8.19)

where R is the respiration rate, L is the excretion rate of dissolved organic car-
bon, Pµ is the specific photosynthetic rate at the growth irradiance, Eµ, and M is
the inverse of the photosynthetic quotient, i.e., CO2 fixed per O2 evolved. Pµ, R,
and L must all be expressed in either carbon or oxygen equivalents. The photo-
synthetic carbon gains by a cell are described by the first four variables on the
right side of Eq. 8.18. Of these variables, a*

—
, φO

p, and Chl:C are related to the
physiology of the cell and change as the cell acclimates to variations in irradi-
ance, nutrients, or temperature. It should be pointed out that the product of a*

—

and the Chl/C ratio gives a carbon-specific absorption cross section, σc, which
mathematically represents the fraction of the cellular carbon that “absorbs”
light. Losses or inefficiencies in photosynthetic processes are described by the
remaining four variables, which also change as the cells acclimate.

The respiration term will be a function of growth rate and cell size, and must
be measured directly. Similarly, the excretion term is empirically determined
by the intrinsic physiological state. Both terms can be normalized to cell bio-
mass and hence become specific respiration, µR, and specific excretion, µE. If
the specific rates are used, Eq. 8.19 can be rewritten as

µ = ( a*
—

EµφC
p[Chl:C]) − (µR + µL) (8.20)

Additionally, the efficiency of growth (NGE) can be calculated from

(8.21)

Net growth efficiency is basically the ratio of the increase in cell organic car-
bon to the photosynthetic rate of carbon fixation. It is a measure of how much
of the photosynthetically fixed carbon is respired and excreted in relationship
to that used for building new cells. The net growth efficiency is highly variable
between species; however, within a species it is relatively insensitive to the
growth irradiance and nutrient limitation (Herzig and Falkowski 1989). Thus,
as irradiance increases, photosynthesis and respiration tend to increase pro-
portionately. Conversely, as nutrients become limiting, both photosynthesis
and respiration tend to decrease proportionately.

In analyzing experimental data from continuous cultures, a number of inter-
esting features emerge. First, we can consider the rate of photon absorption
relative to the rate of electron transport under each growth condition. From
measurements of the functional absorption cross section of PSII (chapter 3) and
the growth irradiance, it is possible to calculate the average interval between
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photons absorbed by PSII. When this interval is less than τ for steady-state
electron transport (ref. Eq. 7.5), then the rate of excitation is in excess of photo-
synthetic capacity. It emerges that one of the strategies of acclimation to irra-
diance in effect results in a balance between these two processes. The strate-
gies are based largely on a reduction in the rate of light absorption at
high-growth irradiance levels, coupled with a decrease in τ. The reduction in
the rate of excitation is achieved primarily via a decrease in pigmentation,
while the decrease in τ is achieved via an increase in the ratio of reaction cen-
ters to Rubisco. The net result of this balance is that the quantum yield for
growth remains remarkably constant over a wide range of irradiance or nutri-
ent levels (Herzig and Falkowski 1989). In experiments with model phytoplank-
ton, little interspecific variation in growth can be attributed to differences in
quantum yields, excretion, or photosynthetic quotients. Rather, the greatest
source of variation between species growth rates is variations in the chloro-
phyll/carbon ratios and, to a lesser extent, to a*

—
(primarily as it affects σC)

(Falkowski et al. 1985b; Langdon 1988). What is the biological meaning of this
analysis?

Earlier we made the analogy between the storage reserves of carbohydrates
and a bank account. The economic analogy can be extended to the cost of mak-
ing cells. These costs can be divided into two major categories: running costs
and capital costs (Raven and Beardall 1981b).

Running costs may be defined as the direct and indirect energy costs associ-
ated with cell growth. For a photosynthetic organism these costs include the
energy absorbed from light to reduce carbon, nitrogen, and sulfate; the energy
required for acquisition and translocation of these substrates; and the regen-
eration of intermediates in the various metabolic pathways. Capital costs are
investments in the physical structures of the organism required for the meta-
bolic processes. These include the costs of forming cell proteins, pigments, and
lipids that are used to make cells. Capital costs may be viewed as the physical
machinery of the cell, while running costs are more akin to the payroll and in-
vestments that are made to reproduce and replace depreciated machinery (e.g.,
the repair or turnover of damaged proteins or nucleic acids).

If we consider the simple growth model expressed in Eq. 8.16, the capital
cost terms are contained in the chlorophyll–carbon ratio. This ratio describes
the extent of photosynthetic light-absorbing capability allocated by a cell rela-
tive to its overall organic carbon pools. This ratio is a shorthand notation (and
an inexact approximation) for the ratio of chloroplasts to cytoplasm. Some
aquatic photosynthetic organisms, such as many dinoflagellates, have rela-
tively low chlorophyll–carbon ratios, while other species, such as diatoms,
have relatively high chlorophyll–carbon ratios (Falkowski et al. 1981; Langdon
1988). The running costs for maintaining cytosol functions are generally not
widely variable. Thus, in cells that have allocated fewer capital resources to
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the photosynthetic apparatus relative to nonphotosynthetic portions of cell
function, the maximum specific growth rates are often relatively low, while the
converse is true for cells that have allocated large portions of the cell to the
photosynthetic machinery. However, the latter condition often leads to a faster
rate of light-saturated photosynthesis. It should be clear that mechanisms that
control the rate of expression of the photosynthetic machinery under given con-
ditions are regulated by feedback controls via photosynthetic pathways (Geider
et al. 1996). For example, the rate of expression of PSII reaction centers appears
to be regulated via light by signals from thioredoxin redox levels (chapter 6),
whereas the light-harvesting proteins are regulated via signals from the plas-
toquinone redox levels (chapter 7). Thus, there is an integration of photosyn-
thesis and growth rate that permits acclimation of the photosynthetic appara-
tus to given growth conditions and optimizes the efficiency by which the
products of photosynthetic carbon fixation are used to make new cells.

Given some of these basic concepts in cell synthesis and the role of respira-
tion therein, in chapter 9 we examine how the photosynthetic process accli-
mates to change in natural aquatic ecosystems.
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Photosynthesis and Primary 
Production in Nature

The natural world is never truly in steady state. Sometimes, however, patterns
or cycles in some environmental variables emerge, leading to a degree of pre-
dictability (Powell and Steele 1995). One of the more obvious examples is solar
irradiance. To first order, the light reaching the surface of the Earth is given by
the path of the sun as it crosses the sky. This path determines the total number
of hours of daylight and the maximum incident solar radiation for each point
on the globe. Superimposed on this astronomically predictable pattern are
chaotic and stochastic variations in light related to meteorological conditions,
such as cloud cover and optical thickness, atmospheric aerosol levels and com-
position, and so forth.1 Moreover, as light enters aquatic systems it is further
modified by the absorption and scattering of the water itself, and of dissolved
organic materials and particles, including photosynthetic organisms. Thus, for
a variable as critical to photosynthesis as irradiance, there is an element of
predictable variability and an element of unpredictable variability. The variabil-
ity is such that no two minutes, days, weeks, months, years, decades, centuries,
or epochs are identical, yet patterns emerge.

One of the wonders of life is the perception and adjustment of biological pro-
cesses to changes in the external environment. In nature, photosynthetic pro-
cesses are constantly modified. There are a great number of temporal variations
in photosynthetic responses that occur on both short and long timescales.
By “short timescale” we mean the physical, biochemical, and physiological

9

1 It is important to distinguish between stochastic and chaotic processes in nature, though sometimes it is not easy to
do so. Stochastic processes are truly random, and are not influenced by previous events. For example, the probability that
a tossed coin will land head or tail side up is not dependent on a previous toss. The injection of aerosols into the atmos-
phere by the eruption of a volcano is an example of a stochastic process in nature. By chaotic we mean dynamically non-
linear behavior. In chaotic processes prior events affect subsequent events. In the context of atmospheric conditions, for
example, we might assume that the formation and passage of clouds across the sky obey some nonrandom rules that
can be mathematically described as “chaotic” (Lorenz 1993).



responses within the life span of an individual organism or assemblage of or-
ganisms. These responses are collectively called acclimations. By “long
timescale” we refer to ecological and evolutionary adaptation by assemblages
through selection of genetically determined phenotypic traits. Physiological
acclimations are invariably nonlinearly related to temporal variations in irra-
diance, temperature, and nutrients. On longer timescales, changes in commu-
nity structure can significantly affect photosynthetic rates and influence the
chemistry of the system. Quantitative understanding of the bases and patterns
of the environmental modification of photosynthesis has become a grail for
which many aquatic ecologists search, while the qualitative aspects of the phe-
nomena that give rise to these modifications are often overlooked.

We strive here to examine the phenomenology of the short-term photosyn-
thetic responses to variations in the aquatic environment. In the following
chapter we examine the long-term changes and biogeochemical feedbacks that
involve aquatic photosynthetic organisms. Let us begin with a brief look at
how aquatic ecologists measure photosynthesis in nature and then consider
acclimation responses within the framework of what we have learned in the
earlier chapters.

Estimating Photosynthesis in Aquatic Ecosystems

Plant physiologists define the term gross photosynthesis, Pg, as the light-
dependent rate of electron flow from water to terminal electron acceptors (e.g.,
CO2) in the absence of any respiratory losses (Lawlor 2001). It follows that this
definition of Pg is directly proportional to linear photosynthetic electron trans-
port and, hence, gross oxygen evolution.2 Gross photosynthesis accounts for all
photosynthetic carbon fixation, whether the organic carbon formed becomes
part of the organism or is excreted or secreted into the environment as organic
carbon or is respired to CO2; however, the relationship between gross oxygen
evolution and CO2 fixation will be modified by the photosynthetic quotient (see
chapter 8).

Respiratory losses in photosynthetic organism(s) can be defined as the rate
of electron flow from organic carbon to O2 (or, in the case of anaerobic photo-
synthetic bacteria, to another electron acceptor) with the concomitant produc-
tion of CO2. This definition includes all metabolic processes that contribute to
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2 It should be noted that gross photosynthesis should be defined on the basis of oxygen evolution rather than carbon
fixation. This difference is critical, especially if photorespiratory rates are high. In terrestrial C3 plants, for example, as
much as 25% of Rubisco activity is oxygenase in the present-day atmosphere and, hence, the quantum yield for carbon
fixation is markedly lower than that for oxygen evolution. In marine environments, the photorespiratory components are
assumed to be relatively small; however, a large fraction of photosynthetically generated electrons are often used to re-
duce nitrate because the C:N ratio of the cells is generally close to Redfield’s average value of 6.6 by atoms (chapter 8).



the oxidation of organic carbon to CO2, including photorespiration. By defini-
tion, photosynthesis occurs only in the light. The difference between gross
photosynthesis and respiratory losses in the light, RL, (i.e., Pg − RL) is called net
photosynthesis, Pn:

Pn = Pg − RL (9.1)

The three terms in Eq. 9.1 are all rates; that is, they are time-dependent pro-
cesses (Fig. 9.1).

Ecologists use the terms gross and net primary production. Gross primary
production is the total amount of electron equivalents originating from the
photochemical oxidation of water. It is identical to gross photosynthesis. Net
primary production,3 however, denotes the organic carbon that has been pro-
duced by photosynthetic processes within a specified time period of (presum-
ably) ecological relevance (e.g., daily primary production, annual primary pro-
duction) (Lindeman 1942; Williams 1993), which is subsequently made
available to other trophic levels (Lindeman 1942). Net primary production
(NPP) is related to net photosynthesis by the dark respiration of the photoau-
totrophs, Rd:

NPP = Pn − Rd (9.2)

Net photosynthesis, as defined in Eq. 9.1, is the net organic carbon produc-
tion in the light. Net primary production can (and usually does) include a dark
period with an associated respiratory loss of carbon.
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Figure 9.1 A schematic diagram showing the differences between gross photosynthesis (Pg), net photo-

synthesis (Pn), and net primary productivity (NPP) over the period of day. At night (indicated by the dark

bar on the abscissa), respiration of the photoautotrophs (Rd) leads to a net consumption of oxygen. Dur-

ing the day, respiration is masked by net photosynthetic oxygen evolution, Pn. The sum of the respiratory

losses with net photosynthesis in the light is gross photosynthesis. The sum of dark respiratory losses of the

photoautotrophs with net photosynthesis is net primary production.

3 The terms primary productivity and primary production are frequently confused. Productivity is, strictly speaking, a
time-dependent process; it is a rate with dimensions of mass/time. Production is a quantity, with dimensions of mass.



In natural aquatic environments, direct measurements of net primary pro-
duction are virtually impossible to obtain because it is difficult to determine
the contribution of algal respiration to total respiratory losses (Li and
Maestrini 1993). In fact, although net primary production values are frequently
reported in the literature, these are often confused with net photosynthesis.
Respiratory losses, when measured, include the metabolic contributions of
myriad heterotrophs, and therefore reflect total community respiration, Rc.

Measurements of Rates of Gas Exchange

Almost all measurements of photosynthesis for planktonic organisms in aquatic
ecosystems are based on time-dependent rates of change in either oxygen or in-
organic carbon (Geider and Osborne 1992). Oxygen does not have a long-lived
radioisotope,4 and its rate of production is usually quantified from chemical
methods. Because the absolute changes in oxygen concentration are usually
very small and the background concentration of the gas is usually large, precise
measurements are relatively difficult to obtain from a technical standpoint and
are relatively rarely done (Williams and Jenkinson 1982). Moreover, even if done
precisely, the evolution of oxygen in the light represents net community photo-
synthesis, and fluxes of oxygen in the light and dark include the total commu-
nity respiration (Bender et al. 1987). Adding dark respiratory losses to the light-
dependent oxygen evolution gives a measure of gross photosynthesis. Thus,
gross photosynthesis (= gross primary productivity) can be inferred from the
measurement of apparent net primary production and community respiration:

Pg = NPP + Rc (9.3)

Hence, estimates of net photosynthesis in natural aquatic ecosystems based on
measurements of oxygen fluxes are more uncertain than measurements of gross
photosynthesis. In the case of benthic primary producers, measurements of net
oxygen exchange can be used to infer photosynthesis and respiratory rates of
the benthic community (Jahnke and Jackson 1992; Pamatmat and Banse 1969;
Rowe and Haedrich 1979). In some cases these measurements are conducted
with the aid of enclosures that reduce uncertainties in the sources and sinks of
O2 related to physical mixing of waters in the benthic boundary layer.

The 18O Method

An alternative method for measuring photosynthesis in aquatic ecosystems is
based on the stable isotope 18O. The natural abundance of this isotope of oxy-
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gen is about 0.200%. A tracer addition of water labeled with 18O will lead to the
light-dependent production of O2 labeled with the stable isotope (Bender et al.
1987). Alternatively, 18O2 can be injected into the head space of an enclosed bot-
tle. In either case, the changes in the isotope abundance can be followed with
an isotope ratio mass spectrometer. This technique allows a relatively precise
measurement of gross photosynthesis; however, the method is tedious, re-
quires a (bulky and expensive) mass spectrometer, and hence has not been
widely used in studies of aquatic photosynthesis in nature.

The 14C Method

By far the most commonly used method is based on the rate of incorporation of
radioactive 14C in the form of inorganic carbon into acid-stable (usually partic-
ulate) organic carbon. This method was introduced to oceanography by the
Danish botanist Einar Steemann Nielsen in 1952 and is, in principle, relatively
straightforward (Steemann Nielsen 1952a). If we consider that over some finite
time period, the change in concentration of total dissolved inorganic carbon in
the bulk water is small relative to the photosynthetic rate of the cells, and the
addition of a small amount of radioactively labeled inorganic carbon does not
perturb the concentration of the total dissolved inorganic carbon, then the rate
of incorporation of radioactivity into organic material obeys the rules of tracer
analysis (Chase and Rabinowitz 1967). These conditions are easily met in most
marine environments, where the total concentration of inorganic carbon is rel-
atively high (about 2 mM) and the drawdown by photosynthesis is negligible (a
few micromolar per hour). In freshwater ecosystems, however, much more care
must be taken to determine the ratio of radioactively labeled inorganic carbon
to the total inorganic carbon (i.e., the specific activity), as well as the total con-
centration of inorganic carbon.

The rationale for the 14C-based tracer method is that the light-dependent rate
of incorporation of the radioactively labeled carbon into organic material is
quantitatively proportional to the rate of incorporation of nonradioactive inor-
ganic carbon. In laboratory cultures, this process can be verified, and it can be
shown that the basic assumptions hold (Carpenter and Lively 1980; Li and Gold-
man 1981), but the interpretation of radiocarbon-based measurements has been
long debated. One of the pioneers of the radiocarbon labeling method, John Ry-
ther, showed that dark respiration can have a significant influence on photosyn-
theis measurements (Ryther 1954, 1956; also see Eppley and Sharp 1975). When
respiratory losses are small and if the incubation is done over short periods of
time (e.g., 2–4 h), a relatively small fraction of organic carbon becomes labeled.
Under such conditions, the radiocarbon method gives a reasonable approxima-
tion of the gross photosynthetic rate. As the time of exposure to radioactive car-
bon continues, the organic carbon pool becomes increasingly labeled, ultimately
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reaching equilibrium with the isotopic ratio of carbon in the bulk water (Dring
and Jewson 1982; Li and Goldman 1981). As the label approaches equilibrium,
an increasing fraction of the labeled organic carbon is respired, and the rate of
incorporation of the tracer begins to approximate the rate of net photosynthesis
(Marra 2002). At equilibrium, the assimilation of the radioactivity into the or-
ganic pool is a measure of net photosynthesis (Morris 1981; Smith and Horner
1981). It should be noted that because 14C is heavier than the stable natural iso-
tope 12C, there is an isotopic discrimination against the radioactive isotope dur-
ing carbon fixation. The commonly accepted discrimination factor is taken as
about 5%, and this factor is taken into account in the calculation of the fixation
of total inorganic carbon (Strickland and Parsons 1972).
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Scintillation Counters

The use of 14C to measure photosynthetic rates has almost exclusively been
relegated to aquatic systems and was greatly facilitated by the development
of liquid scintillation counting machines. Prior to scintillation counters, the ra-
dioactivity incorporated into acid-stable material was measured with a win-
dow Geiger counter (Strickland and Parsons 1972). In the Geiger counter, a
set of electrodes is surrounded by a gas at low pressure (usually argon with a
small amount of ethanol vapor). The electrode chamber is kept isolated from
the atmosphere by a very thin window of mica. β− particles emitted by the ra-
dioactive decay of 14C pass through the mica and, as they approach the posi-
tively charged cathode, create an electrical pulse of up to a few volts. The effi-
ciency of the detecting systems is rather low, as only the β− directly incident
on the mica window can be detected (thus eliminating at least half of the ra-
dioactive decays from being detected). Some of the particles are scattered by
the mica, and in reality the efficiency of counting is <30% and difficult to de-
termine accurately. Hence, while some of the historical radiocarbon measure-
ments in the aquatic sciences literature are internally consistent, the absolute
values of the calculated photosynthetic rates are inconceivably low.

In a scintillation counting machine, the β− particles interact with an organic
molecule in solution. The interaction induces an excited state in the organic
molecule, which, upon returning to the ground state, leads to the emission of
a photon by fluorescence. The photon is detected by a photomultiplier tube.
The sensitivity of the instruments is extraordinarily high, and their precision
and efficiency are also high. Typically, more than 90% of the radioactive de-
cays of 14C can be detected by a liquid scintillation counter. This technique of-
fers unparalleled precision and sensitivity of photosynthetic fixation of inor-
ganic carbon; such precision and sensitivity are essential in aquatic systems
where the photosynthetic rate can be very low.



The rate at which equilibrium labeling is approached is dependent on the
growth rate of the organism; the faster the growth rate, the faster equilibrium
labeling will occur. Thus, the interpretation of radioactive carbon incorpora-
tion as gross or net photosynthesis is generally somewhat ambiguous and is
complicated by the duration of incubation in relation to the growth rate. In na-
ture, the latter parameter is usually unknown, and numerous discussions have
emerged concerning the validity, accuracy, and interpretation of the method
(Bender et al. 1987; Carpenter and Lively 1980; Eppley 1980; Grande et al. 1989;
Li and Goldman 1981; Malone 1982; Morris 1981; Williams 1993).

One of the major problems associated with both the net oxygen exchange
measurement and the radiocarbon tracer method is that of integrity and repre-
sentation of the sample and the incubation of samples in a confined volume.
Both methods require incubation of a sample in an enclosed container. Unless
extreme care is taken, sampling devices introduce minute concentrations of
trace metals, such as zinc or copper, that have been empirically demonstrated
to rapidly and often markedly inhibit photosynthetic rates (Carpenter and
Lively 1980; Fitzwater et al. 1982; Williams and Robertson 1989). The problem
appears to be most pronounced in extremely oligotrophic areas of the open
ocean, where the environmental concentrations of trace metals are generally
extremely low (picomolar). As this problem was not identified until late in the
1970s, virtually all radiocarbon measurements of phytoplankton photosynthe-
sis made prior to that period, and even many succeeding that period, are as-
sumed to have been contaminated by trace metals and are generally considered
to be underestimates of the “truer” photosynthetic rates (Martin 1992). The un-
derestimates can be significant, but also variable, so that it is not possible to
simply “correct” the problem by multiplying historical values by a constant
factor.

Another aspect of the sampling problem is associated with the artificially
contrived conditions that accompany enclosure of an aquatic sample in a con-
tainer (Eppley 1980). Even if no trace metal contaminant is introduced, the
sample in a bottle contains (in addition to phytoplankton) bacteria, microzoo-
plankton, and sometimes macrozooplankton. This small-scale food web allows
myriad possible exchanges of carbon between the medium and organisms, as
well as the potential net loss of phytoplankton during the course of the incuba-
tion. It is virtually impossible to account for, let alone measure, these fluxes,
yet they are presumed to lead generally to a reduction in measured photosyn-
thetic rates. These so-called “bottle effects” are further exacerbated by uncer-
tainty in reproducing the light environment experienced by the cells. Simulat-
ing all of these variations in incubations is impossible. One approach taken is
to incubate samples in bottles at discrete depths within the water column
(Dandonneau 1993). This approach permits natural time and depth-dependent
attenuation of light, and this so-called “in situ” method can be used to generate
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a time-integrated measure of net carbon assimilation through the water col-
umn. However, it does not take into account the variations in the light incident
on the algal cells as a result of entrainment with vertical water movements
(Marra 1978a,b; MacIntyre et al. 2000).

Although measurements of net oxygen exchange can be used to estimate res-
piratory losses in the dark from the ensemble of organisms that constitute a
planktonic community, radiocarbon measurements are virtually devoid of in-
formation related to respiration (Steemann Nielsen and Hansen 1959). As the
radiocarbon method has been used so extensively for measuring photosynthe-
sis in aquatic environments, there is a lack of quantitative understanding of
the effect of community respiration om net photosynthetic rates in nature
(Langdon 1993).

The Triple Isotope Method

One potential way to circumvent the bottle effects and role of community res-
piration in deriving aquatic photosynthetic rates is based on measurements of
the abundance of the natural isotopes of O2 in the open ecosystem. Oxygen has
a third stable, naturally occurring isotope, 17O, which accounts for only 0.04%
total O2 on Earth (16O and 18O account for 99.76 and 0.20%, respectively). Varia-
tions in the abundance of isotopes in the different pools normally depend on
the differences in the masses of the isotopes. Therefore, variations in δ17O (the
difference in parts per thousand in 17O/16O between a sample and a standard)
are normally 0.5 (actually 0.52) times as large as those for δ18O. Surprisingly,
however, δ17O in air is about 0.2‰ smaller than 0.52 times δ18O. This anomaly
results from an isotopic exchange reaction in the stratosphere between O2 and
CO2, in which 16O is transferred to O2 and 17O and 18O to CO2. The latter occurs
with an 17O/18O transfer rate of 1.7/1 rather than 0.52/1. This photochemically
catalyzed, “mass-independent” fractionation leads to a lower δ17O than ex-
pected. For logistic reasons, air is chosen as the standard reference value for
the isotopic anomaly, and by definition δ17O = δ18O = ∆17O = 0 for O2 in air, and
∆17O is defined as δ17O − 0.52 δ18O.

Besides stratographic isotopic exchange, oxygenic photosynthesis and aero-
bic respiration are the only two other processes on Earth that produce or con-
sume O2 at significant rates, and hence potentially influence its isotopic compo-
sition. Based on the structure of PSII, it appears that water molecules are
supplied to the oxygen evolving complex via a channel on the luminal side of
the membrane. PSII oxidizes one molecule at a time and the net result is that the
isotopic composition of the O2 produced is identical to that of the source water.
Therefore there are two sources of O2 in the upper ocean: air, which contains the
isotopic signature of the stratospheric mass independent fractionation, and
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photosynthesis, which retains the isotopic value of the O2 in water. The iso-
topic reference standard for O is seawater, hence, in the ocean, the isotopic
composition of photosynthetically generated O2 by algae in the ocean is zero.
The observed isotopic value of O2 reflects the contributions of these two sources.
Hence, knowledge of the triple isotopic composition of dissolved O2 is a quan-
titative measure of the relative contribution of gross photosynthesis in a lake
or the upper ocean. However, this isotopic composition is further modified by a
mass-dependent fractionation resulting from respiration. In aerobic respira-
tion, the terminal electron carrier, cytochrome oxidase, strongly discriminates
against heavier isotopes of O2 and preferentially reduces 16O to water. The net
result is that respiration consumes ambient (anomalous) O2, and alters the iso-
topic composition, but does not alter the isotopic component of the photosyn-
thetic contribution (Fig. 9.2) (Bender 2000).

Using this information, Boaz Luz and colleagues (Luz and Barkan 2000) ana-
lyzed the isotopic composition of both lake (e.g., Lake Kinneret in Israel) and
oceanic ecosystems (e.g., the Sargasso Sea). From knowledge of how much ∆17O
departs from equilibrium, and the time elapsed since the surface water was
“reset” by mixing with the overlying atmosphere, one can calculate the absolute
rates of gross photosynthesis, community respiration, and (by difference) net
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Figure 9.2 A schematic diagram showing how the three processes, mass independent fractionation in

the stratosphere, photosynthesis, and respiration, influence the isotopic composition of O. Virtually all O2

in the atmosphere is derived from seawater, which has, by convention, an isotopic value of zero. There is

no isotopic fractionation of O during oxygenic photosynthesis, and hence all O produced originally has a

isotopic value of zero (for all three isotopes). In the atmosphere however, the photocatalzyed exchange

reactions of O with CO2 lead to an offset of O by 250 parts per million. Hence, the atmosphere is de-

pleted in both 17O and 18O relative to seawater. Hence, the measured difference in the isotopic value dis-

solved O2 is a mix of that derived from the air, and that produced in the water by photosynthesis. As the

oxygen is consumed in the water column by aerobic respiration, the isotopic value follows a mass de-

pendent fractionation with a slope of 0.52 in relation to 17O relative to 18O.



community production (e.g., “new” production). The analysis integrates these
processes over weeks to months, but requires knowledge of gas exchange be-
tween the water body and the atmosphere as well as mixing rates at the base of
the euphotic zone. A major advantage of this approach is that it does not re-
quire any bottle incubations. However, the analysis is rather time-consuming
and requires a high-precision isotope ratio mass spectrometer.

Integrated Water-column Photosynthesis

Let us now consider photosynthesis in a planktonic system. An imaginary con-
struct, called in aquatic sciences a water column, is a planar representation of
a surface area, usually a square meter, projected to a depth, z. Light incident on
the water column is attenuated with depth, approximately following an expo-
nential function. The attenuation, which is a consequence of both scattering
and absorption, is spectrally dependent. It is convenient to define the attenua-
tion for the spectrally integrated light in terms of an optical depth ξ,5 which is
given by

ξ = Kdz (9.4)

where Kd is the spectrally averaged vertical attenuation coefficient (in m−1) for
downwelling light, given by

(9.5)

The 1% light depth corresponds to ξ = 4.6. Note that Kd and ξ are independent
of the absolute surface irradiance; that is, the 1% light depth does not vary
with solar irradiance.

Optical depths are independent of physical depths. It is often convenient to
relate vertical profiles of photosynthesis in aquatic systems to optical depth
rather than physical depth. In so doing, vertical profiles are related to the rate
of attenuation of light; such examination frequently reduces much of the vari-
ance between profiles (Morel 1988).

We define a special depth, ze, which is the base of the euphotic zone. The eu-
photic zone is the portion of the water column supporting net primary produc-
tion. The base of the euphotic zone is the compensation depth, defined as the
depth where gross photosynthetic carbon fixation balances phytoplankton res-
piratory losses over the course of one day. Above the compensation depth, net,
daily primary production is positive; below this depth it is negative. The aver-
age compensation depth is frequently taken as the depth corresponding to 1%

E
E
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0
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328 | Chapter 9

5 Strictly speaking, ξ(λ) applies only to a defined wavelength, not to broadband photosynthetically active radiation.



of the photosynthetically active radiation at the surface; however, the actual
compensation depth is variable and certainly difficult to measure (Falkowski
and Owens 1978; Platt et al. 1990; Ryther 1954).

In Fig. 9.3, we present an idealized, daily integrated profile of radiocarbon
assimilation from the surface to the base of the euphotic zone. Let us assume
that the distribution of algal biomass is homogeneous and therefore immate-
rial to the shape of the curve. At the surface, photosynthetic rates normalized
to chlorophyll are typically depressed and rise to a maximum value lower in
the water column. From the maximum, the rate declines monotonically. The de-
pression of photosynthesis in the upper portion of the water column is a mani-
festation of photoinhibition (Long et al. 1994; Neale 1987). Were it not for this
effect, the maximum value for the time-integrated net primary production
would always be expected to be at the surface. The maximum, time-integrated
photosynthetic rate in situ is not equivalent to that obtained by time-integrating
Pmax values obtained from a photosynthesis–irradiance curve (chapter 7), be-
cause the cells are necessarily at subsaturating irradiance during some part of
the day (e.g., at sunrise and sunset). Furthermore, the cells are often moving
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Figure 9.3 A schematic diagram showing the vertical profile of photosynthesis in a water column and

the attenuation of irradiance. The vertical axis is presented as the natural logarithm of irradiance (i.e., the

optical depth; see Eq. 9.4). The position in the water column corresponding to 1% of the surface irradi-

ance is at a ln of −4.6. It is assumed that the vertical distribution of photoautotrophic biomass is uniform

throughout the water column.



vertically, thereby altering their position relative to the light field (Fig 9.4), with
additional consequences for the acclimation of the photosynthetic apparatus
to some integrated irradiance (MacIntyre et al. 2000; Falkowski 1984b). Rather
this maximum value in situ represents a compromise between the irradiance-
dependent rate of inhibition higher in the water column and the irradiance-
dependent rate of increase in photosynthesis lower in the water column. In
fact, the maximum value for photosynthesis in the water column is really an
optimum, rather than truly a maximum, and is designated Popt (Banse and Yong
1990; Wright 1959; Behrenfeld and Falkowski 1997a).

The monotonic decay in photosynthetic rate represents the (low) irradiance-
dependent region of the photosynthesis–irradiance curve, convoluted with
time and depth-dependent changes in spectral quality. The latter effect is criti-
cal to the determination of the effective optical cross section of both photosys-
tems, and, hence, to the realized quantum yield of net photosynthesis (Laws
et al. 1990).

The shape of the photosynthesis versus depth curve can be expressed non-
dimensionally as

(9.6)

where ζ is the optical depth (= 1/e of PAR attenuation), β is the sensitivity of
the cells to photoinhibition, and Emax is the maximum irradiance at the sea
surface (McBride 1992; Platt et al. 1980).

Phytoplankton Respiration

Perhaps the biggest problem in the determination of the compensation depth is
the accurate measurement of phytoplankton respiration (Geider 1992). Tradi-
tionally, respiration of the photoautotrophs has been assumed to be 10% of the
maximum photosynthetic rate, and independent of irradiance (Ryther 1954).
While a good theoretical case can be made that overall respiratory processes
are a constant fraction of the growth rate, maintenance respiration should in-
crease as a fraction of gross photosynthesis at low specific growth rates; that
is, respiration is a complex function of growth rate (Laws and Caperon 1976)
and cell size (Laws 1975) (see chapter 8, and del Giorgio and Williams 2005). Di-
rect measurements of oxygen consumption, as well as measurements of stable
isotopes used as tracers, indicate that respiratory losses relative to the maxi-
mum photosynthetic rate are variable (Geider are Osborne 1989). Additionally,
in principle the euphotic zone can be influenced by temperature, supraoptimal
irradiance levels (which can lead to photoinhibition of photosynthesis near
the surface), nutrient limitation (which can reduce the quantum efficiency of
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Figure 9.4 A simulation model showing the effect of vertical motions on the light environment for two

imaginary phytoplankton cells, one at 5 m depth and the other at 15 m below the surface. The four pan-

els on the left side are the random walks for cells in water columns with (A), a vertical diffusion coefficient

(kz) of 0 cm2 s−1; (B) 0.1 cm2 s−1; (C) 1 cm2 s−1; and (D) 10 cm2 s−1. The four panels on the right side

show the convolution of solar elevation throughout the day with the position of the cell in the water col-

umn. The cell motions were simulated by a Monte Carlo random walk model described in Falkowski and

Wirick (1981).



photochemistry), the source of nitrogen (as it affects the photosynthetic quo-
tient), and the biochemical composition of the algae (as it affects the respira-
tory quotient). It is impossible to constrain all of these variables, and, conse-
quently, the depth of the euphotic zone is easier to define than measure.

The euphotic zone is frequently confused with the critical depth; and though
they are related they distinctly differ (Platt et al. 1991). In all aquatic environ-
ments, some portion of the surface waters is mixed or easily miscible.This por-
tion is usually identified from thermal or density profiles that reveal an isopy-
cnal (i.e., equal density) layer separated from a lower layer by a gradient called
a pycnocline (Fig 9.5). The depth of the upper mixed layer is critical to the for-
mation of phytoplankton blooms (Sverdrup 1953). If the upper mixed layer is
deeper than the euphotic zone, phytoplankton will spend, on average, more
time at low irradiances. Under such conditions, integrated water-column pho-
tosynthesis can be less than integrated community respiration and the phyto-
plankton cannot sustain net positive growth. At some depth, gross primary
production, integrated through the water column over a day, will equal the
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Figure 9.5 A schematic diagram showing the relationship between the density of the water column,

net photosynthesis, net primary production, daily integrated photoautotrophic respiration (Rp), daily inte-

grated total community respiration (Rc), the depth of the euphotic zone (Ze), and the critical depth Zcr. In

the case shown, the pycnocline is shallower than the critical depth and, consequently, ΣNPP > Rc in the

upper mixed layer. If the pycnocline is deeper than the critical depth, cells will spend more time at low ir-

radiance levels (see Fig. 9.3); consequently, ΣNPP < Rc and net (positive) growth of the ensemble of the

photoautotrophs in the water column cannot be sustained.



daily water-column-integrated respiratory rate; this depth is called the critical
depth (Sverdrup 1953). The critical depth is always greater than the compensa-
tion depth (Parsons et al. 1984) and can be calculated from

(9.7)

where Ec is the irradiance at the compensation depth. It should be noted that
the relevant respiratory costs in the derivation of the critical depth include
heterotrophic organisms, such as bacteria and zooplankton (Smetacek and
Passow 1990). When the depth of the upper mixed layer is equal to or shal-
lower than the critical depth, net primary production is equal to or exceeds
heterotrophic respiratory costs within the mixed layer. Under such conditions,
in principle, as long as nutrients are in excess, net organic carbon in the form
of phytoplankton can increase in the euphotic zone and, as long as the growth
of phytoplankton is greater than their mortality (from grazing or sinking), a
bloom can develop. It should be noted that while in some portions of the
ocean net photosynthesis may appear to be less than heterotrophic respira-
tion (i.e., the area is “net heterotrophic”; see del Giorgio and Duarte 2002), such
a condition cannot be sustained without accumulating nutrients in the eu-
photic zone.

We can estimate the photosynthetic electron transport rate near the base of
the euphotic zone. Let us assume that at the depth corresponding to 1% of the
surface irradiance, the net primary production is zero (i.e., it is the compensa-
tion depth). Assume that the photosynthetic reaction centers receive sufficient
light to drive 1 electron per second; this rate is sufficient to prevent the decay
of the S3 state to lower S states and to overcome leaks of H+ through the thy-
lakoid membrane, thereby permitting net ATP synthesis (Raven and Beardall
1982; Falkowski et al. 1986b; Quigg and Beardall 2003). Let us assume further
that the chlorophyll a concentration is 0.5 µg L−1 (i.e., about 5.5 × 10−12 mol L−1).

Let us characterize each photosynthetic unit as follows: (1) each unit con-
tains four PSII and four PSI reaction centers, (2) the average size of each unit is
3000 chlorophyll a molecules per mole O2 evolved, and (3) each unit receives
eight quanta per second. With this definition, the rate of O2 evolution is given
by the following equation:

(9.8)

Assuming a photosynthetic quotient of unity, this photosynthetic rate would
lead to the gross photosynthetic fixation of 7.9 ng C L−1 h−1. Given a 12-h pho-
toperiod, we obtain 95 ng C fixed per liter per day or about 0.2 µg C per µg Chl
a per day. If a sample of water from this depth were incubated in situ for 12 h
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with 20 µCi6 of NaH14CO3, the filter would contain about 17 radioactive counts
per minute above background; a very low count, indeed. The growth rate of the
cells at this depth is nil because the respiratory costs consume all of the photo-
synthetically fixed carbon.

Several thousand vertical profiles of daily integrated carbon fixation have
been obtained from many aquatic ecosystems (e.g., Balch et al. 1992). Not sur-
prisingly, the profiles display a high degree of variability. In marine ecosys-
tems, net primary production vary by over two orders of magnitude; and this
variance can be higher if kelp forest and seagrass systems are included (Mann
1973; Ramus 1992). In an extremely nutrient-rich region, daily net carbon fixa-
tion can reach 10 g C/m2, while that for an extremely oligotrophic system is
more typically 0.1 g C/m2. What factors contribute to the areal variability on
daily timescales?

The Effect of Photoautotrophic Biomass

To a first order, the major source of variation in areal specific photosynthetic
rates in aquatic systems is related to the amount and distribution of photoau-
totrophic biomass. Simply put, under any irradiance condition photosynthetic
electron flow is dependent on the population density of the photosynthetic ma-
chinery. The population density of photosynthetic reaction centers is causally
related to the concentration of photosynthetic pigments per unit volume or
area of aquatic system; hence, normalization of areal photosynthesis to areal
pigment should lead to a reduction in variance. It is, from a pragmatic perspec-
tive, most convenient to normalize to chlorophyll a because that pigment is
universally contained by all algal classes (with the exception of some of the
marine cyanobacteria, i.e., prochlorophytes, which contain divinyl chlorophyll
a) and aquatic higher plants. Normalizing areal photosynthetic rages to areal
chlorophyll a leads to a reduction of variance by an order of magnitude (Fig 9.6);
however, considerable variance remains.

The most ecologically relevant units of plant biomass are organic carbon and
nitrogen. In planktonic communities especially, direct measurements of phyto-
plankton carbon or nitrogen are inextricably complicated by the presence of
varying concentrations of nonphytoplankton particulate material (Banse 1977;
Eppley and Sloan 1965). As a matter of empirical and operational convenience,
therefore, aquatic biologists usually infer the distribution of phytoplankton
biomass from the distribution of chlorophyll a. The pigment is specific to pho-
toautotrophs and can be measured with ease, rapidity, and sensitivity (Holm-
Hanson et al. 1965)—criteria that are important in ecology.
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Figure 9.6 One thousand vertical profiles of carbon fixation plotted as a function of physical depth (a)

and (b) normalized to chlorophyll biomass and irradiance and plotted as a function of optical depth.

(From Behrenfeld and Falkowski 1997b.)

(a)

(b)



The ratio of organic carbon to chlorophyll in phytoplankton varies from
about 10 to more than 200 on a weight/weight basis. The variation in
carbon–chlorophyll ratios is determined by genetic and environmental factors.
For example, dinoflagellates generally have higher carbon–chlorophyll ratios
than diatoms (Tang 1996). Cyanobacteria can also have high carbon–chlorophyll
ratios, since in this group of organisms most of the chlorophyll function in light
harvesting is replaced by phycobilipigments. Nutrient limitation, especially ni-
trogen or iron limitation, can lead to marked increases in carbon–chlorophyll
ratios. As cells acclimate to different irradiance levels or to different tempera-
tures, carbon–chlorophyll ratios change (Geider and MacIntyre 1996). These
variations, which are easily measured in laboratory monospecific cultures, are
extremely difficult to constrain in natural phytoplankton communities. Numer-
ous species of phytoplankton coexist in the same water mass. Multiple influ-
ences, such as light and nutrient limitation, may interact in opposing ways to
produce a realized carbon–chlorophyll ratio differing significantly from that
which would be produced by a single process alone. Some success has been
achieved in deducing the average carbon–chlorophyll ratios in natural phyto-
plankton by determining the specific activity of purified chlorophyll a follow-
ing incubation with H14CO3

− (Redalje and Laws 1981).The principle of this tech-
nique is that when cells are exposed to radiocarbon for a sufficiently long
period to approach equilibrium labeling, by definition the specific activities of
all cell components is the same. Hence, the specific activity of chlorophyll a,
which is measurable, will be identical to that of the whole cell. The method is
tedious and subject to error if there is significant biochemical turnover of
chlorophyll (Richards and Thurston 1980; Riper et al. 1979), but its practical
application overweighs its disadvantages. Thus, while it is recognized that
chlorophyll a is an uncertain proxy for more ecologically relevant measures of
phytoplankton biomass, such as organic carbon, phytoplankton chlorophyll a
is accepted as a pragmatic surrogate. It should be stressed that knowledge of
the carbon–chlorophyll ratio is not critical to deriving photosynthetic rates,
but becomes critical if one is interested in deriving the specific growth rates of
cells (Eppley 1972; Eppley and Sloan 1965), or if one is interested in how
changes in the ratio influence photosynthetic responses (Behrenfeld et al.
2005).

Temporal Variations in Light in Aquatic Ecosystems

For the purposes of understanding photosynthesis in natural aquatic environ-
ments, it is desirable to define the underwater irradiance field as the quantity
of photons, their wavelength distribution, and, especially for macrophytes and
other large photosynthetic organisms, such as symbiotic corals, the direction
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of the radiation. No single set of analytical mathematical equations has been
developed to precisely evaluate these properties. In the field of underwater op-
tics, the specific optical properties that influence the underwater irradiance
field are conveniently divided into so-called inherent and apparent properties
(Kirk 1994b; Mobley 1994). The former is independent of the solar zenith angle
and includes such properties as absorption and attenuation. The latter is de-
pendent on solar angle, and includes backscatter and reflectance.

Whereas fluctuation scattering by water (chapter 2) leads to a spectral bias
toward the blue, absorption by water itself is superimposed on the scattering
process. Water absorbs strongly in the red and infrared. The net effect of both
scattering and absorption effectively enriches the penetrating downwelling
spectrum in the blue and blue-green wavelengths. Consequently, the Qy bands
of the chlorophylls play negligible roles in harvesting photosynthetically avail-
able radiation in aquatic environments; there simply is very little red light for
these pigments to absorb. As irradiance penetrates into the water the scattering
process increasingly randomizes the angular distribution of light such that the
light becomes more diffuse with depth. The depth-dependent diffusion of light
is important on sunny days in attenuating the effects of surface waves that al-
ternately focus and defocus the light entering the water. Although defining the
underwater light field of an imaginary lake or ocean consisting entirely of water
is problematic enough, in nature the underwater light field is further modified
by the absorption of selected wavelengths by dissolved organic materials and
particles in the water, especially the photosynthetic organisms themselves. Fre-
quently, in coastal waters or in lakes, these modifying optical properties domi-
nate the spectral irradiance characteristics of the water body and shift the
maximum penetrating wavelengths from the blue to the green (Kirk 1985, 1989).

Short-term (> 0.01 Hz) fluctuations in light intensity, resulting, for example,
from the focusing and defocusing of downwelling irradiance by surface waves
(Dera and Gordon 1968), can modify photosynthetic activity. This effect arises
from a hysteresis in the photosynthesis–irradiance curve and was first de-
scribed by Phillips and Myers (1954) for continuous cultures of the freshwater
chlorophyte Chlorella. They found that when cells were grown under flashing
light that instantaneously saturated the photochemical reactions, the realized
quantum yield for photosynthetic oxygen production and growth was higher
than when the cells were grown under continuous light. Such hysteresis effects
are superimposed on acclimation of the photosynthetic apparatus during
growth under short-term variations in incident photosynthetically active radi-
ation (MacIntyre et al. 2000; Raven and Kübler 2002). This flashing light effect
is dependent on the frequency and duration of the light and dark periods, and
the effect can sometimes be rather dramatic, approaching a 25% enhancement.
In kelp forests, water movement leads to movements of the blades, and the re-
sulting flashing light effect has been proposed to enhance photosynthetic rates
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of such macrophytes (Greene and Gerard 1990; cf. Kübler and Raven 1996a, b;
Raven and Kübler 2002).

The physiological basis of the flashing light effect is uncertain. Two candi-
date processes are likely: enhanced postillumination respiration and disequi-
librium between photosynthetic electron transport and the Calvin-Benson cycle.
In the first instance, the production of photosynthetically produced storage
products will be small when the duration of exposure to a saturating light is
short, and the subsequent respiratory rate in the darkened period will be less
than it would be if the cells or plants had been exposed to saturating light for a
long period. In other words, the enhancement of postillumination respiration
is smaller if cells are exposed to flashing light. In the second instance, under
continuous high-light conditions, the photosynthetic electron transport capac-
ity exceeds the maximum rate of utilization of reductant in the Calvin-Benson
cycle. In other words, reductant and ATP are produced at a faster rate than
they can be consumed (Heber et al. 1990; Stitt 1986). If a dark period is imposed
between a light period, carbon fixation processes can “catch up” and consume
the reductant and ATP generated by the photosynthetic electron transport
chain. Hence, at some optimal flash frequency, the photochemically produced
substrates are optimally coupled to the rate of carbon fixation. In fact, the ob-
servation of this transient disequilibrium has been argued as evidence that the
Calvin-Benson cycle is rate limiting under steady-state illumination (Fisher et
al. 1989; Sukenik et al. 1987b).

Diel Cycles and Circadian Rhythms

Whereas the flashing light effect may contribute to an enhancement of photo-
synthesis under special conditions, a much more ubiquitous and perhaps dra-
matic effect occurs on diel timescales. Virtually since the introduction of the
radiocarbon labeling technique, a midday suppression of photosynthesis has
been observed in almost all aquatic ecosystems (Lorenzen 1963; Malone 1971;
Neale 1987). While this specific phenomenon may be attributable in some in-
stances to photoinhibition (Neale 1987), careful studies of the diel progression
of the behavior of the photosynthesis–irradiance relationship typically reveal
patterns in the initial slope and the maximum photosynthetic rates that are
not readily explained simply by photoinhibition. Rather, it would appear that
in many instances, the diel cycles in the photosynthetic parameters are circa-
dian rhythms that continue for some period following exposure of the organ-
isms to continuous light (Harding et al. 1981).

One of the major determinants of variability in photosynthetic responses is
the diel variation in irradiance. Not only is there a diel variation in cellular
chlorophyll content, but both light-saturated and light-limited photosynthetic
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rates normalized to chlorophyll are generally elevated during the photoperiod
compared with the scotophase (Harding et al. 1981). The correlation between
these two photosynthetic parameters suggests an increase in the numbers of
active reaction centers during the photoperiod. Although experimental data
proving this is the cause of the variability are scant, there are frequently
changes in light-saturated photosynthetic rates through the photoperiod that
appear to be related to diel variations in the ratio of Rubisco to reaction cen-
ters. Circadian rhythms in photosynthetic responses are not simply due to
changes in the stoichiometry of reaction centers or components of the Calvin-
Benson cycle, however; they arise from time-dependent changes in the activity
of specific components of the photosynthetic apparatus. Presumably regula-
tory controls from thioredoxin and possibly other redox-sensitive intermedi-
ates play important roles in determining the circadian rhythm of maximum
photosynthetic rates (see chapter 5). The causes of variations are related to in-
trinsic circadian rhythms.

A circadian rhythm is effectively a memory of a photoperiod. In eukaryotic
cells, this memory is genetically encoded by a set of nuclear genes called Per
(i.e., periodicity) genes that appear to be ubiquitous (Takahashi 1992). Cyanobac-
teria also have genetically regulated circadian rhythms and can undergo diel
cycles in nitrogen fixation and photosynthetic capacity (Flores and Herrero
1994; Mori et al. 1996). The existence of circadian rhythms is demonstrated by
observing the behavior of an organism under a normal diel light–dark cycle,
followed by exposure to constant conditions (e.g., constant light). If the rhythm
is circadian, it will continue for some time in the constant condition, and its
period compensates for changes in temperature. Circadian rhythmicity is usu-
ally expressed for a longer period in continuous darkness than in continuous
illumination. The rhythm can be thought of as analogous to the hands of a
man-made analogue clock, in which a set of endogenous cues dictates the tim-
ing of certain cell processes. The signal transduction appears to be mediated
via a protein kinase–phosphatase pathway (Comolli et al. 1996). Such processes
as bioluminescence in dinoflagellates, cell division, photosynthetic and respi-
ratory rates, plastid orientation and migration, and chlorophyll biosynthesis
all undergo a circadian rhythm (Puiseux-Dao 1981).

Under constant (“free-running”) conditions, the clock normally has a period
of between 23 and 28 h and can be reset by external stimuli. In photoau-
totrophs the clock is normally set by irradiance (Edmunds and French 1969).
Some polar phytoplankton apparently can maintain a circadian rhythm in
their photosynthetic response for weeks under constant light (Rivkin and Putt
1987). In such environments the endogenous clock is apparently set via diel
variations in light intensity (as opposed to a true day–night cycle).

Most laboratory studies of circadian rhythms in photoautotrophs have em-
ployed synchronous cultures, meaning cultures in which all cells are at the
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same state of the cell cycle at a given time. This synchronicity is generally im-
posed by the transition from dark to light, or by a step change in temperature.
Analyses of the composition of cells during the synchronous cycle invariably
reveal an increase in the carbon storage reserves, such as polysaccharides or
lipids, in the light period, with a decrease in the dark period. In some cases the
utilization of reserves in the dark is only to maintain cell functions; in other
cases the consumption of reserves is additionally coupled to protein synthesis
and cell growth (see chapter 8). Even within a photoperiod the composition of
cells can change, reflecting variations in enzyme activities that can, in turn, be
traced to differences in the content of individual proteins and the level of tran-
scription (Milos et al. 1990). Nuclear DNA replication often occurs in the light
period, while mitosis and cell division commonly occur in the dark period.

In nature, the diel irradiance cycle is the natural synchronizing agent for
unicellular algae. Natural synchrony constrains growth rates, especially in eu-
karyotic cells. If, for example, a cell can divide by binary fission only once in
24 h, then any excess potential photosynthetic carbon acquisition over and
above what is needed to double the cell mass in 24 h must go unused; other-
wise, the cells would not be able to maintain balanced growth. This constraint
also applies to a shortfall in nutrient acquisition, in which case binary fission
can occur only every 48, 72, 96 h (or some higher multiple of 24 h). With strict
division synchrony and only one division every 24 h, the only way to permit
more than one binary division in 24 h is to have multiple fission. This occurs in
the Chlorococcales and the Volvocales, which are predominantly freshwater or-
ders of the Chlorophyceae. In this case, 2n cells are produced in each synchro-
nous cycle where n can equal 4 or even 5 (Pirson and Lorenzen 1966). Thus, if
nutrients and light are in adequate supply, such cells could increase 16- or
even 32-fold in 24 h, as compared with the doubling found in synchronous cul-
tures of organisms such as diatoms, which divide by binary fission. In
cyanobacteria, cells can divide several times within a 24-h day, yet maintain a
circadian rhythm. Under such conditions, each generation of cells has a differ-
ent biochemical composition.

P vs. E Curves and Bio-optical Models

The effect of the short-term variations in irradiance due to the combinations of
inherent and apparent optical properties of the aquatic environment poses a
major difficulty in determining either the optical or effective absorption cross
sections of the photosynthetic apparatus. Since both cross sections are directly
dependent on the spectral distribution of irradiance, changes in the cross sec-
tion arise simply as a consequence of variations in solar zenith angle as well as
depth within the water column (Eqs. 7.3b and 7.4). To try to account for these
variations, a variety of so-called “bio-optical” models have been developed to
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extrapolate or integrate simulated photosynthesis–irradiance curve results to
provide estimates of integrated water column production (Bidigare et al. 1992;
Morel 1991; Platt et al. 1990). Models differ in detail between investigators, but
the basic structure is maintained. Let us briefly examine how these models
work.

If we consider the profile of integrated water-column photosynthesis (see
Fig. 9.3), we can imagine taking slices at every point through the euphotic zone,
and at each point the integrated photosynthetic rate represents the summation
of photosynthesis–irradiance responses for the period under consideration.
This approach summarizes the concept of so-called bio-optical models, where
samples from discrete depths are incubated at the desired temperature along
with an artificial light source over a range of light intensities. A variety of
small-scale incubators have been described to optimize this procedure, espe-
cially with phytoplankton (Babin et al. 1994; Lewis and Smith 1983). Following
the incubation period with NaH14CO3 (which can be from 20 min to a few
hours), a series of photosynthesis–irradiance curves are generated for each
depth (see Table 7.2). Simultaneously, measurements of the optical absorption
cross section, a*, for the ensemble of photosynthetic organisms are made for
samples from each depth (Bricaud et al. 1983; Cleveland and Weidemann 1993;
Kishino et al. 1985; Michell and Kiefer 1988). Additionally, spectral irradiance
is measured in situ as a function of depth, and, using numerical, mathematical
models, the spectral-irradiance regime is calculated for each depth at any (or
all) desired times during the day. The latter gives the photosynthetically avail-
able radiation, PAR,7 at a given time of day (Morel 1978). A convolution of the
optical absorption cross section and spectral distribution of irradiance gives
the rate of light absorbed by the organisms at each depth, or the photosynthet-
ically usable radiation, PUR:

PUR(z,t,λ) = PAR(z,t,λ)a*(λ) (9.8)

and

(9.9)

where a*(λ)m is the maximum value of a*(λ)m and a* is a normalized optical ab-
sorption cross section that describes the shape of a “typical” algal absorption
spectrum (Morel 1978) (see Fig. 9.3).

PUR PUR d,t t

400

700

( ) ( , , )z z= ∫ λ λ
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7 Photosynthetically available radiation (PAR) is defined as that portion of the spectrum that, on absorption by a pho-
tosynthetic organism, can promote a photochemical charge separation. It is operationally defined as light in the wave-
length interval between 350 and 700 nm (Tyler 1966). However, because it is technically difficult to construct detectors
that are capable of measuring light between 350 and 400 nm, the wavelength interval for PAR was reduced to 400 to
700 nm. The concept of PAR arose from photosynthetic action spectra (chapter 3). Early measurements of action spectra
neglected wavelengths below about 400 nm, because the light sources used had very little energy in the near ultra vio-
let. Neglecting the near-UV domain does not entail a significant error because the contribution of this radiation in the
range to the total is about 5%.



The photosynthesis–irradiance curves obtained in the artificial light incuba-
tor are then “corrected” for the spectral irradiance in situ, and the resulting
photosynthetic rates are derived for a given time of the day for a given depth.
The latter is sometimes called the photosynthetically stored radiation, PSR.
Thus, PAR > PUR > PSR (Morel 1978). Using either measured or modeled data
to derive the spectral irradiance throughout the day, hypothetical, time-
dependent photosynthetic rates can be calculated through the water column.
PAR, PUR, and PSR can all be reduced to common units of energy. In this con-
version, PSR is assumed to be in the form of carbohydrate, where 1 g C = 39 kJ
(Morel 1991a; Platt and Irwin 1973). As the energy of light varies as a function
of wavelength, and the latter varies as a function of depth and time in the wa-
ter column, an empirically derived average energy flux is used where 1 mol of
photons (averaged between 400 and 700 nm) is equal to about 240 kJ. On aver-
age about 0.13 to 0.16 % of PAR incident on the surface of the ocean is stored as
energy by the photosynthetic reduction of carbon.

The bio-optical approach, based on analyses of photosynthesis–irradiance
curves, is mathematically tedious but gives predictive capability by permitting
continuous calculation of photosynthesis based on the rate of light absorbed.
There are, however, deficiencies in bio-optical approaches. These include a dif-
ficulty in including time-dependent photosynthetic responses, such as a hys-
teresis induced by photoinhibition, in the idealized representation of the
photosynthesis–irradiance curve, as well as the difficulty in accounting for
respiratory losses. Summation of a series of short-term measurements of photo-
synthesis using a bio-optical model and extrapolated to a daily, areally inte-
grated value almost invariably leads to higher estimates of primary production
than the measurements based on in situ incubations. Although sources of the
discrepancy abound, a major problem is the virtual elimination of dark respira-
tion in the short-term measurements compared with the longer time course of
exposure to radiocarbon. Moreover, the predictive capability of the bio-optical
approach is much greater in the light-limited portion of the photosynthesis–
irradiance curve, but fails to predict, from first principles, the absolute value
of the maximum photosynthetic rate (Falkowski 1981). This deficiency reflects
more on the difficulty in understanding what controls PB

max than it does on a
deficiency of the mathematical treatment per se (Cullen et al. 1992).

It is implicitly assumed in bio-optical models based on photosynthesis–
irradiance curves that the photosynthesis–irradiance relationship does not de-
pend on the duration of the incubation.That assumption is not true. We have ex-
plained that the functional absorption cross section can, and does, undergo
continuous adjustments throughout the day in response to changes in spectral
irradiance. A major feedback for these short-term acclimations is the redox
poise of the plastoquinone pool. Recall (chapter 7) that the optimum position for
a cell or organism with respect to the photosynthesis–irradiance curve is at Ek.
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As the cell cannot control the irradiance field, there is no option but to adjust ei-
ther σPSII and/or τ to attempt to maintain Ek at or near E0. Most of the short-
term adjustments are achieved via changes in σPSII (Falkowski et al. 1994).These
adjustments include state transitions (especially in cyanobacteria and red algae
that do not have the option of engaging the xanthophyll cycle to facilitate non-
photochemical quenching), changes in nonphotochemical quenching of excita-
tion energy in the antenna (effectively a reduction in σPSII), and photoacclima-
tion via changes in the rates of synthesis of light-harvesting complexes. These
options are effectively “nested”; that is, they are all related to changes in the re-
dox state of the plastoquinone pool but occur on different time scales (Falkowski
et al. 1994). The net effect of these adjustments is a continuous irradiance-
dependent change in Ek through the water column (see Fig. 9.4).

Additional adjustments in the number of functional photosynthetic reaction
centers and their maximum electron throughput rates arise as a consequence
of metabolic feedback from the Calvin-Benson cycle into the photosynthetic
electron transport chain, as well as the potential damage to PSII reaction cen-
ters arising from supraoptimal irradiance levels. These dynamic aspects of the
photosynthetic apparatus are not readily revealed from any method that re-
quires an incubation and results in a time-integrated measurement over a time
period longer than the physiological response. Whereas a suppression of photo-
synthetic rates in midday is commonly observed in short-term simulated or in
situ incubations (e.g., Marra 1978a, b), the relevance or even reality of this sup-
pression has not been greatly appreciated without the use of rapid measure-
ment techniques, such as fluorescence (Vassiliev et al. 1994).

In Vivo Fluorescence Approaches

One approach that can be used to indirectly probe the biophysical responses of
the photosynthetic apparatus in natural aquatic ecosystems is in vivo chloro-
phyll fluorescence. Fluorescence measurements are extremely sensitive and
can be made over a large range of spatial and temporal scales (micrometers to
kilometers and microseconds to months), thereby addressing many of the dy-
namics of aquatic environments.

Let us consider that the rate of photosynthesis in a given volume or area of
water is related to the number of photosynthetic reaction centers per unit area
or volume of water, their rate of light absorption, and the quantum efficiency of
photochemistry. While it is difficult to determine the maximum quantum yields
of photosynthesis at limiting irradiance, variations in chlorophyll-specific
rates of photosynthesis at light saturation span over an order of magnitude in
natural aquatic ecosystems.These variations reflect environmentally and gene-
tically determined changes in the quantum efficiency of photochemistry. These
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In Vivo Fluorescence

In vivo chlorophyll fluorescence was introduced to biological oceanography
by Carl Lorenzen, who simply pumped seawater through a flow-through cu-
vette in a fluorometer on the deck laboratory of a ship (Lorenzen 1966). Con-
tinuous profiling of in vivo chlorophyll fluorescence was simple and extremely
valuable in advancing an understanding of spatial and temporal distribution
of phytoplankton biomass (Ascioti et al. 1993; Platt 1972). An early, important
discovery, based on pumping water from a hose up to a deck-based fluorome-
ter, was the ubiquitous deep-chlorophyll maximum in the thermally stratified
waters of the central ocean basins (Cullen and Eppley 1981). This feature was
previously poorly defined because it had been undersampled using traditional
fixed-depth measurements of extracted pigments. Horizontal sections of in
vivo fluorescence often revealed sharp discontinuities across frontal regions.
Statistical analyses of the variance in in vivo fluorescence in the frequency do-
main (so-called “spectral analysis”) were used to correlate the distributions of
ocean turbulence (i.e., kinetic energy) with phytoplankton (Platt 1972). Such
cross-correlations underscored the dominance of physical processes (as op-
posed to biological processes) in determining the distribution of phytoplank-
ton and have been used to investigate the nonlinear (i.e., “chaotic”) dynamics
of phytoplankton in aquatic systems (Ascioti et al. 1993).

By the mid-1970s, commercial instruments capable of measuring chloro-
phyll fluorescence in situ became widely available, and continuous vertical
profiles at fixed stations were used routinely to infer phytoplankton distribu-
tions. Self-contained, battery-powered fluorometers were developed for long-
term (months) continuous recording of in vivo fluorescence. Laser-stimulated
fluorescence systems, mounted on fixed-wing aircraft (Hoge and Swift 1981)
or operated from ships (Chekalyuk and Gorbunov 1992), are used to map
large-scale features of phytoplankton chlorophyll. Solar-induced (so-called
“passive”) fluorescence methods have also been commercially developed to
measure the upwelling fluorescence intensity at 685 nm (Chamberlin et al.
1990; Kiefer et al. 1989; Stegmann et al. 1992; Topliss and Platt 1986).

Early on in the application of in vivo fluorescence to aquatic ecosystems, it
was realized that the quantum yield of fluorescence was variable. For exam-
ple, fluorescence yields were higher during the day than at night (Owens et al.
1980) and increased during the day with the passage of clouds across the sky
(Abbott et al. 1982). The diel rhythms in fluorescence were initially attributed
to alternations in cellular chlorophyll concentrations or of circadian rhythms
(Brand 1982; Owens et al. 1980). Vertical profiles of fluorescence in the upper
ocean reveal a high quantum yield at night, whereas during the day the fluo-
rescence becomes increasingly quenched (Falkowski and Kolber 1995). The
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quenching phenomenon gives the illusion that a chlorophyll maximum has
formed in the subsurface, although extracted chlorophyll analysis clearly indi-
cates this is not so (Fig. 9.7). These early observations of what subsequently
was called nonphotochemical quenching (Schreiber et al. 1986) created con-
siderable confusion and stimulated efforts to reduce the variability in the fluo-
rescence yields. These efforts included, for example, the continuous addition

Figure 9.7 An example of nonphotochemical quenching of in vivo fluorescence in the ocean.

An in situ fluorometer, with a xenon flash excitation source, was lowered from the surface to 55 m

at 0800 and 1200 hours local time in the northwestern Atlantic in April. The fluorescence intensity

was shown in real time on the deck of the ship and recorded in engineering units as a voltage.

During the vertical profile, water samples from discrete depths were obtained and the chlorophyll

a was extracted in 90% acetone and analyzed independently. A comparison of the in vivo fluores-

cence profiles between early morning and midday reveals a sharp decrease in the fluorescence in-

tensity in the upper 20 m that is not reflected in the extracted chlorophyll analyses.
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are due, in turn, to variations in the ratio of the optical to functional absorp-
tion cross-sections of the photosynthetic apparatus (i.e., variations in the rate
of light absorbed or the rate at which the absorbed light is used to drive elec-
tron transport), variations in the maximum turnover rate of the photosynthetic
electron transport chain, and/or variations in the ratio of PSII/PSI reaction
centers (Kolber and Falkowski 1993). How can these phenomena be examined
in natural aquatic ecosystems?

Photosynthesis can be expressed as a function of irradiance, in a general
form:

(9.10)

where (E) is the rate of gross photosynthetic oxygen evolution per unit
chlorophyll a (mol O2 evolved [(g Chl a)−1 time−1]), αB is the initial slope of the
photosynthesis–irradiance curve normalized to chlorophyll [m2 (g Chl a)−1 mol
O2 (mol photons)−1], Pmax

B is the light-saturated rate of , and E is the incident
photosynthetically active irradiance (mol photon m−2 time−1). Equation 9.10
can be rewritten in terms of the functional absorption cross section and num-
ber of PSII reaction centers as follows:

(9.11)

where σPSII is the functional absorption cross section of PSII (m2/quanta), φRC

is the maximum theoretical quantum yield of photochemistry within PSII (i.e.,
electrons/quantum absorbed by the pigments transferring excitation energy to
PSII), nPSII is the ratio of PSII reaction centers to Chl a (mol PSII/g Chl a)−1, and
F is the fraction of PSII reaction centers that are capable of evolving oxygen
(Kolber and Falkowski 1993). φP is the quantum yield of photochemistry for
PSII at irradiance E. This parameter has two components that can be measured
by fluorescence. These are the photochemical quenching coefficient qP (moles
electrons transferred per mole photons absorbed by PSII) and the quantum
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of DCMU to the flow-through cuvette (Slovacek and Hannan 1977), prior ex-
posure of the cells to a bright light (to maximize the quenching in all sam-
ples), alteration of the intensity (both increasing and decreasing) of the excita-
tion light, and preincubation with a far-red light to oxidize the plastoquinone
pool (Bates 1985). All of these failed to produce a truly quantitative relation-
ship between in vivo fluorescence and phytoplankton chlorophyll. The light-
intensity-dependent variations in fluorescence yields often reflect short-term
adjustments in the functional absorption cross section of PSII.
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yield of electron transport, φc [mol O2 evolved (mol electron)−1 transferred by
PSII]. Thus, Eq. 9.11 can be further modified to

(9.12)

where qP and φc are irradiance dependent. Equation 9.12 permits calculation of
the rate of photosynthetic electron transport through PSII to be derived from
knowledge of six variables, σPSII, qP, φc, F, nPSII, and E. The first five can be esti-
mated from changes in in vivo chlorophyll fluorescence; the last can be directly
measured (Falkowski et al. 2004a).

As we discussed in chapter 3, the ratio of the maximum change in variable
fluorescence (Fv) to the maximum fluorescence yield (Fm) in the absence of any
background light is a measure of the maximum quantum efficiency of photo-
chemistry in PSII. Consider now a condition where the rate of photon absorp-
tion by PSII is faster than the rate of electron transfer from Qa to Qb. Under
such conditions, PSII fluorescence will rise to Fm. If the ratio of the rate of pho-
tons delivered to that emitted as fluorescence is measured during this period,
the resulting fluorescence kinetic curve can be used to derive the functional
absorption cross section of PSII. Taking advantage of this concept, a fluores-
cence method using rapid, subsaturating pulses of light that cumulatively sat-
urate PSII within one turnover of Qa has been developed and used to derive
vertical profiles of F0, Fv, Fm, and σPSII. The flashlets are each approximately
5 µs in duration, and each is approximately 10% of saturation level. Cumulative
saturation of PSII occurs within about 75 µs, while the half-time for Qa

− oxida-
tion requires about 150 µs. This so-called fast repetition rate fluorescence
method allows simultaneous measurements of the quantum yields of photo-
chemistry and the functional absorption cross section of PSII under ambient
irradiance and/or in darkness (Kolber et al. 1998). The difference between the
maximum change in variable fluorescence between a sample in ambient light
and that in darkness gives a quantitative measure of the fraction of reaction
centers that are closed by the background light at that moment. This process
can be thought of as a competition to close reaction centers between the ambi-
ent background light and the light produced by the fluorometer. In the dark,
the only actinic light source is the fluorometer; the fluorescence yield therefore
is related to the total fraction of functional (photochemically competent) reac-
tion centers. Under ambient irradiance, some fraction of reaction centers will
be closed at the instant of the flash by the background light (i.e., the sun). The
difference between the fluorescence yields in the light and dark can be used to
estimate the rate of photosynthetic electron transport instantaneously, in situ,
without any need for incubation in a closed container (Kolber and Falkowski
1993).
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Three representative vertical profiles of fluorescence signatures acquired
with a fast repetition rate fluorometer in situ in an unstratified euphotic zone
are shown in Fig. 9.8. During the night, profiles of the minimal fluorescence
yield induced by the fluorometer (F0 and the maximum yield Fm) are parallel
and conform to the vertical structure of phytoplankton chlorophyll. Under
these conditions, all the reaction centers are presumed to be open at the in-
stant of the flash because the only ambient light is night-sky light (Munz and
McFarland 1973; Salisbury 1981). The vertical structure of the functional ab-
sorption cross section is similarly uniform.

A profile recorded early in the morning, during an overcast day, reveals that
as the irradiance level increases toward the surface, F0 increases to a value of
F ’, while F ’m, the maximum fluorescence yield in the light, remains relatively
constant. The functional absorption cross section of PSII is also lower in the
upper portion of the water column. When nutrients are abundant (we will dis-
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Figure 9.8 Representative vertical profiles of F’, F’m, qp, PB
f (closed circles, the fluorescence-based esti-

mates of primary production), PC
B (closed triangles, 14C-based estimates of primary production), down-

welling irradiance (400–700 nm) (E), Chl a (open circles). The profiles were taken from a site at 37° 48’

N, 74° 46’ W in the western North Atlantic in March 1989. Profiles (a) at night, when qr is 1, photosyn-

thesis is nil, and F’ and Fm are parallel and correspond closely to the distribution of Chl; (b) in the early

morning of an overcast day, qp is depressed slightly in the upper portion of the water column; and (c)

under high irradiance levels (note the sharp inflection of qp at approximately 10 m, corresponding to the

Ek value in situ).



cuss nutrient limitation shortly), the decrease in the functional absorption
cross section at high irradiance reflects nonphotochemical quenching of exci-
tation in the pigment bed due primarily to the xanthophyll cycle and/or physi-
cal loss of absorbing pigments (Lee et al. 1990). In phytoplankton, nonphoto-
chemical quenching in the pigment bed relaxes in the dark on the time scale of
about 5 to 60 min (Olaizola and Yamamoto 1994) and does not affect variable
fluorescence, which is a photochemically induced process (Falkowski 1992).
Hence, the relative changes in F ’ and F ’m are a consequence of the closure of
some reaction centers by the ambient light in the upper portion of the water
column. This closure is sometimes called dynamic quenching.

During a bright, sunny day the effect of the absorbed radiation on the clo-
sure of reaction centers is much more pronounced. In the upper portion of the
water column the variable fluorescence decreases toward the surface due to
the increase in irradiance. This behavior corresponds to the decreased proba-
bility of finding an open PSII reaction center at higher photon flux densities.
At some irradiance level, typically about 10% of the maximum surface irradi-
ance, variable fluorescence yields reach a steady-state level. From this point
downward, the probability of finding an open PSII reaction center is rela-
tively constant. The inflection depth at which variable fluorescence starts to
decrease corresponds to Ek in situ. In the bright sun, nonphotochemical
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Nonphotochemical Quenching

Nonphotochemical quenching of fluorescence can have two origins: the an-
tenna and the reaction center. Nonphotochemical quenching in the antenna
leads to a decrease in the functional absorption cross section of PSII. The de-
crease in absorption cross section occurs because the quencher in the pig-
ment bed increases the competition with the reaction center for excitation en-
ergy. In other words, the antenna now shares more of its absorbed excitation
energy between two sinks: the reaction center and the nonphotochemical
quencher (which dissipates the excitation energy as heat). In effect, nonphoto-
chemical quenching in the antenna is equivalent to introducing a second trap,
albeit one that is not photochemically competent. Consequently, the decrease
in functional absorption cross section in the antenna is directly proportional to
the rate of excitation delivery to the reaction center, but does not affect the
maximal photochemical efficiency of the reaction center. Thus, excitation en-
ergy absorbed by the reaction center has the same probability of promoting
an electron transfer with and without nonphotochemical quenching in the an-
tenna; however, the probability that an excitation will be absorbed by the re-
action center is less in the presence of the quencher.



quenching is manifested by a reduction in the functional absorption cross
section of PSII and is usually accompanied by a reduction in the maximum
photochemical yields in the dark. If one were to measure P vs. E curves
throughout the water column, a systematic increase in Ek with depth can
emerge (Fig 9.9), indicative primarily of the increase in the functional absorp-
tion cross section of PSII with depth. The decreases in the maximum quantum
yield of photochemistry in the upper portion of the water column reflect photo-
inhibitory damage—a loss in the number of functional reaction centers
(Falkowski 1992).

The application of variable fluorescence methods to natural aquatic ecosys-
tems has provided a basis for understanding short-term acclimations of the
photosynthetic apparatus in nature. Because the measurements of variable flu-
orescence can be made in situ under ambient irradiance, do not require an in-
cubation in an enclosed container, and are virtually instantaneous, they can be
used to examine how short-term changes in irradiance and nutrients affect
photosynthesis. Additionally, transects of variable fluorescence across sections
of the ocean or within a lake can be used to understand how geophysical pro-
cesses, such as vertical mixing, insolation, and nutrient fluxes induce variabil-
ity in photochemical energy conversion efficiency. We will examine these varia-
tions on small and large spatial scales.
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Figure 9.9 A vertical profile showing changes in Ek values as a function of optical depth. The Ek values

were calculated from short-term measurements of photosynthesis–irradiance responses from samples ob-

tained at discrete samples throughout the water column. The photosynthesis–irradiance responses were

derived from incubations with H14CO3
−. The station was located in an extremely nutrient poor region of

the subtropical North Atlantic Ocean. (Courtesy of Marcel Babin and Andre Morel.)



Integrated Water-column Light Utilization Efficiency

If we consider that light entering a water body can either be absorbed or not be
absorbed by the photosynthetic apparatus, and that the major variation in the
areal distribution of the photosynthetic system can be semiquantitatively re-
lated to the areal concentration of chlorophyll a, then the time-integrated rate
of carbon fixation per unit area, normalized to the areal chlorophyll and time-
integrated photon flux, is a measure of the light-utilization efficiency of a wa-
ter column. This efficiency, denoted ψ, is defined as

(9.13)ψ =
∫∫
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Primary Production Models

There are myriad mathematical models that calculate vertically integrated pri-
mary production in aquatic ecosystems. Inspection of the models reveals,
however, close relationships or even equivalence, if the differences in notation
and representation are taken into account. To this end, we can develop a clas-
sification system that accounts for virtually all daily primary production mod-
els. The system is based on implicit levels of integration (Table 9.1).

TABLE 9.1 Classification system for daily net primary productivity (NPP) models based on
implicit levels of integration

I. Full spectral model

NPP = ∫700
λ = 400 ∫sunset

t = sunrise ∫Zeu
z = 0Φ(λ, z, t)⋅PAR(λ, t, z)

a*(λ, z)⋅Chl(z)dλ dt dz − R

II. Wavelength-integrated models

NPP = ∫sunset
t = sunrise ∫Zeu

z = 0ϕ(z, t)⋅PAR(t, z)⋅Chl(z)dt dz − R

III. Time-integrated models

NPP = ∫Zeu
z = 0PB(z)⋅PAR(z)⋅DL⋅Chl(z)dz

IV. Depth-integrated models

NPP = PB
opt⋅PAR(0)⋅DL⋅Chl⋅Zeu

Note. Each category includes a photoadaptive variable [i.e., ϕ, Φ, PB(z), PB
opt]

corresponding to the resolution of the described light field. The variables Φ and ϕ are
chlorophyll-specific quantum yields for absorbed and available photosynthetically active
radiation, respectively. Wavelength-resolved models and wavelength-integrated models are
parameterized using measurements of net photosynthesis and require subtraction of daily
photoautotrophic respiration (R) to calculate NPP. PB(z) and PB

opt are chlorophyll-specific
rates obtained from measurements of daily primary production and thus do not require
subtraction of respiration. DL = daylength (hours). (From Behrenfeld and Falkowski 1997b.)



where ∫P(t, z)dz dt is primary productivity integrated from the surface to the
base of the euphotic zone over a day, ∫B(z)dz is the chlorophyll-based biomass
integrated from the surface to the base of the euphotic zone, and ∫E0 (λ)dtdi is
spectrally integrated, photosynthetically available radiation incident on the
surface integrated over a day (Falkowski 1981).

Note that ψ has the same dimensions as the initial slope of the photosynthesis–
irradiance curve and represents the product of the water-column averaged op-
tical absorption cross section (m2 g−1 chlorophyll a) and the water-column av-
eraged quantum yield of photosynthetic carbon fixation (g C mol−1 photons).
Dimensional analysis reveals that ψ can also be defined in terms of ratio of
the energy of carbon fixed to that of the photon flux. If E0 is then given in
terms of energy, ψ then has dimensions of m−2 Chl−1. These are the same di-
mensions as for a*. Thus, ψ can be thought of as the water-column averaged
functional absorption cross section for photosynthetic carbon fixation (Morel
1991a).

In some regions, ψ appears to be relatively constant throughout the year, and
in the mid-1980s it was proposed that this parameter was, in fact, constant in
the world oceans, averaging about 0.4 g C g−1 Chl a m−2 mol−1 photons (Platt
1986). In other words, for each mole of photosynthetically active radiation im-
pinging on a square meter of sea surface, each gram of chlorophyll beneath
that square meter of sea surface would fix 0.4 g of carbon. That analysis was
based on the then-extant data sets, which primarily focused on the coastal
ocean and nutrient-rich regions of the open ocean. However, closer inspection
and analyses revealed that ψ was not constant, but increased as the average
daily irradiance decreased (Fig. 9.10). Moreover, ψ was lower in low-nutrient
regions of the open ocean. Thus, the average, integrated water-column quan-
tum yield for carbon fixation, and/or the average integrated optical absorption
cross section of the photosynthetic organisms are variable in natural aquatic
ecosystems. What causes these variations?

Variations in the Quantum Yield of Photosynthesis 
in Natural Aquatic Environments

Based on the analyses of photosynthesis–irradiance curves with complemen-
tary and corresponding measurements of the chlorophyll-specific optical ab-
sorption cross-sections, it is clear that the maximum quantum yield of carbon
fixation varies in the ocean. One of the major correlative factors leading to this
variation is the availability of inorganic nutrients. In most of the open ocean,
the nutrient most often limiting is nitrogen. It must be stressed that the con-
centration of dissolved fixed inorganic nitrogen per se is not as critical as the
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flux of nitrogen, as determined by either distance from the nutricline (which
often corresponds with the depth of the mixed layer) or the rate of supply of
nutrients from lateral sources or internally (Dugdale 1967, 1977; Eppley 1981;
Goldman and Brewer 1980).The relationship between the distance from the nu-
tricline and the maximum quantum yield for carbon fixation was first noted by
Cleveland and co-workers in the Sargasso Sea (Cleveland et al. 1989), and was
subsequently supported by variable fluorescence measurements from the Gulf
of Maine that showed a high correspondence between the maximum quantum
efficiency of photosystem II and nutrient supply (Kolber et al. 1990). The lateral
supply of nutrients also can have a very significant effect on the quantum yield
of carbon fixation. For illustrative purposes, we can take as a case in point the
variations in the maximum quantum yield for carbon fixation in a nutrient-
rich upwelling region off the coast of northwestern Africa in comparison with
a highly oligotrophic region in the central subtropical Atlantic (Fig. 9.11).
Throughout most of the upper portion of the water column in the upwelling re-
gion the maximum quantum yield for carbon fixation is 0.06 mol C mol−1

quanta (i.e., a minimum quantum requirement of about 17). In this vertically
mixed environment, the maximum quantum yields remain relatively constant
throughout the euphotic zone. In contrast, the maximum quantum yield in
the oligotrophic region is about 0.005 mol C mol−1 quanta (i.e., a quantum
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Figure 9.10 Variations in the light utilization efficiency function, ψ (calculated from Eq. 9.9), in relation

to total daily incident photosynthetically active radiation. The data are compiled from hundreds of sta-

tions in the world oceans.



requirement of about 200!). Closer to the base of the nutricline the maximum
quantum yield increases markedly and approaches values of about 0.08 (Babin
et al. 1996).

The calculated values of the maximum quantum yield of carbon fixation in
natural aquatic environments are usually lower than the theoretically achiev-
able yield of about 0.10 (Babin et al. 1996). Part of the difference may be as-
cribed to methodological problems, especially in the accurate measurement of
the chlorophyll-specific optical absorption cross sections (Bidigare et al. 1992),
but much of the discrepancy is attributable to variations in the photosynthetic
apparatus. One of these variations is the synthesis and accumulation of non-
photosynthetically active pigments in cells in high-irradiance, low-nutrient
environments. Such pigments include the carotenes and some xanthophylls,
such as zeaxanthin, that are associated with the cell walls of cyanobacteria
(Fujita et al. 1994).These so-called “photoprotective” pigments contribute to ab-
sorption of photosynthetically active radiation but do not transfer absorbed
excitation energy to either PSII or PSI; thus, the accumulation of such pigments
depresses the maximum quantum yield of photosynthesis (Babin et al. 1996).
Additionally, however, a major cause of the depression in the quantum yield is
the reduction in photochemically active reaction centers, especially in low-
nutrient environments (Falkowski 1992; Falkowski et al. 1989). The decrease in
PSII reaction centers can be inferred from nutrient-dependent decreases in
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Figure 9.11 A plot showing the correlation between external nutrient concentration (represented, in

this case, by NO3
−) and the maximum quantum yield for photosynthetic carbon fixation. The data were

obtained from three regions in the North Atlantic: �, an upwelling region off Northwest Africa; �, a transi-

tion region; �, an oligotrophic region. (Data courtesy of Marcel Babin and Andre Morel.)



variable fluorescence normalized to F0 (Fig 9.12). There is little quantitative in-
formation concerning the abundance of PSI reaction centers in natural aquatic
photosynthetic organisms; however, the extant data suggest that the ratio of
chlorophyll to PSI reaction centers is markedly reduced in low-nutrient
regimes, especially under iron limitation (Strzepek and Harrison 2004). The re-
duction in PSII reaction centers leads to a greater fluorescence yield of chloro-
phyll in vivo, as absorbed excitation energy is not as effectively trapped by
photochemical reactions (Greene et al. 1994).

As we implied in Figure 9.12, the nutrient-related reduction in the number of
photochemically functional reaction centers is mostly confined to the middle
and upper portion of the euphotic zone (Kolber and Falkowski 1993). However,
in this portion of the water column a loss of photochemically functional reac-
tion centers may also arise as a consequence of photoinhibition.

Photoinhibition

There is abundant evidence that photoinhibition occurs in natural phytoplank-
ton communities, although the mechanisms of the phenomenon are complex
(Prasil et al. 1992). In natural phytoplankton communities, the near-surface
organisms often exhibit mid-day depressions in the quantum efficiency of
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Figure 9.12 Variations in the quantum efficiency of photosystem II as revealed by changes in the ratio

of variable fluorescence to F0. These data were obtained from night-time transects in the South Pacific

Ocean, along a line at 140° W, from 15° S to the equator. The “spikes” correspond to eddy-induced tur-

bulence regions in which nutrients are supplied.



photochemistry as evidenced by lower values of variable fluorescence normal-
ized to Fm. This depression cannot be simply explained by nonphotochemical
quenching in the pigment bed, which also occurs. The latter is manifested as a
decrease in the functional absorption cross section of PSII during midday, and
an increase in the cross section at night. Nonphotochemical quenching in the
reaction center is manifested by a time-dependent increase in Fv/Fm in the
dark (i.e., a change in the maximum quantum yield for photochemistry in PSII)
(Weis and Berry 1987). This quenching process can be due to either a loss or
damage to the proteins within the reaction center, or to the generation of
slowly dissipating charged intermediates on the donor or acceptor side of
PSII (see chapter 7). Whatever the origin, slowly reversible, nonphotochemical
quenching within the reaction center is usually taken as a measure of photo-
inhibition, while nonphotochemical quenching within the antenna is not
(Olaizola et al. 1994).

The kinetics of relaxation of nonphotochemical fluorescence quenching in
the pigment bed and reaction center are independent of each other.The quench-
ing process in the antenna relaxes with a half-time of a few to tens of minutes,
is correlated with the change in the functional absorption cross section of
PSII, and has little effect on maximal variable fluorescence. The second compo-
nent, with a half-time of a few to tens of hours, corresponds with a slow in-
crease in variable fluorescence and is related to the “repair” of PSII reaction
centers. Presumably “repair” includes the synthesis of D1 and perhaps other
reaction center proteins (Baker and Bowyer 1994). It should be noted that the
high-light-induced decrease in the functional absorption cross section of PSII
will lead to a corresponding increase in Ek, thereby dynamically altering the
functional photosynthesis–irradiance relationship. If cells are exposed to
supraoptimal irradiance levels for extended periods, however, the reduction in
functional cross sections may not be sufficient to prevent damage to PSII reac-
tion centers (Falkowski et al. 1994). The damage is largely repaired overnight,
on the provision that sufficient nutrient resources are available to provide the
substrates for the reparation.

Photoinhibition is a time-dependent phenomenon (Takahashi et al. 1971).
Cells or plants exposed to very high irradiance levels for brief periods reveal
little or no effect. In contrast, cells exposed for longer periods show a de-
crease in photochemical energy conversion levels. The time dependence is
nonlinear, making it difficult to accommodate the effect in mathematical
representations of photosynthetic responses (Falkowski and Wirick 1981). In
phytoplankton, the exposure level to supraoptimal irradiance is not only de-
termined by the solar radiative flux, but by the rate of vertical mixing, the
depth of the upper mixed layer, and the rate of attenuation of radiation within
the mixed layer (Long et al. 1994; Marra 1978a,b; Neale 1987; MacIntyre et al.
2000). While the latter two variables can be determined from measurements
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UV-B Inhibition

Historically, UV radiation has been divided into three bands, based on empir-
ical biological effects: UV-A is defined as spanning from 320 to 400 nm; UV-B
ranges from 280 to 320 nm, and UV-C is taken from about 200 to 280 nm
(Hader and Tevini 1987; Seliger and McElroy 1965). Virtually all of the UV-C
radiation emitted from the sun is absorbed by gases in the stratosphere.* The
gases that are responsible for the absorption of UV radiation are molecular
oxygen O2, and ozone, O3. The former primarily is responsible for the ab-
sorption of UV-C while the latter is particularly important in absorbing UV-B
radiation.

Ozone is produced by a photochemical reaction in the stratosphere:

O2
hv O + O

λ = 234 nm

O + O2 O3 (9.14)

The destruction of stratospheric O3 can be catalyzed by the halogens
bromine and chlorine. One source of these halogens is the photooxidation of
anthropogenically created halocarbons, such as carbon tetrachloride, methyl
bromide, and the chlorofluorocarbons. There are also natural sources of
volatile bromo- and chlorocarbons, e.g. marine photosynthetic organisms
(Steinke et al. 2002) and decomposing terrestrial vegetation (Hamilton et al.
2003). These reactions can be summarized as

RCI hv R + Cl•

λ = 225 nm

Cl• + O3 ClO + O2

ClO• + O Cl• + O2 (9.15)

Note that this is a chain reaction that regenerates chlorine radicals; hence, a
single molecule of the halocarbon can potentially destroy many thousands of
molecules of O3 (Molina and Rowland 1974). The net effect of the destruction
of stratospheric ozone on the radiation budget of the Earth is to allow a higher
flux of UV radiation to impinge on the surface (Ramanathan 1975). Some of
this radiation enters aquatic environments, where it is can be absorbed by dis-
solved organic compounds in the water, and to some extent by water itself

* The stratosphere is that portion of the Earth’s atmosphere that extends from about 10 to 45 km above the
surface and is separated from the lower atmosphere (i.e., the troposphere) by a thermal gradient, the
tropopause.
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(Baker and Smith 1982; Kirk 1994b). However, some of the UV radiation can
be absorbed by photosynthetic organisms. Two major sites of damage have
been identified as a consequence of the absorption of UV radiation: the reac-
tion center of PSII (Cullen et al. 1992; Cullen and Neale 1993; Raven 1991b;
Roberts et al. 1991) and DNA (Setlow 1974).

The photosynthetic pigments typically have minor absorption bands in the
UV. For example, there are weak resonant absorption bands of chlorophyll a in
the UV-A region, and these are potential targets for UV radiation in reaction
centers. Additional targets for UV radiation are found in the UV-B region; these
targets include the tyrosine donor to PSII, Yz, and the PSII acceptor, Qa

(Greenberg et al. 1989; Prasil et al. 1992). It should be noted that absorbed
UV radiation is not transferred from the antenna to the reaction center with
high efficiency; if it were, we would expect to observe PSII fluorescence emis-
sion in vivo when cells are excited in the UV, but, in fact, this has seldom been
observed (Halldal and Taube 1972). Thus, for UV radiation to damage the re-
action center, it must be directly absorbed by the target, either P680 (a chloro-
phyll molecule), the tyrosine donor, or the quinone acceptor. At the surface of
the ocean, convolution of all the optical absorption cross sections for all po-
tential targets in PSII in the UV with the natural photon fluence in this region
of the spectrum suggests that the minimum time between direct hits is about
20 to 30 s (Vassiliev et al. 1994). This rate of absorption is three to four orders
of magnitude smaller than that for photosynthetically active radiation. Thus,
10−3 to 10−4 of the photons absorbed by PSII are in the UV. Potentially these
high-energy photons can ionize molecules and result in irreversible damage to
the photochemical processes in the reaction center (Cullen et al. 1992; Cullen
and Neale 1993; Tevini and Pfister 1985).

One classical approach to identifying photochemical targets is to determine
the action spectrum (Hader and Tevini 1987). In the case of UV radiation, this
approach is generally implemented by determining the extent of photoinhibi-
tion (e.g., the loss of variable fluorescence or O2 evolution) as a function of
wavelength. Action spectra for UV radiation effects on photosynthesis do not
reveal clear absorption peaks that would correspond to a specific target mole-
cule, but rather damage per unit photon absorbed increases exponentially at
shorter wavelengths (Fig. 9.13).

The action spectrum for damage to DNA is qualitatively similar to that for
photoinhibition. In DNA the target molecules are primarily thymidines, which
can dimerize following absorption of a high-energy photon (Wang 1975). The
T-T base pair leads to misreads of the coding sequences and ultimately can
lead to mutations unless the damage is repaired. Most organisms have
evolved DNA repair systems; however, at high UV fluence rates, repair may
not keep pace with the damage.



Figure 9.13 (a) An absorption spectra from 250 to 750 nm for isolated photosystem II reaction

centers lacking all light-harvesting complexes, but containing P680, the phaeophytin intermediate

acceptor, Qa, and the water-splitting Mn cluster. Note the UV-absorption band centered at about

280 nm, which corresponds largely to the absorption of light by Qa. This is a potential target for

direct damage from UV-B absorption in all oxygenic photoautotrophs. (Courtesy of Michael Seib-

ert.) (b) Relative biological damaging efficiency curves for the inhibition of photosynthesis be-

tween 290 nm and 347 nm derived from Behrenfeld et al. (1993) (solid line), Rundel (1983)

(dashed line), and Cullen and Lesser (1991) (large dashes and dotted lines). The latter two corre-

spond to a marine diatom and dinoflagellate, respectively. (Courtesy of Michael Behrenfeld.)

(a)

(b)



of the vertical profiles of density and light, the rate of vertical mixing is ex-
tremely difficult to determine directly. Rather, mixing can be inferred from
photosynthetic characteristics of the organisms. For example, if one knows
the time dependence of nonphotochemical quenching from laboratory and
field studies and measures the vertical profile of nonphotochemical quench-
ing, a minimum rate of mixing can be inferred (Olaizola 1993). Similarly, on
longer timescales the rate of photoacclimation can be used to deduce the light
history of the phytoplankton, and hence some understanding of when the or-
ganisms at or near the base of the euphotic zone were last at or near the sur-
face (Falkowski 1983b; Lewis et al. 1984). Empirically, however, even in rela-
tively rapidly mixing water columns with shallow mixed layers and strong
attenuation of photosynthetically active radiation, on sunny days there is al-
most always some evidence of a midday depression in the quantum yield of
photochemistry in PSII, as inferred from variable fluorescence measurements.
This suppression causes the maximum daily photosynthetic rate to occur at a
depth below the surface.
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While the primary site of UV-B damage to the photosynthetic apparatus
appears to be PSII, the exact mechanism of this damage is contentious. The
net effect on photosynthesis reflects a steady-state relationship between the
damage and repair systems (Cullen and Neale 1993). It is frequently as-
sumed that the damage includes destruction of D1. As the repair of this pro-
tein requires de novo synthesis, transcription is requisite. Whether the repair
systems are themselves damaged by UV-B remains unclear. Numerous mech-
anisms that screen UV-B radiation have evolved in photosynthetic organ-
isms. One of the most common is the production of pigments that absorb
the radiation and screen it from the photosynthetic apparatus. Some
carotenoids, such as β-carotene, serve this purpose (Dohler and Haas 1995).
However, other pigments, such as nonessential, aromatic amino acids (my-
cosporine-like amino acids), are frequently found in aquatic organisms ex-
posed to high natural UV fluxes. These compounds, first isolated from sym-
biotic corals in Australia, are relatively ubiquitous, and their extremely high
UV-B absorption cross sections serve to effectively remove UV-B radiation as
a photodamaging agent in organisms in which they are found (Dunlap and
Chalker 1986; Karentz et al. 1991; Shick and Dunlap 2002). However, the
increased destruction of stratospheric ozone by anthropogenic halocarbons
may lead to enhanced UV-B fluxes, and the potential damage of this radia-
tion to photosynthetic organisms can only be speculated about (Smith et al.
1992).



The Effect of Temperature

Photoinhibition from PAR occurs when the rate of excitation absorption by re-
action centers exceeds the rate of photochemistry (chapter 7). In PSII, the rate
of excitation absorption is given by

PSII(A) = σPSII(λ)E(λ) (9.16)

Where PSII(A) is the rate of PSII photon absorption at wavelength λ. In na-
ture, λ must be spectrally integrated between 400 and 700 nm to give the aver-
age PSII absorption cross section (Falkowski 1992; Lewis et al. 1984). The rate
of photochemistry in the steady state is maximally equivalent to 1/τ, which de-
fines the rate of electron transport from water to CO2 (chapter 7). Since 1/τ is
primarily limited by the ratio of electron transport components to Rubisco, it
must be temperature dependent. Thus, at low temperatures the maximum rate
of electron transport is generally lower, and cells become photoinhibited at
lower irradiance levels. The extreme of this phenomenon occurs in algae
trapped in the ice in the polar seas. In such cells decreases in the maximum
rate of photosynthesis can be observed at 15 µmol quanta m−2 s−1 (Cota 1985;
Platt et al. 1980). However, photoinhibition caused by very low irradiances of
photosynthetically active radiation are not always related to low temperatures.
For example, some crustose red algae growing on the seamounts in the Atlantic
at a constant 25°C but an irradiance that never exceeds 0.1 µmol quanta m−2 s−

1 become photoinhibited a 1 µmol quanta m−2 s−1—a very low photon fluence
rate indeed (Littler et al. 1985; Raven et al. 2000a). This extreme sensitivity is
almost certainly a consequence of extraordinarily large cross sections for PSII
coupled with a low carbon fixing capacity, such that the relatively small
change in irradiance pushes the P vs. E response of the organism far in excess
of Ek (chapter 7). At the other extreme, at high temperatures the maximum rate
of electron transport may be greatly accelerated, but elevated temperatures are
almost always a consequence of strong vertical stratification that often leads
to a reduction in the flux of nutrients into the euphotic zone. As nutrient limi-
tation tends to decrease the number of functional reaction centers, this situa-
tion tends to lead to photoinhibitory responses as well, albeit that the effect of
temperature in such a situation is indirect, perhaps even correlative, rather
than causal (Falkowski et al. 1994).

Because there is a relationship between irradiance and temperature on the
maximal rate of photosynthetic electron transport and the ability of cells to re-
pair photoinhibitory damage, the realized effect of temperature on the maxi-
mum daily photosynthetic rate (i.e., PB

opt) does not follow a simple Arrhenius
function as might be expected based on the results from laboratory cultures of
algae (chapter 7). Whereas PB

opt increases from near zero temperatures to near
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20°C, at temperatures above approximately 20°C, PB
opt declines. The decline ap-

pears to be a consequence of the reduction in nutrients in the near-surface wa-
ters at the elevated temperatures (Balch et al. 1993; Behrenfeld and Falkowski
1997b).

Horizontal Sections of Photosynthetic Efficiency

Most of the discussion of short-term variations in photosynthetic responses
thus far has focused on vertically controlled processes in the water column.
Transects of variable fluorescence measurements across large areas of the
ocean and/or a lake reveal large variations in the maximum quantum yield of
photochemistry in PSII and in σPSII that cannot be ascribed simply to variations
in irradiance or time of day. One of the most important causes of the horizontal
variability is differences in nutrient fluxes, which are generally correlated with
thermal gradients. In aquatic systems, horizontal inhomogeneity in chemical
properties can be brought about by physical forces that produce eddies, current
meanders, storm-induced mixing, and so on. These chemical gradients are
sometimes extremely subtle, but are amplified with respect to their effects on
the quantum yield of photochemistry. For example, in a section from the ex-
tremely low-nutrient waters of the Sargasso Sea in the western North Atlantic
to the nutrient-rich waters on the continental shelf off the eastern coast of the
United States, variable fluorescence normalized to Fm increases by a factor of
about three. A similar variation in the quantum yield of photochemistry can be
observed through an upwelling eddy in the central oligotrophic ocean. Nutrient
supplementation experiments with enclosed samples reveal that the quantum
yields can be restored by the addition of nutrients within a day or two.

These observations reveal that (1) phytoplankton can rapidly respond, on the
timescale of hours to days, to nutrient supplies, (2) nutrient supplies markedly
affect the maximum rate of photosynthetic energy conversion on large spatial
scales in aquatic environments, and (3) physical phenomena that facilitate or
retard the flow of nutrients into the euphotic zone determine not only the up-
per limit of photoautotrophic biomass, but also the photophysiological status
of the photoautotrophic organisms. Based on the variations in the quantum ef-
ficiency of photochemistry in aquatic ecosystems, it would appear that in
nutrient-poor regions, the photoautotrophs are chronically stressed. That is,
most of the time the organisms do not obtain sufficient nutrients to synthesize
damaged reaction centers, and a larger fraction of the absorbed excitation en-
ergy is dissipated as heat and fluorescence, rather than utilized in photochem-
ical reactions in PSII.

Although it is clearly beyond the scope of any treatise to completely examine
all the possible short-term acclimation responses of photosynthetic organisms
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in natural aquatic ecosystems, we have tried here to give the reader an appreci-
ation of “the rules of the game” of how photosynthetic organisms respond on
these timescales. These rules include acclimatory changes in the numbers of
functional reaction centers, their absorption cross sections, and their propor-
tion to Calvin cycle enzymes in response to variation in spectral irradiance,
nutrient supply, and temperature. In chapter 10, we turn to an examination of
the role of aquatic organisms on longer timescales, and their adaptations and
evolutionary selection in relation to biogeochemical cycles.
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Aquatic Photosynthesis
in Biogeochemical Cycles

In 1830, the British geologist Charles Lyell (whom we briefly discussed in chap-
ter 1) carefully elaborated on a theory to explain geological formations and the
distribution of fossils. That theory, which came to be called uniformitarian-
ism, was “an attempt to explain the former changes in the Earth’s surface by
reference to causes now in operation.” Thus, such phenomena as erosion, vol-
canic eruptions, glaciations, floods, and earthquakes have, over long periods of
time, produced mountains, deltas, outwash plains, and island masses. The the-
ory of uniformitarianism provided, for the first time, a rational framework
through which to interpret the geological history of the Earth. The reconstruc-
tion of the Earth’s history depended heavily on understanding the distribution
of fossils, and Lyell was an astute and capable taxonomist. He grasped that the
fossil remains found in geological formations corresponded to life-forms that
had existed in relict seas that were now mountains, and that many organisms
found in the sedimentary record were extinct.

Almost 30 years after the publication of Lyell’s classic text, Darwin1 proposed
that the observed adaptations of extant species were the result of natural phe-
nomena such as competition and stress that resulted in the selection of individ-
ual species. Darwin built on the Mathusian concept of populations potentially

10

1 The first of the three volumes of Principles of Geology was published in 1830 and became a hot item among natural
scientists (meaning most scientists) in the in the mid-19th century. Together with copies of the Bible and the works of
Alexander von Humbolt, Darwin took a copy of the first volume of Principles of Geology with him on the Beagle expedition
in 1831. He sent letters back to England from Latin America explaining the validity of many of Lyell’s concepts, and over
the course of the five-year voyage Darwin received the additional volumes in mail packages that caught up with him at
ports of call. Darwin was greatly inspired by Lyell, and the two became close colleagues. Darwin was elected to the Royal
Society in 1839 for his contributions to the understanding of geology. His theories of evolution, based on natural selec-
tion, were not published until almost 1859, partly as a consequence of the fear of the furor they would cause with the
strong religious fervor gripping England at the time. Incidentally, Lyell himself understood the concept of evolution, but
he leaned heavily on the theories of Lamark and Buffon to explain selection mechanisms.
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growing beyond their available resources, and the known occurrence of herita-
ble variation (even in the days before knowledge of Mendel’s work became
widespread). These ideas led, in turn, to the theory of natural selection—that
is, differential survival of organisms as a function of their genetic potential
and the influence of biotic factors such as competition for resources, preda-
tors, and pathogenesis, as well as abiotic factors such as climate. Abiotic fac-
tors were particularly emphasized by Wallace, who was acknowledged by Dar-
win as having independently conceived of the theory of evolution by natural
selection (and who, by almost scooping him, motivated Darwin to publish the
Origin of Species earlier than he had originally intended).These ideas underpin
the current views of the origin of species and the notion of evolutionary adap-
tations, i.e., the characteristics of organisms that can be rationalized as conse-
quences of natural selection and that facilitate growth and reproduction in a
given environment. Species that cannot adapt to changes in their environment
ultimately become extinct.

To paraphrase the late aquatic ecologist G. Evelyn Hutchinson, the ecological
theater of the present is only a scene in the ongoing evolutionary drama of the
Earth (Hutchinson 1965). Hutchinson’s thespian metaphor is an ecological ana-
logue of uniformitarianism. The genes of every extant species have been trans-
ferred from generation to generation, through the eons, mutating and, by natu-
ral selection, adapting to the changes in climate and chemistry that have been
part of the history of the Earth.The mutations and adaptations can often be in-
ferred from phylogenetic relationships based on molecular techniques (see
chapter 1). Extinctions represent the limitations of physiological acclimation
to accommodate the roulette wheel of evolutionary selection. The interpreta-
tion of the causes and selection mechanism for the genetic variability has tra-
ditionally been viewed in the context of climate and geological processes
(Lipps 1993; Gould 2002; Mayr 1970).

Within the context of selection, therefore, the engines of metabolism must
also adapt to changes in the environment, and in this regard photosynthesis is
no exception. Over the course of time, the photosynthetic activity and associ-
ated metabolic processes carried out by aquatic photoautotrophs have funda-
mentally transformed the chemistry of the Earth, which has, in turn, pro-
foundly influenced the course of biological evolution in both aquatic and
terrestrial ecosystems (Kasting 1993a,b; Knoll 2003; Falkowski et al. 2004b).
Hence, we come to an evolutionary paradox: there is compelling molecular bio-
logical evidence that the fundamental processes of photosynthesis, such as
photochemical charge separation and the pathways of carbon fixation, are
highly conserved, but these processes themselves must be sufficiently plastic
to accommodate the environmental changes that have occurred since the ori-
gins of oxygenic photoautotrophs.
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That cyanobacteria are not only extant in the modern ocean but are exceed-
ingly abundant,2 and are the evolutionary forerunners via endosymbiosis of
eukaryotic photoautotrophs, suggests extraordinary adaptive capacity. For
every success story, however, myriad failures can be found in the fossil and
sedimentary record. The fossils of extinct species give clues of both cyclic and
catastrophic changes in the physical and chemical environment of aquatic sys-
tems in times long past. It should be pointed out that success and failure are
relative rather than absolute; the relic taxa often flourished for tens of millions
of years, leading to the accumulation of hundreds of meters of calcified or sili-
cified remains in the sediments (Berger and Herguera 1992). It is largely from
the sedimentary record that we can infer previous episodes in the evolutionary
drama (Knoll and Bauld 1989; Katz et al. 2004; Falkowski et al. 2005) (Fig. 10.1).

In this chapter we examine some of the long-term adaptations of aquatic
photosynthetic organisms to the environment and the feedbacks between the
biotic and abiotic realms. The latter is of special interest as it is essential to
understanding how climatic phenomena affect and are affected by aquatic
photoautotrophs.

Forcings and Feedbacks in the Earth Climate System

All organisms on the Earth must adapt to the planet’s climate. The climate of
the Earth is “forced” by radiative budgets; that is, the radiative balance of the
Earth is dictated, to a first order, by the incident solar energy, its reflection and
reradiation back to space by the Earth’s surface, and the gas composition of
the atmosphere. These terms are quantitatively related.

Consider a hypothetical object, or body, with a coherent mass of material
having uniform temperature and composition. The body has a sufficient num-
ber of molecules that absorb and emit electromagnetic radiation in all parts of
the spectrum so that (1) all incident radiation is completely absorbed (the ob-
ject is “black”) and (2) the maximum possible emission of radiation is realized
at all wavelengths in all directions (i.e., it is isotropic). The amount of radiation
emitted by a blackbody (E*λ) is determined by its temperature and described by
Planck’s law as

(10.1)
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2 It is estimated that there are about 1025 nano- and micro-phytoplankton cells in the modern ocean (P. Tett, personal
communication). Raven (1998) suggests, from a literature survey, that there may be as many as 1026 cells of the com-
monest “species” of the cyanobacterium Synechococcus in the ocean, as compared to up to 1025 cells of all species
(mainly eukaryotic) of marine nano- and micro-phytoplankton, and up to 1023 cells of the commonest eukaryotic phyto-
plankter, Emiliania huxleyi.
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Figure 10.1 (a) A schematic representation showing the radiations and extinctions of phytoplankton

taxa over geological time. The taxonomic richness, or diversity, is inferred from fossil structures. In the Pa-

leozoic period (i.e., the Cambrian through the Permian epochs), the record is basically constructed from

prasinophytes and poorly preserved remains, whereas the Triassic and later periods are dominated by di-

noflagellate cysts and skeletal remains of coccolithophorids and diatoms. (Modified from Knoll 1989.) (b)

Comparison of the diversity of three major clades of eukaryotic phytoplankton, calcareous nannoplankton

(e.g., coccolithophorids), dinoflagellates, and diatoms, over the past 250 Ma in relation to changes in sea-

level change (see Katz et al. 2004; Falkowski et al. 2004a). Phytoplankton species (light curves) and gen-

era (dark curves) are derived from the fossil record and almost certainly underestimate true biological di-

versity. Note the general trend of increasing coccolithophorids and dinoflagellates in the Triassic and

Jurassic and Cretaceous, followed by a partial extinction at the Cretaceous/Tertiary boundary (when a

massive bolide impacted Earth). These two clades never completely recovered their original diversity, but

rather diatoms began a rise to ecological prominence in mid Tertiary and have become increasingly dom-

inant over the past 20 Ma.

(a)
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where T is absolute temperature, c1 and c2 are constants, and λ is the emission
wavelength. The blackbody irradiance is obtained by integrating Eq. 10.1 over
all wavelengths. The result is given by

(10.2)

where σ is a constant (called the Stefan-Boltzmann constant) and has a value
of 5.67 × 10−8 W m−2 deg−4. Equation 10.2 is called the Stefan-Boltzmann law.

Assuming that the Earth is in radiative equilibrium (i.e., there is no gain or

   E T* = σ 4

Figure 10.1 (continued )

(b)
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loss of heat as a consequence of radiative processes), then the solar radiation
incident on the Earth’s surface must be reemitted to space (Budyko 1982; Wal-
lace and Hobbs 1977). We can calculate the equivalent “blackbody” temperature
of the Earth. Assuming a planetary reflection (or albedo), αS, of the Earth of ap-
proximately 0.30 (i.e., 30% of the incoming short wavelength radiation from the
sun is reflected back to space), from Eq. 10.2, the radiative balance is given by

(10.3)

where S0 is the incident solar radiative flux at the top of the atmosphere. The
value of S0 is about 1373 W m−2 (i.e., the solar constant; chapter 2) and is
known with an accuracy of about ±2%. The numerical solution of Eq. 10.3 gives
an apparent blackbody temperature for the Earth of 255 K (−18°C). This is the
predicted temperature of the Earth’s surface in the absence of an atmosphere.
The actual mean temperature of the Earth is presently about 286 K (13°C). The
difference (286 – 255) is 31 K warmer than the calculated blackbody equilib-
rium temperature. The increased temperature is a consequence of the reradia-
tion of a portion of the outbound long wavelength radiation back to the Earth’s
surface from the infrared absorbing gases in the atmosphere. This is com-
monly called the greenhouse effect.

Over geological time, incident solar radiation has varied significantly. The
long-term trend has been one of increased solar luminosity since the Archean
epoch. Model calculations, based on the measurements of the luminosity of
stars of various ages in our galaxy, suggest that solar fluxes increased by ap-
proximately 25 to 30% over the past 3.5 billion years (Kasting et al. 1988). Su-
perimposed on this trend are short-term variations in orbital trajectories,
which can be calculated with reasonable precision (and will be discussed
shortly). The albedo of the Earth has also changed. The albedo is driven by a
variety of factors, first among these being the areal coverage and the optical
properties of the clouds. Incoming radiation between about 300 and 1000 nm is
considered by atmospheric physicists to be “shortwave,” while that longer than
about 1000 nm is “long wave” (see Fig. 2.1). Approximately 45% of the total inci-
dent solar energy is shortwave radiation. Clouds can reflect shortwave radia-
tion, thereby cooling the Earth’s surface during the day. However, water in the
clouds absorbs long-wave radiation and reradiates it back to the Earth’s sur-
face. Hence, cloud cover tends to cool the Earth during the day and reduces the
loss of heat from the Earth’s surface at night (Easterling et al. 1997). Changes
in planetary albedo are also critically dependent on the area of ice cover, land
surface, including the relative amount of desert versus terrestrial vegetation,
and soil moisture. The oceans reflect only about 5% of the total shortwave radi-
ation incident on the surface of the water back to space.

Perhaps the most difficult of the radiative transfer terms to quantify is

σ αT S4
0

1
4
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related to the gas composition of the atmosphere. As just seen for clouds, water
is itself a greenhouse gas, and from a climatic perspective, water vapor in the
atmosphere is the most important greenhouse gas. The second most important
greenhouse gas is CO2. The net absorption of CO2 both by photosynthetic car-
bon fixation and burial of organic matter, as well as the production of carbon-
ates, has led to a long and steady drawdown of this radiatively active gas in the
Earth’s atmosphere; however, there have been cyclic perturbations in atmos-
pheric CO2 that result from feedbacks with the climate system.
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Cloud Albedo

The effect of particle size on light scattering has an interesting connection to
cloud optical properties and phytoplankton. Clouds are composed largely of
water vapor that has condensed on submicroscopic particles, called cloud
condensation nuclei (CCN). CCN are composed of submicrometer particles,
many of which are largely composed of sulfate salts. As the number of CCN
increases, a given amount of water vapor has more nuclei upon which to con-
dense, thereby decreasing the average droplet size and increasing the light-
scattering properties of clouds. Thus, for the same amount of water vapor,
clouds with more CCN will scatter more solar radiation than those with fewer
CCN. The albedo of clouds is important in regulating the heat budget of the
Earth (Cess et al. 1995).

Some taxa of phytoplankton, such as the coccolithophores, produce a
compound, dimethylsulfonium propionate [(CH3)2 S+CH2CH2COO�] (DMSP),
which is thought to play a role as an osmolyte. In water, DMSP is hydrolyzed
by bacteria to form acrylic acid and the volatile gas dimethyl sulfide [(CH3)2S]
(DMS), which diffuses from the oceans into the atmosphere. DMS is subse-
quently oxidized through intermediates to form aerosol sulfate particles in the
lower atmosphere (Kiene et al. 1996; Keller et al. 1989). Sulfate is highly hy-
groscopic and adsorbs water from the atmosphere to become a source of
CCN. Charlson et al. (1987) suggested that the biological production of DMS
by phytoplankton in the ocean could affect low-level cloud albedo over the
oceans, and thus influence the Earth’s heat budget. Interestingly, over spatial
scales of hundreds of kilometers there is a remarkably high correlation be-
tween the distribution of phytoplankton chlorophyll and marine stratus cloud
albedo in the North Atlantic (Falkowski et al. 1992b), suggesting that phyto-
plankton can potentially influence the Earth’s heat budget. However, in the
present geological epoch, the relationship between phytoplankton produc-
tion of DMS and climate is overwhelmed by anthropogenic emissions of sulfur
dioxide, and hence sulfate, due primarily to the burning of fossil fuels, espe-
cially coal (Schwartz 1988).
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The Long-term CO2 Record

There is no perfect way to reconstruct the long-term record of CO2 in Earth’s
atmosphere, but one clue as to the relative abundance can be obtained from
examination of the carbon isotope record of carbonates (Berner 1991). CO2

emitted to the atmosphere from volcanism and metamorphic processes
(chapter 1) has a δ13C (chapter 5) of ca. −5‰. The fractionation of this car-
bon during the formation of carbonates is relatively small, however, when
CO2 is photosynthetically reduced to organic matter, there is a large kinetic
fractionation (chapter 5). The average δ13C of carbonates is ca. 0 ‰. For this
to occur, 12C must be buried in the lithosphere. Mass balance requires that
the long-term average of carbonate burial is ca. 4 to 5 times that of organic
matter. However, a plot of the δ13C of organic carbon versus carbonate
(∆δ13C), indicates that, for example, over the past ca. 800 million years, the
difference in δ13C between carbonates and organic matter has varied, and
over the past ca. 70 million years become significantly smaller (Hayes et al.
1999) (Fig. 10.2). One way to explain a smaller ∆δ13C is to assume that the
isotopic fractionation by photosynthetic organisms (marine and terrestrial) has
become smaller. The reduction in isotopic discrimination in photosynthesis
can, in turn, be brought about as a consequence of a lower concentration of
CO2 in the ocean–atmosphere system. When the available CO2 for carbon fix-
ation is lower, the effective isotopic fractionation by Rubisco is less and or-

Figure 10.2 The difference between the 13C isotopic composition of carbonates and organic

carbon over the past 800 Ma (εTOC). When values are high, less organic matter is buried in sedi-

ments, and atmospheric CO2 values tend to be high and the climate is generally warm. Con-

versely, when values are low, more 12C is extracted from the ocean and atmosphere and buried in

sediments as organic matter, so atmospheric CO2 values tend to be low and climate tends to be

cold. Note that over the past ca. 50 Ma values of εTOC have markedly declined as we have entered

the latest “ice age” (data are courtesy of John Hayes).
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Feedbacks are processes that enhance or attenuate an initial forcing. For ex-
ample, if the Earth’s climate begins to cool because of a decrease in the inci-
dent solar radiation (S0 in Eq. 10.3), the atmosphere tends to lose water vapor.
The loss of water vapor leads to a reduction in the greenhouse warming and
hence produces a positive feedback; the climate would tend to continue to cool.
A loss of water vapor and cool temperatures would tend to reduce the absorp-
tion of CO2 by terrestrial plants, thereby potentially elevating the atmosphere’s
CO2 levels. As CO2 is also a greenhouse gas, this effect is potentially a negative
feedback that could offset the loss of water vapor. Unraveling the potential
cascade of feedbacks is complex and a subject of active study in climate
change research (Sellers et al. 1996). It should be noted in this regard that the
oceans exert both direct and indirect physical feedbacks on the Earth’s climate
system. The formation of sea ice at high latitude increases the albedo of
Earth’s surface and hence acts to cool the planet by reflecting heat back to
space. However, the thermal mass of the oceans is vast compared with the at-
mosphere. The equivalent of the entire heat capacity of the atmosphere is con-
tained in only the upper three meters of the oceans. This heat capacity tends to
delay the direct effects of heating and cooling of the atmosphere. Hence, the
oceans play a major role in the global heat budget as a heat sink or source, lag-
ging behind the atmosphere (Crowley and North 1991).

The Supply of Nutrients

As incident solar radiation is higher at the equator than at the poles, the distri-
bution of heat in aquatic ecosystems is dependent on latitude. In the oceans,
solar heating at low latitudes induces a poleward flux of warm waters in the
surface that is balanced by an equatorial flux of cold polar water at depth. This
so-called thermohaline circulation produces clockwise gyres of circulation in
the northern hemisphere and counterclockwise gyres in the southern hemi-
sphere (Pickard and Emery 1990). Moreover, the mid-latitude and lower lati-
tude oceans become thermally stratified, and hence the upper mixed layers are

ganic matter effectively becomes isotopically more enriched in 13C (chapter 5).
Thus, it would appear that over the past ca. 70 million years there has been a
gradual depletion in CO2 in Earth’s atmosphere. It is suggested that this de-
pletion has a strong selective force in the evolution of C4 photosynthetic path-
ways, certainly on land (Sage 1995) and possibly in the ocean (Reinfelder
et al. 2000).



separated from the waters that communicate with the deep ocean (Fig. 10.3).
The vertical stratification is, on smaller scales, reproduced in lakes as a func-
tion of latitude and season. The consequences of the thermal stratification on
the distribution of nutrients is profound.

A general feature of aquatic environments is that the concentration of inor-
ganic nutrients is much higher at depth. This is because the oxidation of par-
ticulate organic nutrients to their inorganic forms primarily occurs below the
euphotic zone where the competing processes of assimilation of nutrients by
photoautotrophs do not occur. Since the only natural source of photosyntheti-
cally active radiation is the sun, the gradients of light and nutrients are from
opposite directions. Thermal or salinity differences in the surface layers can
produce vertical gradients in density that effectively retard the vertical fluxes
of soluble nutrients from depth. Thus, in the surface layers of a stratified water
column, nutrients become depleted as the photoautotrophs consume them at
rates exceeding their rate of vertical supply (Dugdale 1967; Harrison 1980).

There are two major sources of nutrients in the euphotic zone: (1) the local re-
generation of simple forms of combined elements (e.g., NH4

+, HPO4
2−, SO4

2−) re-
sulting from the metabolic activity of metazoan and microbial degradation; and
(2) the influx of distantly produced, “new” nutrients, imported from the deep
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Figure 10.3 Monthly changes in the average depth of the upper mixed layer of the North Atlantic

shown as a function of latitude (�, 33° N; �, 40° N; �, 47° N; �, 54° N; �, 61° N). Note the extensive

depth of the mixed layer in the high latitudes in winter; such dramatic seasonal mixing does not occur

elsewhere in the world oceans. Compare the seasonal progression of the mixed layer depth with the sea-

sonal and latitudinal variation in chlorophyll shown in Color Plate 7.



ocean, the atmosphere (i.e., nitrogen fixation, atmospheric pollution), or terres-
trial runoff from streams, rivers, and estuaries. In the open ocean the concept of
new and regenerated nutrients (Dugdale and Goering 1967) can be usefully re-
lated to the form of inorganic nitrogen assimilated by phytoplankton. Because
biological nitrogen fixation is relatively low in the ocean (see below) and nitrifi-
cation in the upper mixed layer is sluggish relative to the assimilation of nitro-
gen by photoautotrophs, nitrogen supplied from local regeneration is generally
assimilated before it has a chance to become oxidized. Regenerated nitrogen is
primarily in the form of ammonium or urea. In contrast, the fixed inorganic ni-
trogen in the deep ocean has had sufficient time (up to hundreds of years) to be-
come oxidized, and hence the major source of new nitrogen is in the form of ni-
trate. Using 15NH4 and 15NO3 as tracers, it is possible to estimate the fraction of
new nitrogen that fuels phytoplankton production (Dugdale and Wilkerson
1992). This approach provides an estimate of both the upward flux of nitrate re-
quired to sustain the NO3

−-supported production, as well as the downward flux
of organic carbon which, is required to maintain a steady-state balance (Dug-
dale and Wilkerson 1992; Eppley et al. 1979).

In the steady state, the upward flux and uptake of new nitrogen, which in
the open ocean can be assumed to be largely in the form of NO3

− , can be re-
lated to the downward flux of organic carbon. The flux of organic carbon from
the euphotic zone is often called export production, a term coined by Wolf-
gang Berger. Export production is an important conduit for the exchange of
carbon between the upper ocean and the ocean interior (Berger et al. 1987).
This conduit depletes the upper ocean of inorganic carbon and other essential
nutrients due to photosynthesis and biosynthesis of organic particles. In the
central ocean basins, export production is a relatively small fraction of total
primary production, amounting to between 5 and 10% of the total carbon fixed
per annum (Dugdale and Wilkerson 1992; Laws et al. 2000). At high latitudes
and in nutrient-rich areas, however, diatoms and other large, dense cells can
form massive blooms and sink rapidly. In such regions, export production can
account for 50% of the total carbon fixation (Bienfang 1992; Campbell and
Aarup 1992; Sancetta et al. 1991; Walsh 1983). The global mean of primary pro-
duction that is exported to the ocean interior is about 15% (Laws et al. 2000).
The oxidation and subsequent remineralization of the exported production
enriches the ocean interior with inorganic carbon by approximately 300 µM in
excess of that which would be supported solely by air–sea exchange. This en-
richment is called the biological pump (Broecker et al. 1980; Sarmiento and
Bender 1994; Volk and Hoffert 1985). The biological pump is crucial to main-
taining the steady-state levels of atmospheric CO2 over thousands of years
(Siegenthaler and Sarmiento 1993; Raven and Falkowski 1999; Falkowski et al.
1998).
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The concept of new and regenerated and export production is central to un-
derstanding many aspects of the role of aquatic photosynthetic organisms in
biogeochemical cycles in the oceans. In the steady state, the globally averaged
fluxes of new nutrients must match the losses of the nutrients contained in or-
ganic material. If this were not so, there would be a continuous depletion of
nutrients in the euphotic zone, and photoautotrophic biomass and primary
production would slowly decline (Eppley et al. 1979). Thus, in the steady state,
the sinking fluxes of organic nitrogen and the production of N2 by denitrifying
bacteria must equal the sum of the upward fluxes of inorganic nitrogen, nitro-
gen fixation, and the atmospheric deposition of fixed nitrogen in the form of
aerosols (the latter is produced largely as a consequence of air pollution, and
to a lesser extent from lightning).

The Concepts of Limitation

In the ecological theater of aquatic ecosystems, the observed photoautotrophic
biomass at any moment in time represents a balance between the rate of
growth and the rate of removal of that trophic level. For simplicity, we can ex-
press the time-dependent change in photoautrophic biomass by a linear differ-
ential equation:

(10.4)

where [P] is photoautrophic biomass (in any convenient unit, e.g., organic car-
bon or chlorophyll), µ is the specific growth rate (units of 1/time), and m is the
specific mortality rate (units of 1/time). In this equation, we have lumped all
mortality terms, such as grazing, sinking, autocatalytic cell death, and so on,
together into one term, although each of these loss processes can be given ex-
plicitly (Banse 1994). Two things should be noted regarding Eq. 10.4. First, µ
and m are independent variables; that is, changes in P can be independently
ascribed to one or the other process. Second, by definition, a steady state exists
when dP/dt is zero.

In the early Proterozoic ocean, geochemical evidence (discussed in chapter 1)
suggests oxygen increased in the atmosphere; that is, the global solution to Eq.
10.4 must have been > 0. For net oxygen to have remained stable, some of the or-
ganic matter that was produced by the photoautotrophs must have been buried
permanently, that is, not exposed to oxidative loss. The long-term burial of or-
ganic matter in oceanic sediments primarily occurs along shallow continental
margins and is a geologically controlled process. But what sets the rate of pro-
duction of primary production during these periods in Earth’s history? With few

   
dP
dt
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exceptions, photoautotrophic biomass increases in aquatic ecosystems until
some element becomes limiting. Thus, the original feedback between the pro-
duction of photoautotrophic biomass in the oceans and the atmospheric con-
tent of oxygen may have been determined by an element that limited the crop
size of the photoautotrophs in the early Proterozoic ocean. What was that ele-
ment, and why did it become limiting?

The original notion of limitation in ecology was related to the yield of a crop.
A limiting factor was the substrate least available relative to the requirement
for synthesis of the crop (Liebig 1840). This concept formed a strong underpin-
ning of agricultural chemistry and was used to design the elemental composi-
tion of fertilizers for commercial crops. This concept subsequently was em-
braced by ecologists and geochemists as a general “law” (Odum 1971; but see
de Baar et al. 1994).

Nutrients can also limit the rate of growth of photoautotrophs (Blackman
1905; Dugdale 1967). Recall that if organisms are in balanced growth (chapter 8),
the rate of uptake of an inorganic nutrient relative to the cellular concentra-
tion of the nutrient defines the growth rate (Herbert et al. 1956). The uptake of
inorganic nutrients is a hyperbolic function of the nutrient concentration and
can be conveniently described by a Michaelis-Menten type (chapter 5) function
of the form

(10.5)

where V is the instantaneous rate of nutrient uptake, Vmax is the maximum
uptake rate, [S] is the substrate concentration, and Ks is the concentration
supporting half the maximum rate of uptake (Dugdale 1967; Monod 1942).
There can be considerable variation between species with regard to Ks and
Vmax values, and these variations are potential sources of competitive selection
(Eppley et al. 1969b). For example, in the oligotrophic open ocean, the Ks values
for the uptake of nitrate are frequently <0.1 µM, while in coastal waters they
are five- to tenfold higher (Garside 1985). Thus, it is sometimes argued that
coastal species are at a competitive disadvantage in oligotrophic environ-
ments, and are essentially excluded from the latter as a result of inefficient nu-
trient uptake systems (Kilham and Hecky 1988; Tilman 1982). But since the
concentration of dissolved inorganic nitrogen in the upper mixed layer of the
central ocean basins is frequently only 5 to 50 nM, even with a Ks of 100 nM,
most of the time the uptake systems for dissolved inorganic nitrogen in cells
living in such environments are far from saturated (Harrison et al. 1996). Or-
ganisms that thrive in high-nutrient environments, such as diatoms, tend to
have higher Vmax values and hence can acquire nutrients more rapidly. Thus,
when nutrients are supplied in pulses, such as in upwelling conditions or with

V
V S
K S

=
+

max[ ]
[ ]s
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the passage of an eddy, organisms that have high Vmax characteristics and can
store inorganic nutrients in vacuoles become transiently abundant (McCarthy
1980; Turpin and Harrison 1979; Tozzi 2004).

Liebig’s notion of limitation was not related a priori to the intrinsic rate of
photosynthesis or growth. For example, photosynthetic rates can be (and often
are) limited by light or temperature. These environmental variables are not
substantive—they are not part of the plant composition. Assuming that light
and liquid water are available, ultimately some substance will generally limit
how much of a crop can be produced, although the availability of the sub-
stance does not readily predict the rate of crop production (recall the difficul-
ties in relating a pool to a flux as discussed in chapter 5). Recognizing the dis-
tinction between the yield and rate of growth, the British plant physiologist
F. F. Blackman (1905) advanced the notion of rate limitation as a physiological,
and hence an ecological concept. The two concepts of limitation (yield and rate)
are often confused in the aquatic sciences literature. The former is more rele-
vant to biogeochemical cycles, the latter is more critical to selection of species
in ecosystems (Falkowski et al. 2004b).

Redfield Ratios

The average level of chemical reduction of carbon in phytoplankton is equiva-
lent to that of carbohydrate, nitrogen is reduced to the level equivalent of am-
monia, and phosphorus is at the oxidation level of phosphate. The oxidation of
the phytoplanktonic organic matter can be represented by the following bal-
anced equation:

(CH2O)106(NH3)16H3PO4 + 138O2 →
106CO2 + 122H2O + 16NO3

− + PO4
3– + 19H+ (10.6)

In the deep ocean, where photosynthesis is nil and the flux of organic matter
from the surface layer is in biochemical equilibrium with the oxidation and
(subsequent) remineralization of the nutrient elements, the proportion of C:N:P
in the inorganic nutrient pools approximates (but, as we will soon see, does not
exactly equal) that of the particulate organic forms (chapter 8; Redfield 1958).
As Eq. 10.6 indicates, the oxidation of the organic material consumes molecu-
lar oxygen. Since the consumption of oxygen is stoichiometric with the rate of
regeneration of nitrate and carbon dioxide from organic sources, the degree of
oxygen subsaturation in a water body, sometimes called the apparent oxygen
utilization, can be used to calculate the amount of nutrients regenerated below
the euphotic zone (Sverdrup et al. 1942). For example, the concentration of NO3

−

in the aphotic zone of the Pacific Ocean is approximately 40 µM. From Eq. 10.6
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we can calculate that the oxidation of 40 µM NH3 to the molar equivalent of
NO3

− requires 345 µM O2.This O2 concentration is approximately that of the air-
saturated value for seawater at 10°C.

Nitrogen or Phosphate Limitation?

Globally, nitrogen and phosphorus are the two elements that immediately limit,
in a Liebig sense, the biologically mediated carbon assimilation in the oceans
by photoautotrophs. We will discuss the role of iron shortly. It is frequently ar-
gued that since N2 is abundant in both the ocean and the atmosphere, and, in
principle, can be biologically reduced to the equivalent of NH3 by N2-fixing
cyanobacteria (i.e., diazotrophs), nitrogen cannot be limiting on geological
timescales (R. T. Barber 1992; Broecker et al. 1980; Redfield 1958). Therefore,
phosphorus, which has virtually no atmospheric source,3 must ultimately limit
biological productivity. The underlying assumptions of these tenets should,
however, be considered within the context of the evolution of biogeochemical
cycles and the manifestations of those cycles in contemporary aquatic eco-
systems.

Where did the nitrate in the ocean interior come from? The original source
of fixed inorganic nitrogen for the oceans was via biological nitrogen fixation
(Fig. 10.4). Although in the Archean atmosphere, electrical discharge or bolide
impacts may have promoted NO formation from reaction between N2 and CO2,
the yield for this reaction is low (Navarro-González et al. 2001). The rate of NO
production would have decreased as CO2 levels fell (Rye et al.1995) in the late
Archean and Palaeoproterozoic, but increased in the late Proterozoic as O2 ac-
cumulated in Earth’s atmosphere (Navarro-González et al. 2001). In the con-
temporary world, the production of fixed inorganic N by lightning is <<1% of
the total N fixed by biological processes. Moreover, any atmospheric NH3

would have photodissociated from UV radiation (Kasting 1990), while N2

would have been stable (Kasting 1990; Warneck 1988). Biological N2 fixation is
a strictly anaerobic process (Postgate 1987), and the sequence of the genes en-
coding the catalytic subunits for nitrogenase is highly conserved in cyanobac-
teria and other eubacteria, strongly suggesting a common ancestral origin
(Zehr et al. 1995). The antiquity and homology of nitrogen-fixation capacity
also imply that fixed inorganic nitrogen was scarce prior to the evolution of
diazotrophic organisms; that is, there was strong evolutionary selection for
nitrogen fixation in the Archean or early Proterozoic periods (Falkowski 1997;
Fennel et al. 2005).
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For a long period (perhaps several hundred million years) during Proterozic
time, the ocean interior was euxenic (both anoxic and sulfidic), while the surface
layer was oxidized. Under euxenic conditions, several metals that are critical in
electron transfer in photosynthesis and nitrogen fixation were precipitated as
sulfide minerals in the sediments. For example, Cu and Mo probably were rela-
tively scarce in the upper ocean during this period in Earth’s history. Mo is an
essential component of the commonest form of nitrogenase. While Mo may
have limited N2 fixation in the Proterozoic (Anbar and Knoll 2002), two other
forms (Fe-V, Fe-Fe) of nitrogenase, with lower specific reaction rates than the
Fe-Mo form, probably became relatively more important.

In contrast to fixed inorganic nitrogen, soluble phosphate in the Archaean
oceans was probably relatively abundant in the mildly reducing environment
of the time (Holland 1984; Van Cappellen and Ingall 1996; but see Bjerrum and
Canfield 2002). While apatite and other calcium-based and substituted solid
phases of phosphate minerals precipitated in the primary formation of crustal
sediments, secondary reactions of phosphate with aluminium and transition
metals such as iron are mediated at either low salinity, low pH, or high oxida-
tion states of the cations (Stumm and Morgan 1981). Although these reactions
would reduce the overall soluble phosphate concentration, the initial condition
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of the Archean ocean probably had a very low fixed N:P ratio in the dissolved
inorganic phase. As N2 fixation proceeded, that ratio would have increased
with a buildup of ammonium in the ocean interior. The accumulation of fixed
nitrogen in the oceans would continue until the N:P ratio of the inorganic ele-
ments reached equilibrium with the N:P ratio of the sedimenting particulate
organic matter (POM). Presumably, the latter ratio would approximate that of
extant, nitrogen-fixing marine cyanobacteria, which is 16:1 by atoms (Copin-
Montegut and Copin-Montegut 1983; Redfield 1958) or greater (Letelier and
Karl 1996) and would ultimately be constrained by the availability of phos-
phate (Tyrrell 1999).

The formation of nitrate from ammonium is sequentially catalyzed through a
nitrite intermediate by two groups of aerobic bacteria: one group oxidizes am-
monium to nitrite, the second oxidizes nitrite to nitrate. Both processes require
molecular oxygen; hence, nitrification must have evolved following the forma-
tion of free molecular oxygen in the oceans by oxygenic photoautotrophs.
Nitrification also provides reductant for the chemoautotrophic reduction of in-
organic carbon but is thermodynamically much less efficient than photosyn-
thetic carbon fixation (Kaplan 1983). At present, global CO2 fixation by marine
nitrifying bacteria amounts to only about 0.2 Pg C per annum (Raven 1996), or
<1% of marine photoautotrophic carbon fixation. Therefore, from a geological
perspective, given that O2 concentrations in the ocean were sufficiently high,
conversion of ammonium to nitrate could have proceeded rapidly and pro-
vided a substrate, NO3

−, that eventually could serve both as a source of nitrogen
for photoautotrophs and as an electron acceptor for a diverse group of het-
erotrophic, anaerobic bacteria, the denitrifiers.

In the sequence of the three major biological processes that constitute the
nitrogen cycle, denitrification probably was the last to emerge. This process,
which permits the reduction of NO3

− to (ultimately) N2, occurs in the modern
ocean in three major regions: continental margin sediments, areas of restricted
circulation, such as fjords, and oxygen minima zones of perennially stratified
seas (Christensen et al. 1987; Codispoti and Christensen 1985; Devol 1991;
Seitzinger 1988). In all cases, the process requires hypoxic environments and is
sustained by high sinking fluxes of POM (particulate organic matter). Denitrifi-
cation evolved independently several times; the organisms and enzymes re-
sponsible for the pathway are highly diverse from a phylogenetic and evolu-
tionary standpoint (Zumpft 1992).

With the emergence of denitrification, the ratio of fixed inorganic N to dis-
solved inorganic phosphate in the ocean interior could only be depleted in N
relative to the sinking flux of the two elements in POM. Indeed, with a small in-
troduction of O2 into the atmosphere and upper ocean, the oxidation of NH4

+ to
either NO2

− or NO3
− would have potentially increased denitrification loses,

thereby leading to a restriction in the steady-state size of the pool of fixed
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inorganic nitrogen (Fennel et al. 2005). This would have been a strong negative
feedback that would prevent O2 from rising in the early Proterozoic atmos-
phere and oceans. In all of the major basins in the contemporary ocean, the N:P
ratio of the dissolved inorganic nutrients in the ocean interior is conserva-
tively estimated at 14.7 by atoms (Fanning 1992) or less (Anderson and
Sarmiento 1994) (Fig. 10.5).
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Three major conclusions may be drawn from the foregoing discussion. First,
because the ratio of the sinking flux of particulate organic N and particulate P
exceeds the N:P ratio of the dissolved pool of inorganic nutrients in the ocean
interior, on average the upward flux of inorganic nutrients must be slightly en-
riched in P relative to N in relation to the elemental requirements of the photo-
autotrophs (Gruber and Sarmiento 1997; Redfield 1958). Hence, although there
are some exceptions (Krom et al. 1991; Martin 1992), dissolved, inorganic fixed
nitrogen generally limits primary production throughout most of the world’s
oceans (Barber 1992; Dugdale 1967; Eppley and Peterson 1979; McElroy 1983;
Ryther and Dunstan 1971). Second, the N:P ratio of the dissolved pool of inor-
ganic nutrients in the ocean interior was established by biological processes,
not vice versa (Redfield 1934; Redfield et al. 1963). The elemental composition
of marine photoautotrophs has been conserved since the evolution of the
higher taxa of eukaryotic phytoplankton (Lipps 1993; Ho et al. 2003; Quigg
et al. 2003b). The Redfield N:P ratio of 16:1 for particulate organic matter
(Copin-Montegut and Copin-Montegut 1983; Redfield 1958) is an upper bound
that is not observed for the two elements in the dissolved inorganic phase in
the ocean interior. The deficit in dissolved inorganic fixed nitrogen relative to
soluble phosphate in the ocean represents a slight imbalance between nitrogen
fixation and denitrification on timescales of about 103 to 104 years (Redfield
1958; Redfield et al. 1963; Codispoti 1995; McElroy 1983). Finally, if dissolved
inorganic nitrogen rather than phosphate limits productivity in the oceans,
then it follows that the ratio of nitrogen fixation/denitrification plays a critical
role in determining the net biologically mediated exchange of CO2 between the
atmosphere and ocean (Codispoti 1995; Falkowski 1997).

The Redfield ratios are not generally applicable to estimating nutrient stoi-
chiometries in lakes. Whereas the elemental composition of lacustrine phyto-
plankton is remarkably similar to that of their marine counterparts, this com-
position is often not reflected in the chemistry of the inorganic nutrients. In
the oceans, the Redfield ratio is an emergent property of the system that re-
flects relatively long residence times of phosphate and nitrate (thousands of
years) relative to the circulation time of the oceans themselves (ca. 1000 years)
(Falkowski and Davis 2004). Because lakes are relatively small water masses
compared with the oceans, are geographically isolated from each other, are
markedly influenced by highly variable drainage basins, and are relatively
young and short-lived, lake chemistry is far more heterogeneous (Hutchinson
1971; Wetzel 1983). In the northern hemisphere, lakes tend to have inorganic
N:P ratios in excess of the Redfield ratio, and, hence, the biomass of photoau-
totrophs is frequently limited by phosphate.

The limitation by phosphorus in lacustrine ecosystems is a consequence of
two phenomena. First, phosphorus, in its ionic form of phosphate, becomes
tightly bound to mineral cations in particulates, thereby forming insoluble

382 | Chapter 10



phosphate complexes. Since, on average, the surface area of particles per unit
volume of water is one to three orders of magnitude greater in lakes than in
marine environments, the availability of the element in the former environ-
ment is low (Froelich 1988). In contrast, the ionic forms of fixed nitrogen (pri-
marily NH4

+ and NO3
−) do not form insoluble complexes, and, hence, fixed inor-

ganic nitrogen tends to remain dissolved. Second, the numbers of species and
population density of nitrogen-fixing cyanobacteria is usually far greater in
lakes than in marine environments (Howarth et al. 1988a,b).Thus, as fixed inor-
ganic nitrogen concentrations become low, biological nitrogen fixation is often
capable of supplying a sufficient flux of fixed nitrogen to meet photosynthetic
demands in many lacustrine ecosystems. Hence, in lacustrine environments
nutrients other than nitrogen generally limit biomass of algae, and the con-
cepts of new and regenerated production, while still conceptually valid, are not
experimentally as useful as in marine ecosystems (Sterner and Elser 2002).

The Distribution of Photoautotrophic Biomass

With a few notable exceptions, the spatial and temporal distribution of phyto-
plankton biomass in the oceans corresponds to the distribution of nutrients, as
long as the mixed layer depth is shallower than the critical depth (chapter 9).
The circulation of the major ocean basins is dominated by subtropical gyres,
which rotate clockwise in the North Atlantic and Pacific, and counterclockwise
in the southern hemisphere oceans (Sverdrup et al. 1942). The gyres are prima-
rily a consequence of the poleward fluxes of heat carried by the atmosphere and
oceans in the form of winds and currents, superimposed on a rotating Earth.
The rotation necessarily produces a Coriolis4 effect that tends to force fluids in
the northern hemisphere to turn to the right, and vice versa in the southern
hemisphere. From an oceanographic standpoint, a major consequence of the ro-
tation of the gyres is to induce upwelling along the edges of the rotating field,
which enhances the rate of nutrient flux to the euphotic zone. Thus, in tropical
and subtropical regions where the perennial thermocline retards the upward
flux of nutrients, phytoplankton biomass is low throughout the year but is en-
hanced along coastal boundaries where upwelling circulation occurs. In tem-
perate regions, the upper ocean becomes recharged with nutrients following
deep convective mixing of the surface waters to depth in the winter. At the onset
of stratification in the spring, phytoplankton blooms develop, consuming the
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surface nutrients. The magnitude of the bloom is limited by the initial nutrient
concentration set by the depth of mixing in the preceding winter. The rate of
supply of nutrients is a major determinant of the distribution of photoau-
totrophic biomass in aquatic systems (Yentsch 1980; Sarmiento et al. 2004).

The vertical distribution of phytoplankton in the stratified open ocean is
characterized by a chlorophyll maximum that closely corresponds to the nutri-
ent gradient (Fig. 10.6) (Cullen 1982). Such features represent areas of higher
pigment biomass due to the upwelling flux of nutrients. Horizontally, in up-
welling regions such as those off the coast of Peru or northwestern Africa, phy-
toplankton blooms are persistent, whereas in permanently stratified regions
of the subtropics phytoplankton biomass is one to two orders of magnitude
lower. Similarly, coastal regions of the oceans often have higher photoau-
totrophic biomass as a consequence of coastal upwelling or riverine fluxes
of nutrients (Walsh 1988). Seasonal blooms in temperate latitudes, or in tropi-
cal monsoon regions such as the Arabian Sea, are primarily a consequence of
increases in nutrient supplies from depth to the euphotic zone. In the former
case, the increase is a consequence of deep convective mixing arising from heat
exchange between the atmosphere and the water column; in the latter it is a
consequence of wind-driven turbulent mixing of and deepening of the upper
mixed layer (Mann and Lazier 1991).
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that of the thermocline (or pycnocline). Chlorophyll biomass is generally highest in or slightly above the

thermocline.



The distribution of phytoplankton biomass can be inferred from the concen-
tration of chlorophyll, which, in turn can be conveniently estimated from satel-
lite images of the ocean color. Because of the wavelength dependence of light
scattering in water (chapter 2), the light reflected back to an observer looking
down at a hypothetical ocean or lake consisting solely of water (with or with-
out dissolved salts) would be blue (Kirk 1994b).The Soret bands of chlorins and
the blue-absorbing bands of carotenoids can absorb both the downwelling and
upwelling stream of photons, thereby depleting the outbound radiation of blue
light. Thus, as photosynthetic pigments increase, the water becomes darker,
and the ratio of outbound blue to green photons decreases (Fig. 10.7).

Empirically, satellite sensors that measure ocean color utilize a number of
wavelengths. In addition to the blue and green region, red and far-red spectra
are determined to derive corrections for scattering and absorption of the out-
bound or reflected radiation from the ocean by the atmosphere. In fact, only a
small fraction (about 5%) of the light leaving the ocean is observed by a satel-
lite; the vast majority of the photons are scattered or absorbed in the atmos-
phere. However, based on the ratio of blue-green light that is reflected from the
ocean, estimates of photosynthetic pigments are derived. It should be pointed
out that the Soret, or blue-absorbing, region of the spectrum is highly con-
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Figure 10.7 An example of an algorithm relating the ratio of water leaving radiances in the blue

(440 nm) and green (550 nm) to the upper ocean “blue-absorbing” pigment concentration. The correla-

tion between “blue-absorbing pigments” and chlorophyll a is statistically linear and empirically derived.

This type of algorithm is used to derive chlorophyll concentrations from satellite-based measurements of

ocean color. (Adapted from Gordon and Morel 1983.)



gested; it is virtually impossible to derive the fraction of absorption due solely
to chlorophyll a as opposed to some other pigment that absorbs blue light (e.g.,
phaeophytin a and terrestrial and coastally derived “gelbstoff” or gilvin, which
are colored, dissolved organic molecules; Kirk 1994a,b). The estimation of
chlorophyll a is based on empirical regression of the concentration of the pig-
ment to the total blue-absorbing pigments (Gordon and Morel 1983). Water-
leaving radiances (LW) at specific wavelengths are corrected for atmospheric
scattering and absorption, and the concentration of chlorophyll (really the to-
tal of all blue-absorbing pigments) is calculated from the ratios of blue and
green light reflected from the water body. An example of one such wavelength
ratio algorithms is

(10.7)

where R is the ratio of remotely sensed reflectance at 490 and 555 nm, and Chl
a is chlorophyll a in mg m−3. The coefficient of determination for this equation
is > 0.95 and the relative error is approximately 15%.

In addition to the spectral congestion in the Soret band, two important limi-
tations of satellite images of ocean chlorophyll are that the fidelity of algo-
rithms used to retrieve chlorophyll a are compromised when there is a large
amount of colored dissolved organic matter in the water, and they do not pro-
vide information about the vertical distribution of phytoplankton. The first of
these issues often makes it difficult to determine chlorophyll a concentrations
in near-shore environments and in lakes. The latter is more critical in the open
ocean. The water-leaving radiances visible to an observer outside of the ocean
are approximately confined to the upper 20% of the euphotic zone. The chloro-
phyll maximum is almost always located in the lower 20% of the euphotic zone,
and thus is not visible to satellite ocean color sensors. A number of empirical
approaches have been developed to estimate the vertical distribution of chloro-
phyll based on satellite color data (Berthon and Morel 1992; Platt 1986). The
models rely on statistical parameterizations and require numerous in situ ob-
servations to obtain “typical” profiles for a given area of the world ocean (Morel
and Andre 1991; Platt and Sathyendranath 1988). In addition, large quantities of
phytoplankton associated with the bottom of ice floes in both the Arctic and
Antarctic are not visible to satellite sensors but do contribute significantly to
the primary production in the polar seas (Smith and Nelson 1990). Despite these
deficiencies, the satellite data allow high-resolution, large-field, synoptic obser-
vations of the temporal and spatial changes in phytoplankton chlorophyll in re-
lation to the physical circulation of the atmosphere and ocean on a global scale.

The global, seasonal distribution of phytoplankton chlorophyll in the upper
ocean, derived from a compilation of satellite images, is shown in Color Plate 7.
To a first order, the images reveal how the horizontal and temporal distribution

Chl a R R R= −− + −10 0 0710 319 2 336 0 879 0 1352 3( . . . . ) .

386 | Chapter 10



Aquatic Photosynthesis in Biogeochemical Cycles | 387

of phytoplankton is related to the ratio of the fluxes of new and regenerated
nutrients and the critical depth. For example, throughout most of the central
ocean basins, between 30° N and 30° S, phytoplankton biomass is extremely
low, averaging 0.1 to 0.2 mg chlorophyll a m−3 at the sea surface. In these re-
gions the vertical flux of nutrients is generally extremely low, limited by eddy
diffusion through the thermocline. Most of the chlorophyll biomass is associ-
ated with the thermocline. Because there is no seasonal convective overturn in
this latitude band, there is no seasonal variation in phytoplankton chlorophyll.
A slight elevation in chlorophyll is found at the equator in the Pacific and At-
lantic Oceans, and south of the equator in the Indian Ocean. In the equatorial
regions the thermocline shoals (i.e., becomes less deep) laterally as a result of
long-range wind stress at the surface (Pickard and Emery 1990). The wind ef-
fectively piles up water along its fetch, thereby inclining the upper mixed layer
(see Fig. 10.8). This results in increased nutrient fluxes, shallower mixed layers,
and higher chlorophyll concentrations on the eastern end of the equatorial
band, and decreased nutrient fluxes, deeper mixed layers, and lower chloro-
phyll concentrations on the western end. This effect is most pronounced in the
Pacific. The displacement of the band south of the equator in the Indian Ocean
is primarily a consequence of basin scale topography.

At latitudes above approximately 30°, a seasonal cycle in chlorophyll can oc-
cur (Fig. 10.8). In the northern hemisphere, areas of high chlorophyll are found
in the open ocean in the North Atlantic in the spring (April–June) and summer
(July–September). The southern extent and intensity of the North Atlantic phy-
toplankton bloom are not found in the North Pacific. In the southern hemi-
sphere, phytoplankton chlorophyll is generally reduced at latitudes symmetri-
cal with the northern hemisphere in the corresponding austral seasons. For
example, in the austral summer (January–March), phytoplankton chlorophyll is
slightly lower between 30° S and the Antarctic ice sheets than in the northern
hemisphere in July to September (Yoder et al. 1993).

Primary Productivity in the Contemporary Ocean

Using satellite data of ocean color to estimate upper-ocean chlorophyll con-
centrations, satellite-based observations of incident solar radiation, atlases of
seasonally averaged sea-surface temperature, and a model that incorporates a
nonlinear temperature response function for photosynthesis, it is possible to
estimate global net photosynthesis in the world oceans (Antoine and Morel
1996; Behrenfeld and Falkowski 1997a; Longhurst et al. 1995). Estimates vary
between models based on how the parameters are derived. For illustrative
purposes we use a model based on empirical parameterization of the daily
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integrated photosynthesis profiles as a function of depth. The model uses the
following general equation:

(10.8)

where PPeu is daily net primary production integrated over the euphotic zone,
Csat is the satellite-based (upper water column) chlorophyll concentration, Zeu

is the depth of the euphotic zone, Pb
opt is the maximum daily photosynthetic

rate within the water column, DL is the photoperiod (Behrenfeld and Falkowski
1997a), and F is a function describing the shape of the photosynthesis depth
profile. This model is similar to others used in both ocean (Behrenfeld and
Falkowski 1997b) and lake (Vollenweider 1970) calculations.

Using climatological sea-surface temperatures (Levitus 1982) and satellite-
based estimates of incident solar radiation that include the effects of clouds
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Figure 10.8 Seasonal variations in the depth-integrated chlorophyll concentrations in the upper mixed

layer of the northern (NH) and southern (SH) hemisphere oceans. The seasonal chlorophyll maxima are

higher at higher latitudes in both hemispheres. These data, which show the seasonality of phytoplankton

biomass in the oceans, were derived from calculations of ocean color images using climatological atlases

to infer mixed-layer depths. (Courtesy of J. A. Yoder, K. L. Howard, and R. P. Ryan.)



(Bishop 1991), the model predicts that primary production in the world oceans
amounts to between 40 and 60 Pg per annum (Color Plate 8). In an imaginary
scenario where all clouds are removed from the world, the model predicts that
primary production would increase by about 4.5%. The reason for the relatively
small increase is that the increased photon flux is offset by increased photo-
inhibition, especially at low latitudes (Antoine et al. 1996; Behrenfeld and
Falkowski 1997a). If there were no photoinhibition, the model suggests that
primary production would increase in the ocean by about 10%.

The photosynthetically available radiation for the world oceans is
4.5 × 1018 mol annum−1, which is approximately equal to 9.8 × 1020 kJ year−1.
The average energy stored by photosynthetic organisms amounts to about
39 kJ g−1 of carbon fixed (Platt and Irwin 1973). Given an annual net production
of 50 Pg C for phytoplankton, and an estimated production of 4 Pg year −1 by
benthic photoautotrophs, the photosynthetically stored radiation is equal to
about 2.1 × 1018 kJ year −1. The fraction of photosynthetically available solar
energy conserved by photosynthetic reactions in the world oceans amounts to
2.1 × 1018 kJ/9.8 × 1020 = 0.0021 or 0.21%. Thus, in the oceans, 0.0007 mol C is
fixed on average per mole of incident photons; this is equivalent to a effective
quantum requirement of 1400 quanta per CO2 fixed!

The average chlorophyll concentration of the world ocean is 0.32 mg m−3

and the average euphotic zone depth is 63 m; thus, the average, integrated
chlorophyll concentration is about 19 mg m−2 (Morel 1991a). Carbon to
chlorophyll ratios of phytoplankton typically range between 40:1 and 100:1
by weight (Banse 1977). Given the total area of the ocean of 3.1 × 108 km2, the
total carbon biomass in phytoplankton is between 0.25 to 0.65 Pg. If net pri-
mary production is about 50 Pg year −1, and assuming the ocean is in steady
state (a condition we will discuss in more detail), the living phytoplankton
biomass turns over between 60 and 150 times per year, which is equivalent to
a turnover time of 2 to 6 days. In contrast, terrestrial plant biomass amounts
to approximately 600 to 800 Pg C, most of which is in the form of wood
(Woodwell et al. 1978). Estimates of terrestrial plant net primary production
range from about 50 to 65 Pg C per annum, which gives an average turnover
time ranging from about 12 to 16 years. Thus, the flux of carbon through
aquatic photosynthetic organisms is about a thousandfold faster than terres-
trial ecosystems, while the storage of carbon in the latter is about a thou-
sandfold higher than the former. Moreover, the total photon flux to terrestrial
environments amounts to about 2 × 1018 mol year −1, which gives an effective
quantum yield of about 0.002. In other words, on average one CO2 molecule is
fixed for each 500 incident photons. The results of these calculations suggest
that terrestrial vegetation is approximately three times more efficient in uti-
lizing incident solar radiation to fix carbon than are aquatic photoau-
totrophs. This situation arises primarily because of the relative paucity of
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aquatic photoautotrophs and the fact that they must compete with the medium
(water) for light.

Major Global Biogeochemical Cycles Mediated 
by Aquatic Photosynthetic Organisms

The present-day atmosphere contains approximately 21% by volume of O2 and
only 0.038% by volume of CO2. As photosynthesis and respiration on a global
scale are coupled processes, it might be expected that the presence of such a
vast quantity of free O2 requires that an equal amount of photosynthetically de-
rived organic carbon escaped respiratory consumption. Such carbon should be
stored as “fossil” organic carbon. Thus, if it is assumed that the original oxygen
in the Earth’s atmosphere was derived from oxygenic photosynthetic processes
in the Archean ocean, the very existence of oxygen in the atmosphere means
that globally, respiration and photosynthesis were not always in steady state
(Sarmiento and Bender 1994). Indeed, this is the case; however, the quantity of
fossil organic carbon buried in the sediments and deeper in the Earth’s crust is
far more than predicted based on a 1:1 molar stoichiometry.The missing atmos-
pheric O2 produced by photosynthesis in excess of respiration was consumed in
the oxidation of inorganic substrates, especially iron and sulfur. The oxidation
of iron from Fe2+ to its common form at the Earth’s surface and in the ocean to-
day, Fe3+, and S2− to the SO4

2− found in today’s ocean led to major changes in
ocean chemistry. The photosynthetic production of oxygen that led to the oxi-
dation of iron in the oceans almost certainly resulted in a negative feedback,
whereby photosynthesis became iron limited. In contrast, the concentration of
SO4

2− in oceans is second only to chloride in terms of soluble anions, and,
hence, sulfur is never limiting (Redfield 1958). The sum of the reservoir of total
gaseous and dissolved oxygen and of the oxidizing equivalents stored in Fe3+

and SO4
2− approximately equals the organic carbon that is thought to be locked

up in sedimentary and metamorphic rocks (e.g., shales). A very small fraction
of that organic matter is preserved as fossil fuels, which are thought to amount
to approximately eight- to tenfold the present-day levels of atmospheric CO2

(i.e., about 7 × 1018 g of carbon) (Holland 1984).
Geochemical reconstructions of the concentrations of atmospheric CO2 and

O2 suggest significant variations in these two gases have occurred (Berner and
Kothavala 2001; Falkowski et al. 2005), even following the evolution of early ter-
restrial higher plants approximately 450 million years ago. A significant deter-
minant of O2 on these timescales has been the global reservoirs of organic car-
bon and oxidized sulfur and iron at given times (Berner 1990; Berner 2004). On
the whole, the balance of organic carbon and oxidized sulfur and iron is ulti-
mately determined by tectonic processes that alter rates of burial and exposure
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of marine sediments. However, the oxidation and reduction processes that lead
to the changes in the gaseous composition of the atmosphere are biologically
mediated, and the geochemical cycles of the major elements are invariably cou-
pled (Williams 1981), meaning that they are interactive. Hence, changes in the
nitrogen cycle can affect the carbon cycle, and alterations in the iron cycle can
affect the nitrogen cycle. The interaction of the elements with aquatic photoau-
totrophs is often a consequence of oxidation–reduction processes, and these
processes have greatly affected the distribution of the elements on Earth (War-
neck 1988; Falkowski 2004).

Prior to the evolution of oxygenic photosynthesis, the oceans contained high
concentrations (about 1 mM) of dissolved iron in the form of Fe2+ and man-
ganese (>1 mM) in the form of Mn2+, but essentially no copper that would have
been precipitated as Cu2S. Thus, both Fe and Mn were readily available to the
early photoautotrophs, and the availability of these two elements permitted
the evolution of the two reaction centers and the oxygen-evolving system that
ultimately became the genetic template for all oxygenic photoautotrophs
(Blankenship 1992, 2002). Hence, the availability of these transition metals,
which is largely determined by the oxidation state of the environment, appears
to account for their use in photosynthetic reactions.

As photosynthetic oxygen evolution proceeded in the Archean oceans, singlet
oxygen (1O2), peroxide (H2O2), superoxide anion radicals (O2

•−), and hydroxide
radicals (•OH) were all formed as by-products (Kasting 1990; Kasting et al.
1988). These oxygen derivatives can oxidize proteins and photosynthetic pig-
ments as well as cause damage to reaction centers (Asada 1994). A range of
molecules evolved to scavenge or quench the potentially harmful oxygen by-
products.These molecules include both carotenoids, which quench singlet oxy-
gen (see chapter 2), α-tocopherol (and plastoquinone) (Hundal et al. 1995),
which scavenges lipid-dissolved •OH radicals, and ascorbate, which scavenges
water-dissolved toxic O species, as well as enzymes such as superoxide dismu-
tase (which converts O2

•− to O2 and H2O2), peroxidase (which reduces H2O2 to
H2O by oxidizing an organic cosubstrate for the enzyme), and catalase (which
converts 2H2O2 to 2H2O and O2). The oldest superoxide dismutases contained
Fe and/or Mn, while the peroxidases and catalases contained Fe (Asada et al.
1980).These transition metals facilitate the electron-transfer reactions that are
at the core of the respective enzyme activity, and their incorporation into pro-
teins undoubtedly occurred because the metals were readily available (Williams
1981). As O2 production proceeded, the oxidation of Fe2+, Mn2+, and S2− eventu-
ally led to the virtual depletion of these forms of the elements in the euphotic
zone of the oceans. The depletion of these elements had profound conse-
quences on the subsequent evolution of life. In the first instance, a number of
enzymes were selected that incorporated alternative transition metals that
were available in the oxidized ocean. For example, a superoxide dismutase
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evolved in the charophyceans, and, hence, higher plants (and is also found in
dinoflagellates as well as in many nonphotosynthetic eukaryotes) that utilized
Cu and Zn (Raven et al. 1999; Wolfe-Simon et al. 2005). Moreover, the presence
of O2 permitted the development of aerobic respiration, which is far more effi-
cient (i.e., more H+ are actively transported per electron transferred) than with
the previously possible anaerobic pathways that used such substrates as S2−

as the terminal electron acceptor (Raven and Beardall 1981a).
Another example of the effect of oxygen evolution on the choice of metals

used in the electron transport chain is plastocyanin. Recall from chapter 4
that, in the absence of copper, cyanobacteria induce the soluble cytochrome c6

that ferries electrons from the cytochrome b6/f complex to P700. Cytochrome c6

appeared earlier in the evolution of photosynthetic organisms than plasto-
cyanin; anaerobic photosynthetic bacteria contain only cytochromes (Blanken-
ship et al. 1995). In the anaerobic Archean ocean, where the availability of Fe
was much greater than that of Cu, the utilization of the former metal in this
electron-transfer reaction was favored. As the oceans became increasingly oxic,
copper became increasingly available and was appropriated for this electron-
transfer step. The terminal oxidase in aerobic respiration, cytochrome oxidase,
contains Cu, and the redox status of the metal couples iron-based cytochrome
oxidation to molecular O2. The metal ultimately became incorporated into all
eukaryotic photoautotrophic mitochondrial H+-pumping electron-transport
chains (Fig. 8.9b).

Despite metal substitutions, some critical photosynthetic electron-transfer
reactions remained dependent on Fe and Mn, and aquatic photoautotrophs
evolved mechanisms to acquire these scarce elements (Morel et al. 1991). These
mechanisms often included the formation of extracellular organic complexes
that chelated the elements, thereby keeping the oxidized forms in dissolved or
colloidal states (Hughes and Poole 1989). It would appear that most of the iron
in aquatic ecosystems is in fact bound to organics (Bruland 1989; Hudson and
Morel 1990).

The buildup of O2 in the atmosphere permitted the formation of stratos-
pheric ozone by the photochemical reaction described in chapter 9. Since the
optical absorption cross section for UV-B radiation by O3 is very large (Crutzen
1988), the flux of UV-B radiation reaching the Earth’s surface decreased with-
out a concomitant decrease in photosynthetically available radiation. The de-
crease in UV-B probably reduced the rate of genetic mutation in aquatic organ-
isms. Simultaneously, however, the presence of O2 permitted the action of a
vanadium-containing halogen peroxidase that reacts with organic compounds
to form halocarbons. Bromoperoxidase is widespread in algae and is a signifi-
cant source of natural halocarbons in the oceans (Gschwend et al. 1985; Man-
ley et al. 1992; Moore and Tokarczyk 1993). The low molecular mass halocar-
bons evade to the atmosphere, where they are oxidized by OH• radicals to form
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Cl• and Br•. These halogen radicals can destroy stratospheric O3 in the same
manner as anthropogenically produced halocarbons (chapter 9). Hence, the
evolution of O2 permitted the formation of a UV-B screen in the form of stratos-
pheric O3 and the partial destruction of the screen via the formation of halo-
carbons (Raven 1997b).

Over the past several hundred thousand years, interpretation of the sources
and sinks of O2 has been inferred from variations in 18O/16O ratios of relict at-
mospheric O2, obtained, for example, from gaseous bubbles trapped in ice
cores in polar regions (Barnola et al. 1987; Bender and Sowers 1994). As O2

originates from the photosynthetic oxidation of water, and the major source of
water on Earth is the ocean, isotopic fractionation of atmospheric O2 can re-
veal the integrated effects of photosynthesis and respiration on long (i.e., geo-
logical) timescales. Atmospheric O2 has a higher ratio of 18O2/16O2 than stan-
dard mean ocean water (SMOW); the enrichment averages about 24.6%. This
fractionation, called the Dole effect (Dole et al. 1954), primarily is a conse-
quence of the discrimination against the heavier isotope in respiration; the
fractionation during O2 production by photosynthetic organisms is relatively
small (Berry 1992). Analysis of the variations in the Dole effect over the past
150,000 years reveals very small changes, suggesting that, globally, photosyn-
thesis and respiration have been largely balanced (Bender and Sowers 1994).
Over this period of time, however, two major glacial cycles have markedly al-
tered the surface area of the open ocean and affected oceanic photosynthetic
carbon fixation. Thus, changes in oceanic photosynthesis and respiration were
presumably compensated for by terrestrial photosynthesis and respiration to
maintain some quasi-steady-state in the isotopic ratio of oxygen in the atmos-
phere. Studies of mass-independent fractionation of 17O and 18O, yielding
equal enrichments of these two isotopes in stratospheric O3 and CO2 rather
than the expected twofold higher enrichment of 18O than of 17O, have extended
the scope of such studies of global-scale influences on the isotopic distribution
of O in the ocean and atmosphere (chapter 9).

Milankovitch Cycles

Although the isotopic ratio of atmospheric oxygen appears to have remained
relatively constant over the past several hundred thousand years, the concen-
tration of atmospheric CO2 fluctuated between approximately 190 µmol mol−1

(i.e., ppm) and 280 µmol mol−1 (Barnola et al. 1987; Petit et al. 1999). These fluc-
tuations occurred on timescales of about 100,000 years, with the last minimum
occurring approximately 20,000 years ago (Fig. 10.9).

The causes for variations in atmospheric CO2 in glacial–interglacial periods
are contentious, but the variations are correlated with variations in the Earth’s



orbital cycles, which were predicted by a Serbian astronomer, Milutin Mi-
lankovitch (1879–1958) (Berger 1988). Based on astronomical observations of
the variations in the Earth’s orbit, Milankovitch predicted orbital variations
due to variations in precession, with a period of about 23,000 years: obliquity,
with a period of about 41,000 years; and eccentricity, with a period of about
100,000 years. These orbital variations force changes in the solar “constant” of
the Earth (Eq. 10.3), presumably triggering periodic glacial and interglacial
episodes.

The Milankovich cycles have been highly correlated with changes in a wide
variety of marine sedimentary proxy indices of aquatic photosynthesis (Im-
brie et al. 1992). One of the most useful of such indicators is the abundance
and distribution of calcareous fossilized shells from coccolithophores and
foraminifera. The occurrence of cadmium within the calcium carbonate matri-
ces of these fossils is used to infer the concentration of phosphate in the ocean;
empirically, Cd is highly correlated with dissolved H2PO4

2− in the ocean waters,
but once incorporated into the carbonate matrix the metal is not labile (Boyle
et al. 1976). The stable isotopic composition of the carbon and oxygen atoms is
used to infer pCO2, and the temperature (and indirectly, salinity) of the ocean,
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respectively, at the time of formation of the shell (Boyle 1986). The concentra-
tions of the constituents in the deposited shells are used to infer export pro-
duction on geological timescales. These indices suggest that during glacial pe-
riods, the surface waters of the open ocean have higher nutrient contents,
higher salinity, and apparently higher rates of export production (Berger et al.
1989). The higher rates of export production maintained a relatively low pCO2

at the ocean surface, which presumably may have contributed to a drawdown
of atmospheric CO2 (Jasper et al. 1995; Sigman and Boyle 2000). What factors
might have caused the changes in atmospheric CO2?

High-nutrient Regions of the Ocean

In the Quaternary, cyclic oscillations in organic carbon deposition in marine
sediments appear to be inversely correlated with atmospheric CO2 (Altabet
et al. 1995; Bender and Sowers 1994; Berger et al. 1989; Farrell et al. 1995;
Imbrie et al. 1992; Paytan et al. 1996; Raynaud et al. 1993; Schrader 1992).
These observations imply that changes in the biological CO2 pump in the
oceans may have occurred on time scales of 103 to 104 years (Broecker 1982).
How could such changes occur?

There are three major areas of the world ocean where inorganic nitrogen and
phosphate are in excess throughout the year, yet the mixed layer depth appears
to be shallower than the critical depth: these are the eastern equatorial Pacific,
the subarctic Pacific, and Southern (i.e., Antarctic) Oceans. In the subarctic
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Long-term Climatic Forcing

The Milankovich-forced glacial–interglacial cycles can be traced back over the
past several million years of the Earth’s history. Prior to that period, however,
climatic variations in ocean circulation were dramatic. For example, in the
mid-Cretaceous epoch, approximately 100 million years ago, the bottom wa-
ters of the ocean basins appear to have been approximately 17°C and were
probably anoxic. During this period black shales formed, and such warm peri-
ods were followed by glaciations. The causes of the fluctuations in climate can
only be speculated (Barron and Washington 1985). To some extent, photo-
synthetic drawdown of CO2 from the atmosphere was certainly a contributing
factor that led to cooling periods. Some cases, for example the transition from
the Cretaceous to the Tertiary epoch 60 million years ago (the so-called K-T
boundary), appear to have been consequences of the collision with the Earth
of an enormous meteorite (Alvarez et al. 1980).



North Pacific, it has been suggested that there is a tight coupling between phy-
toplankton production and consumption by zooplankton (Miller et al. 1991).
This grazer limited hypothesis was offered to explain why the phytoplankton
in the North Pacific do not form massive blooms in the spring and summer like
their counterparts in the North Atlantic (Banse 1992). In the mid-1980s, it be-
came increasingly clear that the concentration of trace metals, especially iron,
was extremely low in all three of these regions (Martin 1991). Indeed, in the
eastern equatorial Pacific, for example, the concentration of soluble iron in the
euphotic zone is only 100 to 200 pM. Although iron is the most abundant tran-
sition metal in the Earth’s crust, in its most commonly occurring form, Fe3+, it
is virtually insoluble in seawater. The major source of iron to the euphotic zone
is eolian dust, originating from continental deserts. In the three major areas of
the world oceans with high inorganic nitrogen in the surface waters and low
chlorophyll concentrations, the flux of eolean iron is extremely low (Duce and
Tindale 1991; Gao et al. 2001). In experiments in which iron was artificially
added on a relatively large scale (e.g., 4 × 4 km) to the waters in the equatorial
Pacific, there were rapid and dramatic increases in photosynthetic energy con-
version efficiency and phytoplankton chlorophyll (Behrenfeld et al. 1996; Kol-
ber et al. 1994). Similar results were obtained in experiments in the subarctic
North Pacific (Tsuda et al. 2003) and in the Southern Ocean (Boyd et al. 2000;
Gervais et al. 2002; Coale et al. 2004).

In the iron-limited regions of the oceans, the quantum yields of photosyn-
thesis are also reduced, but the molecular basis of the limitation differs from
that of nitrogen limitation. Iron limitation leads to loss of PSI and PSII reac-
tion centers, without a corresponding loss of the antenna pigments. Thus,
in iron-limited cells, absorbed excitation energy has a reduced probability of
finding a photochemical trap, and correspondingly a higher probability of be-
ing reemitted as fluorescence. Indeed, in the iron-limited equatorial Pacific, the
quantum yields of photochemistry are approximately one-third that of nutri-
ent replete regions, while the quantum yield of chlorophyll fluorescence (i.e.,
the ratio of photons emitted to photons absorbed) is up to sixfold higher
(Greene et al. 1994). The deficiency in reaction centers appears to be a conse-
quence of an inability to assemble functional electron transfer components in
the face of iron limitation (Vassiliev et al. 1995). In addition to affecting the
coupling of light harvesting to electron transport, iron limitation can dramati-
cally affect the stoichiometry between PSII and PSI reaction centers. In
cyanobacteria, for example, PSI/PSII reaction center ratios are generally much
greater than unity, averaging about 3 or 4. Under iron-limiting conditions there
is a differential degradation (or lack of synthesis) of PSI reaction centers, such
that the ratio of the two photosystems approaches unity, paralleled by the ex-
pression of isiA gene (iron stress induced) producing the protein component of
the light-harvesting chlorophyll a–protein complex CP43′, which increases the
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antenna size of PSI (Bibby et al. 2003; Boekema et al. 2001; Melkozernov et al.
2003). This type of limitation can lead to a competitive selection of species
based on variations in the photosynthetic apparatus. When iron is added to the
high nitrate region of the eastern equatorial Pacific, for example, the quantum
efficiency of PSII increases rapidly and markedly in the extant Prochlorococcus
and cyanobacteria communities that dominate the phytoplankton (Kolber et al.
1994; Behrenfield et al. 1996). However, over a period of a few days, diatoms,
which generally have a higher Vmax (see Eq. 10.5) for macronutrients than do
the prokaryotes, become dominant. Subsequently, the photosynthetic rate of
the diatoms per unit volume of seawater greatly exceeds that of the cyanobac-
teria, leading to a transient drawdown of CO2 in the euphotic zone. However, if
iron were to be supplied continuously the macronutrients would become de-
pleted and the cyanobacteria (including Prochlorococcus) would emerge domi-
nant. In short, nutrient deficiency is a form of stress on photosynthetic energy
conversion efficiency that leads to selection of species via competition for a
limited resource (Brand 1991).

Glacial–Interglacial Changes in the Biological CO2 Pump

In an analysis of ice cores from Antarctica, reconstruction of eolian iron depo-
sitions and concurrent atmospheric CO2 concentrations over the past 160,000
years (spanning two glacial cycles) suggests that when iron fluxes were high,
CO2 levels were low and vice versa (Fig. 10.10) (Martin 1990). Variations in iron
fluxes were presumably a consequence of the areal extent of terrestrial deserts
and wind vectors. It is hypothesized that increased fluxes of iron to the South-
ern Ocean stimulated phytoplankton photosynthesis and led to a drawdown of
atmospheric CO2. Model calculations suggest that the magnitude of this draw-
down could have been cumulatively significant, and accounted for the ob-
served variations in atmospheric CO2 recorded in gases trapped in the ice
cores. However, the sedimentary records reveal large glacial fluxes of organic
carbon in low- and mid-latitude regions, areas that are presumably nutrient
impoverished.

During recent glacial periods, the depression in sea level and corresponding
reduction in continental shelf area, combined with a decrease in the intensity
of stratification in tropical regions (Herguerra and Berger 1994), appear to have
resulted in decreased rates of denitrification relative to nitrogen fixation (Alta-
bet et al. 1995; Ganeshram et al. 1995). Consequently, the ratio of dissolved in-
organic nitrogen to phosphate could “catch up” with that of the sinking flux, ef-
fectively enhancing the biological CO2 pump. Assuming conservatively a net
deficit of dissolved inorganic nitrogen over phosphate in the modern ocean of
only 1.3 µmol kg−1, the biological pump for CO2 could sequester an additional
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300 to 500 Pg C. During glacial periods, this net drawdown could have been
further accelerated by eolian transport of minerals to the central ocean basins.
The increased flux of iron to the oceans not only would have stimulated the bi-
ological pump in the high-nutrient, low-chlorophyll regions (Sarmiento et al.
1992), but more importantly, would have stimulated N2 fixation in the low-
nutrient, low-chlorophyll regions.

The changes in the ratio of N2 fixation relative to denitrification required to
produce the inferred changes in atmospheric CO2 are extremely small. The Byrd
and Vostok ice core records suggest that atmospheric CO2 declined from ap-
proximately 290 to 190 µmol mol−1 over a period of ca. 40,000 years between the
last interglacial–glacial maximum (Raynaud et al. 1993; Petit et al. 1999). Given
a C:N ratio of about 6.5 by atoms for the synthesis of new organic matter in the
euphotic zone, a simple equilibrium, three-box model calculation suggests that
240 Pg of inorganic carbon would have to have been fixed by marine photoau-
totrophs to account for the change in atmospheric CO2. This amount of carbon
is comparable to that released from the cumulative combustion of fossil fuels,
which resulted in an increase in CO2 over the last two centuries. This model ac-
counts for repartitioning of CO2 between the atmosphere and the upper ocean,
including internal adjustments in the equilibrium distributions of the major in-
organic carbon species (Dickson and Millero 1987). The calculated change in at-
mospheric CO2 would have required an addition of about 1 Tg fixed N per an-
num resulting from an increase in biological nitrogen fixation. Biological N
fixation in the contemporary ocean is poorly quantified; estimates range from
about 10 Tg per annum (Carpenter and Capone 1992) to 32 Tg for the North At-
lantic alone (Gruber and Sarmiento 1997). Isotopic analysis of 15N/14N ratios in
marine sediments suggests that the simultaneous reduction in denitrification
during glacial periods would have further contributed to the net influx of fixed
nitrogen in the oceans (Altabet et al. 1995; Farrell et al. 1995; Ganeshram et al.
1995), requiring even less N2 fixation to achieve the same result.

The enhancement of export production (i.e., biological pump) in sequestering
atmospheric CO2 in the ocean interior by increasing availability of fixed inor-
ganic nitrogen would have exerted a positive climatic feedback. The initial
forcing would have led to increased cooling if atmospheric CO2 were removed
by a strengthening of the biological CO2 pump (McElroy 1983). This process is
self-limiting; when the N:P ratio of the dissolved inorganic nutrients caught up
to that of the sinking flux of particulates, phosphate would be limiting, and the
biological CO2 pump would then approach a new steady state. The total pri-
mary productivity of the oceans does not have to change markedly between
glacial–interglacial periods. During interglacial periods, however, a reduction
in eolian fluxes of trace elements would potentially lead to a slight decrease in
nitrogen fixation relative to denitrification, and a slow readjustment toward
higher atmospheric CO2 levels.
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In the modern (i.e., interglacial) ocean, two major factors could similarly af-
fect iron fluxes. First, changes in land-use patterns and climate over the past
several thousand years had, and continue to have, marked effects on the areal
distribution and extent of deserts. At the height of the Roman empire, some
2000 years ago, vast areas of North Africa were forested, whereas today these
same areas are desert. These changes appear to have been largely induced by
natural changes in climate (Claussen et al. 1999), but natural deforestation, fol-
lowing the onset of deforestation, exerted a positive feedback. Similarly, the
Gobi Desert in North Central Asia has increased markedly in modern times.
The flux of eolian iron from the Sahara Desert fuels photosynthesis for most of
the North Atlantic Ocean (Prospero et al. 1996); that from the Gobi is deposited
over much of the North Pacific (Duce and Tindale 1991; Gao et al. 2001). The pri-
mary source of iron for the Southern Ocean is Australia, but the prevailing
wind vectors constrain the delivery of the terrestrial dust to the Indian Ocean;
consequently, the Southern Ocean is iron limited in the modern epoch (Martin
et al. 1990). This leads to the second factor in this climatological feedback. The
major wind vectors are driven by atmosphere–ocean heat gradients. Changes in
radiative balance of the atmosphere or ocean lead to changes in wind speed
and direction. Wind vectors prior to glaciations appear to have supported high
fluxes of iron to the Southern Ocean, thereby presumably stimulating phyto-
plankton production, the export of carbon to depth; the drawdown of atmos-
pheric CO2 appears to have accompanied glaciations in the recent geological
past (Berger 1988).

If primary production in the world oceans is limited by nitrogen rather
than phosphorus, why are there not more diazotrophs in the ocean in com-
parison with lacustrine ecosystems (Howarth et al. 1988a,b)? In the olig-
otrophic open ocean, the major nitrogen-fixing organisms are nonheterocys-
tous cyanobacteria in the genus Trichodesmium (Carpenter and Romans
1991). That there are very few heterocystous marine cyanobacteria (Staal et
al. 2003) and few other planktonic, free-living marine diazotrophs suggests
that some factors have limited the abundance and speciation of these organ-
isms, despite the fact that cyanobacteria probably evolved at least 2800 Ma
(Summons et al. 1999) and diversified more than 2000 Ma (Knoll 1994, 2003;
Lipps 1993).

The effect of variations in iron fluxes to the oceans may be less direct,
affecting N2 fixation in the low-nutrient, low-chlorophyll regions as well as
in high-nutrient, low-chlorophyll regions. Although nitrogenase contains Mo
in addition to Fe, Mo is not limiting growth or development of N2-fixing
cyanobacteria in the modern ocean. On the other hand, N2-fixing cyanobacte-
ria, like most cyanobacteria, require relatively high concentrations of iron
(Berman-Frank et al. 2001a). The high-iron requirements come about because
these organisms generally have high PSI/PSII ratios (Fujita et al. 1988) and
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much more iron is used in PSI electron-transport components than in PSII
(Raven 1988). In addition, iron is required to synthesize both subunits of the
nitrogenase holoenzyme as well as ferredoxin, an electron carrier that pro-
vides the reductant for N2 fixation in vivo. We speculate that iron availability
may limit the abundance and distribution of N2-fixing cyanobacteria in the
open ocean, thereby further exacerbating the effect of nitrogen limitation in
such environments (Raven 1988; Falkowski et al. 1997). In this regard, Tri-
chodesmium is relatively abundant in iron-rich waters of the Arabian and Ca-
ribbean Seas as well as the Indian Ocean, and relatively less abundant in iron-
deficient regions of the subtropical eastern Pacific. Thus, it would appear that
iron or other trace metals, not nitrogen per se, may ultimately control primary
production and associated biogeochemical cycles in marine environments
(Falkowski et al. 2004b).

It is tempting to speculate that the apparent increased eolian flux of iron to
the oceans during glacial periods may have stimulated nitrogen fixation by
cyanobacteria, and, hence, indirectly provided a significant source of new ni-
trogen. Such a stimulation would have led to increased photosynthetic carbon
fixation, and a drawdown of atmospheric CO2. Indeed, modeling of the role of
marine biology, via enhancement of the biological carbon pump, in glacial–in-
terglacial cycles suggests that iron fertilization may account for up to half of
the observed glacial CO2 drawdown (Kohfeld et al. 2005).
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The Southern Ocean

From a biogeochemical perspective, the Southern Ocean is interesting and
unique. Whereas most recent marine sediments are calcareous, the sediments
of the Southern Ocean are primarily siliceous (DeMaster 1979). Silica deposi-
tion results from a sedimenting flux of siliceous photoautotrophs; in the
Southern Ocean these are diatoms, with much smaller contributions from
radiolarians, silicoflagellates (Dictochophyceae) and parmaleans (Parmo-
phyceae) (Table 1.3). Diatoms convert orthosilicic acid Si(OH)4 to opaline sil-
ica to form ornate shells, or frustules (Nelson 1976). The major source of or-
thosilicic acid in the oceans is from the weathering and dissolution of the
terrestrial rocks; thus, silica concentrations are generally high in freshwaters
that have been exposed to such weathering processes. When diatoms or other
siliceous organisms (e.g., radiolarians) sink, the silica in their frustules slowly
dissolves (Nelson et al. 1995). In the Southern Ocean, however, the flux of di-
atom frustules is so great that, over geological time, massive sedimentary de-
posits have formed. This region of the world oceans has been one of the most
important in supporting export production (Smith et al. 1990; Coale et al.
2004).



An additional deviation from steady-state fluxes of nutrients comes from
coasts in the form of eutrophication of rivers due to sewage inputs and agri-
cultural runoff. Food production requires the use of fertilizer.The consumption
of nitrogen in the form of fertilizer in the United States in 1990 was approxi-
mately 9 Tg N (1 Tg =1012 g); this corresponds to approximately 35 kg per per-
son per year. The global consumption is about 30 Tg. Approximately 50% of the
applied nitrogen enters the coastal waters. This source of nutrients is approxi-
mately proportional to human population density, and amounts to a net in-
crease of about 50 Tg per annum; that is, each year an additional 50 Tg is
added to riverine systems. An additional 25 Tg is added from atmospheric
sources as oxides of nitrogen that precipitate over the oceans, primarily in the
northern hemisphere. Depending on the effect of denitrification (which is an
anaerobic process) (Christensen et al. 1987), in releasing the fixed nitrogen
back to the atmosphere, between 0.1 and 0.3 Pg of photosynthetically fixed car-
bon is added to the ocean carbon inventory each year. Most of this photosyn-
thetically fixed carbon is in the coastal oceans, close to the source of anthro-
pogenically added nitrogen.

The damming of rivers is an anthropogenic influence which reduces the in-
put of silicon, an essential element for diatoms, to the ocean by increasing the
removal of silicic acid by diatom growth in the impounded water relative to
what would occur in the undammed river (Humborg et al. 1997; Conley 2002).
The influence of the decreased silicic acid input while the input of other algal
nutrients is increased is already visible in the Baltic Sea, where the contribu-
tion of diatoms to planktonic primary productivity is decreasing (Humborg
et al. 2000; Conley 2002).

Climate Change and the Industrial Revolution

Whereas it has been suggested that CO2 may be limiting photosynthesis in ma-
rine phytoplankton (Riebesell et al. 1993), this effect, if it occurs, is physiologi-
cally rather than biogeochemically important (Raven et al. 1993). In that cycles
of nutrients internal to the ocean do not lead to large net changes in the fluxes
of CO2 with the atmosphere (Sarmiento and Siegenthaler 1992), it follows that
for a net change in the flux to occur, nutrients external to the ocean must be
added (if there is a net, biologically mediated influx of CO2 from the atmos-
phere to the oceans) or existing nutrients in the ocean must be removed (if
there is a net biologically mediated efflux of CO2 from the ocean to the atmos-
phere) (Falkowski and Wilson 1992).

As the downward flux of new production contains organic material with a
C:N and C:P composition generally comparable to that predicted by the Redfield
relationship, upwelling processes lead not only to nitrogen and phosphorus
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enrichment of surface waters, but also to a proportional enrichment with dis-
solved inorganic carbon. Hence, photosynthetic acquisition of carbon in such
systems does not require a net exchange of carbon with the overlying atmos-
phere, and, in fact, while the fluxes of CO2 into and out of the ocean are large
(on the order of 100 Pg per annum), changes in the biological processes are
subtle on the scale of decades (Falkowski et al. 1992a).

Between 1850 and 1996, human activities have introduced about 340 Pg of
carbon to the atmosphere, of which 220 Pg is a consequence of the burning of
fossil fuels and the remainder is a consequence of deforestation and changes
in land use. The only fraction of the total that has been measured precisely is
the 42% that remains in the atmosphere. Approximately 30% of the total is
thought to have been taken up by the oceans. The increase in atmospheric CO2

is potentially a climatic forcing. A doubling of atmospheric CO2, from about
360 to 700 µmol mol−1 in the 21st century, would increase the heating rate of
the Earth by approximately 4 W m−2.This warming effect was calculated by Ar-
rhenius (1896). It should be noted that a change in the heat flux at the Earth’s
surface would not be visible from a satellite—the outbound radiation at the
top of the atmosphere will remain constant.

The combustion of fossil fuels is, in effect, biogeochemically equivalent to an
increase in the respiration of organic carbon. Therefore, increases in atmos-
pheric CO2 are a consequence of a change in the globally averaged ratio of
photosynthesis/respiration from a near steady-state condition prior to the in-
dustrial revolution, to one that favors respiratory fluxes; that is, the global car-
bon cycle is not presently in steady state. The potential changes in the radia-
tive properties of the Earth’s atmosphere brought about by the combustion of
fossil fuels represent the first major biologically induced alteration in the
Earth’s climate since the Carboniferous epoch, some 360 million years ago.

Although initially the major reservoir or “sink” for anthropogenically pro-
duced CO2 is the atmosphere, on time scales of hundreds to thousands of
years, this carbon equilibrates with the oceans. The oceans contain 50-fold
more inorganic carbon than the atmosphere. In the early part of the 21st cen-
tury, approximately 7 Pg C as CO2 is emitted to the atmosphere each year as a
result of human, mostly energy-related activities. Of that, some 3 to 4 Pg are
removed from the atmosphere (Sarmiento and Sundquist 1992), of which ap-
proximately 2 Pg diffuses into the ocean, across the air–sea interface, follow-
ing the concentration gradient. This diffusive flux is independent of photosyn-
thesis. The quantitative role of photosynthetic organisms in the sequestration
of anthropogenically produced CO2 is controversial; however, some basic con-
cepts that we have learned can be applied.

In terrestrial ecosystems, especially in C3 plants, the concentration of CO2

in the present-day atmosphere is not sufficient to saturate Rubisco, and, were
all else to remain constant, an increase in atmospheric CO2 is expected to
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stimulate photosynthetic rates (Long and Hallgren 1986). Indeed, for the most
part, long-term (in this context, “long term” means a few months to a few years)
exposure of terrestrial C3 plants to elevated CO2 does lead to a stimulation of
photosynthesis. In some species, however, there is an internal feedback whereby
chronic exposure to elevated CO2 leads to a transcriptional repression of Ru-
bisco, so that the stimulatory effect of CO2 is attenuated (Amthor 1995; Long
1991). Nonetheless, interdecadal observations of terrestrial plant vegetation
based on satellite images of global leaf area suggest that terrestrial plant bio-
mass stores approximately 0.7 to 1.0 Pg C per annum. It must be emphasized
that this is not the steady-state flux. That is, each year, an additional 0.7 to
1.0 Pg is added to the terrestrial plant photosynthetic production, over and
above that production of the previous year. This is analogous to compound in-
terest in an investment. However, as the atmospheric CO2 concentration rises,
the carboxylation reaction in C3 plants will become increasingly saturated
with CO2 until no further increase in photosynthetic rate is achieved. At such a
point, the terrestrial photosynthetic sink for atmospheric CO2 will be markedly
reduced. The exact level at which CO2 will saturate terrestrial photosynthetic
processes is unclear, although C3 plants tend to saturate at approximately 600
to 700 µmol mol−1. If the rates of CO2 accumulation in the atmosphere at the
end of the 20th century are extrapolated into the future, saturation of terres-
trial plant photosynthesis will occur before the end of the 21st century.

Terrestrial plants markedly differ from their aquatic counterparts in that
the basic concepts of Redfield ratios do not apply directly to the former
(Sterner and Elser 2002). Given more inorganic carbon, terrestrial plants can, in
principle, store photosynthetic products in wood, roots, or other biological
sinks without concomitant stoichiometric investments in nitrogen or phospho-
rus. The major effect of nitrogen limitation in terrestrial plants is to reduce the
formation of leaves. As CO2 is limiting terrestrial C3 photosynthesis, the effect
of elevated atmospheric CO2 is direct and proportional to the kinetic satura-
tion profile of Rubisco. In aquatic ecosystems, the effect of elevated CO2 is
more indirect, and more subtle. In lakes, the concentration of pCO2 can become
extremely small and, potentially, elevated atmospheric CO2 may stimulate pho-
tosynthetic carbon fixation. Nonetheless, the net flux of organic carbon that
can be sequestered in such environments will be dependent on external
sources of limiting nutrients. Moreover, because the total photosynthetic pro-
duction of organic carbon in lacustrine (i.e., lake) environments is a very small
fraction of that in marine ecosystems, the former plays a relatively small role
in the net sequestration of anthropogenic carbon.

However, the anthropogenic production of CO2 potentially has a second, more
profound effect on aquatic photoautotrophs. Recall (Chapters 1 and 5) that CO2

in the atmosphere combines with H2O to form carbonic acid. When atmospheric
CO2 is in excess from equilibrium with the surface oceans, the additional CO2
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slightly increases the bicarbonate concentration, but decreases the carbonate
concentration and pH (Royal Society 2005). Indeed, since the beginning of the
Industrial Revolution, the pH in the surface ocean has decreased by about 0.1
units, and, given present CO2 emissions trajectories, may decrease as much as
0.5 units by 2100 (Orr et al. 2005; Royal Society 2005; but see Pelejero et al.
2005). The change in pH could severely reduce the ability of organisms such as
coccolithophorids and symbiotic corals to calcify, thereby potentially influ-
encing the competitive advantage of these organisms in the contemporary
oceans.

On time scales of hundreds to thousands of years the surface ocean will re-
turn to something close to the preindustrial state with respect to pH and car-
bonate ion distributions. Physical subduction of CO2-enriched surface waters
will lead to enhanced dissolution of carbonates in sediments, returning water
with increased Ca and Mg ions to the surface, thereby neutralizing the upper
ocean carbonic acid. In effect, this is a weathering of carbonates in the ocean
itself. In the shorter term there will be substantial effects on many marine
biota, including direct and indirect effects on many marine photosynthetic
organisms.

The foregoing discussion serves to illustrate some important features of bio-
geochemical cycles and the role of aquatic photoautotrophs therein. First, bio-
geochemical cycles are coupled. That is, the cycling of carbon through the at-
mosphere, hydrosphere, and biosphere is often intertwined with the availability
of oxygen, iron, nitrogen, phosphorus, and, in the case of terrestrial plants, wa-
ter. The relationships between the various cycles are complex and nonlinear,
and often involve complex feedbacks (Falkowski et al. 2000).

The Evolution and Ecology of Aquatic Photoautotrophs

Species diversity is sometimes developed in the context of a “tempo” of evolu-
tion; that is, the rate at which phenotypes are selected and maintained in an
ecosystem (Simpson 1944). The observed diversity at some point in time is re-
lated to the age and stability of the ecosystem, physiological stresses as they
facilitate selection, the degree of genetic isolation of organisms, and the sus-
ceptibility to gene transfer and exchange.

By comparison with terrestrial plants, there are relatively few species of
aquatic photoautotrophs, though the evolutionary distance between taxa is
much greater (Cavalier-Smith 1993a; Falkowski et al. 2004b). The exact reason
for the relatively small number of species can only be speculated, but presum-
ably it is because there are fewer unoccupied niches in aquatic environments.
The concept of a niche, which originated in terrestrial ecology, posits that each
species is most suitably adapted to a particular, unique multidimensional (and
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hence abstract) combination of abiotic and biotic environmental factors (Hul-
burt 1977). A niche amounts to a “job description” for the species, and as the
ecological analogue of the Pauli exclusion principle in quantum mechanics, no
two species can occupy the exact same niche simultaneously. Hutchinson
(1961) suggested that, despite the apparently low absolute diversity of aquatic
photoautotrophs, there appear to be relatively few niches and many species in
aquatic ecosystems (Hutchinson 1961). The perception of more species than
niches has been called the “paradox of the plankton.”

The rescue operation for niche theory as applied to phytoplankton has taken
two courses. One approach has adopted the route of multiplying the number of
niches via such stategems as different optimal ratios of resources (Tilman
1982). The other approach has pointed out the large number (hundreds) of gen-
erations needed for competitive exclusion to eliminate the less fit of two
species with essentially identical niche requirements in a given fixed environ-
ment (MacArthur 1960). This hypothesis then points out that the aquatic envi-
ronment usually does not remain constant for the required number of genera-
tions, so competitive exclusion would not be carried to its conclusion of
eliminating one of the species. In reality it is likely that both hypotheses con-
tribute to the resolution of the paradox of the plankton (Anderson 1995; Siegel
1998).

In temperate and boreal waters, especially coastal and laucustrine environ-
ments, rapid variations in the environment are common, and hence steady-state
dynamics with respect to competitive exclusion virtually never occur (Powell
and Steele 1995; Smayda 1980). In tropical and subtropical environments, how-
ever, quasi-stability does occur, and very small differences in species attributes
can lead to significant selection. We can further examine the niche selection
concept within the construct of nutrient limitation and stress (Sommer 1983).

The effect of long-term nutrient stress on adaptive selection in the photosyn-
thetic apparatus is illustrated by analysis of the light-harvesting complexes of
the chlorophyll b-containing (prochlorophytes) and “normal” cyanobacteria.
When cyanobacteria are limited by iron, not only are PSI reaction centers lost,
but a pigment protein complex similar to CP43 is synthesized.The protein, des-
ignated CP43′, is encoded by the isiA gene, and binds chlorophyll a (Reithman
and Sherman 1988; Straus 1994). The iron-stress induced pigment–protein
complex is structurally and energetically coupled to PSI (Bibby et al. 2003;
Boekema et al. 2001). The amino acid sequence of CP43′ is similar to that of the
major light-harvesting complexes in the three species of prochlorophytes,
namely, the marine phytoplankter Prochlorococcus marinus, the freshwater
phytoplankter Prochlorothrix hollandica, and the symbiotic alga Prochloron
spp. (LaRoche et al. 1995; van der Staay et al. 1995). In all three organisms, the
proteins bind either chlorophyll a or divinyl chlorophyll a and chlorophyll b
and transfer excitation energy to both reaction centers. Bibby et al. (2003)
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showed that a moderately low light-adapted strain (MIT 9313) of Prochlorococ-
cus marinus had a constitutive isiA-derived light-harvesting complex associ-
ated with PSII and an iron-deficiency-induced complexes associated with PSI.
A strain adapted to very low light (SS120) had additional genes for CP43′ pro-
teins, including genes that provided constitutive light-harvesting complexes
for PS1 (Bibby et al. 2003), while the high-light-adapted MED4 strain had only
a single, constitutive, PSII-associated antenna (Bibby et al. 2003a). Prochloron
spp. seem to resemble Prochlorococcus MED4 in having only constitutive, PSII-
associated, antenna (Bibby et al. 2003). Based on sequence analysis of RNA
polymerase and other genes, however, it would appear that the three genera of
prochlorophytes evolved independently (Palenik and Haselkorn 1992). More-
over, the sequences of CP43’ are completely different from the major light-
harvesting proteins (LHCPs) found in chlorophytes and higher plants (Green
and Kühlbrandt 1995). We can infer therefore that (1) chlorophyll b indepen-
dently arose at least four times in the course of evolution—three times in the
prochlorophytes and once in the chlorophytes; (2) the prochlorophytes are not
the direct progenitors of eukaryotic chlorophyte chloroplasts; and (3) the origin
of the light-harvesting system in prochlorophytes possibly emerged as a con-
sequence of iron limitation of cyanobacteria, probably in the Proterozoic
oceans.

As we have explained, in the surface waters of subtropical and tropical
aquatic ecosystems perennial stratification leads to nutrient depletion, which
in turn results in loss of photosynthetic energy utilization efficiency. In such
environments, very small changes in photosynthetic capability can be posi-
tively selected. Hence, high-resolution vertical profiles in such environments
can reveal the presence of layered phenotypes of extremely small unicellular
phytoplankton with, for example, phycobilisome-containing organisms higher
in the water column, followed by prochlorophyte algae that themselves are
stratified with increased absorption due to chlorophyll b as depth increases
(Chisholm 1992). These phenotypes are not manifestations of physiological
acclimation to irradiance, but are the consequence of selection for low-light
utilization characterized by high functional absorption cross sections for
prochlorophytes and acclimation to higher irradiance but lower nutrient
regimes for the cyanobacteria (Bibby et al. 2003; Rocap et al. 2003). In effect,
stabilized environments can lead to magnified or amplified niche widths. This
“open-niche” hypothesis is further illustrated by the dominance of opportunis-
tic species in anthropogenically stressed environments.

There is general correspondence between thermal structure of aquatic
ecosystems and nutrient fluxes. Insofar as the upper portion of the water col-
umn exchanges heat with the atmosphere, radiant heating and cooling on
daily, seasonal, decadal, and especially climatological, timescales has an effect
on nutrient fluxes. We can directly observe the changes in thermal structure in
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an aquatic ecosystem on short time scales of days, seasons, and perhaps even
decades, but we can only draw inferences on longer timescales from measure-
ments of proxy variables such as the 16/18O ratios in water in ice cores in polar
regions. Based on proxy variables, however, it would appear that when atmos-
pheric temperatures were relatively low (i.e., during glacial periods), nutrient
fluxes were high, and vice versa (Berger and Herguera 1992).

The sedimentary record reveals that the diversity of phytoplankton in the
oceans has waxed and waned (Bolli et al. 1985). Based on reconstructed records
of ocean temperatures, derived from measurements of the isotopic fractiona-
tion of 18O/16O in Ca(CO3)2, it would appear that massive extinctions occurred
during periods of extensive glaciations. There are five major extinctions in the
geological history of the Earth (the “Big Five”):

1. The boundary between the Protozeroic and Phanerozoic epochs, about
550 Mybp

2. The boundary between the Ordivician and Silurian epochs, about
425 Mybp

3. The boundary between the Devonian and Mississippian epochs, about
345 Mbyp

4. The boundary between the Permian and Triassic epochs, about 230 Mybp
5. The boundary between the Cretaceous and Tertiary epochs, about

66 Mybp

The two largest extinctions occurred at the boundary between the Silurian and
Ordovician epochs and between the Permian and Triassic epochs. The extinc-
tions were always followed by increased diversity (or “radiations” in the parl-
ance of the paleobotanists) (Lipps 1993). From the Jurassic period onward the
evolutionary structure of the phytoplankton can be traced to taxa that are
found in the modern ocean.

One of the most critical of these boundaries is that separating the Permian
and Triassic. The emergence of the heterokonts, such as diatoms and dinofla-
gellates, in the Triassic, was accompanied by numerous changes in the photo-
synthetic apparatus. Two of these were the selection of cytochrome c6 as an
electron carrier in the heterokonts in the place of plastocyanin (see chapter 4)
and a general increase in the ratio of PSII:PSI reaction centers. The Permian
epoch appeared to abruptly end with mass anoxia in the world oceans, possi-
bly as a result of numerous volcanic eruptions that led to widespread cooling
of the upper ocean and large-scale convective overturn (Wignall and Twitchett
1996). The resulting invasion of CO2 and other biologically active gases from
the oceans led to the largest extinction recorded in the sedimentary record.The
anoxic conditions would have led to an increase in the availability of soluble
iron, but a loss of available copper in the upper ocean. This climatically influ-
enced choice of metals continues to be reflected in the extant heterokonts. By
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comparison with the Ordovician–Silurian or Permian–Triassic extinction, the
Cretaceous–Tertiary extinction, which appears to have had such a devastating
effect on terrestrial ecosytems, was less catastrophic for phytoplankton (see
Fig. 10.1) (Knoll and Bauld 1989).

The rate of speciation varies significantly from epoch to epoch (Knoll 1994,
2003; Gould 2002). Divergence and selection can come about from genetic isola-
tion, and, indeed, virtually all single-celled aquatic photoautotrophs reproduce
asexually. The isolation can lead to a high degree of genetic variability, but is
not necessarily selective in that it may not provide an increased fitness, or
abililty to carry a gene line forward. Competetive interactions can also be ge-
netically selective, and in this regard, competition for light, nutrients, and
competetive exclusion from thermal extremes are bases on which the structure
of aquatic photoautrophic communities are interpreted. It should be noted,
however, that mutations within one component of the photosynthetic apparatus
may not affect fitness. For example, although D1 is highly conserved, mutations
within the QB-binding region of the protein (see chapter 6) can lead to a three-
fold decrease in the rate constant for the transfer of an electron from QA to QB.
The reduction in electron transport rate may have no effect on whole-chain
electron transport, unless the mutation materially affects the rate constant 1/τ
(see chapter 7). If, however, the thylakoid membrane lipid structure were to
change, the overall electron-transport rate could be affected by thermal differ-
ence, and species selection would ensue (Tchernov et al. 2004). Such selection
apparently restricts the abundance of prochlorophytes from cold, high latitude
environments. Hence, a large degree of genotypic variability can be accommo-
dated within the photosynthetic apparatus; however, selection of photosyn-
thetic phenotypes often appears to be a consequence of tolerance of environ-
mental stress.

From the inferred rate of deposition of both organic and inorganic carbon,
estimates of both export and total production have been derived, assuming
that the relationships between these two processes are similar to that in the
modern ocean. From these paleoreconstructions, it would appear that glacia-
tions increased vertical mixing in the upper ocean and enhanced nutrient
fluxes to the euphotic zone that stimulated primary production. In such
epochs, export production was high, diversity was probably low and vice versa
(Lazarus 1983). Thus, we can postulate a general trend: higher phytoplankton
diversity is found during periods of low export production. We can infer, based
on Hutchinson’s concept that the modern ocean is an ecological scene in the
ongoing evolutionary drama of the Earth, that when the central oceans are nu-
trient limited, there is a propensity for phytoplankton to speciate. The specia-
tion and selection are born of physiological stresses in which small alterations
in phenotype can presumably confer some adaptive fitness (Mayr 1970). In the
modern open ocean or oligotrophic lake, there is generally a diverse phyto-

408 | Chapter 10



plankton community with low export production. Conversely, when nutrients
are abundant, a few species become dominant, but productivity increases.
Hence, there is apparently a trade-off in aquatic ecosystems between produc-
tivity and diversity (Li 2002).

Relationships Between Speciation and Photosynthesis

Throughout this book we strove to give the reader a feeling that the fundamen-
tal concepts of physics and chemistry underpinning mechanistic understanding
of photosynthetic processes are overlaid by variations within organisms. The
variations in reaction center stoichiometry, light-harvesting capability, Rubisco
affinity for CO2 and O2, and the organization and structure of the photosyn-
thetic apparatus are phenotypic manifestations of adaptive variations and se-
lection (Raven and Geider 2003).To distill these snippets of photosynthetic vari-
ability to mathematical parametizations of photosynthesis–irradiance curves
ignores the reason for biological variability, namely, natural selection.

Linking an understanding of the genetic variability of functional processes
to the ecological performance of photoautrophic organisms is a daunting task.
While the overwhelming majority of natural mutations appear to be neutral—
that is, they confer no ecological advantage or disadvantage to the ability of
the organism to successfully reproduce and compete—it is at present difficult
to predict the success, failure, abundance, or distribution of individual species
of photoautotrophs in aquatic environments. Some species, such as diatoms,
dominate in the cold waters of polar seas, while prochlorphyta require the
higher temperatures found at lower latitudes. The differences in the success of
these organisms are manifested in photosynthetic attributes, yet relating such
phenotypic variability to specific genetic differences, such as the fluidity of the
thylakoid membranes or the hydrophobic interactions between the reaction
center proteins and light-harvesting complexes, remains to be elucidated. It is
our hope and challenge that future generations of students of aquatic photo-
synthesis will help to reveal the plot of the ongoing evolutionary drama in
which human behavior is playing an increasingly larger role.
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