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Energy



Chapter 1
Landscape Analysis: Regulations, Policies,
and Innovation in Photovoltaic Industry

Dmitriy Moskovkin, Anna Mary Mathew, Qin Guo, Roli Eyetsemitan,
and Tugrul U. Daim

1.1 Introduction

Reflecting concerns over the environment, health, and security stemming from the
consumption of conventional fossil fuel energy sources, such as gas, oil, and coal,
has been raised in the world, which increases the expectation of replacing fossil
fuels with renewable energy [1]. In addition to these concerns, rising prices of fossil
fuels have forced many countries to support the development of renewable energy
sources, such as, solar, wind, biomass, and geothermal [3]. Among these renewable
energy sources, solar photovoltaics (PV), which is also known as solar electric sys-
tem, has long been considered as a clean and sustainable energy that directly con-
verts solar radiation into current electricity by using semiconducting materials [4].
A PV system comprises a PV module and other electrical components, such as
charge controllers, inverters, and disconnects. The direct conversion of sunlight to
electricity occurs without any moving parts or environmental emissions during
operation, which significantly protects the environment. Meanwhile, it has been
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Fig. 1.1 The flow chart of the research

well proved that PV installations can operate for no less than 100 years with little
maintenance, thus extremely reducing the operating cost [4]. As Fig. 1.1 shows, this
report begins with a detailed analysis of policies and regulations influencing the
current innovation activities of solar PV. In particular, this study pays attention to
the government policy supporting technological innovation and market creation. In
addition, this report profited substantially from the knowledge of a few experts and
research leaders in the industry and academic field who made themselves available
for interviews and other queries. Then followed with several case studies on three
countries — Germany, Japan, and the USA — some data were collected to analyze
how market entry, product safety, environmental policies, and incentives influence
the innovation of PV industry. Finally, we provide conclusions and policy implica-
tions on the development of the solar PV industry.

1.2 Market Survey on Regulations Affecting PV Industry

Experts were consulted to gauge their feedback and further discuss the factors that
affect the growth of the PV industry. The experts that were contacted were from
industry, academia, and government laboratories (Table 1.1). The list of the experts
is given below.

Telephone conversations and email correspondence were completed over a
period of 3—4 weeks to discuss and analyze the information provided by the experts.
The decision-making on this sector was done by the team based on a survey result.
The survey that was put together had two questions.
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Table 1.1 Expert panel from academia, industry, and government laboratories

Industry Academia Government laboratories

— First Solar — Oakridge National Laboratory — NREL(National Renewable

— Accelerate Solar | — MIT MECHE Energy Laboratory)

— Midnite Solar — WESRF (Wallace Energy Systems |— Argonne National Laboratory
Inc. and Renewables Facility) — Brookhaven National

— Advanced — Portland State Laboratory
Energy University — Sustainability — Lawrence Berkeley National

— Solar World — Penn State — Institute of Energy Laboratory

— Absolutely Solar and the Environment — Sandia National Laboratory
Inc.

— SEIA

— Accord Power

1. Rank the factors affecting the sector on a scale from 1 to 5, with 1 being the
highest rank and 5 being the least. The factors that were listed were:

(a) Market regulations

(b) Product safety regulations
(c) Incentives and subsidies
(d) Environmental regulations

2. Any other factors affecting this sector.

The results of the survey are as follows:

The main comments that were obtained from the survey with respect to each of
the regulations are listed below. The majority of the comments was related to incen-
tives and subsidy regulations and was in line with the survey results indicating that
incentives were the factor which had the most impact on this sector.

Comments Related to Market Regulations

“This can be a major problem when talking about grid tie equipment in Hawaii. The
utilities throw up road blocks that make it hard for manufacturers to meet their
requirements. The features that the utilities demand are in addition to UL and NEC
standards. The utility companies are not solar friendly. What they say is not what
they do. On the mainland there are utility companies that make it hard to have bat-
tery backup grid tie. They think people are going to sell their stored battery power
to the grid. This doesn’t make sense as it wears out the batteries. Batteries cost more
than the utility power.”

Anonymous Comments from the Survey Related to Market Regulation:

e Rate mechanisms (different than financial incentives) 4-grid integration
technology.

e Permitting fees.

e Access to transmission lines is a barrier. I'm not sure where this fits into your
classifications.

* Regulation of electric utilities.

e One of the largest challenges is the inconsistency of local jurisdiction on code
requirements.
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Comments Related to Product Safety Regulations

“This is a huge cost issue. The NRTL’s go overboard on things that don’t matter, but they
have little choice. The people that make these standards set the rules. There are factors at
work that sometimes have little to do with safety although it is rare. We have seen this
happening first hand though on emerging standards. We spend a great amount of time
and money on agency approvals. We have to do things that are not required in other coun-
tries. You have to wonder why? It affects cost of every installation, but we have no choice
but to follow the rules. Standards are subject to interpretation and this also costs money
needlessly. Standards change and that forces us to spend even more time and money to
upgrade our products. That is senseless and wasteful” (Robin Gudgel, Midnite Solar).

Comments Related to Incentives and Subsidies

“These things help the solar and wind industry. There wouldn’t be much of a solar
industry without them. Conservative politicians do not see the benefit of solar so
they continue to attempt to kill subsidies. They do not realize how much the oil
industry is subsidized. The subsidies are not as visible. I would be all for no subsi-
dies to any industry, but politics will never allow this. Big oil money talks big
money. Solar cannot compete in the political arena. My company is heavily involved
in the off-grid market where subsidies are not important. If you really need a solar
system to light your house, you will get it with or without subsidies. I personally
think that every house in America should have a battery based grid tie system
installed. People would have more control of their power usage and would be more
mindful of waste” (Robin Gudgel, Midnite Solar).

Survey Results of Panel Experts Related to This Regulation:

e Commitment to research funding.

* Support both basic and applied research at universities.

e Investment in research and development.

* Uncertainty affects growth because it potentially changes the rules. Implementing
large incentive programs that flood the market with renewable energy credits
waters down the price of credits for those who invested before the “free money”
and is lingering disincentive after the “free money” is used up.

* Auvailability of low-cost solar financing.

e Research funding.

e Standards, regulations.

e Renewable portfolio standard (RPS), interconnection standards, solar access
laws, training and support, building codes, solar community organizations, util-
ity rate structures, emission requirements, R&D investments, import vs local
(e.g., China vs USA).

1.3 Regulations Affecting the PV Industry

Based on the survey conducted of topic experts, the original theory of specific poli-
cies and regulations affecting growth and innovation in photovoltaic energy was
confirmed. As some policies have direct impact due to involvement of governments
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by providing subsidies, incentives, and research funding, others may provide an
indirect impact by regulating other traditional sources of energy (such environmen-
tal regulations), therefore making photovoltaic sources more cost competitive.
Other regulations, which may act as financial burden for new companies entering
the market, were also looked at: such as barriers for market entry and product safety
requirements. Lastly consideration was also given to countries’ available natural
resources from existing competition as well as available solar insolation perspec-
tives, infrastructure, and public perception to have a complete picture on a country’s
competitive position in regard to photovoltaic energy. The data was gathered, and
comparative research was performed for Germany, Japan, and the USA. Regulations
and policies in the following areas were considered: market entry, product safety,
environment, other factors (existing competition, resources, and infrastructure),
incentives, and subsidies.

1.3.1 Market Regulations

The product market regulations were categorized using the index developed at the
OECD (Organization of Economic Cooperation and Development) on a scale from
0 to 6, with higher numbers being associated with policies that are more restrictive
and stringent [5]. For each sector, the index combines information on state control
(such as price control and ownership) (Fig. 1.1), barriers to entrepreneurship and
administrative regulations (such as licenses and permits, administrative burdens,
and legal barriers) (Fig. 1.2), and barriers to trade and foreign direct investment
(such as tariffs and ownership barriers). It is evident from literature [5] that all three
countries under evaluation have a total index scale below 1.3 with the USA being
the least restrictive at 0.8 [5].

1.3.2 Product Safety Regulations

Product safety requirements in regard to hazards of electric shock, fire, electromag-
netic capability, and hazardous substances exist in each country under evaluation. A
manufacturer’s Declaration of Conformity (CE marked) to applicable directives and
national standards with countries’ deviations is a minimum requirement for all
products in the European Union and Japan. Furthermore, in Germany and Japan
more stringent compliance standards (tested by accredited third-party agency such
as TUV, VDE, and SEMKO) may be required by the distributors, which are particu-
larly true for photovoltaic products including modules, inverters, and other energy
interconnecting equipment. In the USA, similar requirements are governed by the
National Electric Code, and authorities have jurisdiction for all electrical perma-
nently installed products. The code requires that such products (modules, inverters,
switchboard panels, charge controllers) to be listed by NRTL (National Recognized
Testing Agency: UL, ETL, CSA).
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Fig. 1.2 Market survey results

1.3.3 Environmental Regulations

Environmental regulations provide an indirect positive contribution to the photovol-
taic industry by setting standards and regulating those sources of energy that pro-
duce carbon emissions as their byproduct. According to OECD Environmental
Directorate, a broader use of environmental taxation or an emission trading system
would be one of the most efficient and effective ways of promoting green growth
[6]. Taxes on pollution provide clear incentives to polluters to reduce emissions and
seek out cleaner alternatives [7]. Germany (out of three countries under evaluation)
is most regulated in regard to environmental regulations, it’s important to note that
this graph is based on revenues from taxes; therefore, countries’ energy usage from
all sectors needs to be taken in consideration. The next section discusses other fac-
tors related to existing competition, available resources, and infrastructure.

1.3.4 Existing Competition and Available Resources

Energy available resources, public perception, and energy cost play a significant role
in government direction as well as public interests. Table 1.2 shows each country’s
energy consumption by source, while Table 1.3 shows the net export of fossil fuel
energy sources. It’s worthwhile to note that although the USA’s net export for petro-
leum and natural gas is negative, it is the largest producer of petroleum and natural
gas in the world (12,343 Thousand Barrels per Day for Petroleum and 29,542 Billion
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Table 1.2 Breakdown of compliance requirements by country

Countries | Requirement Standards

USA OSHA accredited NRTL: UL, ETL, |UL 1703, UL 1741, UL 6142, IEEE 1547.
CSA.

Germany Self-declaration CE mark: Low IEC 60904, IEC 62109, IEC 61400, IEC
voltage, EMC, and machinery. 61727, IEC 62116, IEC 60364-7-712
RoHS. With applicable Germany deviations.

Volunteered accredited by GS:
TUV, VDE, SEMKO

Japan PSE: Safety + EMC IEC 60904, IEC 62109, IEC 61400, IEC
61727, 1EC 62116, IEC 60364-7-712
With applicable Japan deviations.

Table 1.3 Energy consumption per source in 2013 [8]

Energy source USA, % Germany, % Japan %
Coal 39 43 21
Natural gas 27 9.6 17
Petroleum 1 0.6 46
Nuclear electric power 19 15.9 11
Hydroelectric power 7 34 3
Geothermal <1 4.3 <1
Solar/PV <1 5.8 <1
Wind 4.13 8.6 <1
Biomass 1.48 7.0 <l

Cubic Feet of Natural Gas) [8]. Specific to natural resources, the tables below show
it is evident that the USA has an overall energy independence compared to Germany
and Japan, suggesting these two countries should be more aggressive when search-
ing for alternative energy resources. Also, negative public perception for nuclear
power (which is relatively a large source in Germany and Japan) adds to the trend of
renewable energy, making PV a more attractive source in Germany and in Japan.

1.3.5 Incentives

Incentives are direct policy aimed to stimulate the competitiveness and growth of
renewable energy technologies. Most recently, policy makers have looked to the
fast-increasing demand for goods and services associated with renewable energy as
an engine of economic growth. To help boost the rate of development of renewable
energy in general, or photovoltaic in particular, all three countries under evaluation
use market-based instruments that favor electricity generated from renewable
energy [9]. Table 1.4 shows applicable methods of incentives by country with an
explanation. In addition to direct subsidies for installation and growth, governments
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Table 1.4 Energy net exports per source in 2013 [8]

D. Moskovkin et al.

Energy source USA Germany Japan
Petroleum net exports (thousand barrels per day) | —5137.350 —2224.62 —4559.24
Coal (million short tons) +919 —56.068 —192.852
Natural gas (billion cubic feet) —1311 —2400.25 —4294.69
Table 1.5 Available incentives per country

Feed-in | Feed-in Quota Tradable green | Tax Net
Countries | tariff premiums obligation certificates incentives | metering
Germany | Yes No No No No Yes
Japan Yes Yes Yes Yes No Yes
USA No No Yes Yes Yes Yes

of countries under evaluation have other forms of incentives. These include funding
research and development in an effort to raise the efficiency of renewable energy,
improve its reliability, and reduce its costs. This type of incentive is further devel-
oped in the case study (Table 1.5).

Feed-In Tariffs (FIT) Renewable energy power investors are compensated for the
power they provide to the grid and receive a long-term contract with a rate higher
than the rate for traditional sources of energy [10].

Feed-In Premiums Payment level is based on a premium offered above the market
price for electricity enabling developers to enjoy high returns when market prices
increase, but also run a risk of losses when they decrease [10].

Renewable Portfolio Standards/Quota Obligation It is a regulation set by gov-
ernment where utility companies are obligated to generate a certain percentage of
their power from renewable sources [11].

Tradable Green Certificates These are tradable certificates awarded for the gen-
eration of a given amount of power from solar sources [12].

Tax Incentives These are federal tax credits for development and deploying of
renewable energy technologies.

Net Metering It is a billing mechanism where electricity generated by consumers
and fed in to the grid is used to offset electricity consumed by the consumer [13].

1.4 Case Study: Photovoltaic Sector in Germany,
the USA, and Japan (1990-2015)

The overall ranking of the countries based on solar energy generation by MW and
other factors such as solar intensity, GDP, and population is considered. Patent
activities in the green patent family which include the EPO (European Patent Office),
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PCT (Patent Cooperation Treaty), and USPTO (US Patent and Trademark Office)
were considered. The country that emerged as the leader in the solar photovoltaic
energy generation was Germany by producing nearly 27% of the total power gener-
ated using this technology. The two other countries that were studied were the USA
as the country leads in patent activity in this domain and also contributes to 11% of
the total solar power generated globally and Japan which falls close behind the USA
with a contribution of 10% of the total solar power generated from photovoltaic.

1.4.1 Case Study 1: Japan

The Japanese photovoltaic (PV) market is expanding rapidly. By 2013, the installa-
tion of PV was over twice the amount in 2011, which places Japan among the
world’s largest PV markets, along with Germany, China, and the USA [2]. The
national and local governments have implemented a variety of policy measures to
support the innovation and diffusion of solar PV technologies in Japan (major poli-
cies are summarized in Table 1.6). These policies can be divided into two sections:
demand side and supply side.

Demand-side policies could be used to “create a new market and develop demand
for a new technology,” including subsidies for purchase of “a particular product, tax
breaks, and renewable portfolio standards.” [1] For example, in July 2012, Japan
introduced the FIT, which requires utilities to pay renewable energy producers a
fixed price per kWh of production over a period of 10-25 years. Purchasing tariffs
are reduced on annual basis but may be adjusted if deemed necessary. The govern-
ment guarantees a purchasing rate of 37 yen (FY 2014) per each kilowatt-hour
(kWh) for a time period of 10 years for systems smaller than 10 kW while larger get
32 yen (FY 2014) per kWh (excluding taxes) for a contracting period of 20 years
granted for the total electricity production. The Japanese FIT will remain in place
until 2021 with a revision of the scheme conducted every 3 years [3].

Supply-side policies are used to encourage firms to directly conduct innovation
activities, including subsidies for R&D, illustration, and sometimes in early phases
of commercialization [2]. For example, In the 1970s, the scarce local fossil fuel
reserves and multiple issues associated with acquiring oil from foreign countries
motivated the Japanese government to pursue the development of solar PV tech-
nologies. In 1974, the government launched the Sunshine Project, focusing on the
development of solar cells and modules, which opened up an opportunity for most
of the Japanese solar manufacturers, such as Hitachi, Toshiba, and NEC Corporation,
to be involved in solar PV research and development (R&D). From 1993 to 2000,
an additional R&D program, called the New Sunshine Project, was launched to
develop the balance of system (BOS) technologies with the funding from the
Japanese government (including inverters, mounting equipment, monitoring sys-
tems, and site assessment). The solar cell production had increased significantly
since 1974. These national research and funding programs contribute to both the
technological development and the growth of solar PV market in Japan (Table 1.7).
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Table 1.6 Summary of major policies related to solar PV technology (demand side)

Demand-side policies

Year Policy Notes
1974 National residential subsidy First phase: 1994—1996
2006 Second phase: 1997-2001
Third phase: 2002-2006 (March)
1997 Act on special measures for the | Financial support for the business operators who
promotion of new energy use use the new energy including solar energy
2003 Renewable portfolio standard Requiring electricity retailers to supply a certain
amount of renewable electricity to grid
consumers
2009 National residential subsidy National residential subsidy will end in 2014
resumed
2012 Feed-in tariff Electricity utility companies are obligated to
purchase excess electricity generated through PV
facilities

Table 1.7 Summary of major policies related to solar PV technology (supply side)

Supply-side policies

Year Policy Notes
1974 Sunshine Project A national R&D project for “new energy”
including solar energy
1980 Establishment of the New Energy and Act on the promotion of development and
Industrial Technology Development introduction of alternative energy
(NEDO)
1993— | New Sunshine Project The successor of the Sunshine Project
2000
2001- | NEDO 5-year plan Development of technology to achieve
2005 482,000 kW of installation of PV by 2010
2004 NEDO Roadmap 2030 Direction of photovoltaic technology
development toward 2030
2009 NEDO Roadmap 2030+ Update of the Roadmap 2030

Japan’s PNV industry witnessed remarkable growth in 2013 after the establish-
ment of the feed-in tariff program in 2012. The feed-in tariff has been known to
result in rapid growth in the renewable energy market in areas where it has been
implemented. The Japanese government had one of the most generous feed-in tariff
rates in the world, and they did not anticipate the growth that resulted from the pro-
gram. The infrastructure to handle the amount of solar power produced was not in
place, and as a result the utility companies were overwhelmed and started blocking
access to the grid for new power solar generation. The country has since reviewed
the programs and reduced the support [22].
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1.4.2 Case Study 2: Germany

Solar power in Germany consists mostly of photovoltaic (PV) and accounted for an
estimated 6.2—-6.9% of the country’s net-electricity generation in 2014 [14].

Germany is the world’s top PV installer with an overall installed capacity of
38,359 megawatts (MW). The renewable energy sector contributes nearly 31% of
the total electricity produced in the country. The German government long-term
minimum targets of renewables’ contribution to the country’s overall electricity
consumption are 35% by 2020, 50% by 2030, and 80% by 2050.

Factors Affecting Growth in Solar Sector
Boom period in Germany was during 2010-2012. More than 7 GW of PV capacity
had been installed annually during this period. Due to the large amount of electricity
produced, the country is currently facing grid capacity and stability issues. The
country is increasingly producing more electricity than it requires, driving down
prices and exporting its surplus to other countries (record exported surplus of 32
TWh in 2013 and 34 TWh in 2014) [15]. New installations of PV systems have
declined steadily since 2011 and continued to do so throughout 2014. As of 2012,
the FIT costs about €14 billion (US$18 billion) per year for wind and solar installa-
tions. The cost is divided across all ratepayers in a surcharge of 3.6 €ct (4.6 ¢) per
kWh (approximately 15% of the total domestic cost of electricity).

The legislative reforms stipulate a 40—45% share from renewable energy sources
by 2025 and a 55-60% share by 2035 [14].

1.4.3 Case Study 3: The USA

US Solar Innovation Timeline

Innovation in solar technologies began as far back as the seventh century and has
continued to this day. Just like with the PC industry, there has been development and
milestones achieved that have opened the way for new opportunities and growth in
the industry. The USA has recorded tremendous progress in research and develop-
ment in the PV sector; also noteworthy is the increased number of solar technology-
related patents. The activities in the sector have been stimulated by the government’s
dedication to supporting research and development activities which would drive low
cost and improve efficiency of solar PV systems. A timeline of US Solar Innovation
is shown below [20]:

e 1955 Researchers at Bells lab overcome difficulty to create 6% efficiency PV.

e 1959 Manufacturers hit 10% efficiency.

* 1970 Western electric patents coating for solar cells.

e 1972 Institute of energy conversion formed.

e 1977 Department of Energy formed.

e 1978 California passes solar right act.

e 1980 Manufacturers break 1 MW barrier PV module in 1 year and IEC exceeds
10% efficiency.
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e 1985 Stanford produces 25% efficiency cell.

e 1986 First commercial thin film solar module produced.

e 1993 Utility company installs first PV distributed system.

* 1994 NREL develops 30% efficient cell.

* 1996 National Center for PV created.

e 1998 Million Solar Roof initiative.

e 2000 First Solar builds world’s largest PV manufacturing plant.
e 2011 SunShot Initiative announced.

PV Growth in the USA

There has been tremendous growth in the US PV industry in the last 4 years espe-
cially in utility and residential PV installation. 2014 witnessed a growth that was
about three times what it was in 2011 and seven times what it was in 2010. In the
first half of 2014, over half a million home owners and businesses had installed solar
PV, and solar represented 36% of new energy that came online in 2014 [16].

Solar energy accounts for 0.3% of the total energy consumed in the USA. The
capacity of utility scale solar has increased from 334.2 megawatts in 1997 to 6220.3
megawatts in 2013 [21].

One reason for the tremendous growth in the US PV sector in the last few years
is the presence of low-cost PV modules from Japan in the US market. Although this
increased the installation of solar systems, US manufacturers have been impacted
and the US government imposed tariffs on PV systems from China, leading Chinese
manufactures to outsource PV manufacture to Taiwan. US manufacturers have peti-
tioned the government to impose tariffs on Chinese PV systems from Taiwan, a PV
manufacturer in Hillsboro, Oregon. Solar World is in the forefront of this struggle.

Another reason for the growth in the sector is government incentives. Most gov-
ernments at the state and federal level offer incentives to spur investment in the
renewable energy sector. These incentives make investment in the renewable energy
sector more appealing for public and private entities. Incentives are mostly financial
and are in the form of loans, grants, tax deductions, or exemption [17].

US Federal Incentives
Incentives offered by the federal government to encourage growth in the PV sector
include

Grants

e Tribal Energy Grant program provides funding for tribes to develop community
and commercial scale renewable energy projects.

e USDA (Rural Energy for America Program (REAP) and Energy Audit and
Renewable Energy Development Assistance (EA/REDA)) assists agricultural
and small rural businesses with the development and setup of energy efficiency
and renewable energy systems.

Loan Programs

e US Department of Energy (loan guarantee program) provides loan for new or
improved technologies that reduce air pollution.

* FDA PowerSaver loan program is granted by the Federal Housing Authority to pro-
vide assistance to homeowners for energy efficiency and renewable energy upgrades.
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e Qualified Energy Conservation Bands and Clean Renewable Energy Bonds —
These bonds are used to finance renewable energy projects [18].

Tax Incentives

e Corporate tax credit

* Business energy investment tax

* Renewable electricity production tax credit

» Corporate tax exemption

e Personal tax credit

» Residential renewable energy tax credit

e Personal tax exemption

* Residential energy conservation subsidy exclusion

State Incentives

The USA is an amalgamation of 50 states with individual political processes, elec-
tricity prices, and unique sets of incentives and regulations to stimulate growth. PV
sector state incentives include:

e FIT - This incentive has been proven to stimulate explosive growth in the renew-
able sector in areas where it is implemented, so much growth that the regulation
has to be constantly reviewed. The feed-in tariff or some variation of it existed in
California, Hawaii, Maine, Oregon, Rhodes Island, Vermont, and Washington in
2013 [19].

* Rebate for purchasing renewable generation equipment.

* Renewable portfolio standards to ensure that utility companies generate a per-
centage of power from renewable sources.

e Net metering — Power produced by consumers and supplied to the grid is used to
offset the power he consumes.

e Tax incentives.

Another important factor promoting the growth in the US PV market is Research
and Development.

Research and Development

The US government has not been as aggressive as Germany and Japan in their use
of subsidies as incentives. Although the feed-in tariff has been adopted in some
states, it has never been a federal initiative in the USA. The USA chose a slightly
different approach to pursue growth in the PV industry. Given the fact that the cost
of solar power is very high, even in Germany and Japan where it has been widely
adopted, the USA is actively and aggressively involved in research and development
in solar technologies to drive down costs and increase efficiency of solar systems. A
number of programs have been established to help with this.

SunShot Initiative

The SunShot Initiative was established by the Obama administration in 2011, and it
involves a 10-year plan by the Department of Energy aimed at making competitive
solar power a reality. The plan is to reduce the cost of solar power and bring it to par
with other traditional sources of power by 2020.
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The goal is to drive this through innovation in manufacturing, installation, and
market solutions. Less than halfway through the project lifetime, over a half of the
goals have been accomplished, and solar power has been reduced to 11cents/kwh
[5]. However, the goal of 6cents/kWh by 2020 seems rather ambitious considering
the fact that China currently has the lowest cost in the world and their low cost is
driven by government subsidy rather than innovation. The solar industry in China is
heavily subsidized by the government; this is a strategy by the government to make
China the world leader in the PV industry. If the USA is able to drive low cost by
innovation, this would cause explosive growth in the US PV market.

1.5 Conclusion

In addition to differences in overall technological levels and life standards, reviewed
regulations and policies although important do not completely explain cross-country
differences in innovation.

The research showed that incentives and subsidies play a major role in emerging
technologies during the initial process of “‘jump starting” the industry; however, trans-
formation from directly subsidizing a somewhat mature industry to investments in
Research and Development (Academia and Industry) and Public Education
(Environmental Policies) is a critical step in innovation. As it appeared in case with
Germany, simply increasing PV installation capacity and other renewable energy
sources didn’t translate into patent growth or reduction in cost, but rather had an oppo-
site effect (refer to summary table below), due to excessive feed-in tariffs and grid
management problems. Additionally, Germany’s carbon output and global warming
impact is actually increased despite increased in PV energy capacity, due to utilities
being forced to use of dirty coal power because it’s only a nonsubsidized power source.

$/kWh in 2009-2014
Solar energy capacity | Solar energy patents Cents in CO, emissions
Country in GW in 2011 global % in 2011 2011 Yo
Germany 355 6.1 35 +1.2
Japan 13.6 34.1 26 +1.3
USA 12 14.1 12 -34

The combination of policies, market, and product safety deregulation is a very
effective method of inducing innovation in emerging technology such as PV energy;
however, the extent and aggressiveness of these policies should depend on a coun-
try’s resources, infrastructure, and existing competition. Additionally, product
safety regulations may set higher standards in efficiency, safety, and reliability, posi-
tively effecting innovation.
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Chapter 2
Landscape Analysis: Fracking Technology

Rafaa Khalifa, Chih-Jen Yu, Joao Ricardo Lavoie, Momtaj Khanam,
and Tugrul U. Daim

2.1 Introduction

Hydraulic fracturing of oil- and gas-bearing rocks, also known as fracking, is an
established technology. Hydraulic fracturing was first started experimentally in
1947 in the Hugoton oil field in Kansas [1]. Fracking is an old technique that is used
to increase the production of oil from the worked-out oil wells. However, it is con-
sidered as a new tool for producing natural gas. Fracking has been developed gradu-
ally by some international companies and organizations with no government support
until the success has been proven.

Lately, in 2011, the shale gas boom has started to introduce the fracking technol-
ogy with more power in the oil and gas industry. In the USA, researchers showed
their interest to investigate the role of federal agencies in supporting gas industry
experimentation by using shale fracking technique. The Department of Energy
played asignificantrole in improving this technology. Also, the National Laboratories
made a big contribution in developing the hydraulic fracking process.

Indeed, the fracking technology is considered in the oil and gas industry as a
newly developed drilling technique because it is depending on a complicated pro-
cess such as a high pressure, specific chemical solutions, and a huge amount of
water mixing with the sand. These components are used to free oil and natural gas
from the shale rocks under the earth’s surface. This technology has made a lot of
profit for oil and gas companies. However, fracking has some challenges, such as
people from different societies arguing that fracking creates a negative impact on
human and environmental health. On the other hand, others are saying that this
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technology helps to meet the current and future energy needs. Also, it could save the
countries’ economies from collapsing.

Therefore, most of oil and gas companies work hard to make sure that the frack-
ing is a sustainable development process for money-making opportunities. Most of
these companies often give large sums of money to societies by running some social
investment programs or sustainable development projects. These initiatives aim to
develop the people and their facilities around areas of fracking operations.

2.1.1 Fracking Process

The Environmental Protection Agency (EPA) described the hydraulic fracking as a
high technology process which is drilled vertically or at a measured angle. This
process is starting from the well surface to a depth of 1-2 miles (approximately
1.6-3.2 km, some times more). During the drilling, the vertical well is coated by
steel or usually by the specific material of cement to ensure the well doesn’t run the
risk of leaking [2].

Once the vertical well reaches the layer of rock that includes the natural gas or
oil, the drilling converts horizontally along that rock layer. Then, the horizontal
drilling curves about 90°, and the drilling can extend more than a mile (1.6 km) after
the end point of the vertical drilling process.

After the fracking well is fully drilled and protected (shielded) by adding a coat-
ing of steel or specific cement around the well formation, fracking fluid is pumped
down into the well at extremely high pressure.

The high pressure that is created by high power machines is powerful enough to
fracture the surrounding rocks. The high pressure is used to create cracks through
the rocks that help the oil and gas flow to the surface.

The slick water is the fluid that is pumped into the well which contributes to
fracture the deep rocks. The fluid is mixed sand, salts, and chemical components.
The rate of the chemical solution that is added to the fluid is usually about 0.5-2%,
while the remaining percentage consists of plain water. Sands and clay particles are
also added to the fluid. Both of these elements are pumped into the fracking well to
open the fractures through the rocks. The fluid is formed under high pressure to
ensure that gas and oil can continue to flow out from the fractured rocks. The chemi-
cal solution helps the fluid to keep liquefied and direct the oil and gas to the surface
even after the pumping pressure is released.

The injecting of fluid by high-pressure pumps is the most critical process in the
hydraulic fracking operation. This fluid requires millions of gallons of freshwater
and high-pressure pumps that are able to trap and extract the natural gas and oil to
inject them back to the surface [2].
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2.1.2 Research Objectives

This research aims at general Assessment of Fracking Technology in Energy
Industry without being constrained to any specific issue. Thus, it had three distinct
objectives which are designed as questions:

Q1. Why is the energy industry jumping into fracking?

Q2. What are the economical, environmental, social, political, and technical effects/
impacts of adopting fracking technology?

Q3. Is fracking a suitable technology for future energy?

2.1.3 The Big Energy Source and Its Future Challenge

The future of energy has changed especially in the oil and gas industry. In the past,
the growth in production was measured based on the western market demand.
Natural gas has a significant role in the future energy. New technologies are being
developed to explore and extract the conventional and unconventional gas with
many ways to get a maximum benefit from its abundance. Increase in the natural gas
production has improved producer countries’ GDP growth [1]. During the past
decade, oil and gas prices have moved to a permanently high level. Power compa-
nies have been working hard to produce more efficient power plants and transporta-
tion facilities and supply alternative fuels to reduce the future impact of the full
dependency and the huge demand of the oil and gas in some industries. On the other
hand, always there are new innovative technologies and techniques which have been
introduced by some international companies and manufacturers to improve the pro-
duction process and to reduce the production cost and uncertainty of producing
unconventional oil and gas in this world. So, there is a question of why natural gas
is the most inspiring product in the future? To answer this question, we should dis-
cover the oil challenges in the energy market in two scenarios (low and high price):

2.1.3.1 Low Qil Price Scenario

The Organization of Petroleum Exporting Countries (OPEC) is the organization
that manages the oil and gas production market shares among its members. Although
the significant efforts of OPEC are continued to control the oil and gas production,
in the low oil price scenario, the results are still less successful in restricting produc-
tion. As a result of OPEC effort in this scenario, its share of total world liquid pro-
duction is expected to increase reaching 49% by 2040. On the other hand, in spite
of the lower price of oil and gas in the world market, the non-OPEC producers are
expected to maintain their production at roughly 54 million barrels per day, through
2030. Moreover, due to high cost, they decline to use the enhanced oil recovery
(EOR) technologies to develop the existing worn-out fields. In the case of the low
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oil and gas price, the average costs for resource development are considered high.
For this reason, the non-OPEC countries are not able to develop their worn-out
fields. As the non-OPEC production rises slightly in the projection through 2030,
the expectation indicates to return their crude oil production to roughly 51 million
barrels per day in 2040. In 2015, the crude oil price had fallen below $80 per barrel
and then to $70 after a few months. In 2016, the price fell below $50 and is expected
to follow by a slow increase to average $75 per barrel in 2040. Due to lower eco-
nomic growth especially in non-OECD (Organization for Economic Cooperation
and Development) countries, the oil price impacted negatively the world [2].

2.1.3.2 High Oil Price Scenario

In this scenario, the GDP growth in non-OECD indicates that its rapid growth is
more than the projected in the reference case. The liquid fuel consumption per unit
of GDP is declining than projected in the reference case. Due to the continuing
restrictions on oil production, OPEC maintains its market share of total liquid fuel
production. OPEC produces about a million barrels per day which about 37-40% of
the world market share. This value is lower than the value in the reference case. The
limited access to the existing resources and lower discovery rates lead to consider
the increase in the oil prices in non-OPEC petroleum production expanding approx-
imately as the rate in the reference case. Other liquids rise to eight million barrels
per day and are considered as strong in response to the higher prices in 2040. In the
high oil price case, the oil increases from $155 per barrel to $237 in 2020 to 2040,
respectively. Based on the increase in the robust price, the total world demand main-
tains within the range of expected production capabilities [2].

2.2 The STEEPLE Method (History and Rationalization)

The PEST (political, economic, sociocultural, technological) analysis technique was
innovated by professor Francis Aguilar at Harvard. In the early 1970s, Arnold Brown
came up with the acronym “STEPE” when he added a second “E” for Ecological
issues in addition to Aguilar’s Social, Technical, Economic, and Political Perspectives
[3]. The technique went through a sequence of changes. Various acronyms used by
practitioners are as follows: PEST (political, economic, sociocultural, technologi-
cal), PESTEL (political, economic, sociocultural, technological, environmental (or
ecological), legal), PESTLIED (political, economic, sociocultural, technological,
legal, international, environmental (or ecological), demographic), and STEEPLE
(sociocultural, technological, environmental (or ecological), economic, political,
legal, ethical) [4]. STEEPLE analysis identifies the changes in the macro environ-
ment external to the organization in order to respond to the changing environment in
a timely and appropriate manner [3]. In the energy sector, STEEPLE analysis helps
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Table 2.1 Importance of STEEPLE for energy technologies [6-9]

Issues

Description

Social

It is important to clarify social acceptance at the initial stage of energy
technology development. Conflict may cause a blockade of the
technology. It is important to understand the intensity of rejection of the
technology to manage or take a decision at the early stage of development

Technological

Energy technology systems need to be clarified objectively. Rather than
relying on developers or practitioners, technology needs to be critically
analyzed by experts to identify and recognize all consequences and issues

Economical

Initial investment and leveled cost of the technology needs to be assessed
in order to rationalize its adoption

Environmental

Energy technologies should reduce emissions. A full assessment is needed
to reveal consequences that may affect the plant, animal, and human
species

Political

Political interference can significantly affect energy technology adoption.
Political pressure can make the government facilitating the development
or arranging subsidy programs or other incentives contribute in increasing
the number of beneficiaries. On the contrary, politicians may exacerbate
the adoption by propaganda

Legal

Legal or policy instruments enhance the adoption and commercialization
of energy technologies. The government is the key player in formulating
policies that pervade all other criteria. Social, technological, economical,
and environmental consequences can promote adoption or rejection of a
certain energy technology. However, these consequences are mediated by
government policies

Ethical

Any technology that harms the environment and puts human life in
jeopardy is ethically unjust. In spite of its huge potential, the development
of energy technologies gets hindered if it cannot live up to ethical codes

to analyze technology from a different perspective. It facilitates the development and
diffusion of energy technologies [5]. Table 2.1 describes the importance of different
perspectives for energy technologies.

2.2.1 Description of the Model

The STEEPLE model in Fig. 2.1 describes the different issues that are considered in
assessing the fracking technology.

2.3 Fracking Technology Assessment

2.3.1 Social Perspective

Social perspective identifies aspects that affect society positively or negatively [10].
Four important aspects in social perspective are public perception, employment,
health and safety, and Local Infrastructure Development.
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Fig. 2.1 STEEPLE for fracking technology assessment
2.3.1.1 Public Perception

Views that are shared by population, social norm, and media coverage shape the
perception of the mass. Public perception is reflected in aesthetics, lifestyle, social
benefits, and social acceptance. National polling data published in the year 2014
found American population to be mostly ignorant or ambivalent toward fracking. A
small minority who knows about fracking are equally divided into a pro-fracking
and antifracking stance. Those who are in opposition to fracking are found to be
mostly women, open minded, and knowledgeable about fracking issues as these
women possess a habit of reading the newspaper more than once a week and talks
about the impact of fracking on the environment. People in favor of fracking are
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mostly older; minimum educational qualification is bachelor’s degree, conservative
political views, watch TV, and appreciative about the economic and energy supply
effect due to fracking. The accepted perception that better education creates nega-
tive impression toward fracking is proved wrong through the survey [11].

2.3.1.2 Employment

Employment is pertaining to job. It clarifies job creation, availability of workers,
and poverty alleviation. The creation of job opportunities by fracking is an issue of
controversy. Different groups have conflicting claims. Pro-fracking groups claimed
the creation of 48,000 jobs from the end of 2009 to early 201 1. However, antifrack-
ing parties denied this claim in the plea that these were new hires and the actual
number was proven to be 5700 during the same period. Bureau of Labor Statistics
revealed that the employment created by oil and gas operations (onshore and off-
shore) is less than 1/20th of 1% of the overall US labor market since 2003-2011.
Moreover, employment of less educated workforce and high wage lead to increased
number of dropouts of college students in these counties and cripple the ability for
future development [12]. Migration of more people in the fracking areas burdens
existing services, traffic, and accommodations, and there is a struggle for limited
resources that sometimes leads to animosity among people from different cultures
and places.

2.3.1.3 Health and Safety

Health and safety are concerned with safety, health, and welfare of people, society,
and workplace. Technology should not affect public safety and work safety and
should not cause long-term health issues. People and workers are vulnerable in
areas of fracking to different contaminants emitting out of fracking operation. This
causes many forms of respiratory diseases. Occupational health hazard of workers
in the fracking industry is an issue of concern. Workers may get affected by chemi-
cals and also machineries used in fracking sites. Workers are exposed to dust,
crystalline silica, and fracking fluids that cause fatal health hazards. Also, workers
may get hit by moving equipment and high-pressure lines, be entrapped in between
two moving parts of a machine, or suddenly be exposed to high-pressure release.
Due to flammable gas and materials in fracking sites, there is a high probability of
fire explosion. Worker sometimes needs to work in a confined space under high
power lighting. All these events may lead to fatal injury, disability, or sometimes
death [13]. The nonoccupational health hazard is caused by polluting gases and
harmful chemicals and silica that are used in the fracking process and contaminate
groundwater or atmosphere. Sudden economic expansion or recession which is
known as “Boom and Bust” sometimes causes mental stress to people in the com-
munity. Fracking causes a sudden increase in economic activity. This increase
in local economic activity is often followed by a rapid decrease upon depletion of
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the resources. Living cost soars as oil and gas industry can pay more. This creates
hardship for the community.

Local Infrastructure Development Infrastructure development is supposed to
improve transportation, help to develop related industry, and better productivity and
quality of life.

Due to the construction of well pads, waste pits, access roads, pipelines, com-
pressor stations, and other infrastructure, pristine landscapes are ravaged by indus-
trial zones. Spoiled infrastructure and economic, environmental, and social
degradation are the aftermaths of a sudden halt of fracking. The cost of destruction
is shared by taxpayers. Human habitats are replaced, lands are divided, open spaces
are sacrificed, and sometimes tourist attractions are crushed to make way for frack-
ing [12].

Many probable actions have been proposed by government, practitioners, and
researchers to minimize or eliminate the negative impacts of fracking. Occupational
Health and Safety Administration (OSHA) and National Institute of Occupational
Health and Safety (NIOSH) developed a detailed guideline for protecting workers
of fracking industries. Protective equipment, planned work process, engineering
control, worker training, and mostly minimizing exposure of workers to harmful
chemicals are some of the suggestions made by the organizations [14]. In many
states, the probable impact of fracking is assessed for a certain locality and ranked
based on their severity. Depending on the intensity of impact, preventive measures
and action plans are prepared ahead of time to reduce the negative effect of fracking
on human health [15]. Several states as well in many countries, for example, in
South Africa near diamond production zones, industries are compelled to pay an
impact fee, and it is saved as fund during the boom period. This fund is utilized
when fracking process discontinues or the bust period starts, to compensate the
people impacted, restore the landscape, or drive the economic activity. Rural, for-
ests, farmlands, and locations of tourist attractions are impacted with fracking con-
structions. This can be reversed by implementing zonal restrictions by the
government and protecting places and landscapes of public importance [16].

2.3.2 Technical Perspective

The oil and gas industry has a positive impact on the economy by introducing the
new fracking technology to extract hydrocarbons from areas and distances that pre-
viously thought unreachable. The new technology improves the horizontal drilling
in addition to the enhanced oil recovery (EOR) [17, 18]. The fracking new technol-
ogy could extract oil or gas double recoveries of that amount in the conventional
drilling [19]. Recently, light and medium oil and gas production have started to get
more attention by smaller players in oil and gas business. They are focusing on the
more profitable light-to-medium oil production. Also, as a result of increasing mar-
ket demand regarding the natural gas, international oil and gas companies develop
sour gas plants to increase the natural gas liquid productivity [20].
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2.3.2.1 Diesel Fumes

The hydraulic fracking uses the diesel fuel as the main source to power the drilling
machines in the drilling and production process. However, the diesel-powered
equipment can be a high potential risk or annoying source of harmful pollutants.
Also, it can be a source of the carbon emissions that might affect the environment
and cause global warming. Recently some international companies announced that
the natural gas would be the primary source of fracking power machines. The natu-
ral gas will reduce the carbon emission and the fuel cost that is used during the
fracking operation by about 40%. Solar panels are another energy source which has
been adapted by Halliburton oil and gas service company in the fracking process.
The company innovated the sand castle vertical storage silo technique to use entirely
with the solar panel. Moreover, Halliburton was successful in reducing the con-
sumption of power on site by 70%. They developed the powered pump trucks to be
working at the location of the natural gas [21]. The diesel fuel contains BTEX com-
pounds (benzene, toluene, ethylbenzene, and xylene). These compounds are consid-
ered as risk that might impact the human health through its potential leaks to the
drinking groundwater [22]. Now companies are working hard to sophisticate
engines and turbines that use natural gas as a fuel [23-25].

2.3.2.2 Fracturing Period

There are differences between the typical use of hydraulic fracturing between the
US states. The fracking process may take weeks to get access to the oil or gas
sources through the reservoir rocks. Horizontal drilling is a complicated process
which requires lengthy fracturing periods. Also, the horizontally drilled production
wells need about four to eight millions of gallons of water. This amount of water is
injected under the surface with constant pressure which might need extended period
of time to complete its process. However, the fracking in California has sophisti-
cated by using innovative technology to reduce the fracturing time. They use less
fluid to fracture within a narrow vertical band along a well; then they change the
direction of drilling horizontally only a few hundreds of feet from the last point of
vertical drilling [26]. To integrate a steam fracking process, the use of low-gravity
hydrocarbons as a diluent for the targeted heavy oil can decrease the fracturing
periods [25, 27].

2.3.2.3 Safety: Blowout Prevention

According to statistics of energy wire organization, the federal labor section, the oil
and gas industry workplace fatalities result in about 10% of deaths caused by fires
and explosions during the past 5 years. Safety has become increasingly important in
the oil and gas industry. Due to fracking boom which pushes into closely populated
areas, oil and gas companies are required to perform the safety process before,
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during, and after the drilling and production operations. Also, the workforce and
people inside and around the operation areas should have enough knowledge of
safety procedures.

Recently, the Wall Street Journal reported that “At least 15.3 million Americans
lived within a mile of a well that had been drilled since 2000, that is more people
than live in Michigan or New York City” [28]. Also, a research paper from the
Public Health School at the University of Colorado noticed that “Accidents at well
sites don’t simply threaten workers but can also expose those who live nearby to
fires, explosions and hazardous chemicals” [28].

Fracking companies are required to comply with all safety procedures and pro-
cesses that are recommended by the American Petroleum Institute (API). They
should carry out all blowout prevention equipments of inspection process during the
drilling and production. Companies are required to register and record all inspection
and closure test as scheduled by the safety department. In case blowout prevention
equipment is not functioning well, the operation should hold the blowout prevention
equipment until it is fixed and retested [29].

2.3.3 Economic Perspective
2.3.3.1 Abundance of Shale Gas Reserve/Supply

The US Energy Information Administration (EIA) assessed 48 shale gas basins in
32 countries, with a result of 6622 Tcf (trillion cubic feet) shale gas and 6609 Tcf
conventional gas worldwide. This means that the shale gas reserve contains a simi-
lar amount of conventional natural gas [30]. Later, EIA report indicated that 2013
estimation for the total world would be increased to 7299 Tcf, considering 41 coun-
tries, 95 basins, and 137 formations, as shown in Table 2.2 [31]. It appears that the
global estimation of shale gas reserve has been promising over the recent years.

In the USA, the Marcellus Shale is reported to contain large amount of shale gas
across western New York, Pennsylvania, and Ohio states. The reserve has been esti-
mated to be sufficient for 45 years of the consumption [30]. By looking at the esti-
mation reports over the past few years, the reserve of the shale gas seems to be
increasing, due to more basins and formations being discovered and incorporated.

Table 2.2 Reports of shale gas reserve from EIA 2011 and 2013 [31]

ARI report coverage 2011 Report 2013 Report
Number of countries 32 41
Number of basins 48 95
Number of formations 69 137

Technically recoverable resources, including the USA
Shale gas (trillion cubic feet) 6622 7299
Shale/tight oil (billion barrels) 32 345
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2.3.3.2 The Increase of Natural Gas Production

As aresult of the sufficient reserve fund, the gas production has been stimulated and
growing. For instance, the natural gas production in the USA has been increased
over a decade. The shale gas is considered as the largest contributor to this growth
from 2012 to 2040 [32]. EIA (2015) reported that the total natural gas had been
produced 35% more during the period 2005-2013, which is mostly attributed to
developing shale gas in 48 states. In addition, for the year 2040, the shale gas pro-
duction is estimated to be increased by 73% and reach to 19.6 Tcf under reference
case [33]. These figures and numbers reflect the significant increase in natural gas
production in the USA over the past 10 years and the tendency of the continuous
growth for the next 25 years.

2.3.3.3 Lower Natural Gas Price

Shale gas has depressed natural gas prices in the USA significantly, compared to the
major markets. The natural gas price is estimated to be 2.5 times higher by 2050 if
shale gas has not been developed. This may facilitate global competition and geo-
political shifts that break long-standing monopolies. For example, this could lessen
European dependence on Russian gas, reducing Russia’s ability to leverage higher
prices [30].

2.3.3.4 Increased Global Investment in Fracking Wells

It has been reported that International Energy Agency (IEA) predicted global invest-
ment of $6.9 trillion in the shale gas development including lots of expected new
wells during the period 2012-2035. This causes the rise of unconventional oil and
gas and a fast shift from traditional producers to plentiful domestic resources. It has
been estimated that 80% of natural gas well drilled in the next decade is expected to
employ hydraulic fracturing [30, 34]. With more fracking well established, the pro-
duction of shale gas will continue to grow accordingly.

2.3.3.5 Economic Development Growth

Some evidence has been reported about the economic development as a result of the
increase in shale gas production. For example, in Pennsylvania, the active wells
grew from 350,000 to 650,000 and generated 29,000 new jobs in 2008. For the
Marcellus Shale across West Virginia and Pennsylvania, it was reported to bring
$4.8 billion in gross regional product, caused 57, 000 new jobs, and generated $1.7
billion in tax collections. For Texas at the Barnett Shale, $11.1 billion annual output
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Table 2.3 Direct and indirect economic benefits from shale gas production in the USA

Shale play Estimated impact In the year To the economy of

Marcellus $4.2B in output 48,000 | 2009 Pennsylvania
jobs

Marcellus $8.04B in revenues 2010 Pennsylvania
88,588 jobs

Barnett $11B in revenues 2008 Dallas/Ft. worth area
111,131 jobs

Haynesville $2.4B in revenues 2008 Louisiana
32,742 jobs

Fayetteville $2.6B in revenues 9533 | 2007 Arkansas
jobs

Marcellus $760M in revenues 810 | 2000 wells over a 10-year | Broome county, NY
jobs period

Marcellus $2.06B in revenues Gas production per year Broome county, NY
2200 jobs

Adapted from Kinnaman (2011) [35]

and 100, 000 jobs have been reported [30]. These direct and indirect economic
benefits from shale gas production are shown in Table 2.3:

It also has been observed that fracking has transformed the USA into an energy
super power. In 2013, the USA has become the world’s largest producer of oil and
natural gas. The personal income is projected to be increased to $3500 more per
home in 2025. Fourty percent more oil and natural gas jobs has been estimated dur-
ing 2007-2012. Government revenue is estimated to be $1.6 trillion increase to
federal, state, and local government from 2012 to 2015. $180 billion trade deficit is
estimated to be reduced by 2022. $1.14 trillion is predicted to be spent on infra-
structure between 2014 and 2025. $533 billion increase in US GDP in 2025 is
forecasted [36].

2.3.3.6 The Effect of Trade Shock

One of the potential effects induced by fracking is to impose trade shock on the
exporters and importers of oil and gas. There is an estimation of economic effects of
a 50% reduction in the volume of US gas and oil imports over the period 2007—
2012. As a result, some countries may encounter some negative effects. For exam-
ple, Canada appears to experience a reduction of 0.5% of GDP. Other countries such
as Yemen, Egypt, Qatar, Equatorial Guinea, Nigeria, Algeria, and Peru have also
been estimated to experience a decline in GDP of up to 0.5% [37]. This indicates
that fracking can provide major benefits to some countries like the USA, but also
may create significant negative economic impacts on some countries relying on
exporting oil and gas.
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2.3.3.7 The Profitability of Drilling Shale Oil

Since fracking involves more sophisticated drilling and extraction process, it is con-
sidered costlier to operate. In views of the declining oil price, oil companies are
forced to consider the cost of expensive compared to less expensive fracking extrac-
tion methods. A report from The Wall Street Journal revealed that at $90 a barrel and
below, many hydraulic-fracturing projects start to become uneconomic and the
break-even point may lie around $80 to $85 [38]. Another article shows that frack-
ing may still survive below $60 per barrel. However, new exploration and produc-
tion may decrease, and some wells with higher cost have been shut down [39]. This
information did indicate that further oil price declining risk is very likely to make
expensive shale drilling unprofitable. Therefore, for a drilling company, more inves-
tigation and analysis on profitability challenge are deemed necessary, in light of the
higher cost of fracking and the declining price of oil.

2.3.4 Environmental Perspective

Fracking requires an enormous amount of water as much as four to eight million
gallons per well. The Environmental Protection Agency (EPA) in America indicated
that about 35 thousand of fracking wells during drilling annually required a huge
amount of water (equivalent to five million usages) [40]. Also, the big issue that the
water sources are used for fracking operations varies and is not well documented or
monitored. Some studies referred to the danger of the chemical solutions that are
used in the fracking process; about 25% of fracking chemicals could cause cancer
or other diseases.

Also, fracking can be one of the reasons of climate change because it produces
methane which harms the environment. Methane is often released from the fracking
wells during the drilling and production process. Some studies have shown that if
the percentage of leakage is more than 3%, the burning of natural gas can be worse
for the climate [41].

Fracking operation can also cause earthquake even though it is sometimes con-
sidered as small or under low-risk category. Many reasons can cause earthquake; in
fracking, earthquake can be caused by drilling vibration or injecting water under a
high pressure. Researchers referred to some actual cases that exposed to significant
earthquakes because of the abuse of using underground injection during fracking.
Those cases were registered in Oklahoma and Prague; many local homes were
impacted and thousands of dollars worth of damage [41].

Wildlife also has been affected by fracking which comes with strong and fast
industrial development, including the massive truck traffic. Fracking requires mul-
tiple routes for trucks to transport millions of freshwater from its sources to the
operation areas. Animals are poisoned by chemicals added to water, and they are
pushed to leave the wild areas to survive [41].
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Human, animals, earth, water, and weather have been affected by the oil and gas
industry operations [42]. Its processes have significant impacts on the environment
because of the lack of control and complying with the environmental policy and
regulations [43]. Due to the fast growth of the fracking operations in North America,
people and some health and environment organizations continue protesting and ask-
ing to band the fracking activities [44, 45]. Recently, Alberta Energy Regulator
(AER) issued a restrictive policy regarding the fracking operations including a list
of requirements. Fracking companies are required to provide all information relat-
ing to the fracking operation such as the amount of waters used during the process
and its sources and also the type of chemicals and solutions added into the water and
used in each single operation.

Richards [43] pointed to the debate and the miscommunication between the envi-
ronmental organizations and the producer companies regarding the propaganda and
fact. The industry is always fighting back to prove that all information and data
provided against the fracking are classified under the misrepresentation, misinfor-
mation, or misunderstanding category [46].

2.3.4.1 Water Use

Fracturing technology and its risk to water resources gained much attention from
both environmental organizations and the media. They argue against the chemi-
cals used in mixing with the fracking operation fluid and its risk for groundwater
contamination. Water management is required to reduce the environmental and
the media debate surrounding the fracking operation areas. Despite the continued
development of fracking technology, using and reusing the vast quantities of pro-
duced water during the fracking process is one of the key issues that need to find
alternative management strategies for managing this issue [47]. Drought contin-
gency plans are started to be legally required by water companies for assessing
the potential risk of using water resources before approving its use for fracking.
Moreover, minimizing water consumption and reusing of fracturing fluid are
challenges that need comprehensive management and disposal of wastewater
plans [41, 47].

2.3.4.2 Methane Emissions

Methane is a type of gas that is usually located under the Earth’s surface. Due to the
fracking process, methane released from the land to the air creates poisoning emis-
sions. Recently, some governments and environmental organizations have taken
some steps to control the gas emissions produced by conventional and unconven-
tional gas industry. Releases of methane have long been noticed and recorded in
several parts of the world. After completing the fluid injection process, the fluid
returns to the surface combined with significant quantities of methane gas [48].
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Nowadays, there is an innovative technology that helps reduce the methane gas
emissions by up to 90%. This technology is called the reduced emission completion
(REC), and it is used during the flow-back period. However, this technology requires
a proper implementation process such as installing special pipelines to the well in
preparation for the fracturing completion [48]. Fracking companies have shown
high interest in making more business than investments to reduce methane gas emis-
sions. In this case policies and regulations are needed to push these companies for
complying the reducing of methane emission rules [49].

In America, the federal oil and gas leases pointed to the study that proved the
difference of methane emission rate among regions. The Utah state has strict regula-
tions regarding reducing the methane emissions compared with the state of Colorado
[50]. On the other hand, the study mentioned that in some areas with no fracking
activity, a methane emission increase was recorded; the origin of the trends in the
data is far from clear. So additional measurements and research are required by the
US Energy Information Administration (EIA) [51].

2.3.4.3 Seismicity

The hydraulic fracking induced seismicity during or after the fracking operation. It
typically forms an elongated cloud of event locations [52]. Recently, several innova-
tive technologies were implemented to control seismicity occurrence and mitigate
the seismic hazard. Increasing number of sensible earthquakes would be a sign of
real seismicity that might increase the rate of damages and fatalities. Fracking is a
complicated process, and the injecting of fluid under high pressure is considered the
most difficult stage that may cause seismicity. The shear slip may occur during the
fracking process due to high pressure that might lead to creating shear stresses. This
explanation is still under studies, and some researchers argue in the way of creating
the seismicity during the fracture operation [54]. However, some of them pointed to
the induced shear slip might lead to the diversity of fracture surfaces and create new
layers formation [55]. EIA experts illustrated in their report that in over 35,000
hydraulically fractured wells, only four wells had noticeable earthquakes in the
USA [56]. To avoid this issue, fluid injections should be short-lived and injected at
lower pressures [53].

2.3.4.4 Land/Surface Use

Usually, in the conventional oil and gas industry, the operations need a huge land
area, but in the unconventional, operations by fracking technology require less land
use. However, in both types, the surface that uses resources is still the main issue in
some cases. Environmental and safety organizations continue complaining against
the fracking operations in regard to negative environmental impacts. Some cases
that had harmed the land or surface during the oil and gas operation were recorded
by the industry or environmental and safety organizations. In Louisiana (2009),



34 R. Khalifa et al.

some animals were poisoned by chemicals and founded near a drilling area. In
Pennsylvania (2008), the Monongahela River was contaminated by chemicals and a
high level of salt content found in the river. In the same state (2009), a spill of frack-
ing fluid into a surface and the depth water results to death of organisms that live in
the river [57]. So, the impacts of surface disturbance can extend over large areas and
both plant and animal species. Continuous improvement of best practices is required
by industry organizations [58].

2.3.4.5 Groundwater Contamination

The fluid that is injected into the oil or gas reservoir contains from more than 750
distinct chemicals. Fracking uses high-pressure pumpers to pump fluid through the
drilling well to the host rocks [59]. The chemical represents about 2% from the total
fracturing fluid volume. Large quantities of wastewater are generated during the
fracking process and represent about 98 percent of the volume. The Environmental
Protection Agency in America has started since 2010 to identify the potential risk of
hydraulic fracturing on drinking water [60]. The fracking companies are getting
benefits from exemption under the regulation of Safe Drinking Water (SDW) that
was issued by the Energy Policy Act (EPA) in 2005. However, the environmental
agencies are still working to identify contamination from shale gas exploration.
Scientists explained the reason of limited identification of the groundwater contami-
nation from shale gas operation. They emphasized that the large-scale exploration
of shale gas has begun recently compared to groundwater flow rates. So, the much
longer time frame is needed to identify and evaluate possible groundwater
contamination.

The fraction of drinking water wells that had chloride concentrations >250 mg/L (EPA
threshold for drinking water) in groundwater from Garfield County doubled between 2002
(4%) and 2005 (8%), with chloride up to 3000 mg/L in drinking water wells.

Overall, there might be real cases that exposed chemicals affected the groundwa-
ter in some areas, but many researchers and environmental agencies believe that
conventional and unconventional oil and gas exploration has an impact on the envi-
ronment and health [61-64]. For eliminating the impact of this issue, more studies
are undertaken by EPA including a review of the literature, analysis of existing data,
laboratory studies, and real case studies [59].

2.3.5 Political Perspective

The political perspective deals with players and factors that can potentially influ-
ence the creation and/or modification of policies and also with players and factors
that can influence and modify the perception and attitude of those whom policies are
made for. Although usually overlooked, this perspective can be very important and
change the competitive scenario in many cases.
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Regarding the case of fracking technology, the most important factors and players
identified are as follows:

The Environmental Protection Agency (EPA) The agency’s mission is to protect
human health and the environment [65]. After 1997, EPA was mandated (by law) to
regulate fracking fluids, as they caused many health and environmental concerns.
Since then, it has started to conduct several studies about fracking fluids and also to
regulate its usage (what would be the allowed and not allowed substances and
chemicals) [66]. EPA, with their studies and regulations, might have the ability to
hinder shale gas extraction and put more pressure on the oil industry through public
opinion. On the other hand, EPA representatives have already stated that fracking
can be done without harming the environment [67].

Policy-Makers and Legislators Either on the State or Federal level, there are
clearly two distinct movements, a pro-fracking and an antifracking. Both have
power depending on the state/region. Pro-fracking movements highlight and trust
the economical and strategic benefits America would get from exploring more natu-
ral gas reservoirs, and they open an opportunity to the industry when they are open
to discuss how to use fracking techniques while decreasing environmental impact
(e.g., Colorado and Texas) [67]. Antifracking movements highlight the environmen-
tal and social hazards that may surge from fracking and state that potential economi-
cal benefits are not worthy of the risk. They pose a threat as they do not want to take
chances and are leaning toward banning the technique (e.g., NY and Vermont) [66].

Nongovernmental Organizations (NGO’s) Nongovernmental organizations play
amajor role in today’s policy-making [73], and their importance is growing in every
sector. For fracking technology, the ones that are most relevant are environmental
organizations and activist groups. These organizations can be very powerful in
influencing the public opinion, by organizing constant protests, manifestations, and
making studies showing the potential hazards of fracking.

Public Opinion The public opinion is the perception of public over any given
issue/subject. The public in general can exercise strong influence over policy-
makers and legislators [74]. Public opinion against fracking can make it very diffi-
cult for activities to continue, once policy-makers would then be leaning toward
more restrictive policies and regulations.

Federal Agencies Strong agencies include Department of Energy (DoE),
Department of Defense (DoD), and Department of Homeland Security (DHS). Such
powerful institutions could, once they decide to support any given initiative/move-
ment, influence policy-makers (not through political lobby but through the experi-
ence and expertise of its employees and leaders) [75]. These agencies might easily
realize the benefits of the expansion of fracking and future American independence
from foreign fossil fuels. In that case, the fracking industry might gain powerful
allies.
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2.3.6 Legal Perspective

The legal perspective deals with factors that reflect the legality or illegality of the
technology, namely, laws, standards, codes, and regulations. The importance of
these factors is obvious, given the fact that once a technology (or anything related to
it) is set outside the limits of any legal instrument, it automatically becomes not
suitable. Regarding the fracking technology, these are the legal factors that should
be considered:

The Fracturing Responsibility and Awareness of Chemicals Act (FRACT
Act) In 2009, twin laws were passed in the House of Representatives and in the
Senate [68, 69], giving EPA authority to regulate fracking and mandating fracking
companies to disclose the chemicals used in the fracking fluids. The law was seen
as a threat since the industry would have to deal with more regulations. Also, it
would have to disclose some of their trade secrets, the fracking productivity highly
depends on how the cracks in the shale rocks are kept open, and these cracks are
“produced” and sustained by the chemicals and other substances used in the frack-
ing fluid. Therefore, no company wants to publicize the composition of its fluids.

Federal Laws As of now, eight different federal laws apply to fracking (same as to
conventional drilling) [72]. The discussion evolves around the question of whether
or not new laws and regulations would be needed. It presents an opportunity for
companies to argue that no extra or specific laws and regulations are needed.
Nonetheless, antifracking movements argue that none of these existing laws prop-
erly deal with fracking, because fracking involves different techniques and therefore
different hazards when compared to conventional drilling and oil/gas extraction.

The “Halliburton Loophole” The Halliburton Corporation is one of the biggest
companies in the oil sector, providing services of several natures to the oil compa-
nies [76]. In 2005, a provision in an energy bill exempted fracking from the Safe
Drinking Water Act, removing any authority of EPA over fracking activities [69,
70]. Although it helped the industry in the short term, it was terrible for the image
of fracking and oil companies in general (especially because the then vice-president,
Dick Cheney, was a former Halliburton CEO, which has risen numerous
suspicions).

The Ban on Fracking In December 2014, New York joined Vermont by banning
fracking activities in the State [71]. Those laws pose a serious threat to fracking. If
public opinion supports it, several other states might join the ban.

Prospective Laws Potential laws that might be enacted could present either oppor-
tunities or pose threats, depending on the content. As an action plan, the industry
should pay close attention to all political factors and players, as these can be a moti-
vation for new laws.
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2.3.7 Ethical Perspective

Technological innovations have changed our lives in an unprecedented way.
However, new technological innovations are never without dispute as there are
many shades of gray underlying its application. The same technology can shape our
future on the one hand when used to make this world more humane, while on the
other hand, it can make us disconnected or extinct as a human race due to dishonest
demagoguery [78]. Fracking technology is no exception to this controversy and has
sparked dichotomy between its benefits and potential drawbacks. The key stake-
holders in this issue are industry, government, pro-fracking and antifracking advo-
cacy groups, landowners, and community or neighbors.

Ethics is a standard that guides human behavior in different context. Many times,
innovators are ignorant or possess a telepathy mindset about the impact of technol-
ogy [77]. Some of the issues that cause conflict among social norms, moral values,
and technological innovation are information use; human interaction, reproduction,
privacy, values, and discrimination; sustainability; power disparity; and interna-
tional relations. Ethical perspective is intended to anticipate diabolic consequences
of technology and address ethical issues not only during technology development
but also during the whole life cycle of the technology and prevent probable back-
lash [78].

In an attempt to analyze the ethical perspective of fracking, a model known as
“CAT scan” is used. The tool was first proposed by Goodpaster, a former professor
at Harvard Business School, in his book Conscience and Corporate Culture in the
year 2006 [77]. The CAT scan is a matrix that combines five steps of case analysis
and discussion with four ways of ethical analysis.

Describe There could be several interest groups or people. It is important to iden-
tify the people whose actions prompt ethical questions. Clarifying relevant facts and
information helps to find out ethical implications.

Discern There could be several ethical issues. But it is imperative to find out the
most important ethical issue(s) and trace the connection or impact to other issues.

Display Understanding the players and the ethical issues facilitates to list out prob-
able actions by the actors. However, the actions need to be specific, brief, and
doable.

Decide At this stage, the players must choose optimal solution considering the
environment. It should be the best ethical response in the prevailing contexts.

Defend Finally, the decision should be backed up by moral principles [77].
The four major means of ethical analysis are interest based, duty based, right
based, and virtue based.
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2.3.7.1 Interest-Based Thinking

In this view, ethics is related to actions that impact a human being. Hence, a certain
action or policy is only ethically acceptable if the outcome positively serves the
interest of the human society or reduces the cost of achieving benefit.

2.3.7.2 Right-Based Thinking

An action is morally agreeable if it ensures social justice or “fairness.” Everyone
should get an equal share of opportunity, wealth, liberty, or freedom.

2.3.7.3 Duty-Based Thinking

The motto of this philosophy is whether an individual is contributing their share as
part of the whole community. Hence, ethical behavior is playing one’s part accord-
ing to social and legal norms.

2.3.7.4 Virtue-Based Thinking

Ethical actions are measured against prudence, temperance, courage, justice,
faith, and love. Deviation from these virtues is considered as unethical action or
behavior [77].

The ethical analysis using CAT scan model is shown in Table 2.4.

Half of US oil and gas is now being produced by fracking [79]. Marcellus Shale
formation is assumed to contain 489 trillion cubic feet of natural gas. At the present
rate of consumption of natural gas in the New York State, the reserve is calculated
to last for 400 years. However, some of the potential impacts of fracking are con-
tamination of groundwater, tributary, and the difficulty of disposing a large amount
of flow-back water. The gas employees and shareholders of the gas companies are
benefitted economically. Landowners also gain from leasing. However, the land-
owners are at risk in case the surface water gets contaminated as it would reduce the
property value [80].

A number of cities, states, and countries have banned fracking. Two California
counties (Boulder County, Colorado) — New York and even in Texas where the tech-
nique was developed — have banned fracking. Also, there are other states who joined
in this group such as Pittsburgh, Pennsylvania (2010); Philadelphia, Pennsylvania
(2012); Broadview Heights, Mansfield, Oberlin, and Yellow Springs, Ohio, (2012);
Hawaii County (2013); Mora County, New Mexico (2014); and Beverly Hills,
California (2014). Internationally, fracking is prohibited in some European coun-
tries such as Germany, France, Scotland, Northern Ireland, and Bulgaria [81].
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Table 2.4 Ethical analysis of fracking technology by CAT scan model [77-80]

CA.T Four Avenues of Ethical Analysis for Fracking
TR Hydraulic fracking has the potential to n growth and imgroved lfe for the ity. It helps the U.S. in its
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o greent gas emission. Large amount of flow back water poses threat to plant, snimal and human life [93]. The ethical
-~ - dilemma is extracting natural gas without collateral damage. Ethical agent is govemment.
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a—-::ﬁ-,-ll.a Government allows business lo continue production but provide support for eliminating impact on society and environment.
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absence of gas, an allemate clean energy source that would fusl half 8 bilion vehicles, produce one third of slectncity to heat and cool homes and
buiidngs would be hard to find or generate in short term. Monsover, through research and technology, enginesrs have already made

progress in finding solutions 1o most of the odds facing fracking [34]195].
5D Approach of Case Analysis

2.4 Conclusion

The aim of this chapter is to analyze the hydraulic fracturing (fracking) technology
through the STEEPLE methodology. STEEPLE assesses a technology from differ-
ent perspectives, namely, social, technical, economical, environmental, political,
legal, and ethical. The model concludes if fracking technology would be an oprion
for addressing energy challenges by the USA in the near future.

Specifically, the three research questions posed are why is the energy industry
jumping into fracking? What are the STEEPLE factors that come into play when
adopting fracking? Is fracking a suitable technology for the future? The first ques-
tion is addressed in the introduction part where the present industry situation is
discussed, and the reasons why the key players are interested in fracking are identi-
fied. The second question is addressed in the assessment section where each per-
spective of the methodology is analyzed, and main factors and players are identified,
explained, and discussed. The third question is addressed in this section.

A summary of the technology assessment with pertinent benefits and/or chal-
lenges for each perspective is captured in Table 2.5.

As discussed earlier, there is an ethical dilemma involved in choosing whether to
use fracking or not. Also, the political and legal perspectives may offer benefits and/
or challenges depending on how the many players behave. On the technical side,
there are minor benefits and challenges (The technology is not new, and it is evolv-
ing. It is perfectly feasible from a technical standpoint). The economical perspective
is, by far, the most positive. It presents several advantages that could be beneficial
for the USA. However, both social and environmental factors are unfavorable and
offer serious challenges for the technology to be fully deployed.
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Table 2.5 Analysis summary table

Social @ @
Technical @ @

| E.conomical @ @
Environmental _@ @
| > @ S @
- @ ©C
Ethical @ @

Taking the perspectives altogether, one can say that fracking is a very promising
technology, but it has extremely serious adversities associated with it. It is clearly
feasible from the technical perspective, and it has great economical potential.
Ethically, it has been proved to be acceptable. Nevertheless, the social and environ-
mental issues make it unsuitable as an energy option. The key point is, if negative
impacts are taken care of — al least mitigated — fracking can become a suitable
energy technology for the near future of the USA. In order for that to happen, the
technology needs to evolve to deal with those issues, and at the same time, all the
political players involved need to be willing to talk and negotiate.

2.5 Recommendations

As some major environmental drawbacks associated with fracking technology have
been identified, other alternatives such as renewable energy sources as well as
exploring safer means of extracting natural gas may need to be taken into account
for meeting sustainable energy expectations. Besides, in order to enhance the com-
mitment of environmental protection and social welfare, the laws and regulation
pertaining to fracking technology need to be reviewed and improved by involving
all stakeholders and considering all relevant perspectives and impacts.
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In view of the diverse arguments of fracking technology, both research works
and monitoring of fracking activities are deemed essential and required to be rein-
forced by the US Energy Information Administration (EIA) and Environmental
Protection Agency (EPA). These efforts are expected to clarify the relevant benefits
and challenges, reduce the negative impacts, and validate the suitability of being a
future sustainable energy technology. In addition, all environmental groups and
O&G companies should support and encourage the Center for Sustainable Shale
Development (CCSD) to continue the implementation of improvement and innova-
tive practices for fracking technology development, because the sustainability con-
sideration cannot be thoroughly enhanced without close collaboration among all
stakeholders.
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Chapter 3
Landscape Analysis: Connected Lighting
System

Nina Chaichi and Tugrul U. Daim

3.1 Introduction

The lighting industry has gone under major transformations in recent decades.
These changes are both at components/luminaires and system level. In 1999, Haitz
stated that lumen per package will increase by a factor of 30 and the cost per lumen
will decrease by factor of 10 [1]. This is also known as Haitz’s law [2]. In 2011,
Haitz’s law is revisited; though the cost per lumen decremental rate remained the
same, lumen per package incremental rate dropped to 20 [3]. According to revised
Haitz’s law, LED has entered to era that can overcome its adoption barrier—high
lamp price and low light output per emitter [2, 4]—in general lighting section. Next
Generation Lighting Industry Alliance (NGLIA)’s presentation to the Department
of Energy (DOE) shows that LED would disrupt the traditional lighting resource
and dominate the lighting market by 2020 [5].

The benefits of LED at luminaires level include high-energy efficiency, long life-
time, design flexibility, directional light, robustness, dimming capability without
color shift, absence of regulated toxic substances (e.g., mercury), absence of heat or
UV in light beam, and low-voltage DC operation [2] among others. However, the
digital nature of LED offers new opportunities at a system level to change the sym-
bolic meaning of lights as well as the industry landscape and improve the value of
lighting. For instance, LED enables the visible light communication which has val-
ues such as high-rate data communication and indoor positioning [6, 7]. All of this
new lighting functionality, coupled with new wireless communications protocols,
the ubiquity of smartphones, the emergence of home automation, the Internet of
Things (IoT), and the large-scale data collection and analytics, will enable a vast
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new range of features that can be embedded into solid-state lighting (SSL) products
and expand the range of lighting applications [8].

The purpose of this paper is to focus on technology and practices beyond effi-
ciency of energy and maintenance that would be enabled by utilizing LEDs. In order
to tie benefits with the connected lighting features, we have developed convergence
framework discussed in Sect. 3.2. Besides, we identified two big trends for benefits
beyond energy efficiency human centric lighting and indoor positioning
elaborated in Sect. 3.3. In Sect. 3.4, we discussed the technological landscape in
office, retail, and healthcare section. Conclusions are provided in Sect. 3.5.

3.2 Convergence Framework

Intelligent connected lighting design characteristics and functionality directly
depend on the objective of the system; therefore, based on the objective of the sys-
tem, specific hardware and software would converge together to serve the purpose
of the system. For instance, Acuity Brands have tiered solutions where tier one is
composed of luminaires and its controller and tier two sensors, such as occupancy,
are added to the system to gain a little bit more energy efficiency. Tier three is a
complete solution that provides benefits like taking advantage of daylight harvest-
ing and building automation [9]. In this paper, we tried to build a simple yet com-
prehensive framework which can be used as a reference to help understand various
systems, compare the solution with each other, and evaluate their added value.
Following the framework is the result of studying existing products, white papers,
interviews, and other resources.

Connected lighting system can be broken into four sections connection, inte-
gration, interface, and function. The first three sections are related to the hardware
part of the system, and function section is the functionality of the system based on
integrated hardware, most of the time in conjunction with the related software. The
system functionality would really determine the added value of the system.
Figure 3.1 shows the convergence framework and three solutions. Each solution
based on how it converged would yield different values. For instance, solution
1 illustrates high functionality and low usability; on the contrary, solution 3 shows
high usability and low functionality. Solution 2 is a more balanced case according to
functionality and usability. The following further describes each section:

(a) Connection: includes wired or wireless communication interfaces. The wireless
interfaces considered for system are WiFi, LP WiFi, Bluetooth, BLTE, 3G/4G/
LTE (GPRS), Zigbee, Zwave, 6LoWPAN, WiHART, RFID, VLC, and LiFi. The
main wired interfaces include power-line communication (PLC), Ethernet,
Power over Ethernet (PoE), digital addressable lighting interface (DALI), digi-
tal multiplex (DMX512), and KNX. These interfaces have been utilized to com-
municate within the system and with external systems, external systems such as
building management system (BMS); personal smart devices; smart objects,
e.g., blinds and thermostats; and so forth [10-13].
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Fig. 3.1 Connected lighting convergence framework
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Integration: lights are an ubiquitous source of power. Because of these charac-
teristics, they are an ideal host for various sensors and devices. Sensors are
utilized to gather extensive data for various purposes from environment. These
purposes can be classified into several categories presence detection, fail-
ure detection, room condition, air quality, etc. Devices like controllers, cam-
eras, speakers, recorders, and others can be integrated into light fixture as well.
User interface: users can interact with connected lighting systems through
interfaces. These interfaces can be push-button panels, smartphones, tablets,
PC, etc.
Function: the connected lighting system which consists of connection, integra-
tion, and user interface part can enable vast range of functions. Sometimes, this
hardware needs to be combined with an appropriate set of software to enable
specific functions. These functions can be categorized as monitoring, reporting,
scheduling, controlling, and business applications. It can monitor energy con-
sumption, failure, air quality, occupancy, foot traffic, light characteristics, and so
forth. Also, streamed data can be analyzed and visualized and published as a
report. Besides, relevant data can help to set different schedules for lighting,
temperature, and maintenance. Gathered data can help in the optimal control of
multiple systems like lighting, heating, and cooling. In addition, there are busi-
ness applications like payment on a personal device and dynamic and personal-
ized marketing using indoor positioning.

Cisco has taken this convergence one step further and introduced a digital ceil-
ing. The purpose of their approach is to not only increase smartness but also con-
nectivity. Their approach is to put disparate networks including lighting, HVAC,
and security on a unified IP system. This unified IP system consists of Cisco
Catalyst switches, PoE, universal PoE, and Constrained Application Protocol
(CoAP). Connected lighting is the basis for the digital ceiling. IP system for
lighting is the backbone of digital ceiling’s IP system; as well, the lights are the
intelligent gathering agents for the system [14, 15].
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3.3 New Trends

There are some developments in design concepts and new technologies and pro-
grams that would possibly shape the future objective of lighting systems. Human
centric lighting and indoor positioning are, respectively, new design criteria and
technologies that would influence the future of lighting. In this section these two
trends are briefly discussed.

A. Human Centric Lighting

Peter Boyce defines human centric lighting (HCL) as a “light devoted to enhance
human performance, comfort, health, and well-being individually or in some com-
bination” [16]. Any of HCL’s elements can be affected by light through visual and
nonvisual systems. The following questions need to be answered to thoroughly ana-
lyze the light effects on HCL’s elements.

The first related questions are how visual and nonvisual systems are working and
how are they influenced by light?

Retina contains five photoceptor types which provide inputs to visual and nonvi-
sual systems. Visual system receives its input from three types of cones and rods.
These photoceptors have their own specific visible light spectral sensitivity from
400 to 700 nm see reference [17] for each types of spectral sensitivity.
Photoceptors absorb light and excite retinal ganglion cells (RGC). RGC sends sig-
nal via POT to LGN/IGN and then virtual cortex for processing the image [16].

On the other hand, the fifth photoceptor is the main input provider for nonvisual
system. A few RGC (1-5%, depending on the species and method of estimation) are
called intrinsically photosensitive RGC or ipRGC and can act as independent pho-
toceptors through expression of melanopsin [17]. These photoceptors are sensitive
to short wavelengths of the visible light spectrum with the highest sensitivity at
approximately 480 nm [17, 18]. IpRGCs send signal directly and indirectly to the
nonimage-forming part of the brain including suprachiasmatic nuclei (SCN), pineal
gland, etc. [19]. Unlike the visual path, the nonvisual path is not well known. It is
shown that light influences the secretion of melatonin through influencing pineal
gland indirectly via SCN and PVN [16]; however, it is also argued that pineal gland
is directly affected by light [20].

Furthermore, ipRGCs can be stimulated through connected rods and cones, so
they can be influenced by other spectral range as well, though this intraretinal con-
nection is not fully understood yet [17, 21]. For this reason and others such as pupil-
lary light reflex (PLR) fully outlined in [17], it is impossible to expect predetermined
nonvisual effects based on intensity and spectral composition of the light. Yet, there
is general guidance in order to minimize and promote ipRGC output. Lower light
intensity which is biased toward longer visible wavelengths minimizes the activa-
tion of ipRGC outputs, while higher light intensity which is biased toward the blue/
green region of the visible light promotes ipRGC photoceptors [17].

Also, visual and nonvisual response depends on other photic factors rather than
intensity and spectral composition of light. Light direction is considered as a factor
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Table 3.1 Light effect on human being [18, 24]

Visual Nonvisual
Visual Subjective Psychological
performance well-being health Physiological health | Performance
* Object *  Emotion e Depression | Cardiovascular * Alertness
recognition | Satisfaction |e Stress disease e Adapting
* Contrast * Aesthetic ¢ Anxiety/ e Diabetes to night
perception/ appreciation agitation e Sleep disorders shift
visual e Gastrointestinal e Jetlag
comfort disorders
¢ Cancer
¢ Easing pain
e Decreasing
recovery time

Improves mostly with higher level | Improves with changing light characteristics (color,
of intensity and some cases with intensity, temperature) over time to keep circadian
direction of light rhythm in sync

playing a role in visual response [22]. On the other hand, factors playing a role in
nonvisual response are timing and duration of light exposure and retinal irradiance
[16, 23].

The second set of related questions are as follows: how are HCL’s elements
affected by visual or nonvisual systems and are these influences direct or indirect?

Lots of studies have been done to understand the effect of visual and nonvisual
systems on visual performance, visual comfort, well-being, psychological and
physiological health, and human performance in general. Table 3.1 illustrates these
effects and their connection with each system. Visual performance and comfort as
well as subjective well-being are related to visual systems [18]. These factors are
tied to quality of light which directly relates to adequacy of light intensity, bright-
ness, aesthetic, and also reduction of glare and flicker [16, 18].

On the other hand, non-visible effects are associated with circadian, neuroendo-
crine, and neurobehavioral system [17, 25]. Neurobehavioral system explains the
action between nervous system and behavior including depression, anxiety, stress,
alertness, memory, attention, and concentration [26, 27]. The neuroendocrine sys-
tem has evolved to effectively integrate neural and hormonal information and
accordingly take physiological actions [28]. Circadian system is in charge of keep-
ing body’s internal 24 h clock in sync in order to let biological events repeat them-
selves in regular intervals. There are three factors that affect circadian
rhythm internal clock, external stimuli including light, and hormones [29].

These three systems interact with each other. The nonvisual photoceptor sends
signal to suprachiasmatic nuclei (SCN) and indirectly controls the release of
hormones including melatonin and cortisol. These activate relevant parts of the
brain effecting alertness. Stimulating the receptors suppresses melatonin production
and leads to an alertness increase. Changes in the level of alertness during the day
regulate internal clock and circadian rhythm. However, exposure to light from late
evening to early morning can reset the internal clock forward or backward [18, 29].
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In Table 3.1 the effect of light on these three systems is categorized as psycho-
logical and physiological health and performance. Table 3.1 organized the most
simple and direct relation. It only considered the relation which can be distinguish-
able between visual and nonvisual systems. For example, mood hasn’t been included
in the table since some considered it as visual effect [16, 18], while other research
suggests that it is effected by nonvisual system directly and indirectly [30]. Though
this is a good approach to determine influential factors for each system, it is not
necessarily enough to design light for a given outcome. For instance, as it is illus-
trated in [16], human performance can be effected by almost all the categories men-
tioned in Table 3.1 directly and indirectly. It can be influenced by alertness,
sleep-wake rhythm, visual performance, and even factors such as personality and
personal management skill which are not under influence of light [16].

Another question is as follows: are light spectral and intensity composition and
timing and duration of light exposure only influenced by a given element?

As briefly mentioned above, in most cases, light is not the only influencer. There
are some factors such as age, health, and circadian robustness (clock genes) that can
influence light effects on HCL’s elements [16, 20, 23], while external stimuli such
as food and exercise can independently have an effect on circadian system and influ-
ence outcomes [20]. Moreover, factors such as personality, beliefs, culture, etc. can
have effects on a person’s response to the light [31]. Overall, the effect of light on
human performance, comfort, well-being, and health is very context dependent.

Finally we consider how artificial light design can influence the effect outcome.

Two types of light sources have been considered to study the effect of light on
human natural light and artificial light [18]. Human centric lighting can be
achieved in three ways. The first is increasing the daylight availability in an indoor
area by improving the form of building such as adding window and skylight [31].
The second is by improving artificial light via enhancing their flexibility and quality
[16]. The third approach is a hybrid approach that improves daylight and artificial
light simultaneously [32]. Here, we will talk about efforts which have been made to
make artificial light more flexible.

In traditional lighting design, the design factors include aesthetic, visual perfor-
mance, and comfort [17]. In human centric lighting design, additional factors
required to take into consideration include dynamic light spectrum, dynamic color
temperature, dynamic light intensity, and flexible light direction. Dynamic light
control systems enable light characteristics to change over time directly and
indirectly.

(a) Direct dynamic lighting control system: this can also be considered as a person-
alized light control system in which light characteristics and direction can be
changed based on user’s preference. The system consists of connection,
integration of controller, and user interface. The system is capable of allowing
some or all of the light characteristics to be set through the user interface. This
system can be set based on the preference, aesthetic, task, etc. The system can
provide both preset light scenarios and fully personalized light setting.
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(b) Indirect dynamic lighting control system: in this system light characteristics
and direction have been controlled to achieve a desirable light output. The
objective in indirect dynamic control system is mostly either mimicking day-
light or responding to daylight. The difference between these two systems is the
way they are programmed to provide HCL. The former system is more focused
on enhancing flexibility of artificial light system as primary light source for
HCL, while the latter system is more focused on adapting artificial light to vary-
ing needs based on daylight availability where natural light is primary the light
source for HCL. Natural light differs based on the architecture, windows,
blinds, weather, etc., and increasing natural light might reduce comfort by
increasing temperature or glare. In these cases, there is a need to control natural
light through other controlling systems such as manual or automatic blinds.
This system consists of connection, integration of controller and light sensor,
and added software or algorithms to provide expected function. This system can
have a user interface though the purpose is for either overriding current control
or providing non-light-related inputs to the system.

Personalizing lighting can enhance visual performance and well-being which
indirectly helps with enhancing task performance [33]. One problem associated
with the personalized control system is that this system would be changed based on
individual’s preference mostly for improving visual performance and comfort which
might not support nonvisual effects of light. Though direct dynamic lighting control
system implementation is fairly easy, on the contrary, indirect dynamic lighting
control system can get very complicated for several reasons. First, it might require
interaction with other controlling systems such as a blind control system to control
the amount of natural light that the room receives [31]. Second, it may also be
required to keep balance between light parameters to support more than one charac-
teristic of HCL, e.g., performance and health [17]. Third, in some spaces, light
needs to support more than one application concurrently, as an example in a health-
care facility. Fourth, right lighting characteristics are very context dependent [17],
e.g., light characteristics required for a given application might be different for dif-
ferent age groups [34].

Furthermore, nonimage-forming effect of light is a new and immature field of
research which makes it difficult to expect certain result based on light characteris-
tics [17]. Also, there are not widely accepted metrics to take into account all of light
effects especially nonvisual effects [17], despite efforts [35—37]. These problems, as
well as the implementation problem mentioned above, might slow down the adop-
tion of indirect dynamic control system in comparison with direct dynamic control
system.

B. Indoor Positioning

Indoor positioning is a system to locate people or objects in an indoor environ-
ment to provide location-based services. IPS principles consist of anchor or refer-
ence points and solutions to determine the position of the mobile nodes with respect
to those reference points [38]. Though IPS has the same main principle as GPS, it
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Table 3.2 IPS technologies and solutions

Technology (location transmitter) Solutions (positioning algorithm)
- WiFi - Proximity/identity

- Bluetooth Low Energy (BLE) -Triangulation/geometry/range

- Ultra-wide band (UWB) - Scene analysis/fingerprint
-Radio-frequency identification (RFID) -Image transformation

-Zigbee

- Visible light communication (VLC)

-LiFi

differs from GPS in respect to the technologies utilized as anchor nodes. Table 3.2
summarizes some of the technologies and solutions which have been implemented
in IPS so far.

VLC and LiFi are very similar such that in many cases, they could be replaced
for the other technologies. However, both technologies use LED to transmit data
wirelessly; VLC has been conceived as a point-to-point communication technique;
on the other hand, LiFi is a bidirectional multiuser communication system. LiFi can
communicate from point to multipoint and vice versa which makes it a complete
wireless networking system [39].

IPS solutions or positioning algorithms are classified into four categories; how-
ever, different terminologies are used to address them in literature Table 3.2
includes the alternative terminologies. Also, multiple techniques have been used to
implement each positioning algorithm:

(a) Proximity: this technique uses a grid of fixed location transmitters to locate the
mobile node based on the anchor node that serves the user. If more than one
node is picked by the user, then strongest signal received RSS methods
will determine the location of the user. This solution provides IPS with low cost
and low accuracy [40-42].

(b) Triangulation: this solution is also called geometry and range which measures
the geometric relation between the mobile node and location transmitter [38,
42]. This solution can be implemented by two techniques lateration and
angulation techniques. The former technique includes received signal strength
(RSS), time of use (ToU), time difference of arrival (TDoA), and roundtrip time
of flight (RTOF) methods. Angulation technique includes arrival of angle (AoA)
method which is also called direction of arrival (DoA). For more detailed dis-
cussion, refer to [40, 41, 43].

(c) Image transformation: in this technique, mobile nodes equipped with a cam-
era image sensor: take pictures of local environment or location trans-
mitter. Mobile node position is determined in a camera coordination system
based on the taken image or series of them. Image transformation technique
helps to find the location of the camera in world coordinate system and position
the mobile node [43].

(d) Scene analysis: this consists of two steps an offline and online step. In the
offline step, a site survey is performed to build a priori location fingerprint data-
base of the environment using triangulation methods such as RSS, ToU, TDoA,
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Ao0A, or image transformation techniques. In the online step, the mobile node is
positioned with respect to fingerprint database using methods including
k-nearest neighbor (KNN), neural networks, support vector machine (SVM),
smallest M-vertex polygon (SMP), and so forth. For more detailed discussion,
refer to [40, 41].

IPS performances are dependent on both the technology and positioning solu-

tions. Most frequent performance metrics to compare various IPS options include
accuracy, precision, scalability, latency, complexity, robustness, cost, security, and
privacy [38, 40—46]:

(a)

(b)

(©

(d)

(e

)

Accuracy and precision: accuracy is the mean distance error between an esti-
mated location and the actual location, while precision measures the robustness
and consistent accuracy of the measurement. Cumulative distribution function
(CDF) has been used to convey the performance of IPS considering both accu-
racy and precision.

Scalability: this characteristic depends on three parameters geographic,
density, and space dimensions. Geographic illustrates the area or space covered
by IPS, and density represents the number of mobile points present in the unit
space per time period. Large or crowded covered areas could congest IPS and
affect its normal operation. Another parameter to consider is the space dimen-
sion of the system. Some IPS can locate mobile nodes in 2D and 3D space or
both.

Latency: measures how fast IPS can locate a moving object. The measurement
depends on the inherent delay associated with each technology, computational
process time of algorithms, and available hardware for computation. For exam-
ple, lower latency is expected for IPS using scene analysis solution if the com-
putational process is using a centralized server side—higher processing power
and enough power supply—rather than on mobile node platform or client side.
Robustness: shows how IPS can keep functioning normally under partial failure
and incomplete information. Examples include signal obstruction, environment
changes, introduction of new component, and so on.

Security and privacy: security ensures the system resilience against external
threats, while privacy ensures confidentiality of client data to determine the
location. IPS architecture and operational factors would affect the security and
privacy level of the system. For example, running positioning algorithm on cli-
ent device ensures more privacy than utilizing a centralized server to run the
computation.

Cost and complexity: cost and complexity of IPSs are directly tied to the deci-
sion made about operational metrics including accuracy, scalability, robustness,
security, and privacy of the system. Another contributing factor in system cost
is the reusability of any existing infrastructure to implement the IPS. Complexity
is a combination of hardware and software complexity. Tables 3.3 and 3.4 illus-
trate the complexity of both components individually. However, software and
hardware can positively and negatively affect each other’s complexity [41, 43].
For instance, VLC with an image transformation solution has less complexity
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Table 3.3 IPS technologies Low
complexity [43] complexity Medium complexity
Zigbee, VLC WiFi, BLE, UWB, RFID

Table 3.4 1PS solution complexity [43]

Low complexity Medium complexity High complexity
Proximity Triangulation Scene analysis
Image transformation

than VLC. With the triangulation solution, however, image transformation is a
complex process which can be reduced by using auxiliary equipment which
results in more hardware complexity [43]. As a result, the information in Tables
3.3 and 3.4 needs to be adjusted with respect to IPS package.

VLC-based IPS manufacturers believe that VLC is the winner among the indoor
positioning technologies. This belief is mostly because of the better accuracy and
precision [47] 0.01-0.35 cm excluding VLC with proximity solution and
lower complexity and cost due to existing infrastructure [43]. Though VLC has the
highest accuracy among indoor positioning technology, it is not a decisive winner
when it comes to complexity and cost. Reference [41] illustrates how considering
VLC along with different solutions will change the complexity level from low to
high; however, it is not only considered photodiode-based VLC architecture.

VLC IPS architecture can be classified into two categories photodiode-
based design and camera-based design. Photodiode-based designs utilize proximity,
triangulation, and scene analysis with triangulation-based reference database, while
camera-based designs use image transformation and scene analysis with image
transformation-based reference database. Photodiode-based design is a more accu-
rate system in comparison with camera-based design. However, the latter has less
hardware complexity. On the other hand, image transformation techniques are fairly
complex and can negatively affect the response time. The complexity of image
transformation can be reduced at the cost of increasing hardware complexity and
cost [43].

Qualcomm’s Lumicast technology is a VLC IPS. Lumicast uses a camera
image sensor to determine the location and orientation of mobile objects in
three dimensions. System accuracy is 10 cm and the response time is a tenth of
second. In addition to high accuracy and low latency, Lumicast in general VLC
IPS is scalable and robust. The other factors that are needed to take into con-
sideration are energy efficiency of system and its impact on smartphone’s battery
life in which Lumicast is doing good as well [47].

Besides, the cost of VLC system is low, since it can reuse infrastructure if LEDs
are already installed. For example, Lumicast requires a firmware and mobile soft-
ware in addition to LED network to position the objects. Firmware can be run on
microcontrollers present in LED fixture drivers, and mobile software is needed to be
installed on mobile devices [47].
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However, VLC services are limited to where and when light is available. To over-
come this restriction, some solution utilize other technologies, e.g., Bluetooth Low
Energy (BLE) along with VLC to increase the robustness of system [47, 48].

3.4 Landscape Analysis in Different Sectors

Connected lighting benefits would differ from one sector to another. For instance,
the main purpose of human centric lighting would be increasing productivity in one
sector and improving health condition in another one. Also, indoor positioning tech-
nology enables various location-based services in different sectors. A landscape
analysis is conducted in three sectors office, retail, and health care to study
the trends, benefits, and barriers of connected lighting in each sector. Conducted
landscape analysis is broken down into four steps. In the first step, we gathered case
studies, white papers, manufacturer’s reports, market research, and any resource
which will provide an insight into technological trends. In the second step, we ana-
lyzed the content of materials gathered in the first step to identify the stakeholders,
benefit for each of the stakeholder, stakeholder expectations, and so forth. In third
step, we tried to relate each benefit with technological feature. And in the last step,
we tried to cross-check the opportunities and identify the barriers with analyzing
literature and market research.

A. Office

A smart connected office is a growing market so as connected office lighting as
part of it. There are numerous case studies that have been published by lighting
manufacturing on implemented smart connected office lighting as well as expected
benefit from it. We studied about 40 case studies from major players in this field
including Philips, Cisco, Lutron, Acuity Brands, Osram, Cree, GE, and Daintree (to
obtain cases, refer to [49-56]).

There are three primary stakeholders employee, employer, and the building
owner: that can benefit from connected lighting. The benefits of smart connected
lighting can be listed into three groups based on associated stakeholder. The men-
tioned benefits for employee are as follows visual comfort, reducing eye strain
and fatigue, improving concentration, task tuning, maximum comfort by personal-
izing the light, happiness and satisfaction, improving psychological status, and
improving immune system. These benefits can be categorized as (i) visual benefit,
(i) subjective well-being, and (iii) health.

Extracted benefits from case studies for employer can be summarized as improv-
ing employee’s effectiveness, performance, and occupational safety and health,
managing office resource, and adapting light to business need, for instance, by shift-
ing the attention to specific space. Connected lighting gathers data which helps
employer to create optimal workspace by providing insight into employee prefer-
ences. Also, it helps with optimizing office space utilization.
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Connected lighting benefits for building owner come down to building perfor-
mance and operation. Analytics and data on building operation assist building owner
in measuring and verifying energy efficiency for various certifications. Besides, it
ensures sustainable practices by benchmarking facilities against each other and cen-
trally manages geographically distributed facilities. Connected lighting is a flexible
system which easily adapts to changes to accommodate tenants with different needs,
provides limitless options, and is future proof.

Benefits have been linked to various technologies. For instance, some of the
benefits for employees are linked solely to LED, since it provides glare-free and
high-quality light. However, most of the benefits are linked to various features of
connected lighting including personal control (lighting and environment), dynamic
lighting, flexible lighting, connectivity with BMS, integrated building system, and
its intelligence (sensors).

It is estimated that salaries and benefits of employee are about 85.5% of office
operation cost [57]. So, employers would benefit a lot from lighting system which
improves employee’s productivity, absenteeism, or staff retention [57, 58]. There is
an effort to quantify the benefits for employer; in their case study, the benefit of
improved productivity is significantly higher than improved absenteeism and staff
retention though considered improvement for all was equal and trivial [59]. Potential
productivity gain could lower the total cost of ownership (TCO) of connected light-
ing and increase its adoption. Though the relation between the connected lighting
features and the benefit including improvement in building performance and opera-
tion, business, and utilizing office resources is apparent, it is not the case for benefits
related to employees.

Researchers do not have consensus on both potential benefit of human centric
lighting for office worker and the path that connected lighting would yield these
benefits. It is argued that light can affect employee’s health, well-being, and alert-
ness [58]; however, the first year of longitudinal study shows significant relation
between dynamic lighting with only increasing employee’s satisfaction and not with
recovery, vitality, alertness, headache and eyestrain, mental health, sleep quality, or
subjective performance [60]. Also, in an effort to establish influence path [33],
linked mechanism map is proposed based on other research results. The purpose of
this mechanism is to understand the effect of personal controller and illuminous
condition on task performance, well-being, and health through influencing visual
performance, comfort, appraisal, and so forth. However, the final map does not
match the proposed map. Furthermore, there are other light or non-light-related
variables [16, 61] which contribute in task performance and overall human perfor-
mance and need to be considered when analyzing light effects.

As stated, it is challenging to prove the benefit of human centric lighting for
office space, to link the benefit with specific technology, and to recommend lighting
design that ensures alleged benefits. Though this could be a barrier for connected
lighting adoption in office section, connected lighting itself can be a test-bed to
overcome these barriers.
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B. Retail

It is believed that retailers could increase the size of basket, sales, and profits via
enhancing customer experience and improving operational efficiency. This is tightly
tied to the retailer’s strategy and adapting capability to changing environment.
Retail sectors are witnessing the changes in shopper behaviors. The mentioned driv-
ers for such changes are millennials’—digital——generation [62], technology [63,
64], and economy, regulation, globalization, and interaction between these environ-
mental factors [64]. For instance, researches showed that mobile devices are shap-
ing the shopping behavior and changing the expectation of the customers [65, 66].
More shoppers use mobile when shopping in store, online, or on the go. Among
these shoppers, millennials are more likely than baby boomers to use and express
concern about mobile channel [65], though it does not negatively affect their in-
store shopping frequencies, as research showed they are more likely than baby
boomers to shop in-store [65]. Since shoppers also expect to use mobile to find
product information, compare prices and products, use shopping list, locate and
navigate to in-store item, order out of stock items, get real-time promotions, use
discounts and coupon automatically, etc., these activities are not specific to one
category, and it is fairly widespread among all categories such as grocery, appli-
ances, apparel, health and beauty products, etc. [66].

These behavioral and expectation changes underline the importance of shopper
marketing practices over traditional marketing. Definitions provided for shopper
marketing emphasize on marketing activities that influence not only shoppers’
entire path to purchase but also shoppers’ path beyond purchase from retention to
recommendation [67] by focusing on shoppers’ needs through deep insight into
their behavior, engaging and creating unique experience for them, building brand
equity, and so forth [68], though this fairly young area of marketing requires new
innovations to reach to its full potential, innovations such as digital activities, mul-
tichannel marketing, store atmospheric and design, new efficient and targeted pro-
motion and pricing, etc. [64, 69].

Overall, shopper marketing would reach to its full potential when it provides
seamless shopping experience to customers. Location-based services are one of the
most important contributors to shopper marketing. Location-based services require
indoor positioning technology to locate mobile objects, mobile device as a platform
to deliver services, digital indoor map to enable navigation, and loyalty app to
implement the services.

Retailer uses loyalty app to enhance customer experiences by providing efficient,
convenient, omnichannel, and personalized shopping. Mentioned location-based
services in [47, 48, 65, 70, 71] which are included in the loyalty app to drive cus-
tomer engagement and loyalty can be categorized as:

* Navigation: store navigation for shopping list or finding fast checkout lane

e Information: product information, price comparison, product reviews, and
suggestions

* Assistance: find store employee, order out of stock item from other channels, etc.

* Personalized and location-based promotions
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Also, the customer experience can be enhanced while improving operational
efficiency by effective staffing and merchandizing [71]. Effective merchandizing is
possible through analyzing location-related data gathered via loyalty app or indoor
positioning system. Data analytics can help to improve store layout, shelf, and dis-
play strategy [71].

Retailers do not meet customers’ expectation of seamless in-store shopping
experience [65]; besides, VLC IPS is accurate and low cost which provides great
value proposition for retailers to implement location-based services. Though cus-
tomers and technologies are ready for location-based services, there are some barri-
ers on the retailers’ side to adopt these services. Current research shows that retailers
do not invest and believe in the benefit of location-based services; besides not all
retailers have loyalty app [72]. Besides, the bigger barrier for adoption is ambiguity
about location-based marketing. There are several pilot projects utilizing VLC IPS
in retail section around the globe which help retailers to test their marketing strategy
before vastly implementing the location-based services.

C. Health Care

The healthcare industry can be categorized as an outpatient and inpatient facility.
The former includes medical offices and clinics, while the latter includes nursing
home/assisted living and hospitals. In this section, we have done content analysis
for 20 lighting case studies. These case studies are mostly on inpatient facilities and
clinics which are implemented and conducted by Philips, Acuity Brands, Cree, and
Sacramento Municipal Utility District (SMUD). (To obtain cases, refer to [23, 49,
51,55].)

The beneficiary of lighting can be categorized as three stakeholders patients
and visitors, caregivers and staff, and healthcare administrators. Healthcare admin-
istration goals are improving operational efficiencies while providing the best care
to the patients and visitors. Connected lighting system can contribute to achieve
those goals by providing human centric lighting to visitors, patients, caregivers, and
staff. Analyzed cases show that caregivers and staff can benefit from human centric
lighting to improve their performance and well-being. There are numerous instances
that connected lighting contributes in improving performance as follows:

e Visual comfort.

* Visual performance: LED provides high-quality and glare-free lighting which
improves visibility and visual performance. However, personal light (task tuning
light) as a feature of connected lighting also improves visual performance. For
instance, it can provide various light scenarios by controlling color, intensity, and
temperature of light which improves diagnosis. Besides, the ability of control-
ling the light intensity can improve visual performance for different activities,
e.g., lowering the intensity of light to provide better visual performance for X-ray
view.

e Communication with patient through light.

* Enable different types of therapies. For example, psychiatrists can tune the light
according to their requirement and objective to assist with the therapy.
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Patients in outpatient and inpatient facilities can benefit from modern lighting in
different ways. For outpatient visitors, modern light is mostly used to improve sub-
jective well-being via exciting positive emotion; improving mood, satisfaction, and
aesthetic appreciation; and decreasing stress and anxiety. On the other hand, the ben-
efit of light for patients in inpatient facility comes to not only improving subjective
well-being but also health.

Dynamic light which mimics natural daylight has gained attention in improving
psychological and physical health. Dynamic light can improve the quality of life for
patients in assisting living centers and decrease recovery time for patients in hospi-
tals. The mostly reported nonvisual effect in inpatient facilities is improving the
sleep-wake rhythm which is a well-known problem for patients in hospital and care
facilities. It is also mentioned that it can improve patients’ behavior in care facili-
ties. Besides, there is visual effect of light that can affect health. It is reported that
improving visibility can reduce falling incidents in care facilities.

The benefits mentioned in literature including “enabling performance of visual
tasks, controlling the body’s circadian system, affecting mood and perception, facil-
itating direct absorption for critical chemical reactions within the body” [29] almost
match with the benefit extracted from case study. However, the sources of light
mentioned to achieve the benefits are quite different. Increasing kight intensity can
improve visual performance and well being as a result [22]. Direction of the light is
important for the elderly [22]. On the other hand, important light factors that affect
nonvisual response are (i) spectral content of the light source, (ii) intensity level of
the light source, (iii) duration of exposure, (iv) timing of the exposure, and (v) age/
health of individuals [17, 21, 23]. With considering electric source as light concen-
trated in limited areas of spectrum and not varying over time, the only source which
can help with improving health is natural light. However, tunable LED with right
controlling system would be able to mimic daylight pattern and provide similar
benefits.

Healthcare facilities especially inpatient facilities are complex and dynamic with
various light requirements for multiple activities and humans in their environment
[73]. Doctors, nurses, administrative staff, and support staff need different light
characteristics due to their type of work, the shift of their work, and their age.
Besides, it might be a conflict for appropriate light characteristic, e.g., nurses require
high intensity light for good visibility to provide better care, though exposing
patients to high-intensity light at night can cause sleeping disorder. As conducted
survey result [34] shows, controlling light is an important aspect for nurses, and
they believe light for night navigation requires the most improvement.

Connected lighting provides healthcare facilities’ flexibility to accommodate
various and sometimes contradictory requirements and easily adapt to any changes.
However, the difficult parts are as follows: to find light source which provides spec-
tral range close to daylight and decent color rendering and, also, to set up multiple
lighting scenarios considering all the stakeholders’ benefits.

Though there is no case found that used LED (VLC) as indoor positioning
technology for location-based services in healthcare system, here, we briefly
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discuss the location-based services available in healthcare field enabled by other
technologies rather than VLC. For instance, location-based services provided by
Navizon are listed as services to enhance patient experience and improve opera-
tion, safety, and asset management. Mentioned services for each category are as
follows [74]:

(a) Patient experience:

e Wayfinding
* People-finding services

(b) Operation:

e Staff finding and tracking

e Patient flow

* Business intelligence

e Process automation

e Location aware messaging and alerting

(c) Safety:

o Patient safety: tracks wanderers, prevents elopement, prevents infant abduc-
tion, and reduces risk of injury or death

e Emergency response: summons help implementing wireless nurse call

e Infection control: enables identification of staff, patients, and equipment
coming in contact with infection sources, reduces impact of hospital-
acquired infections (HAIs), and provides documentation for regulatory
reporting

o Staff duress/panic: panic button that enables security alerts

* Positive patient ID

(d) Asset management:

e Asset tracking: tracks equipment location and status, prevents theft and loss,
facilitates patient flow for better care, improves handling recalls, eliminates
over-purchasing and unnecessary rentals, facilitates timely preventive
maintenance for improved regulatory compliance, enables automated inven-
tory management, enables automated work orders, and helps eliminate oper-
ational bottlenecks

The accuracy required for the system can be different based on the location-
based service [73]. For instance, services like wayfinding require higher accu-
racy rather than emergency response. Though VLC may lose its accuracy
advantage based on implemented services, it still keeps its advantage when it
comes to cost.
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3.5 Conclusion

In this study, we established convergence framework based on four aspects
connection technology, user interface, integrated sensors, and the functionality of
system as well as program and software required to enable them. Then we elabo-
rated on human centric lighting and discussed how visual and nonvisual system
works and how they are affected by light, whether light is influenced directly or
indirectly and whether light is the only influencer, and the role of artificial lighting
design. For other big trends indoor positioning system—we discussed and
explained underlying factors for IPS location transmitter technologies and position-
ing algorithm. Then, we discussed the criteria to evaluate the effectiveness and
goodness of IPS. At the end we discussed VLC-based indoor positioning advan-
tages and why it is considered the winner among all. In the last section, we talked
about the benefit of human centric lighting and indoor positioning among others in
office, retail, and healthcare system. We captured lighting manufacturing perspec-
tive and matched it with academia’s perspective to identify the opportunities and
barriers for connected lighting system. This paper tried to put the connected lighting
system into consideration from different perspectives to help decision makers in
various positions. Our analysis highlighted that there are uncertainties in the case of
the benefit of human centric lighting. The uncertainties are related to the immaturity
of neuroscience field associated with the nonvisual effects of light as well as lack of
comprehensive system which links different features of connected lighting system
to the human centric benefits in each sectors. In the indoor positioning case, the
uncertainty in location-based services is less than human centric lighting. The
uncertainty is mostly in retail sector where implementing successful business model
relies on location-based services. With regard to proposed convergence framework,
these uncertainties are mostly associated with functionality of the system where
required changes can be applied through software changes. Only concerns to hard-
ware system are the LEDs’ light quality and its capability to provide needed spec-
trum in case of human centric lighting. So we hope the framework as well as other
discussion help decision makers to implement the connected lighting system to be
future proof based on their needs and also use it as test-bed to harness promising
benefits.
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Chapter 4

Technology Assessment: Developing
Geothermal Energy Resources for Supporting
Electrical System in Oregon

Ahmed Shehab Alshareef, Tugrul U. Daim, and Ibrahim Iskin

4.1 Introduction

In the USA, the Department of Energy gives a lot of attention to the use of renew-
able energy and supports a diverse range of research that focuses on applying renew-
able energy in different areas, which reflects a broad energy market. The government
participated in the development of renewable energy through minimizing the tax
and loan and making that in their policy [1, 2]. In addition, they found that changing
the work system (policy) will have a large effect on investment. The new policy
work system supports renewable energy, which will lead to minimize the risk on
financial premiums [3]. The US government has spent more than $1 billion between
1995 and 2000 to develop research in renewable energy, and the USA has more
development and updates of the information than other countries [2].

Geothermal energy has significant impact as a source of electricity generation.
There are more than 20 countries that benefit from geothermal plants, which gener-
ate more than 6000 megawatts. The geothermal plants are considered as environ-
mentally benign in terms of emission abatement and water and land use as compared
with other alternative sources of energy [4].

Geothermal energy is one of the most important renewable energies, and the
potential to obtain energy from it is huge, so the Department of Energy pays a lot of
attention to the development of the uses of this type of alternative energy to cover
all applications in the USA such as electricity, heating and cooling for large building
and homes, agriculture, and sterilization [5]. Consumers benefit from the heat of
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geothermal energy that comes from extracting the Earth’s surface, and this energy
is clean. There is no emission of pollution from this type of renewable energy, so it
will not affect greenhouse emissions [6, 7]. Most geothermal energy resources are
available beneath the Earth’s surface with different depths and forms such as volca-
noes, hot springs, and geysers [8]. The energy from geothermal resources with a
depth of 10,000 meters can reach to 50,000 times more than other natural resources
like oil and natural gas. Also, it makes nearly 68 billion kilowatt-hours of electricity
that cover six million typical US households [9]. Many countries in the world like
the USA, Italy, France, and Iceland have begun to depend on geothermal power
plants, but most of the activities of geothermal energy occur in Japan, the Philippines,
the Aleutian Islands, North America, Central America, and South America as these
countries are within the Ring of Fire [10-12]. Most resources of geothermal energy
that can be found in the USA are in California, Nevada, Alaska, Hawaii, Idaho,
Oregon, Utah, and Wyoming [13, 14].

Oregon is one of the eight states currently using geothermal energy and uses it in
different applications such as generating industrial, agriculture, and commercial/
residential electricity [15, 16]. So far the use of geothermal energy in Oregon is low,
but the potential for success is very high when the opportunity is available to benefit
from this type of renewable energy. This is why it’s important to study the use of
geothermal energy. Oregon has been ranked third in the potential use of geothermal
energy after Nevada and California. Oregon depends on the Geo-Heat Center at the
Oregon Institute of Technology to supply all technical information that helps to
develop geothermal applications [8]. Because of the high temperature of geothermal
areas, Oregon has the ability to produce 2200 megawatts of electricity. Since the
2009 installation of 0.3 megawatts of geothermal electrical plant in the Oregon
Institute of Technology—Klamath Falls campus, many projects now are under con-
struction in Oregon, and they are planning to reach the maximum use of geothermal
energy. They work on the development of projects by increasing the production of
electricity to reach 22 megawatts in Malheur County, 1.2 megawatts in the Oregon
Institute location, and 3.1 megawatts in the progress of construction in Lake County.
In addition, Oregon is close to having 2200 thermal wells and springs that can be
used to provide direct heat to many facilities [17]. There are many investments in
the field of geothermal energy, and the Office of Energy Efficiency and Renewable
Energy (EERE) invested 21.4 million on the AltaRock enhanced geothermal system
(EGS) at the Newberry Volcano close to Bend, Oregon. This project successfully
reduced the cost for development of geothermal resources [18, 19]. The Oregon
Department of Geology and Mineral Industries provided new maps that clarify all
hot springs and volcanic vents and examine the performance of the wells and other
resources of geothermal sources in the state [20].

One of the important aspects in geothermal energy projects is to look for eco-
nomic analysis since it’s preferred in literature. Multi-criteria decision-making
(MCDM) will be used in this study. We will also use the analytical hierarchy pro-
cess (AHP) since this process is complicated because it requires looking at the prob-
lem from different sectors, assessing the model, and, finally, reviewing the model to
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reach a final decision. MCDM techniques are successfully used in sustainable
energy management. AHP is the more popular technique to use in different energy
plan decision problems than PROMETHEE and ELECTRE [21]. MCDM is used to
analyze and clarify the problem, by dividing the problem into multi-decision crite-
ria. MCDM is required to develop renewable energy by showing the uncertainty
within more complicated processes, which leads to finding a methodology that can
handle different criteria and has the ability to simplify the problem and make it easy
to solve [22-24].

4.1.1 Background of the Problem

In Oregon, there is also the problem of supplying energy to all consumers. Many
factors are affected by this problem, which has led the Department of Energy in
Oregon to search for a suitable solution as they see the following problems. The
consumption of total energy reached 773 trillion British thermal units (Btus) in
2000, and this amount of consumption increased to 15% compared to consumption
in 1990. Moreover, closely half of the energy consumed comes from petroleum
products, and most of this is used for transportation. The price is always increasing
in Oregon as Oregon imports 100% of natural gas and oil, which has an effect on the
economy. In addition, the price of petroleum increased between 1999 and 2003 for
residential heating oil, on-highway diesel, and regular gasoline to 39%, 25%, and
30%, and the residential consumers increased to 23%. The increase is higher for
business customers. Also, between 1999 and 2004, the natural gas price increased
by 168%. Due to the rise in energy cost and the effect on the industry, in 2000 there
was a loss of more than 14,700 manufacturing jobs out of 208,700. Also, natural gas
is considered a critical component in chemical manufacturing. This affected more
than $519 million from the export from Oregon in 2005 and supported more than
3750 jobs [25]. The cost of electricity increased to 75%, and between 2000 and
2007, the price of natural gas and transportation fuels increased to 91% and 102%.
In addition, climate change and peak oil are threatening the quality of life in Oregon.
In addition to all of these problems that affect the potential to use the energy, build-
ings also had a large effect on energy consumption as they take more than half of the
total used energy, which leads to an increase in the search to improve buildings’
electrical usage and to increase the diversity of energy supply to these buildings
[26]. All of these factors helped in the search to find other solutions that cover all
these problems, and they found that the best thing to do is to use renewable energy.
The world today tries to find the best way to benefit from natural resources such as
water power, wind power, biomass, solar power, and geothermal energy that are
sources of sustainable energy generation and to reduce the cost to make renewable
energy suitable to all consumers. Due to its suitable environment and natural
resources, Oregon has huge potential to use renewable energy alongside its electric-
ity sector.
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4.1.2 Problem Statement

Although the American Council for an Energy-Efficient Economy (ACEEE) con-
sidered Oregon as third in electrical efficiency, Oregonians consume annually
approximately $15 billion on energy, and they still work to minimize the cost of
energy to maintain both environmental and public health costs. In the legislature
created for the Oregon Department of Energy in 1975, there is a requirement to
review the continued growth for renewable energy forms to avoid problems that will
occur in the future. Improvement for clean energy creates a positive impact on the
environment, and Oregon has the opportunity to do that. So it’s important to have
remote renewable energy generation resources accessible to an area that has a heavy
load of energy demand and to create greater resiliency to the Western electrical grid
in the next 30 years [27]. Geothermal sources have the ability to deal with environ-
mental and health costs because it’s clean energy and it can generate clean energy.
Also, it can be installed in different areas to serve different cities, and it can be
modified to connect with the electrical grid.

In 2012, Oregon released a 10-year energy action plan because it’s difficult to
reach a 100% of new electrical growth without working with public buildings. The
State Building Innovation Lab (SBIL) works to create deep energy savings into pub-
lic buildings through working with lab pilot innovation in financing and program
design. For creating benchmarks, it requires a data model and works to improve the
model by coordinating with other entities and shaping data standardization. This
process calculates cost efficiency for the next 10 years. There will be difficulties in
clean energy infrastructure improvement unless finance and regulating barriers are
removed [27]. From the literature review on geotechnical energy, research studies
showed that geothermal sources are a requirement for future progress in reducing the
energy load as public buildings consume a lot of energy, and that requires a recalcula-
tion of all processes of energy consumption and looking for best way of using energy.
In the end, this will maintain the environment and reduce the financial cost.

On the part of consumption, although Oregon has a diversity of energy resources
by depending on petroleum, natural gas, and renewable energy to cover all the con-
sumption in the state, the main energy sources go to home heating. In 2012, electric-
ity use for home heating was 50%, natural gas was 37.5%, and fuel oil was 2.5%.
Most of energy consumption goes to transportation, which uses annually 63 million
barrels of petroleum. According to the Energy Information Administration in 2012,
Oregon consumption by end-use sector is 30.7%for transportation, 25.1% for resi-
dential, 25.0% for industrial, and 19.1% for commercial. It’s necessary to find a
solution to the pollution that comes from the transportation industry. Most people in
Oregon use cars that depend on gasoline, and a few people use electric vehicles
[27]. We can use renewable energy like geothermal energy for commercial, indus-
trial, and residential use, thereby reducing the dependence on resources like petro-
leum and the effect of pollution on the environment.

Much of the electricity supplied to Oregon energy consumers comes from out-
side of the state. The nuclear power comes to Oregon via the Bonneville Power
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Administration that depends on the Columbia Generating Station in Hanford,
Washington. Coal covers 33% of the requirement for electricity, and the source
comes from Portland General Electric (PGE) in Boardman, Oregon, as well as
plants in Utah, Wyoming, and Montana. With the creation of new wind facilities in
2011, PGE revised and decided to terminate the use of the Boardman coal plant by
December 2020 [27]. The use of wind and geothermal sources and other alternative
energies will create more dependence on Oregon’s own resources.

According to the Energy Information Administration (EIA), the price of natural
gas fluctuates each year. The rate of electricity per sector also increases each year.
Commercial rates increased to 8.68 cents/kwh in 2014 compared to 7.57 in 2010,
and industrial rates increased to 6.29 cents/kwh in 2014 compared to 5.65 in 2010.
The EIA shows the increase in the retail price of electricity in residential, commer-
cial, industrial, and transportation sectors [27]. The use of geothermal sources will
create a constant price rate if Oregon knows how to obtain the full advantage of this
resource, and ultimately this will reduce the price of energy.

In terms of carbon emissions, Oregon is trying to find the best way to address
climate change by making several changes by evaluating proposed carbon reduction
plans. This process for developing the plan is complicated because it needs collabo-
ration between the Oregon Department of Environment and other state agencies and
requires many mechanisms to achieve the carbon reduction required by the plan.
One proposed outcome is to reduce carbon emission by about 50%. The closure of
the coal station at Boardman will support this outcome by 2020 [27]. Using geother-
mal sources will lead to the reduction of carbon emission since geothermal sources
will have no effect on the environment.

Oregon consumes a lot of thermal energy, and 80% come from natural gas and
electricity. Thermal energy is used in different applications like heating and cooling
for our homes and buildings. By the end of 2009, Oregon use by sector showed 51%
for industrial, 32% for resident, and 17% for commercial purposes [27]. Using geo-
thermal sources will lead to a reduction in the load on the electrical system.

Nuclear energy is also a risk to people who live in Oregon, especially those people
who live within the 50-mile nuclear emergency planning zone in Hanford and Columbia
Generating Stations in Washington. Approximately 29,000 people live in the commu-
nities of Boardman, Irrigon, Hermiston, and Umatilla, Oregon. Any accident that leads
to a fire or an explosion generates an airborne release of radioactive materials. The
Oregon Department of Energy (ODOE) worked extensively with Morrow and Umatilla
counties and other agencies through inspecting regularly their emergency preparedness
programs. These counties stopped receiving funds supporting their emergency pre-
paredness program in 2012, although they still participate in nuclear emergency plan-
ning [27]. Using geothermal sources will effectively reduce the risk that comes from
nuclear energy, and it will be safer for people who live in this area.

There is good opportunity to invest in renewable energy because Oregon has
made progress from ranking 35th in the country in 2010 to ranking 30th in 2012 by
making 497 trillion Btu of renewable energy. Geothermal is a good investment for
this progress of renewable energy production, as Oregon has the third ranking in the
opportunity for having energy after Nevada and California [27].
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4.1.3 Research Objective

The objective from the research study is to find the assessment model framework
that can be used for supporting the electrical system in Oregon by the development
of geothermal energy sources. The research study works through collaboration
between utility objectives and goals for filling the gap that is available and works to
have a solution by making a comprehensive decision-making process to evaluate the
accurate outcome. Multi-criteria decision-making (MCDM) is a suitable tool to do
the decision-making process. This approach will help to evaluate the diversity of
users, which will reduce the uncertainty associated with this diversity [22-24].
Overall, the research model will increase the knowledge about how to develop geo-
thermal energy sources for supporting the electrical system in Oregon and thus to
minimize the uncertainties in decision-making, to create a better understanding of
the potential applications in different areas inside of Oregon, and to find the opti-
mum way to reach the goal of the best course of action.

The research development model for geothermal energy sources will try to find
answers to the following research questions:

e What are the criteria for assessing the support of the electrical system from geo-
thermal energy sources?

*  Which geothermal energy resource alternative has the highest impact for devel-
oping the electrical system?

* How will changes in the energy resources affect the analysis for making decisions?

e What are the current technologies that are available that will allow for the more
efficient extraction of geothermal resources and that will be more effective in the
electrical system?

The research questions listed above try to support the achievement of the research
objective in the following ways:

* To identify the main criteria that affect the enhancement of the electrical system
by depending on geothermal energy resources

e To develop a multi-criteria model for enhancing geothermal energy resources
that better reflects the electrical system by collecting information from different
sectors, which will create better usage from the electrical system

¢ To identify and rank the main technologies that support the adoption of geother-
mal production in Oregon

4.2 Literature Review

4.2.1 Decision-Making in Energy Planning

In the 1970s, researchers focused their studies on creating a single outcome that was
focused on the economics of renewable energy, which motivated them to create
small model interactions with the energy economic sectors. The stated goals were to
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have a constant price and to establish the role of structured parameters. Through this
structure, they were able to calculate the total expenses of the energy sectors and
could understand the best way to keep energy economics cost-effective [28-30].
With continuous demand on energy, different issues began to show in terms of
energy planning since one dimension, such as the economy, cannot solve the com-
plicated process. Because of its popularity in solving complicated processes,
MCDM began to be used in decision-making for sustainable energy. MCDM is suc-
cessful in dealing with the multi-dimensions of sustainability goals and in the com-
bination of socioeconomic and biophysical systems. MCDM differs from previous
methods, which work with one dimension only, and it works with different criteria
in the energy supply system from technical, economic, environmental, and social
aspects. Different comprehensive MCDM methods are used for this purpose: ana-
lytical hierarchy process, TOPSIS, and ELECTRE. MCDM works with decision
uncertainty and helps the decision-maker to choose the best acceptable innovation
technology in the energy sector [22, 31-34].

After the exploration of oil and gas in the 1960s, many studies found that deci-
sion analysis (DA) was important in solving complicated problems, and that con-
tributed to the use of DA in the application from industry to the public sector. DA
can be used as strategic or policy decision-making for solving uncertainties and
multiple conflicting criteria. Decision analysis methods can be divided into three
groups, single-objective decision-making (SODM) method, decision support sys-
tem (DSS), and MCDM method [35].

SODM: Works with a class of methods for reaching the available solution under a
single-objective situation. SODM uses a decision tree (DT) and an influence
diagram (ID) Both work to make SODM a simpler and more compact represen-
tation of decision problems.

MCDM: Gives the decision-maker the choice to prioritize alternatives by depending
on several criteria. MCDM has mainly two branches: multiple-objective decision-
making (MODM) and multi-attribute decision-making (MADM). The reason to
choose MODM is to find the best among alternatives. MADM is the popular
choice to use in energy planning.

DSS: Uses flexible and adaptable software systems that cover models, databases,
and other decision-aiding tools.

Zhou et al. [35] reports that decision-making in energy planning can be used in
different applications, and it can be narrowed down into two groups: strategy/
policy(S/P) and operational/tactical (O/T) levels. The S/P level works with
macro-issues like energy policy analysis, energy investment planning, and energy
conservation strategies. The O/T level works with operational and short-term devel-
opment like bidding, pricing, and technology choice. After that it has seven applica-
tion areas: energy policy analysis, electrical power planning, technology choice and
project appraisal, energy utility operations and management, energy-related envi-
ronmental policy analysis, energy-related environmental control and management,
and miscellaneous category [35].

The methods in decision analysis can be divided into the following aspects:
economic analysis, decision analysis, and system analysis methods.
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4.2.1.1 Economic Analysis Methods

Tools that can be used with economic analysis method are divided into:

Cost/benefit analysis
Cost-effectiveness analysis
Life cycle cost assessment
Payback period analysis
Real option analysis

4.2.1.1.1 Cost/Benefit Analysis

Cost/benefit analysis has two parts and it requires both sides to work. The first part
of the cost/benefit analysis is the measuring of costs and benefits with the progress
in time which is evaluated in terms of willingness to pay. For benefits, this means
choosing the maximum amount that can be paid for reaching this purpose. For costs,
this means choosing the minimum amount that can be paid for reaching this pur-
pose. The second part consists of cost/benefit criterion that is decided by choosing
the project if the net present value of benefit is positive and refusing the project if
the net present value is negative [36].

Cost/benefit analysis is used in a diverse array of applications, like global cli-
mate policy [36], climate change [37], power generation [38], wind energy [39],
technology and environmental policy [40], domestic electricity [41], local air pol-
lution and global climate change [42], and waste reuse project for environmental
purposes [43].

Cost/benefit analysis is easy to use, and anyone can understand the results from
using this method. It can be used in different locations, scenarios, and
applications.

4.2.1.1.2 Cost-Effectiveness Analysis

Cost-effectiveness analysis was improved through the World Health Organization
(WHO).This improvement reflects the assessment of the efficiency in different
interventions and scenarios. This method works to clarify the intervention scenario
and to enhance the effectiveness in every scenario [44]. This method cannot work
with cost and benefit, which are used in cost/benefit analysis.

Cost-effectiveness analysis is used in a diverse array of applications like energy
production in the EU [45], climate policy [46—49], wind/PV/fuel cell power genera-
tion system [50], renewable energy electricity policy [51], new commercial building
[52], air quality and greenhouse gases [53], and global warming [54-56].

Cost-effectiveness analysis is similar to cost/benefit analysis because it is easy
to understand. Also, it can work with different programs that deal with same dis-
ease or goal. Cost-effectiveness analysis like cost/benefit analysis has limitations
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and drawbacks. The organization of the analysis is not the same for reaching cal-
culations and that impacts the results. For example, some researchers found that it
placed the same value on every individual and it did not take into consideration age
(infant and middle age assumed equal). Another study found that the calculation of
the years of an individual impacted their life.

4.2.1.1.3 Life Cycle Cost Assessment

Life cycle cost assessment works to estimate the cost of the whole life of the product
that collaborates with the system through present and future cost. The goal from
using this method is to evaluate the total cost of project alternatives and to choose
the design that supports the lowest in general and that reflects on quality and func-
tion [57].

Life cycle cost assessment can be used in a diverse array of applications like
energy building [58—61], alternative fuel [62], environmental analysis [63—65], sus-
tainability [66—68], greenhouse gas emission [69—71], object-oriented framework
for highway bridge [72], and solar energy [73].

4.2.1.1.4 Payback Period Analysis

Payback period analysis is the duration of time that is required to get a return on the
money that was invested over a certain period of time. A long-term payback period
is not favorable. A short-term payback period is more desirable. This method is
more important because it determines if the investment or project is acceptable or
not.

Payback period analysis can be used in many different applications like evalua-
tion of photovoltaic system [74-78], electricity generation power plant [79, 80],
wind energy [81, 82], environmental analysis [83, 84], solar hot water system [85],
commercial building application [86—88], and carbon dioxide emission [89, 90].

Payback period analysis has many advantages. For instance, this method is easy
to use and calculates the result, giving a more accurate assessment in the final deci-
sion for reaching the investment proposal. An assessment of the risk will occur, and
the degree of certainty depends on period of the risk. Besides all of these advan-
tages, it has disadvantages. For instance, the calculation for payback and time value
of money is not clear in the result. In addition, it focuses a lot of attention on liquid-
ity and leaves off profitability.

4.2.1.1.5 Real Option Analysis

Real option analysis considers alternatives when opportunity is available for busi-
ness investment by looking at real, tangible assets. Real option analysis is used
when there is the ability to expand and cease projects and when many conditions
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Table 4.1 Methods used in Type of evaluation | Methods Reference
energy planning with respect

to economic analysis from
the literature

Economic analysis | Cost/benefit analysis [36-43]

Cost-effectiveness analysis | [44-56]

Life cycle cost assessment | [57-73]

Payback period analysis [74, 90]

Real option analysis [91-101]

make it difficult to choose between alternatives. This process will help decision-
makers to make decisions accurately.

Real option analysis can be used for different applications like sustainability [91,
92], hydropower energy [93], high-uncertainty technology investment [94, 95],
renewable energy [96, 97], carbon emission [98, 99], risk management [100], and
challenges in making decisions [101].

Real option analysis is useful in helping decision-makers accurately choose
between the best alternatives according to situation.

The table below summarizes the economic analysis with the tool according to the
literature review (Table 4.1).

4.2.1.2 Decision Analysis Method

Tools that can be used with decision analysis method are divided into:

Decision trees

Influence diagrams
Multi-attribute utility theory
Analytic hierarchy process (AHP)
Analytic network process (ANP)
PROMETHEE

ELECTRE

4.2.1.2.1 Decision Trees

Decision trees work by finding a course of action or showing a statistical probabil-
ity. Every branch in the decision tree means the probability of the decision. These
branches help to simplify complex decisions, and according to decision trees, the
most viable alternative will be selected.

Decision trees can be used in a variety of applications like forecast application
[102], cost-effective operation strategy [103], electrical energy consumption [104],
solar and wind power [105], renewable energy policy [106, 107], environmental
effect [108, 109], building energy [110, 111], enterprise-wide modeling and optimi-
zation [112], and program model in energy [113].
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There are many advantages in using decision trees. Decision trees are not com-
plicated, are easy to understand, and are simple to execute. Also, the performance
will not be affected when the trees have a nonlinear relationship. Decision trees
require little effort for data preparation as compared with other methods. The deci-
sion tree does have problems when it is supplied with continuous data. For example,
it is unstable because when decision trees change the data, this leads to a change in
the calculation for future data.

4.2.1.2.2 Influence Diagram

An influence diagram shows problems that need decisions to be made in order to
solve them. It shows different shapes and colors for decisions, uncertainties, and
objectives as nodes in the network. In the influence diagram, there are four types of
nodes that create the decision problem. These nodes explain the situation “what do
we do?,” “what is the outcome?,” and, finally, “how do we like it?.”

Influence diagrams work in a diverse set of applications such as life cycle assess-
ment of renewable energy [114], ranking cycle for waste heat recovery [115], orga-
nization of renewable energy [116, 117], building energy [118], analysis frameworks
[119], sustainable energy system [120], and wind energy [121].

An influence diagram has many advantages. For example, in the case of quantita-
tive information, it simplifies the cause and effect phenomena. Also, the benefit of
the model influences the diagram through upkeeping and upgrading. It has a func-
tion of open windows instead of black boxes. However, influence diagram has limi-
tations for use. For example, although the model is easy to understand, it is difficult
to build the model.

4.2.1.2.3 Multi-attribute Utility Theory (MAUT)

Multi-attribute utility theory (MAUT) works as a tool to solve complicated decision-
making problems. This complicated process results from the probability nature of
the problem and a multitude of quantitative and qualitative factors. Kenny and
Raiffa [122] developed a concept for solving complicated decision problems
through multiple attributes and multiple conflicting objectives, which leads to a
systematic approach of multiple attribute utility analysis. MAUT solves the problem
for decision-makers by simplifying the structure in the form of a simple hierarchy.
This process impacts the solution for a large number of uncertainties in both quan-
titative and qualitative cases [123].

MAUT works in different applications such as energy policy [124, 125], risk
analysis [126], power plant [127], climate change mitigation [128], environmental
analysis [129], building energy [130], green supply energy management [131],
wind energy [132], and decision models for project selection [133].

MAUT has many advantages, and it can participate in the different aspects such
as economy and environment. It must have more data than MOP. In addition, it has
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less difficulty in the computations than MOP [123]. Although MAUT has advan-
tages, it has some limitations. For example, in the program goal, MAUT doesn’t
have the ability to weigh coefficients and is the reason why many researchers use
another methods like AHP. The huge amount of input that is required in every step
for reaching accuracy in the decision outcome will lead to intensive data, which
may not be found in every step in the process of decision-making [134].

4.2.1.2.4 Analytic Hierarchy Process (AHP)

AHP is used for solving complicated decision-making. There have been many
developments in this method by Thomas L. Saaty in the 1970s. It is acceptable in
different scientific communities to solve complicated decisions in technical part and
environment [135, 136]. Also, this method facilitates the long decision process by
dividing it into smaller elements to make the decision process easier [137]. In addi-
tion, the pairwise comparison is used to help make decisions, and Satty suggests
using a 1-9 scale measurement and eigenvector [137], while Kocaoglu suggests
using 100 points between each pair [138].

AHP is successfully used in different applications such as long-term improve-
ment in the national electrical and GHG control panel [139], energy alternatives for
the household [140], development of hydrogen technology [141], energy policy
planning [142], renewable energy planning [143, 144], transportation fuel policy
[145], and environmental impact assessment [146].

The process of AHP has many stages before reaching a decision. The first stage
is the target, which is represented by the selection of the best alternative among oth-
ers. The second stage works to evaluate the criteria according to the alternative. The
third stage makes a hierarchy by simplifying a complex problem into a small prob-
lem. The fourth stage evaluates if the hierarchy arrangement is suitable or not
according to the target. The fifth stage creates an online peer review system. The
sixth stage makes the pairwise comparison and calculates the weight of the criteria
after that. The seventh and eighth stages examine the consistency. The ninth stage
reviews the consistency of the ratio, which must be between 0 and 0.1. After the
completion of all of the stages, it must go the tenth stage to select the best alternative
that leads to the best development of alternative energy technology [139].

4.2.1.2.5 Analytic Network Process (ANP)

ANP is a tool for making decisions, and it has the flexibility to use interaction and
feedback during and between clusters. The feedback is very important for the pro-
cess of making decisions, and it develops the process of decision in the human
society. The framework that contains the cluster of elements has a major effect on
creating ANP. That impact is the desired way for reaching the process of deriving
ratio scales. ANP was improved by Saaty as a new concept for expansion of
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AHP. The advantage of using ANP is to use ratio scales to capture all kinds of inter-
action [147].

ANP is used in different applications like alternative fuels for electricity genera-
tion [148, 149], SWOT analysis [150], selection of photovoltaic solar power plant
investment projects [151], sustainable building energy [152], environmental impact
[153, 154], strategic analysis for CO2 reduction management [155], and solar
energy industry [156].

Although there are advantages in using ANP for different applications, it has
some limitations. For example, there are challenges in choosing the correct network
structure among other criteria because the different structures impact the result and
the experts too. Also, it has difficulties in forming a super-matrix, and all criteria
must be in pairwise comparison with respect to other criteria [157].

4.2.1.2.6 PROMETHEE

The PROMETHEE method was developed in 1982 by Brans, and improvements
were made to this method during the period between 1985 and 1994 by Brans,
Vincke, and Mareschal. This method considers outranking as it works to complete
aggregation (MAUT) and it needs additional information. PROMETHEE has three
major tools that are used to simplify and solve a problem: PROMETHEE 1 ranking,
PROMETHEE 2 complete ranking, and PROMETHEE 3 GAIA plane [158].

PROMETHEE is successfully used in many applications like sustainable energy
planning [159, 160], national energy scenarios [161], evaluation of geothermal
energy projects [162], evaluation of wind energy [163], decision-making in fuzzy
environment [164], distributed residential energy systems [165], assessment of solar
thermal technology [166], and chemical emissions on motor vehicles [167].

PROMETHEE has many advantages when it is used. For example, PROMETHEE
1 works to prevent occurring trade-offs between scores on the criteria, which are
more likely to happen with AHP. PROMETHEE doesn’t need a lot of effort to reach
synthesis, and that leads to completion without a lot of effort for each alternative on
every criteria. However, PROMETHEE has some limitations. In PROMETHEE 1,
the partial ranking, when it prepares to complete the ranking PROMETHEE 2 of the
alternative, the specific details are usually lost during the transfer. PROMETHEE
doesn’t have the ability to build a classical decision tree or another guideline to
eliminate the weight that occurs only with a criteria hierarchy [158].

4.2.1.277 ELECTRE

The ELECTRE method is part of MCDA, and it was used in the 1960s. This method
was discovered by Bernard Roy and his colleague at SEMA Company. This method
has the ability to deal with difficult situations in both quantitative and qualitative
cases for supplying the order of the alternative [21]. In addition, it works with
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Table 4.2 Decision analysis Type of evaluation | Methods Reference
used in energy planning from
the literature

Decision analysis | Decision trees [102-113]

Influence diagram | [114-121]

MAUT [122-134]
AHP [135-146]
ANP [147-157]
PROMETHEE [158-167]
ELECTRE [21, 168-176]

uncertainty and vagueness that lead to the creation of data from predictions and
estimations [168].

The ELECTRE method works in different applications like thin-film photovol-
taic production processes [169], aid approach for energy planning problems [170],
environmental modeling [171], selection for alternative energy [172], promoting
electrical efficiency [173], integrated decision aid [174], and assessment of renew-
able energy sources [175].

The ELECTRE method has advantages. For example, it has the ability to make
the decision by selecting the decision parameters and depending on the intervals can
ignore the fixed value [176]. However, it has some limitations. For example, some-
times this method is unable to choose the best alternative because it isn’t required to
finish the task in the system [21].

The table below summarizes the decision analysis with tools according to the
literature review (Table 4.2).

4.2.1.3 System Analysis Methods

Tools that can be used with system analysis method are divided into:

Simulation modeling and analysis
System optimization
TOPSIS

4.2.1.3.1 Simulation Modeling and Analysis

Simulation modeling and analysis works in different kinds of application such as
building energy performance [177], the dynamic behavior of polymer electrolyte
membrane fuel cells [178], system analysis for advanced vehicles [179], emerging
technology [180], architecture for sparse sensor networks [181], end-use energy con-
sumption in the residential sector [182], software process simulation [183], and day-
light availability and irradiance components from direct and global irradiance [184].
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4.2.1.3.2 System Optimization

System optimization can work in different kinds of applications such as energy
management system planning [185, 186], stand-alone hybrid solar-wind system
[187], photovoltaic power systems [188], advanced alkaline electrolyzers [189],
methods applied to renewable and sustainable energy [190], sensitivity analysis of
photovoltaic system in residential buildings [191], district heating systems [192],
and future energy systems [193].

4.2.1.3.3 TOPSIS

The technique for order of performance by similarity to ideal solution (TOPSIS) is
considered a multi-criteria decision analysis. This method was improved by Hwang
and Yoon in 1981. TOPSIS works through taking the shortest geometric distance
from the positive ideal solution and the longest geometric distance from the nega-
tive ideal solution. It works through comparing a set of alternatives by determining
the weight for every criterion, normalizing the score for every criterion, and finding
the result of geometric distance between every alternative and the best alternative.

TOPSIS can work in a diverse array of applications such as assessing thermal
energy storage [194], state-of-the-art survey [195], energy-efficient network selec-
tion [196], automotive industry [197], reduction on pollution emission base [198],
evaluation and selection of thermal power plant location [199], building energy per-
formance with multi-criteria technique for order preference [200], and the inte-
grated framework for analysis of electricity [201].

TOPSIS has many advantages when it is used. For example, the process is easy
to use since the number of steps will stay the same without changing when it has a
number of attributes. The disadvantages are that the geometric distance doesn’t give
attention to the correlation between attributes and it is hard to weigh attributes and
maintain consistency of judgment (Table 4.3).

4.2.2 Research Gap Analysis

From the literature review (academic journals, web articles related to energy tech-
nology), it has been observed that it is important to focus on the following areas:

» The different procedures and systems that are required for renewable energy for
development of resources

e The requirements of using renewable energy to support electrical systems

* Decision-making methodology in energy planning

Table below clarifies the key research areas and findings from the literature
review (Table 4.4):
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Table 4.3 System analysis used in energy planning from the literature

Type of evaluation Methods Reference
System analysis method Simulation modeling and analysis [177-184]
System optimization [185-193]
TOPSIS [194-201]
Table 4.4 Key research area and finding in the literature
Research area Finding Literature
Different procedures Complicated process of developing renewable energy [1,2,5]
and systems are and increasing demand to have energy and maintain the
required for the social, political, environmental, economic, and technical
development of aspects. Minimizing tax, granted loan from the
renewable energy government
resources
Support energy Geothermal energy resources, seven application areas: | [5, 7, 16, 21,
efficiency system energy policy analysis, electrical power planning, 35]
technology choice and project appraisal, energy utility
operations and management, energy-related
environmental policy analysis, energy-related
environmental control and management, and
miscellaneous category
Decision-making DA is important to solve complicated processes. DA can | [21-24,
methodology in energy | be used for strategic or policy decision-making and for | 31-35,
planning solving uncertainties and multiple conflict criteria; 47-50,
energy planning requires multi-criteria to solve 139-175]

complicated processes since one dimension cannot
solve these criteria. MCDM applies to different sectors
of energy planning

From the research findings in this table, many research gaps have been identified.
Many of the research gaps were found from the literature and from other scholars.
These gaps are the need to:

* Find systematic approaches through enhancing electrical systems by depending
on geothermal energy resources
* Develop a multi-criteria model for enhancing geothermal energy resources that
reflects on better electrical systems
e Collect information from different sectors that can benefit from electrical

systems

For finding solutions to these gaps, several questions were used. They are listed

below:

e What are the criteria for assessing the support of electrical systems from geother-
mal energy sources?
* Which geothermal energy resource alternatives have the highest impact for
developing the electrical system?
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* How can changes in energy resources affect the analysis for making decisions?
*  What are the current technologies available for developing and extracting geo-
thermal resources that will be more effective in the electrical system?

4.3 Research Application Background

4.3.1 Importance of Geothermal Energy in Oregon

It is very important for current and future politics to focus on energy safety, energy
independence, and minimizing the effect of greenhouse gas emissions. Many coun-
tries found that it’s necessary to support the use of renewable energy, and they see
that geothermal energy has the opportunity to be developed and to be successful.
Different applications of technology principles like ground source heat pumps
(GSHP) and groundwater heat pumps (GWHP) are used for obtaining the best ser-
vice to the community [202]. In addition, the increasing demand for energy leads to
an increase in the dependence on renewable energy technology. Renewable energy
is challenging in terms of how to implement this form of energy with respect to fol-
lowing items: uncertainty in policy design and duration, unclear or inadequate
enforcement, and targets that are too hard to reach in some cases. The challenge is
to generate the motivation to create goals that will exceed uncertainty in policy
design and duration and unclear or inadequate enforcement. The 2007 Oregon’s
Renewable Portfolio Standard (RPS) legislative objective made it a goal to have
25% of electricity come from renewable energy by 2025, and that goal has led to
exploring what options exist for renewable energy resources. The demand for elec-
tricity is expected to reach 7500 MW by 2025. As of 2010, the demand of energy
was 5500 MW [203].

The opportunity for success in covering a large part of the electrical system
comes from renewable energy. Geothermal energy is one of the highest potential
resources to reach the goal of supporting electrical system in Oregon. The report
from the Northwest Power and Conservation Council showed that close to 6000 MW
of wind power by 2025 will be available. The Western Governors’ Association
showed that close to 1290 MW of geothermal and 500 MW of solar power by 2025
will be available. According to Daim, Kayakutlu, and Cowan, “the 6000 MW of
wind power referred to above would only translate to about 2000 MW of constantly
available power” in the Northwest by 2025 [203]. Solar power works only in day-
light, and depending on the weather in Oregon, the probability to benefit from solar
power is approximately 15%. Geothermal energy has the potential to work all the
time and reach the capacity factor of 90% [203]. It is very significant to drive the
motivation to use geothermal energy resources, and each driver will clarify on the
following items:

e Cost and risk: The availability of geothermal energy resources and the knowl-
edge of how to benefit from them reduce the cost of investment for technology,
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and identifying how these are reflected in different applications minimizes the
risk if a project continues over a long period of time.

* Environmental friendliness: Geothermal energy is considered friendly to the
environment since it doesn’t produce carbon emissions in most of the applica-
tions that use energy that supports electrical systems.

* Increasing and changing electricity demand: Geothermal energy resources in
Oregon have the potential to cover a large part of the electricity demand and the
systems for electricity if people know how to use the best model for obtaining a
high productivity of energy. The availability of geothermal energy resources will
make an impact by reducing the load on electricity. As there will be an increase
in the load as a result from an increase in population, there is an opportunity to
apply this new technology.

e Uncertainty in fuel prices and growing cost of energy: Geothermal energy
resources can have a constant price over a long period of time, and this impacts
the decision-making process with respect to the cost effect. Other sources of
energy, like oil, don’t have a constant price, and this has an effect on decision-
making. This uncertainty in the price creates an inconsistent cost environment.

4.3.1.1 Cost and Risk

The availability of technology can impact and minimize cost. There is a reduction
of cost by about 60% for application of geothermal energy resources with low tem-
peratures before 2030. There is no constant price for the cost of geothermal energy
because geothermal energy has three types: power plant, district heating, and the
direct use of geothermal energy. The cost for each one is different than others. The
cost of a geothermal heating system relies on a type of loop system that can be hori-
zontal or vertical. The estimated cost for a home with 25,000 square feet and with a
120,000 BTU load for both cooling and heating ranges from $20,000 to $25,000 for
construction. This system minimizes utility bills by 40-60%. This system is consid-
ered economical because the payback period is between 2 and 10 years, and the life
system for geothermal heating system is between 18 and 23 years. The US govern-
ment supports improvement for this kind of project through offering a 30% federal
tax credit, and many states and companies work to have incentives for this kind of
investment [204]. During the construction of geothermal projects, there is still a
high risk of failure because it is unknown where the maximum capacity of produc-
tion can be reached from the drilling and where the drill must be stopped. Also, the
investors must invest a lot of money in the project, and they don’t know when there
will be a return on the investment. In contrast, oil and natural gas are profitable, and
investors will know when the return on the investment will be [205].

The cost of a geothermal power plant is considered economical if the impact has
been studied over a long period of time because the investment cost is about two-
thirds for the project and one-third for the facility. The graph below shows how the
investment for a long-term geothermal energy project is better than other renewable
energies [206].
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4.3.1.2 Environmental Friendliness

Geothermal energy is considered a source of sustainable energy like solar, wind,
and biomass. This type of sustainable energy is defined as friendly to the environ-
ment since it releases a low emission of greenhouses gases into the atmosphere.
Geothermal energy is sustainable and has the potential for production over a long
period of time with a constant level of production. The process for taking energy
from geothermal sources requires withdrawing the fluid and extracting the heat con-
tent. Many parts in the world that use geothermal show no change in the production
over the years.

The application of geothermal energy for power generation and direct use will
have some effect on the environment; thus the obligation to protect the environment
still stands according to United Nations Summits in Rio in 1991, Kyoto in 1997, and
Johannesburg in 2001. Any type of technology used for power generation requires
many phases of development and production, which include exploration, produc-
tion tests, construction, and operation. The effect on the environment must not be
permanent, including changes to landscape and land use, emissions into the atmo-
sphere, noise, land subsidence, seismicity, and solid waste. Geothermal power gen-
eration generates a lower emission of greenhouse gases than other technologies, and
geothermal power plants generate lower CO, emissions than other technologies. It
is clear that geothermal power plants are better for the environment than power
plants that require oil, coal, or gas [207]. In Oregon, the type of geothermal power
plant is a binary plant, and it is considered friendly to the environment because all
of the processes occur in a closed system.

The direct use application of geothermal energy has less impact on the environ-
ment than a power plant.

4.3.1.3 Increasing and Changing Electricity Demand

The demand for electricity changed in the last 30 years in the Pacific Northwest, and
this change was because of many factors like the price of consumption energy,
increasing human population, and construction of new projects as an opportunity to
use new technology. All of these factors have contributed to this change in demand,
and this change will continue and increase in the future [208]. Geothermal energy
will reduce the load on the electrical system.

4.3.1.3.1 Increasing Population and Impact on Electrical System

The population growth in Oregon has increased in the last 3 years since 2014.
Population increased in Oregon by 1.1% or by 43,690 people. According to
Burchard, “This is up from the 2013 growth rate of 0.9% and higher than the 2014
nationwide growth rate of 0.7%” [209]. The increase in population growth is differ-
ent from the past. The population increased from 2,927,800 in 1991 to 3,962,710 in
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2014, and during this time period, the rate increased by 10.7%, which was more
than the national growth rate of 8.6% [209].

Population growth has an impact on the electrical system since the electrical
system covers a limited number of people and homes. The growth in population
requires the expansion and building of new houses to support the rising population,
and this requires a preplan for the electrical system. A plan for a new electrical sys-
tem needs to identify the future energy capacity to make the plan appropriate for an
increasing population. The availability of geothermal energy resources will have
positive impact on rising populations in parts of Oregon and will contribute to the
reduction of demand on the electrical system.

4.3.1.3.2 The Construction of New Projects for the Opportunity to Use New
Technology

A residential energy consumption survey from the US Department of Energy found
that every house has the equipment or a device for space heating. More than three
quarters of homes have air-conditioning, and most of these homes use both a heat-
ing and cooling system during the year. Heating and cooling systems don’t have the
same source of energy, types of appliances, or distribution systems, and they have a
different impact on the environment [210, 211]. In addition, the increase in popula-
tion leads to new projects that cover for the lack of energy. This has an impact on the
use of new technology and the understanding of how it works to best serve the popu-
lation increase. North America has problems supplying electricity during peak sea-
sons like summer, which results from adding new appliances with capacity loads
adding to the currently constant loads like commercial lighting and industrial pro-
cesses. These new appliances require additional resources of energy, which leads to
many problems, such as an increase in the cost, a switch in peak capacity genera-
tors, and ways to minimize the demand. There will be blackouts when the supply of
electricity is not enough to address the demand for electricity. Therefore, it helps to
have several pricing programs to adjust for problems like time of use, critical peak
pricing, real-time pricing, and peak time rebate. These programs help to increase the
knowledge to decide which strategy is more important for lowering peak time elec-
tricity use [212]. The availability of geothermal energy resources will reduce the
load on the energy system and decrease the import of energy resources, while at the
same time, an increased dependence on geothermal energy resources will match the
increasing demand for new projects.

4.3.1.4 Constant Prices Over the Long Term

Oil and energy prices have not been constant since the oil crisis in 1973, and
there are many factors that have contributed to the increased fluctuation in these
prices. Research studies showed that 95% of crude oil, refined petroleum, and
natural gas products do not show consistency in terms of cost. A recent study
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showed that the price for crude oil is more variable than about 65% of other
products [213]. From the research study, it is clear that crude oil products will
not generate a consistent price over a long period of time. On the other hand,
geothermal energy resources have constant prices over the long term, and this
helps in accurate decision-making about what is the requirement of geothermal
energy for development.

The price of geothermal heat is considered constant, and this encourages custom-
ers to support geothermal heating projects. In addition, geothermal energy is better
than tradition fuel like coal, lignite, and fuel oil because it has low initial operation
costs and a low selling price [214]. The reason that geothermal energy prices are
constant as compared to oil, gas, and natural gas is because geothermal energy
resources don’t require the large amount of fuel imported from sources outside of
Oregon to operate. Although the initial investment for the construction of geother-
mal power plants is high until the completion of the construction, the size of produc-
tion and capacity for generating electricity will lead to a modification in the price
over the long term [205]. The constant price will help decision-makers decide which
factors are necessary for improvement of the production phase and whether to keep
the price the same or to modify the price to make it suitable for the process of
production.

4.3.2 Potential of Geothermal Energy

There is a lot of research developed to enhance the ability of geothermal energy
globally. The Geothermal Energy Association (GEA) data showed a large improve-
ment in geothermal projects by adding 21 new power plants in 2014, which helped
to support the electrical grid by adding approximately 610 MW. This improvement
in the electrical grid was a large change to add more power plants in 2014 in 1 year
compared with 1997. In addition, the global market increased by about 12.8GW to
include 40 countries. The data show that the capacity of the global geothermal
industry can increase between 14.5 GW and 17.6 GW by 2020. The probability of
reaching 27-30 GW by the beginning of 2030 will occur if all countries work to
achieve the goal and target of geothermal power development. Forty countries now
work to cover the lack of electricity through geothermal power. According to geo-
logic knowledge and technology, communities and countries benefit from 6.5 of
total global potential of geothermal power. This knowledge and technology showed
that in 2005 more than 160 global geothermal projects were installed adding 4 GW
to the electrical grid [215].

Many countries have set goals and targets for future geothermal power use.

According to GEA research, new geothermal projects are planned for the near
future. Compared to other countries in the world, the USA dominates the market in
the installation of geothermal power plants.

In the USA, attention has been paid to the benefits from the potential use of geo-
thermal energy, and there have been large improvements for obtaining the best ser-
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vice and support to the electrical grid. By the end of 2014, the USA succeeded in
installing a net capacity of about 2.7 GW to the grid. The size of production from
geothermal power under development is 1250 MW, and there still is a 500 MW
delay in the service because geothermal power is waiting for the agreement of
power purchase. Many projects were developed after 2005, and these improvements
are represented by the addition of 38 geothermal power projects, which have con-
tributed 700 MW to the electrical grid [215].

4.3.2.1 Developing Projects

The amount of developing geothermal projects is different from state to state in the
USA, and that is because of many reasons. Many companies made recommenda-
tions to the GEA, noting that it isn’t a good time to invest in federal or state leasing
on on-site locations since there is no economic benefit. These companies will rein-
vest in the future when the market has more opportunity to invest in geothermal
projects. The main reason to consider geothermal energy is that it is more economi-
cal than other renewable energy sources like solar and wind and it can replace for
oil and gas. Geothermal resources require equipment for discovery, drilling, and
extracting, which carries a large financial cost. It is important to invest in the project
over the long term for the project to be economical, which sometimes requires put-
ting the project on hold and reinvesting at a later date when the conditions and poli-
cies in the market change [215].

4.3.2.2 Global Technology and Manufacturing Development

There are three types of geothermal power technology: dry steam, flash, and binary.
Each technology specifically works with one kind of geothermal energy source.
Each resource requires a drilling depth in the earth different from other resources
because each depth has different temperature. Flash and dry steam technology are
more developed than binary since both flash and dry work with high temperatures,
which produce higher energy. The percentages for using flash, dry, and binary are
58%, 26%, and 15%, respectively. The remaining 1% is used for back pressure and
other types of geothermal technologies [215].

Besides the improvement of global technology, manufacturing also has improved
as more companies participated in geothermal energy. The geothermal turbine mar-
ket contains many companies that supply equipment for working in high-temperature
projects like Toshiba, Mitsubishi, and Fuji. An example of a company that provides
low-temperature organic Rankine cycle (ORC) solutions is Ormat Technologies
Inc. (ORA). Many smaller companies are beginning to contribute to the geothermal
market. For example, Ormat manufactures geothermal turbines and covers about
85% of the ORC market. ElectraTherm is considered unique for the design of co-
produced fluids geothermal facilities [215].
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4.4 Research Approach and Methodology

4.4.1 Introduction

As our project was extensive and reaching a final decision for improvement of geo-
thermal energy was complex, the best method to use was the analytical hierarchy
process (AHP). In addition, this method depends on taking surveys from expert
panels and analyzing their knowledge in hierarchical decision model (HDM). Also,
we chose expert panels who have diversity of knowledge in their field and have the
ability to make a decision without looking at the problem from one side. This
method identifies each level and evaluates the important action in the final decision
[216].

Many developments for the model of decision-making happened after using the
analytic hierarchy process method (AHP) created by Thomas L. Saaty in the 1970s,
and it is acceptable in different scientific communities to solve complicated deci-
sions from technical and environmental standpoints [135, 136]. Also, this method
facilitates the long decision process by dividing the information into smaller ele-
ments to make the decision easier [137]. In addition, the pairwise comparison helps
in making decisions, and Saaty specifies the use of the 1-9 scale measurement and
eigenvector [137], while Kocaoglu specifies the use of 100 points between each pair
[138]. The 100 points are more convenient than the 1-9 scale because experts have
more flexibility to determine between 100 points, while 1-9 scale isn’t as flexible
[217]. The AHP model has been used in a lot of studies, and it was used as a basis
for data in more than 1000 journal articles and 100 doctoral dissertations [136].

The Research Institute for Sustainable Energy (RISE) in the Engineering and
Technology Management Department at Portland State University has successfully
made a comprehensive framework to evaluate energy technology and renewable
energy by assessing technical, social, political, environmental, and economic crite-
ria. By using these criteria, the hierarchical decision-making (HDM) method will
help in the decision-making process for selecting geothermal energy resources that
impact and support electrical systems in Oregon.

4.4.2 Research Objective

The objective for the research study is to find the assessment model framework that
can best be used to support the electrical system in Oregon by developing geother-
mal energy sources. The research study works through collaboration utility objec-
tives and goals for filling the present gap that is available and works to create a
solution by generating a comprehensive decision-making process to evaluate the
best course of action. MCDM is suitable tool to use for the decision-making pro-
cess. This approach will help to evaluate various decision options that includes a
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diversity of users and reduces the uncertainty associated with the decision [22-24].
Overall, the research model will increase the knowledge about how to develop geo-
thermal energy sources that will support the electrical system in Oregon including
minimizing uncertainties, understanding the potential applications in different areas
inside Oregon, and finding the optimum way to reach the goal of the best course of
action.

4.4.3 Research Methodology

The purpose of the research study is to improve the model framework for reaching
the potential of the electrical system and to expand the model by depending on util-
ity objectives and goals rather than just quantifying variables. Using this approach
will help to account for user heterogeneity and will minimize the uncertainty gener-
ated from this variable. The result will be an increased knowledge and accuracy
about simplifying electrical technology evaluation and planning approaches, which
will lead to a better understanding of how to make the best choice in decision-
making process.

Decision alternatives in the research model are geothermal energy resources.
Every geothermal energy resource alternative consists of different technology, and
each one has a different purpose from the other geothermal energy resources. But
every geothermal energy resource supports and reduces the load on the electrical
system. Using different kinds of knowledge leads to increased information about
the research study and then reduces the uncertainty that will happen if they depend
on one or two sources of obtaining information. Overall, the research model will
give more knowledge to the geothermal field through understanding the problem,
finding suitable solutions, and minimizing the uncertainty with respect to all utility
objectives and goals.

Levels of research methodology consist of many major phases:

. Hierarchical Decision Model (HDM)
. Stage 2: Judgment Quantification

. Stage 3: Data Collection

. Stage 4: Data Analysis

A~ LN =

4.4.3.1 Hierarchical Decision Model (HDM)

This model is considered a part of the research project aspect of the Research
Institute for Sustainable Energy in the Department of Engineering and Technology
Management, and HDM supplies a multi-perspective assessment of various energy
technologies such as nuclear, wave, geothermal, biomass, petroleum, hydro, wind,
solar, biofuel, coal, synfuels, hydrogen, and conservation. The HDM method will
clarify the problem and help to decide which decision is most suitable for solving
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the research problem since most people don’t have the ability to solve the compli-
cated process of decision-making without dividing the problem into small parts,
which helps to make the right decision with respect to objectives, goals, and criteria.
In addition, HDM has ability to observe a large number of alternatives and can ana-
lyze the alternatives from different angles. This process of analysis will help to look
at the problem in depth and then choose the most suitable decision. HDM methodol-
ogy is successfully used in different applications like the development of hydrogen
energy technology [141], risk analysis in energy policy [218], national emerging
technology strategy [219], solar energy technology [135], and long-term improve-
ments in the national electrical system [139].

HDM is a good approach for obtaining the best decisions in geothermal energy
resource alternatives. In this research, HDM will break the decision into smaller
elements through communication between the mission, objectives, goals, and alter-
natives. The figure below clarifies the general framework for RISE, which is used
by the Department of Engineering and Technology Management at Portland State
University (Fig. 4.1).

Intensive literature review was read for the evaluation of geothermal energy
resources. The literature review showed that different types of utility work under
geothermal energy resources. The table below clarifies the evaluation of geothermal
energy resources from the literature review (Table 4.5).

From the literature review, this research is divided into four levels (Fig. 4.2):

. Mission Statement

. Utility Objectives Level
. Utility Goals Level

. Alternatives Level

A~ LN =

4.4.3.1.1 Mission Statement

The purpose of using this methodology is to determine the alternative uses for geo-
thermal energy development that have a high value in terms of overall objectives
and goals of the utilities.

4.4.3.1.2 Assessment Variable of Utility Objectives Level

The role and responsibilities for the objective level are clarified in the following
sections:

* Encourage community to support geothermal energy project: Using geothermal
energy projects will make future customer life easier and more convenient; this
will encourage customer support for geothermal projects and will increase the
adoption and development in this field. The availability of geothermal projects is
necessary for supporting the general public and the job sector with more improve-
ment in the operation as compared with other sources of energy.
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Table 4.5 Evaluation of geothermal energy resource from the literature review

93

Perspectives | Objectives Goals Reference
Social Encourage community to Create new jobs opportunity [162,
support geothermal energy 220-225]
project Social acceptance [226-228]
Environmental | Minimize environmental GHG emission [220, 221,
impact 229-233]
Land requirement [220,
234-237]
Seismic activity [220,
238-242]
Using the land for other [220]
purposes
Economic Reduce expense of Minimize capital cost [243-248]
investment energy projects Minimize operation cost [220,
249-253]
Economic boost [254, 255]
Technical Technical option improvement | Minimizing the demand of [256-263]
for geothermal energy projects | critical resources
Increasing the capacity of the [264-270]
energy system
Equipment manufacturing [262,
development 271-274]
Political Minimize the negative impact | Minimizing noise and odor [275-279]
on the general public Minimizing property damage [280-284]
for reducing the impact on
lifestyle

* Minimize environmental impact: Pollution increases from expanding the demand

for energy in different sectors, which affects the environment through affecting
greenhouse emissions. The availability of geothermal energy will have positive
impact on the environment since it doesn’t consume a huge amount of fuel as
compared with other sources of energy, so it will reduce GHG emissions. In
addition, it is possible to drill from one geothermal energy source site and reach
other geothermal energy source sites. This has a positive impact on the environ-
ment because it reduces the drilling to one site and doesn’t affect the other sites
and the earth can be used for other purposes. Also, it is possible to create a beau-
tiful landscape in the surrounding areas of geothermal energy sources without
creating a negative impact on wildlife.

* Reduce expense of investment in energy projects: Increasing population creates

challenges to keep up with the demand for energy without blacking out the sys-
tem. In addition, the size of the financial investment is still large, and the opera-
tions of expenses are still very high. Although the investment in geothermal
energy projects is not considered competitive as compared with other energy
sources, the different technologies that accompany geothermal energy resources
will change that if more attention and effort are given to this area of alternative
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energy. The availability of geothermal energy and the knowledge of how to use
the resources effectively lead to less dependence on resources from outside state.
Technical option improvement for geothermal energy projects: It is important to
understand the technical systems for improving the benefits from geothermal
energy. The increasing demand of energy has a negative impact in some areas
because not all resources of energy will be enough to cover the demand in the
electrical system. Up until recently, some of the challenges facing this alternative
energy source were on understanding the concept of geothermal power and its
effectiveness without negatively impacting other factors like the environment
and the economy. There is the possibility to develop the process in the future by
quickly responding to any changes in the market and in the requirements of cus-
tomers. The ability to have the flexibility to work in any situation with different
factors is a key factor for improving geothermal energy projects.

Minimize the negative impact on public: The initiation of geothermal resource
projects accompanied by creating a transition line between traditional energy
sources and geothermal sources is required for producing energy that supports
the electrical system; they also have an impact on public lifestyle and the health
system in a community through minimizing demand on the use of traditional
power plants and that reduces the level of pollution. Although the impact of geo-
thermal power plants on the environment is initially less than that of power plants
for other energy sources, it is important to take into consideration any negative
impact on the environment and general public and work to reduce this impact.
The objective of reducing the negative impact on the general public and public
spaces is to ensure that these geothermal projects don’t interact with other proj-
ects in the same area because this can lead to conflict. Knowing how to deal with
different kinds of projects in the same area is important and has less negative
impact on the public.

4.4.3.1.3 Assessment Variable of Utility Goal Level

The role and responsibilities for each goal level are clarified in the following sec-
tions. Geothermal energy resources will be evaluated according to the potential for
each goal.

Encourage Community to Support Geothermal Energy Project

The utility objectives can be divided into the following utility goals:

Create new job opportunity: Geothermal energy has social implications because
it has a large effect on economic development and employment opportunities.
When a geothermal power plant is installed, it requires a diversity of skills to
complete the construction. This process leads to create indirect jobs, more eco-
nomic activity, and increased tax revenue. Having a geothermal power plant will
create a diversity of job opportunities ranging from exploration and drilling jobs
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to high-tech manufacturing jobs such as the manufacturing of generators, tur-
bines, and power-conditioning components to maintenance jobs in the power
plant itself. These additional jobs and income will support industry employment
through local and regional economy. The production of geothermal energy in the
USA is $1.5 billion/yr. Garman showed that in 1996 there was close to 12,300
direct jobs and 22,700 indirect jobs in the USA. The electricity sector requires
the employment of 10,000 people for the installation and the operation of sys-
tems in power plants [220]. This process for creating new job opportunities can
work in Oregon and be successful if people know how to benefit from the source
of geothermal energy. Many articles show the potential to have new jobs from
geothermal energy [162, 221-225].

Social acceptance: In 2006, the BLM managed about 350 geothermal leases, of
which 55 were producing geothermal energy from 34 power plants [226]. In
2009, President Obama announced a new energy plan for the USA. The goal
from this plan was to increase renewable energy to 10% by 2012 and 25% by
2025. The continual commitment to expand and improve federal lands for the
use of geothermal resources has led to an increase in production, and in 2012 his
goal was exceeded by 2%; therefore the probability of reaching the 25% by 2025
will be high [227].

The benefit from geothermal energy is to supply a baseload power and to benefit

local economies. Direct use application and power plants lead to construction, oper-
ations, and maintenance jobs. The power plants also produce tax revenue for fed-
eral, tribal, state, and local governments [228].

Minimize Environmental Impact

The utility objectives can be divided into the following utility goals:

GHG emission: Geothermal direct use has less effect on the environment as com-
pared with geothermal power plants. This type is beneficial for states, local com-
munities, agribusinesses, and other industries that require these resources. Also,
this type supports the environment since it contains lower levels of gases than the
higher-temperature fluids. Most applications of geothermal direct use today
work through closed-loop, emission-free system. The carbon dioxide that accom-
panies geothermal fluids has an advantage to greenhouse application because
carbon dioxide is important for the growth of plants. According to Garman,
“Geothermally heated livestock facilities make waste management and collec-
tion easier for farmers and ranchers. The geothermal water can be used directly
for cleaning and sanitizing these facilities, as well as drying the waste” [220].
This concept can work in Oregon. Many articles show the importance of reduc-
ing GHG emissions when using geothermal energy resources [221, 229-233].

Land requirement: Geothermal fields require 1-8 acres per megawatt (MW),
while nuclear operations need 5—10 acres, and coal operations need 19 acres.
Coal power plants need a huge area of land that is used for agricultural purposes
for making their fuel. This process for making fuel leads to the movement of
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earth, which contributes to the creation of tunnels, waste heaps, and open pits.
The process for re-treating the land is complicated and expensive [220].

Geothermal power plants need wells, which require drilling into the ground. The
process of drilling will affect the land, but with the advancement in the equipment
of drilling, there is less impact on the land. This drilling technology allows several
wells to be drilled from one location, and this reduces the impact on the land, access
roads, and geothermal fluid piping. A good example of drilling technology is slim-
hole drilling, which has 4” to 6” diameter well, while the traditional has a diameter
of 8” to 12”. Slimhole drilling also minimizes the land used for site preparation and
road construction [220]. Many articles show the importance of using geothermal
energy resources for keeping land from negative impact of projects [234-237].

e Seismic activity: There are benefits from using one location drilling technology
where they can also drill several wells from this one location. Even so, land sub-
sidence is the effect that occurs during the drilling process whereby there is an
extraction of a large amount of fluid (e.g., water, oil, and geothermal fluid) from
beneath the land. The common solution for geothermal power plants is to inject
spent geothermal fluids back into a reservoir to avoid subsidence. When they
inject the spent resources, the earth will be stable from any subsidence [220].
Many articles show the importance of injecting fluid in the geothermal site to
avoid inducing seismic events [238-242].

The probability of seismicity occurrence or earthquake activity will be very high
when a large amount of geothermal fluids are withdrawn and injected below the
Earth’s surface. The areas with a high frequency of naturally occurring seismic
events will be the most affected by the operation of geothermal power plants. If
seismic activity occurs, it will be less than magnitude 2.5 on the Richter scale
(earthquakes usually cannot be felt under 3.5). In Geysers, California, areas with
geothermal fluids have experienced seismic activity [220]. Research studies found
that the probability of seismic activity will be high where the location for power
plant requires deep drilling (long distance under the surface of the ground), which
is what clearly happened in Geysers, California. In Oregon, research studies found
that all power plants are binary plants, which do not require the same deep drilling
as the location requires in California.

»  Using the land for other purposes: Geothermal power plants are found in beauti-
ful natural environments, and the power plants don’t affect the landscape because
of many factors: geothermal power plants have a small footprint since they don’t
require a large amount of land as compared with other sources of energy like coal
and nuclear power plants [220].

The impact of minimal land use leads geothermal power plants to mix harmoni-
ously with a diversity of other land uses. That means that when the activity of a
power plant is completed, the land can be re-treated and used for livestock grazing
or other agriculture purposes. In California, the Imperial Valley hosts 15 geothermal
power plants that make 400 MW of electricity, and at the same time, it keeps one of
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most productive agricultural areas in the world. According to Garman, “one geo-
thermal power plant from the fifteen plants at Salton Sea is neighbor to a national
wildlife refuge that shelters hundreds of animal species” [220]. A visitor in this area
will not notice anything strange in the landscape even though a geothermal power
plant is hosted in this location. This makes a suitable site for injection and produc-
tion wells, which reduces the negative impact for both scenic and recreational
attractions [220]. This type of operation can work in Oregon since it was successful
in another area like California.

Reduce Expense of Investment Energy Projects
The utility objectives can be divided into the following utility goals:

* Minimize capital cost: One of the challenges to take into consideration is the abil-
ity to have a good investment that has potential to cover the requirements of the
electrical grid without harm and high initial capital cost. Projects of geothermal
energy resources have the potential to reduce the cost of financial investments if
the investment is taken over a long period and where the results from these proj-
ects will be clear. Geothermal energy resources are very important in supporting
the national economy because this leads to a reduced dependence on imported
resources like oil. Almost half of the US annual trade deficit will be erased when
the USA begins to depend on domestic resources and reduces the dependence on
imported oil. Research studies show that there is a potential to benefit from the
international market for geothermal energy to enhance domestic economic health
and that, in the next 20 years, foreign countries will begin to invest $25-$40 bil-
lion for the construction of geothermal power plants. Many states in the USA now
are looking for the best way to benefit from geothermal energy. The geothermal
power plants in Nevada generate approximately 240 MW of electricity, which
saves energy from imported sources by 800,000 tons of coal or 3 million barrels
each year. The plants paid $800,000 in 1993 for county taxes and $1.7 million in
property taxes. The US Bureau of Land Management also benefited from the lease
of the land, which contributed to the increased tax revenue of $20 million each
year in rent and royalties from geothermal power plants [220]. This process can
be successful in Oregon after making some adjustments to fit with the energy poli-
cies there. Many articles show the opportunity of geothermal energy resources to
reduce dependence on traditional energy sources [243-248].

* Minimize operation cost: Research studies showed the economic impact of geo-
thermal development projects in Siskiyou, Modoc, and Shasta counties in
California and Klamath County in Oregon. These projects contribute to an
increase of $114 million on the 30-year life span of the projects, which is reflected
by an increase in local income and job opportunities through creating new con-
struction projects and in the operation of the power plants [220].

The Geothermal Energy Association found that California has the potential to
develop geothermal energy since it has a lot of support. In the short term, geother-
mal energy can make from 300 to 600 MW and can reach up to 1000 MW when
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they enhance three locations, the Salton Sea, Northern California, and the Geysers
area north of San Francisco, and the total from these locations will be 3600 MW if
they know how to fully use and benefit from the technology available today. The
Geothermal Resources Council lists the importance of geothermal sitings for devel-
opment and the companies that can do this operation [220]. This process can be
successful in Oregon if researchers put their efforts into reaching the best way to do
this process. Many articles show the potential of geothermal energy increasing in
the future [249-253].

Economy boost: Geothermal projects have the potential to enhance the econo-
mies through increased tax revenues, the creation of new businesses and local
jobs, and enhanced community involvement. Many articles show the importance
of geothermal energy to enhance the economic sector [254, 255].

Technical Option Improvement for Geothermal Energy Projects

The utility objectives can be divided into the following utility goals:

Minimizing the demand of critical resources: The increase in human population
has led to an increased demand on critical resources like oil, water, coal, etc.
Over time, it has been observed that there are many challenges with these
increases since the cost of these resources has risen, which has affected different
sectors like social, environmental, and economic. Continuing to use these
resources without looking to find alternative solutions is a large problem, and it
will have a negative impact on all aspects of society and the environment [256—
263]. The availability of geothermal energy resources is important to cover and
reduce the dependence on critical resources, such as oil, natural gas, coal, etc. It
is important to know how to find the best methods for the maximum benefit of
geothermal energy resources.

Increasing the capacity of the energy system: The availability of geothermal
energy resources will minimize the load on the electrical system and simplify the
challenges associated with increased energy load, especially during peak periods
of demand of electricity like severe winter and summer periods. There are many
applications of geothermal energy resources, which can support the electrical
system since geothermal energy covers large areas like bathing and swimming,
agriculture, the industrial process, snow melting and cooling [264], electrical
systems [265-267], and large buildings [268-270]. The diversity of different
applications and the increased capacity of geothermal energy resources are sig-
nificant in supporting the electrical system and in avoiding blackouts during peak
demand period.

Equipment manufacturing development: Even though there is a variety of vari-
able geothermal energy equipment in the market, we still need more develop-
ment to increase the geothermal electrical, and for that we need to develop the
technologies for use in manufacturing of the equipment. It is important for
increasing the capacity of electrical systems to make new developments in equip-
ment manufacturing. The increase in population living in different areas will
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create more demand for energy, so the construction of new projects like geother-
mal energy resources will require the development of equipment manufacturing.
Many articles show the importance of equipment manufacturing development on
the energy system [262, 271-274].

Minimize the Negative Impact on the General Public
The utility objectives can be divided into the following utility goals:

* Minimizing noise and odor: It is important for the success of geothermal energy
projects that geothermal energy resources work without negatively impacting the
general public by avoiding and reducing noise and odor as quickly as possible. If
the geothermal energy industry has the ability to deal with and avoid both noise
and odor, there will be more support for these projects. Many articles show the
importance to construct projects without annoying the public [275-279].

*  Minimizing property damage for reducing the impact on lifestyle: The construc-
tion of new projects creates new transmission lines for connecting with the
energy system. These connections will change the pathways, which will require
redrawing new paths for residents and commercial activities. The construction of
new projects will disturb movements of the general public and local businesses,
so it is necessary in the construction of geothermal energy projects to build the
plant in the right place. With the installation of new projects, it is important to
avoid any conflicts or obstacles to the movement of residential and commercial
activities. Many articles show the importance of building new projects without
disturbing the activities of the general public and local businesses [280-284].

4.4.3.1.4 Geothermal Energy Resources Alternatives

To gain the best support from the electrical system in Oregon, it is important to
simplify geothermal energy resources and to benefit from the application of tech-
nology. Research studies show that geothermal energy resources can be simplified
by the application of technology in three different ways: geothermal electricity,
direct use of geothermal heat, and geothermal heating pumps. Each application is
clarified in the following sections:

Geothermal Electricity

This type of technology produces electricity through depending on the heat that
comes from the water inside of the Earth. This method brings the sources of geo-
thermal energy to the surface by drilling in wells of different depths and then con-
verting the extracted heat from the earth into electricity. There are three different
types of power plants that produce electricity: flash, dry steam, and binary power
plants. These plants process geothermal resources by taking the hot water and steam
from the earth and converting it to electricity before returning the water back to the
earth [7, 9, 285, 286].
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Flash Power Plant

This type of plant depends on geothermal fluid that has temperature of more than
360 °F (182 °C) to produce electricity. The plant uses steam vapor to run the turbine,
and if the fluid temperature decreases, the process will be repeated to obtain more
energy [287, 288].This type of power plant is used in areas such as China and the
Philippines [11, 289-292].

Dry Steam Power Plant

This type of plant depends on the steam that is available below the Earth, which
goes directly into the turbine to produce electricity. This type of power plant is very
old and has been used in Italy since 1904 [287]. Today, steam power technology is
available in many areas. The largest location, with 20 plants, that uses this type of
technology to produce electricity is at Geysers in Northern California [254, 293].

Binary Power Plant

This type of plant depends on a geothermal area that has a moderate water tempera-
ture of less than 400 °F, from which it produces electricity. The process of operation
works through the transference of heat from hot geothermal fluid to a secondary fluid
with a much lower boiling point temperature by using a heat exchanger. This creates
flash water that becomes a vapor, which runs the turbine. This type of plant is better
for the environment because the process takes place in a closed-loop system. In the
future, most of the geothermal power plants constructed will be binary plants [286].
This type of plant is used in many areas like Nevada, Idaho, and New Zealand [294—
299]. There is the potential to increase the use of the binary power plant in Oregon,
but so far the Oregon Institute of Technology in Klamath Falls is the only place that
has the ability to run this type of power plant [300, 301]. Many projects were con-
structed, and in Malheur County, the possibility of a successful binary power plant
was high because the area has a temperature between 311 ° F and 320 ° F, which
encouraged the development of geothermal energy. By 2014, this temperature
increased to 368 ° F because of the use of geothermal technologies [302].

Direct Use of Geothermal Heat

This type of technology uses the heat directly from the earth without taking support
from power plants and heating pumps. Geothermal resources use water that has a
variation of temperature from low to moderate (68—302 °F) [303]. It is used in many
applications like space heating and cooling, food preparation, spas and hot spring
bathing, greenhouses, industrial business, and agriculture. There are many sectors
that use direct heating from geothermal resources in many locations in the USA. There
is a capacity of about 470 MW in direct use technology [285]. In addition, it is con-
sidered cheap energy as compared with traditional energy because it reduces the cost
by 80% as compared with fossil fuel. This energy is very clean and doesn’t affect the
environment. This type of energy is very successful in the ten western states of the
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USA that use this type of energy, as was found from a survey of more than 9000
thermal wells and springs. From the 9000, 900 of these wells and springs have a low
to moderate temperature, which is suitable for direct use of geothermal heating. The
Office of Energy Efficiency and Renewable Energy (EERE) supports the operation
of geothermal energy processes at the Geo-Heat Center at the Oregon Institute of
Technology in Klamath Falls, Oregon, and provides information to students and fac-
ulty [304]. This type of technology can be applied in many areas like Romans in the
past, such as in Belgium and in Pompeii and Tuscany in Italy [285, 305, 306].

Geothermal Heat Pump (GHP)

This type of technology works when the temperature is constant between 10 ft. and
300 ft. under the Earth. Also, there are no limitations to using this technology
because it can be used everywhere in the world because it doesn’t need drilling and
rock excavation equipment for extracting the resources from the earth. It uses cov-
ered pipes under the earth that circulate water or other liquids, and it can be designed
using different shapes like horizontal or vertical. This system is considered environ-
mentally successful as it is suitable for both heating and cooling system. For cooling
in the summer, it takes the heat from the building by using a pipe loop to exchange
the heat with the earth, and in the winter the process is reversed. This type of energy
minimizes power use by 30-60% as compared with traditional equipment that con-
sumes a large amount of electricity in heating and cooling buildings [284, 302] . In
the USA there are nearly 50,000 geothermal heat pumps constructed each year, and
there are two kinds of geothermal heat pump systems—the closed-loop and the
open-loop systems [274, 307]. The closed-loop system includes the “horizontal”
(this type of construction is very efficient for residential usage, and it works at a
depth of 4 feet), the “vertical” (this type of construction works with large commer-
cial buildings and schools, and it works at a depth between 100 and 400 feet), and
the “pond/lake” (this type of construction works in a location that has enough body
of water; the cost will be low, and it needs a depth of 8 feet to protect from freezing)
[308]. The open-loop system depends on wells and works like a heat exchanger by
circulating the water from the ground to the heating/cooling system and then back
into the ground. This system works with clean water [308]. In Oregon, all applica-
tions using the geothermal heat pump work with the closed-loop system. The open
loop system does not qualify to be used [309].

These types can be used in different applications for residential and commercial
buildings. The best type to use depends on many factors like weather, the situation
of the soil, the available land, and the cost of installation at the location [308].

4.4.3.2 Stage 2: Judgment Quantification

This level depends on the quantification of expert judgments for data collection
purposes. The performance of expert judgment must have the ability to make a hier-
archy of decisions on different levels. The procedure for judgment quantification is
divided into four steps:
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Fig. 4.3 Relationship between each step

e Mission (what business do we want to be in)

* Objective (what achievements should we have in order to satisfy our mission)
e Goals (what are the targets to reach in order to fulfill our objectives)

e Alternatives (what projects should we have in order to development) (Fig. 4.3)

The graph below clarifies the relationship between each step.

The research model employs the pairwise comparison method. The ratio scale
for the pairwise comparison requires decision-makers to allocate 100 points between
each pair. As the number of variables increases in each step, different judgment
quantifications are required for that process. The pairwise comparison method is a
solution that simplifies the complicated process of decision-making into small sets,
which contributes to easier decision-making. The table below clarifies the process
of judgment quantification methods in the research model (Table 4.6).
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Table 4.6 Judgment quantification methods in the research model

Hierarchy Judgment quantification
level Area specialist method Ratio scale
Second level | Importance of utility objective with | Pairwise comparison Constant sum
relation to mission method
Third level Importance of utility goals with Pairwise comparison
relation to objective
Fourth level | Importance of alternative with Pairwise comparison
relation to goal

4.4.3.3 Stage 3: Data Collection

All of the procedures of judgment quantification are going to be calculated through
expert panels. Thus the research model requires experts from different organizations.
Expert panel will concentrate on determining utility goals under utility objectives:

1. Objectives level—Expert panel must have a general understanding of the wide
range of utility operations and objectives.

2. Goals level—Encourage the community to support geothermal energy project
for the improvement of public affairs. The expert panel must have experience in
public affairs.

3. Goals level—Minimize environmental impact. Expert panel must have experi-
ence and knowledge of environmental and wildlife protection.

4. Goals level—Reduce the expense of investment energy projects. Expert panel
must have experience in planning and assessment management and power policy
and rates.

5. Goals level—Improve the technical system for geothermal energy projects. Expert
panel must have experience in power, transition, and distribution services.

6. Goals level—Minimize the negative impact on the general public. Expert panel
must have experience in agency compliance and governance.

7. Alternatives level—Expert panel must have experience in the fields of engineer-
ing, project management, and technologies.

The general criteria for the expert panel selection include the following:

* Relevant expertise within the research area
e Availability and willingness to participate
* Balanced perspectives and biases

4.4.3.4 Stage 4: Data Analysis
The results of judgment quantification from the expert panels will be counted to

determine each energy alternative resource as related to the mission. The results of
the data analysis will come from formula below:
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Table 4.7 Inconsistency analysis method for research model

Panel Research area Expert inconsistency
Experts panel Utility objective Inconsistency analysis
members Encourage community to support geothermal

energy projects
Minimize environmental impact

Reduce expense of investment in energy projects

Technical option improvement for geothermal energy
projects

Minimize the negative impact on general public

Alternatives level

Mission: The selection of the geothermal energy resource that is successful to cover
the utility objectives and goals.

Objectives: Utility objective k with relation to the missionO,, i.e., k = 1,.....k.

Goals: Utility goal I with relation to the objectiveGy, i.e., I = 1,.....,L.

Alternative: Geothermal energy resource alternatives A,,i.e., m = 1,....,M.

V(0,): The formula of relationship between the utility objective and the mission.

V(Gy): The formula of relationship between utility goal I and objective k.

V(A,.): The formula of relationship between geothermal energy resource alterna-
tives m to goal I with respect to objective k.

V(EEV,): The formula of geothermal energy resource alternatives m to the
mission.

The research model will work with the inconsistency analysis method that
depends on the results from the expert panels. The table below shows how inconsis-
tency analysis works with the research model (Table 4.7).

4.4.4 Establishment of the Expert Panels

Decision analysis is one of the more important aspects for simplifying the problem,
and that is the reason for using this method. Model development is a requirement for
optimizing one or more objectives that are impacted by physical, structural, and
policy constraints in a static or deterministic setting [310]. One of the challenges in
using the model is to find the right experts and how to reach the best results from
probability and evaluation toward the mission. The procedure for selecting the
experts requires strict rules to ensure that those experts have an interest in and rela-
tionship to this specific study. This will help to provide better opinions, feedback,
and judgments in the different research areas, [310] such as developing national
technology policy [311], multiple prospective and decision modeling [312], medi-
cine [313], decision-making for elderly persons [314], medical and health care
[315], psychological characteristics and strategies [316], and technology evaluation
and acquisition strategies [317].
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It is very important before building expert panels to talk with experts and to
understand their knowledge and opinions about the problems set before them in the
study. This process, like literature reviews, helps to find which experts will partici-
pate in the panel. The number of experts who will participate in the panel depends
on the objective and the analysis that will follow.

An expert is a person who depends on his/her knowledge, experience, and opin-
ion to give his/her feedback to make the best choice in the decision-making process
[318, 319]. It is important to use expert judgment in the analysis of the decision
model in case of design issues that may affect the results of the research. To create
an expert panel, it is necessary to establish two criteria: expert panels must have
balance in the diversity of knowledge or experience, and they must be unbiased
because that will have negative impact on the analysis of the research study. In addi-
tion the researchers must know who is suitable as an expert and how many experts
are required by looking at the size of the research and the analysis required. The
researchers are required to make guidelines as to how to select the experts and how
to decide the qualifications of the experts who will be considered for the panels. As
a result of these guidelines, experts are chosen according to the following:

* Relevant expertise within the research area: Experts must have knowledge and
experience in this field. The panel must have diversity of knowledge and not be
limited by one expert because experts must be able to make decisions that require
diversity of knowledge, experience, and information.

* Availability and willingness to participate: The people who choose to be experts
for the panels must have the ability to give their opinions and feedback without
external pressure to make decisions. They can end their participation as panelists
whenever they like, so they have the freedom to explain and express their ideas
in the way they like.

* Balanced perspectives and biases: In the selection of the expert panels, it is
important to choose experts from different organizations who do not know each
other. Although there is an advantage to people who work together and under-
stand each other well, this selection will lead to biases toward one decision,
which will not be good for the hierarchy decision-making process. This process
of decision-making will have a positive impact on the result because no one pan-
elist will affect another in providing feedback on the hierarchy of decisions. In
addition, the process must work to prevent occurring conflicts, which will have a
negative impact on the result.

Experts will help to do more than one job during their participation as panelists
in the research model, which can be summarized in the following points:

* Examining the research model to see if it needs to be re-edited or if more criteria
need to be added

* Giving feedback for judgment quantification to all levels of the model

e Checking the final research of the model

To create the expert panels for the research model, the following steps are
required:
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 Identify expert requirements: According to the research and literature review, the
panels require experts who have knowledge in the development of geothermal
energy resources; in the development of technology for obtaining the best ser-
vice; in renewable energy projects; in power generation; in the environmental,
social, and economic sectors; and in academics in relation to this field.

e Make a list of names of all expert panelists and the research study specialization
of each one on the panel. A collection of a list of all of the names that will come
from literature review that includes government reports, reports from the state
about this field of geothermal energy resources, and reports of renewable energy
projects.

 Invitation process: On the invitation, ask experts if they agree to participate in the
model, and send an email to all experts.

4.4.5 Pairwise Comparisons

The pairwise comparisons are used for identifying the number of comparisons

required for the decision element. The formula used for number of comparison is
Nx(N-1
(N)and N is calculated by (n = %). For instance, if the model has 6

. . . 5
elements,the number of pairwise comparisons will be 6 XE; therefore the result

will be 15comparisons in the decision. If more elements participate, more numbers
of pairwise comparisons will be obtained, and the complexity of the decision analy-
sis will increase.

4.4.6 Inconsistency

In the research model, the expert panels will use the constant sum method for
obtaining accurate values. This process requires the experts to choose one from two
pairs in the decision, and the total of both pairs is 100 points. It is important to
examine any mistakes that may be committed by the experts during the comparison
between the pairs of the decision. Therefore it is important to measure the inconsis-
tency of the variance from the relative value of the decision variable [320].

A mistake in judgment occurs because humans cannot always make the right
decisions. Some inconsistencies in judgment aren’t too big so they can be measured
and ignored, while other inconsistencies can create problems and cannot be solved
and answered. The range of inconsistency cannot exceed 0.1 (<0.1). If an expert has
an inconsistency greater than 0.1, the calculation must be repeated to find where the
mistake is, and the process of deciding between the pairs must be repeated once
again. The process of repeating the calculation continues until the result reaches
under or equal to 0.1.
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The process for calculating inconsistencies is clarified in the steps that follow.
The decision variable for n will become 7!, and it is simplified with vectors ry, 7,
T3,...., 1. For example, 5! will become 120 orientations like ABCD ABDC ACBD
ACDRB,....... , DBCA. The same value in the result will occur if all experts have the
same idea. Each panelist has different opinions, so the result will not be the same.
This inconsistency is used in the HDM methodology for obtaining the variance by
calculation [138]. The formula of inconsistency is clarified below:

Let

r;;is the relative value of the i element in the j™ orientation for an expert
~; 1s the mean relative of the i element

ri

Inconsistency for the i element is

! j:l(’.—rl,j)zforizl,Z,...,n

- ri
n' n!

Inconsistency of the expert for n element decision variable is:

4.5 Result and Data Analysis

This part will explain the judgment quantification results, experts’ inconsistencies,
and the areas of disagreement between the experts on the panel. A pairwise com-
parison method software was used for analyzing the results of the quantified expert
judgment. As explained in the previous chapters, the value of disagreement among
the group will be less than or equal to 0.1.

4.5.1 Expert Panel

The seven expert panel members have expertise in the geothermal technologies
associated with geothermal energy projects. Based on the list of alternatives on the
survey questionnaire, they noted which alternative is more convenient in the
decision-making process with respect to the mission of our project, objective, and
goals. The panel was comprised of experts from the following organizations: two
were from government agencies, one from university, and four from nongovernment
organizations. The table below explains the experts and which institutions they are
working at (Table 4.8).
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Table 4.8 Expert panel and institutions

Expert Affiliation Institution
Expert 1 Oregon Department of Energy Geothermal Energy Government
Council

Expert 2 Energy Trust of Oregon Nongovernment
organization

Expert 3 Oregon Environmental Council Nongovernment
organization

Expert 4 Oregon Public Utility Commission Government

Expert 5 Renewable Northwest Nongovernment
organization

Expert 6 Oregon State University Academia

Expert 7 AltaRock Energy, Inc. Nongovernment
organization

0.5

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

M Geothermal Electricity =~ M Direct Use of Geothermal Heat B Geothermal Heat Pump

Fig. 4.4 The global weight of alternative geothermal energy technology

4.5.1.1 Expert Panel Results

The seven expert panel members were asked to use the online survey questionnaire
link that included instructions about how to use the hierarchical decision model
(HDM) to evaluate different criteria that affect geothermal energy with respect to
our goal that was mentioned in the mission (Technology Assessment Model of
Developing Geothermal Energy Resources for Supporting the Electrical System in
Oregon). The figure below shows the contribution results from the expert panel .

The results in Fig. 4.4 show that “geothermal electricity,” with a rating of 43%),
was ranked as the most important alternative with respect to mission, objectives, and
goals. “Direct use of geothermal heat” was ranked as the second most important
alternative with 31%, and the “geothermal heat pump” was ranked as the least impor-
tant alternative with 26% for developing geothermal energy sources in Oregon.
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4.5.1.2 Analysis of Expert Panel Results

The individual expert opinions about the relative importance in weight of each alter-
native contributed to finding the most important alternative with respect to mission
statement. The mean of seven experts is shown in Table [1]. All experts have knowl-
edge and experience in geothermal energy, and they gave their judgment in the
questionnaire survey. The results of the comparison are among the acceptance level
of consistency in their judgment, and consistency level must be less than or equal to
0.1. The results showed that the mean level of disagreement was 0.095 between the
experts that participated in questionnaire of survey. At the same time, the individual
expert’s judgments were among the acceptable range, which is 0-0.03. The table
below shows the individual expert judgment for each alternative. All individual
inconsistencies are within the acceptable level or range (Fig. 4.5 and Table 4.9).

From the results in the table above, the majority of the experts chose geothermal
electricity as the most important electricity alternative. The reason for this is that
electricity is used in a variety of different applications like heating, cooling, indus-
try, medical, and so forth, and the population of people and their demand for elec-
tricity are always increasing.

The outcome analysis of the results in Appendix C showed that in terms of objec-
tives, minimizing environmental impact was rated at the highest value at 0.26 with
respect to the mission. Within the category of minimizing environmental impact,
seismic activity and GHG emissions had higher values as well because they require
more attention and work to reduce the negative impact from the process of geother-
mal energy activities.

A numerical analysis was also made to know what are the most important objec-
tives through looking at different expert segments (background of the organization,
position, and education) and identify if this result of analysis will affect decision-
making or not.

0.9
B GHP
0.8
M Direct Heat
0.7
1 Geothermal Electricity
0.6

0.5

0.4

Expert1 Expert2 Expert3 Expert4 Expert5 Expert6 Expert7

Fig. 4.5 Individual expert judgment for each alternative



4 Technology Assessment: Developing Geothermal Energy Resources for Supporting... 111

Table 4.9 Individual expert judgment for each alternative

Expert GHP Direct heat Geothermal electricity Inconsistency
Expert 1 0.26 0.28 0.46 0

Expert 2 0.26 0.46 0.28 0.01

Expert 3 0.32 0.37 0.31 0.02

Expert 4 0.33 0.3 0.37 0.02

Expert 5 0.14 0.07 0.79 0.02

Expert 6 0.33 0.33 0.33 0.01

Expert 7 0.19 0.36 0.46 0.03

Mean 0.26 0.31 0.43

Disagreement 0.095

Table 4.10 Importance of objectives from different characteristics of the experts

Importance of objectives

Characteristics of experts Preference choice #1 Preference choice #2
Background of Utility Minimize environmental | Reduce expense of investment
organization impact energy cost
Consulting Minimize environmental | Technical option improvement
impact for geothermal energy projects
Research lab | Reduce expense of Technical option improvement

investment energy cost | for geothermal energy projects

University Reduce expense of Minimize the negative impact
investment energy cost | on the general public

Experts positions | Management | Minimize environmental | Reduce expense of investment
impact energy cost

Planning Reduce expense of Minimize the negative impact
investment energy cost | on the general public

Policy Reduce expense of Technical option improvement
investment energy cost | for geothermal energy projects

Environment | Minimize environmental | Minimize the negative impact

impact on the general public
Education Bachelor’s Minimize environmental | Reduce expense of investment
degree impact energy cost
Master’s Minimize environmental | Technical option improvement
degree impact for geothermal energy projects
Ph.D. degree | Reduce expense of Encourage community to
investment energy cost | support geothermal energy
project

Table 4.10 shows that minimizing environmental impact and reducing expense
of investment energy cost are the most important objectives for all experts either as
their first choice or their second most important choice.

Table 4.11 analyzes the input from the experts. As mentioned before, all of the
experts were from different organizations, and the results of the input showed that
while not all of them selected the same objectives as the most important, the major-
ity of the experts rated a reduction in the expense of investment energy projects as
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Table 4.11 Identifying the important objectives made by the experts

A.S. Alshareef et al.

Importance of objectives

Preference choice # 1

Preference choice #2

Reduce expense of investment energy projects

3

2

1

Technical option improvement for geothermal | 2
energy projects

Minimize environmental impact 2 0
Minimize the negative impact on the general 1 2
public

Encourage community to support geothermal 0 2

energy project

Preference of Objectives

Encourage Community to...
Minimize the Negative...

Minimize Environmental... H Preference Choice #1

. . M Preference Choice #2
Technical Options...

Reduce Expense of...

Fig. 4.6 Preference of objectives

the most important factor and ranked this as first or second. The table below clari-
fied this process of selection (Fig. 4.6).

As expected, minimizing environmental impact is the most important objective
for Oregon since Oregon encourages all investment in renewable energy projects to
serve and protect the environment. All of the experts chose the most important out
of 14 designated goals and then ranked these selections from one to four, one being
the highest and four the lowest. Creating new job opportunities and minimizing
noise and odor were ranked the highest among the goals. Table 4.12 identifies the
important goals made by the experts.

From Table 4.12, the majority of the experts chose minimizing noise and odor,
creating new job opportunity, and social acceptance as the most important goals for
this research study in Oregon (Fig. 4.7).

To have more understanding of the most important goals for improvement of
geothermal energy sources, different perspectives of experts’ characteristics were
analyzed. Table 4.13 explained the most important goals from different perspectives
of experts.

Most of the experts chose geothermal electricity and the direct use of geothermal
heat as the most important alternative for developing geothermal energy sources in
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Table 4.12 Identifying the important goals chosen by the experts

Importance of goals

Preference Preference Preference Preference
choice # 1 choice # 2 choice # 3 choice # 4
Minimize noise and odor 4 2 1 0
Create new job opportunity 2 3 0 0
Social acceptance 1 1 1 2
Minimizing property damage 0 1 1 0
for reducing impact on lifestyle
Equipment manufacturing 0 1 1 1
development
Minimize capital cost 0 0 3 2
Minimize operation cost 0 0 1 0
Minimizing thedemand 0 0 1 0
of critical resources
Seismic activity 0 0 0 2
Economic boost 0 0 0

Preference of Goal

Economic Boost
Seismic activity
Minimizing the demand...

Minimize operation Cost m Preference Choice # 1

Minimize capital cost M Preference Choice # 2
Equipment...
S m Preference Choice #3
Minimizing property...

Social Acceptance M Preference Choice # 4

Create new job...

Minimize noise and odor

Fig. 4.7 Preference of goal

Oregon. Table 4.14 explains the most important feature of each goal for every alter-
native of geothermal energy that was chosen by the experts.

Table 4.14 shows that the most important features for geothermal energy projects
were creating new job opportunities and social acceptance. More focus is needed
around the research of geothermal energy sources in the geothermal field and for
making the geothermal energy alternatives successful in Oregon (Fig. 4.8).
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Table 4.14 The most important features for geothermal energy alternatives that were chosen by the experts

Alternative

GHP Direct heat | Geothermal electricity

Create new job opportunity
Social acceptance
GHG emission

Land requirement

Seismic activity
Using the land for other purposes

Minimize capital cost

Minimize operation cost
Economic boost

Minimizing thedemand of critical resources

Increasing the capacity of the energy system

Equipment manufacturing development
Minimize noise and odor
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Minimizing property damage for reducing
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Fig. 4.8 Preference of alternatives
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Table 4.15 Different characteristics of experts for geothermal energy alternatives

Alternative
Characteristics of experts GHP Direct heat Geothermal electricity
Background | Utility GHG emission Minimize capital | Equipment
of cost manufacturing
organization development
Consulting Seismic activity | Minimizing the Minimize noise and
demand of critical | odor
resources
Research lab | Seismic activity | Seismic activity Increasing the capacity
of the energy system
University Seismic activity/ | Minimize capital | Minimizing the demand
GHG emission/ cost/minimize of critical resources/
create new job operation cost/ equipment
opportunity economic boost manufacturing
development
Experts Management | Social acceptance | Minimize capital | Equipment
positions cost manufacturing
development
Planning Land requirement | Create new job Using the land for other
opportunity purposes
Policy Seismic activity | Seismic activity Increasing the capacity
of the energy system
Environment | Using the land for | Minimizing the Increasing the capacity
other purposes demand of critical | of the energy system
resources
Education Bachelor’s Using the land for | Minimize Minimizing the demand
degree other purposes operation cost of critical resources
Master’s Seismic activity | Minimizing the Equipment
degree demand of critical | manufacturing
resources development
Ph.D. degree | Seismic activity | Seismic activity Increasing the capacity
of the energy system

To know which alternative is the most successful with features (goals) for devel-
opment of geothermal energy, different perspectives of experts’ characteristics were

analyzed. Table 4.15 explained this process.

From Table 4.15, most experts which have different perspectives of characteris-
tics preferred to choose features of environment as the highest rank. Technical
features were ranked also as one of the most important for achieving the best ben-

efits of geothermal energy.

In order to understand why there was a difference between what objectives,
goals, and alternatives each expert on the panel deemed important and ranked the
most highly, the discussion in the discussion section will help to understand their
thoughts about the future of geothermal energy and their recommendations for
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improvement in this sector of renewable energy. All explanations for objectives,
goals, and alternatives will be expounded in the discussion part.

4.5.2 Criterion-Related Validity

Managers from different organizations in the Pacific Northwest, who are specialists
in renewable energy, environment, and geothermal energy, participated in evaluat-
ing the criterion-related validity. Experts were asked to give their judgment in a
survey questionnaire about the research study. All of the experts agreed that the
methodology was a good approach for reaching a decision. They also agreed that all
of the nodes that were applied in the HDM methodology that are based off in real
life require more attention. This process will lead to more development of geother-
mal energy sources in Oregon. Also, the experts confirmed that the development of
geothermal energy technology will grow quickly if there is more attention and focus
on the criteria that were used in the methodology. We held a face-to-face meeting
with the expert panel to hear their thoughts on what is required for more develop-
ment in the future. Experts agreed that by applying this model in the future for
another state and by adding more criteria, this model will be useful for determining
what will be required for greater improvement in the geothermal field.

4.5.3 Summary of the Study

A hierarchical decision model (HDM) methodology was used in this research study
to reach the value for the technology assessment model of developing geothermal
energy sources for supporting the electrical system. This methodology (HDM) was
applied to Oregon as a case study. The result of the data analysis in this research
process is summarized in the following points:

1. The objective from the research study was to develop an assessment model
framework that can be used for supporting cost-effective renewable energy in
Oregon by the development of geothermal energy sources. This research study
was done by using the HDM model and consisted of four levels: mission, objec-
tives, goals, and alternatives.

2. Seven experts agreed to give their judgment and evaluate different nodes in
objectives, goals, and alternatives.

3. The results of this research study were discussed with the experts to get their
feedback and learn from them what requirements are necessary for improvement
in the geotechnical energy sector for future research. The experts agreed that this
methodology is a good approach to help reach the right decision since this meth-
odology (HDM) divides the problem into small sets, which will make the deci-
sion process easier.
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4.6 Discussion

This part will explain all of the data collection and the final results from the experts’
participation in this research study and analyze the results according to the feedback
from the experts. The discussion with the experts helped in understanding what drove
their choices. This discussion provides insight, and a better understanding of the
participation results in this research study of geothermal energy sources in Oregon.

4.6.1 Results
4.6.1.1 Evaluation of the Objectives

The HDM showed that minimizing environmental impact is the most important
objective with respect to the mission of developing geothermal energy sources in
Oregon. Reducing the expense of investment in geothermal energy projects was
ranked second after minimizing environmental impact, and this result showed that
for geothermal energy projects to be successful, it is important to reduce the invest-
ment cost. The more the cost of investment of geothermal energy projects is reduced,
the faster the improvement in technology will occur. Technical option improvement
for geothermal energy projects and minimizing the negative impact on the general
public had the same value and were ranked third. Lastly, encouraging the commu-
nity to support geothermal energy projects had the lowest value, and all these results
were discussed with experts.

Getting feedback from experts and analyzing the results from their participation
showed the importance of having projects that focus on developing geothermal
energy sources in Oregon and benefit from improvement and progress in technology
that serves this type of renewable energy. As mentioned above, minimizing the envi-
ronmental impact and reducing the expense of investment in energy projects are the
most important objectives, and the experts from different organizations explained
why focusing on these objectives is important for the success of geothermal energy
projects in Oregon. The results from the data collection from the survey showed that
the experts preferred reducing the expense of investment in energy projects as one
of the most important objectives. Experts explained that the reason for this prefer-
ence was that geothermal energy is still expensive and there is a lack of research in
the field about how to create and benefit from improvements in this alternative
energy form. This is the reason why geothermal energy projects are still expensive;
there is not a huge amount of research available for developing the geothermal
energy sources. Right now, geothermal energy research has problems with how to
reach deep drilling at a cheaper cost. Meanwhile, researchers still have difficulties
estimating how long the investment will last and how many additional funds will be
required, so the experts found that the best thing to make geothermal energy projects
successful is to focus on the economics of the projects because the price of other
renewable energies like solar and wind is still cheaper.
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Minimizing environmental impact was ranked as the most important objective for
developing geothermal energy sources in Oregon, and this result was discussed with
the expert panel in order to clarify their preference for this objective. Experts found
that environmental issues are important because Oregon has a strong environmental
ethic at some sites. These sites are located on protected public land, especially some
sites near volcanoes, and others are located in national parks. In addition, public pol-
icy wants to keep Oregon away from any impact from poor water quality, chemical,
and air pollution that can happen during the construction of geothermal energy proj-
ects. At the same time, experts encouraged investment in geothermal energy projects
since geothermal energy is good for the environment compared with other sources of
energy like the coal and oil industries. Geothermal energy is the best source of energy
for both environmental and product of environment. There is much progress happen-
ing in the environmental sector. Oregon has achieved many things like working to
have clean air and water, getting a healthy climate, working to have sustainable food,
and making a beautiful landscape through reducing pollution. For these reasons,
experts chose minimizing environmental impact as the most important objective.

Technical option improvement for geothermal energy projects was ranked as the
third most important objective for developing geothermal energy sources in Oregon.
Experts found that while there is still more effort needed for obtaining more improve-
ments, the size of improvements is slow because the achievements in the field of geo-
thermal energy are so expensive. To accelerate the size of improvement and to get a
more efficient system in the geothermal field, more support from the government and
public policy is required. Also, there are many failures that need to be fixed, such as the
problem of heat transfer because a piece of equipment does not match the thermal
properties during the construction and this process of construction impacts system effi-
ciency. In addition, the field of geothermal energy is still not as sophisticated as other
alternative energy sources so the field of geothermal energy needs more attention and
research to be competitive with other renewable energies like solar, wind, etc. The price
of solar and wind is cheap compared with geothermal energy, which is still expensive.
Researchers are now focusing on developing low-temperature geothermal sites, which
carry a marginal cost. As the price of geothermal energy goes down, the prospective
risk will go down too. For this reason, experts chose technical option improvement for
geothermal energy projects as one of the most important objectives.

Minimizing the negative impact on the general public was ranked also as the
third most important objective for developing geothermal energy sources in Oregon.
This result was discussed with experts for why they chose minimizing the negative
impact on the general public as one of the important factors. Experts found that the
success of any renewable energy project depends on the acceptance from the com-
munity who live around the construction of renewable energy projects. This is
because ongoing operations of renewable energy create a large amount of waste. If
these inconveniences to the community nearby the geothermal energy projects are
during construction phase only, it may be easier to “sell” the idea of geothermal
energy if the community knows the size of the benefit that will come from this proj-
ect. If the issue is ongoing past the construction phase, the community nearby will
terminate this project if they believe that the impact on their health will be negative.
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It is important to benefit from the technology available today since the technology
works to serve the community, and while there are many improvements in this sec-
tor, the developers still need to be aware of these issues. For this reason, it is impor-
tant to focus on minimizing the negative impact on the general public, and they need
to work on changing the community’s perception of geothermal energy sites or
reduce these projects near communities.

Encouraging community to support geothermal energy projects was evaluated as
the least important objective for developing geothermal energy sources in Oregon.
This result was discussed with the experts for why they chose encouraging com-
munity to support geothermal energy projects as the least important factor. In fact,
not all of the experts ranked encouraging community to support geothermal energy
projects as the least valuable; some experts ranked it as second in importance and
some the third. The reason for disagreement about this value was that some experts
considered geothermal energy as only one type of renewable energy and that a com-
munity that is educated about the value of energy can understand that renewable
energy is beneficial to society, so this is the reason why the experts chose encourag-
ing community support of geothermal energy as the lowest value. Some experts
chose encouraging community to support geothermal energy projects as one of the
important objectives. Those experts believe that it is important to educate the com-
munity about geothermal projects, and people might express concern for environ-
mental issues; therefore the process of educating the community about geothermal
energy projects will hopefully over time create ongoing support and understanding
about the process of geothermal energy and anything related to land use. People
have very strong opinions about geothermal energy projects, and there are some
challenges associated with geothermal energy projects or normal development that
potentially can create a negative impact on the community. If people do not under-
stand what the source of negative impact is or how it is caused, there may be a
backlash that is disproportionate to the benefits of geothermal energy. People must
understand that green projects are not always impact-free. For this reason, encour-
aging community to support geothermal energy projects is so important for success-
ful investment in geothermal projects.

4.6.1.2 Evaluation of the Goals

The success of developing geothermal energy sources in Oregon requires knowing
what the most important objectives and goals are. These objectives and goals will
work with technology alternatives, and with this work comes greater improvements
resulting in more successful geothermal energy projects. The HDM showed that
minimizing noise and odor was ranked the most important goal with a value of 0.73.
Creating new job opportunity was ranked as the second most important goal with a
value of 0.59, and minimizing capital cost was ranked the third with a value of 0.51.
The results of these goals were discussed with experts to ask why they ranked these
goals as the most important.

Experts found that minimizing noise and odor is important because communities
usually complain about noise, and although there are many types of geothermal
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plants, equipment still generates noise. Technology that accompanies geothermal
energy projects is required for making equipment less noisy. There is a need for
greater improvement in running the station smoothly so that it won’t disturb the
community nearby. If geothermal energy projects do not minimize noise and odor,
geothermal energy sources will not improve nor be accepted by local communities,
which will keep geothermal energy limited only to a few sites. This is the reason
why some experts chose minimizing noise and odor as the most important goal.
Experts found also creating new job opportunity as one of the most important fac-
tors for successful geothermal energy projects in Oregon since geothermal projects
will improve the economy and more job opportunities will be available for the peo-
ple. Meanwhile, more public dollars will be available, and job opportunity is benefi-
cial in terms of economic and environmental value. Bringing these two things
together from a public policy standpoint is beneficial for society as a whole.
Geothermal energy projects need different job skills during discovery, construction,
and maintenance after the completion of geothermal energy projects, and these
skills already exist. Staff can already do this kind of work, and this level of worker
skill set leads to better and cleaner energy power.

Minimizing capital cost was found to be one of the most important goals chosen
by the experts because the investment in geothermal energy projects is so expensive.
Right now, most research on geothermal energy in Oregon focuses on low-temperature
geothermal projects since these projects are less expensive and require less funding
than research focusing on high-temperature geothermal projects. These high-temper-
ature projects require a lot of funding because the deep drilling needed for reaching
high-temperature projects will carry greater risk and may not find a good source of
geothermal energy. For this reason, experts are more willing to find the best way to
generate geothermal energy through the development of technology at a lower cost.
The development of improved equipment manufacturing is in the middle of the most
important goals because the experts found that their national laboratories are putting
in a lot of effort to produce better equipment. Lately, many small manufacturing
companies are merging with big companies. Even though big companies in the USA
specialize in geothermal equipment and are motivated to improve the equipment to
be used in geothermal energy, the technology for updating the equipment and the
systems in the USA is not the same as for the international market. The international
market has created better improvements in geothermal equipment than the USA.

4.6.1.3 Evaluation of Alternative

The success of geothermal energy projects depends on developing the technology
that works within the geothermal field to obtain greater benefits from alternative
geothermal energy. The HDM showed that geothermal electricity was ranked the
most important alternative with a value of 0.43, direct use of geothermal heat was
ranked the second important alternative with a value of 0.31, and GHP was ranked
the least important alternative with a value 0.26. These results were discussed with
the experts to understand why they ranked the alternatives of geothermal energy the
way that they did.
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Geothermal electricity was ranked as the most important alternative for develop-
ing geothermal energy sources in Oregon. Experts explained that geothermal elec-
tricity was the most important resource for supplying more electricity to Oregon. At
the same time, communities are increasing in population, and more new buildings
are constructed as compared with previous years. Therefore, the growth of commu-
nities requires planning for a greater capacity of electricity. Also, having electricity
generated from a geothermal field will not harm the environment, and it will bring
a good amount of electricity to the community, and there are many places like
Klamath Falls that already have geothermal electricity that is of great value. This is
the reason why the experts encouraged the use of geothermal electricity to improve
the geothermal field in Oregon.

Experts ranked direct use of geothermal heat as the second important alternative
for developing geothermal energy sources in Oregon. Direct use of geothermal heat is
considered the best option economically, but it cannot work everywhere so direct use
of geothermal heat is limited to certain geographic areas. Direct use for geothermal
heat works well within a large building area but not within a small building area, and
for this reason direct use of geothermal heat sources is only available as local resources
for large buildings. At the same time, electrical heat is oftentimes less efficient or there
are many heat applications that depend on natural gas. A huge amount of natural gas
is used for heating applications, including industrial processes. For this reason, direct
use of geothermal heat is more efficient and can supply a large number of buildings
with heating. Experts encouraged developing the direct use of geothermal heat
because it is not only more efficient but will also not harm the environment.

Geothermal heat pumps (GHPs) were ranked the least important alternative for
developing geothermal energy sources in Oregon. The USA has a national history
of failure in both the technical and the economic sector for using GHP. GHP is more
in efficient homes that use a ductless heating system, but there is a problem with
how to connect GHP with home buildings. Recently, GHP has become more suc-
cessful in regulating temperature. While energy efficiency for the heat pump is
going up and the prices for the heat pump are going down, experts chose GHP as the
least important alternative because GHP needs more research and professional geo-
thermal experts to improve the technology to gain better efficiency from GHP.

4.6.2 Challenges Accompanying Geothermal Energy Projects

Even though geothermal energy projects are a good investment and are economi-
cally, politically, environmentally, technically, and socially beneficial, there are
many challenges that still accompany geothermal energy from discovering
sources and the construction of sites to the continued maintenance of the sites
after construction. In order to gain better efficiency from geothermal energy proj-
ects in Oregon, many improvements are required to expand the use of geothermal
energy, and the process of improvement requires focusing on solving the obsta-
cles that accompany geothermal fields, and these obstacles are explained below.
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The cost of geothermal energy projects is still high as compared with other renew-
able energies like wind, solar, and so forth. Geothermal energy projects are consid-
ered expensive because even though the investors spend a huge amount of money for
exploration and trying to locate right resources of geothermal energy, they may not
get the right resources and may ultimately lose their investment. The problem of cost
will be solved if researchers know how to find the right location, manage the explora-
tion of resources, and estimate the drilling for required depth. Right now, many
researchers are trying to find a critical plan for the resources of geothermal energy
projects because the initial start-up cost of an investment in the geothermal field is
still high, and this scares many investors. For this reason, experts found that reducing
the cost of investment in geothermal energy projects will generate more investors in
this sector of renewable energy, and investment will also be cheaper when more
researchers are available for the development of geothermal energy.

Public relations and awareness are two of the biggest challenges because most
people do not even know what geothermal energy is, and even when they are told
about geothermal energy, they do not think geothermal is necessary like solar, wind,
etc. At the same time, people are afraid of the seismic activity that can happen dur-
ing the construction of geothermal projects because this issue is one of the factors
that need to be heavily managed. For this reason, greater education and awareness
are needed in the community to make them understand what the benefits from geo-
thermal projects are and to clarify the ways or methods that will be used to manage
seismic activity if that happens during construction.

There is also a lack of information in the research of geothermal energy in Oregon
as compared with California and Nevada. In addition, the level of professional people
in Oregon is limited although good researchers are available at the Oregon Institute
of Technology (OIT). Researchers still have difficulties in estimating the cost for
long-term investment. Oregon still needs more support to increase the progress in the
technology for achieving a higher efficiency of geothermal energy projects.

Regulatory issues are one of the main factors that are holding geothermal energy
back. Public policy works to protect the environment from any negative impact, so
for this reason the power of renewable policy over the long term is stronger in
Oregon than California. As mentioned before, Oregon has strong environmental
ethics, and these ethical issues prevent the development of research in the geother-
mal field since ethical considerations restrict the research and discovery of geother-
mal sources in some locations.

4.6.3 Opportunity for Successful Geothermal Energy Projects
in the Future

Even though geothermal energy projects are accompanied by some obstacles that
can make the improvement of the geothermal field very slow in Oregon, there are
many opportunities to make the geothermal field successful especially with more
progress in the research of geothermal energy technology. Oregon can take
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advantage of the research in the geothermal field to achieve more efficiency in this
field of renewable energy and have the opportunity for better improvement of geo-
thermal energy projects in the future.

Oregon needs to focus on the economic prospective and support the adoption of
geothermal energy projects with financial investment research, community out-
reach, and environmental protection. This support will make geothermal energy
projects successful since the price of other renewable energies like solar, wind, etc.
is still cheaper. For this reason, experts chose reducing the expense of investment in
energy projects as one of the most important objectives in successful development
of geothermal energy sources in Oregon. In California, there is a lot of research
done with deep drilling in the geothermal field, and this research will help Oregon.
Right now, geothermal energy with technology today looks very good. Over the past
few years, technology has improved within power plants, and geothermal energy is
one of the least expensive renewable energies if people are looking at the investment
as a long-term one. Researchers in geothermal field have done some recent work
with enhanced geothermal system (EGS) in Oregon, and there are many attempts
from researchers in geothermal field to produce big EGS. If big EGS happened, this
good technology will be available in Oregon.

Compared with other states, Oregon is ready now for improvement, and Oregon
is already an ideal spot for both direct use of geothermal heat and GHP. If technol-
ogy develops a little bit better right now, the power production will be reliable as
well. Now is the best time for developing geothermal energy sites and working to
manage the cost of geothermal energy. In addition, if the climate crisis continues,
geothermal energy will be a good resource since additional resources will be
required for reducing the negative impact on the climate and geothermal energy
sources are a good candidate for solving this issue. It is important for Oregon to
keep developing more research into geothermal energy sources to be ready for any
crisis in the climate.

Researchers need support from public policy to be able to move forward.
Encouraging new associations to participate in the research of geothermal energy
sources is very important in Oregon, and all utilities are interested in geothermal
energy projects that will lead to achieve full benefit from geothermal field in Oregon.

4.7 Limitations and Future Research

4.7.1 Assumptions and Limitations of the Research Model

A number of expert panelists who have the knowledge to and who can supply the
data validation of the outcome will contribute to building and evaluating the research
model. This process of evaluation will have a positive impact on the development of
the model because the model will be more accurate in the decision-making process.
In addition, there are many other factors that can be used to improve the research
model. These factors contribute in different ways: relevant expertise within the



4 Technology Assessment: Developing Geothermal Energy Resources for Supporting... 125

research area, the availability and willingness to participate, and balanced perspec-
tives and biases. All of these factors were discussed in the previous chapters. Even
though these factors are important and must be applied and used in the panel to have
an accurate outcome, it is still a challenge to generate the best result without biases.
For solving this process of uncertainty in the decision-making, different procedures
and methods will be used in the research model to create validity measures. All of
this process for this research study was discussed in previous chapters. Using suit-
able tools and techniques and selecting the right experts to provide feedback will
reduce the ambiguity in some parts of the research. Having accurate information
will lead to different perspectives for better decision-making.

In general, the outcome of the research model is dependent on the context and is time
dependent. That means any change in the future in terms of any driver such as the techni-
cal, economic, social, political, and environmental sectors will have a large effect on the
electrical system. In addition, any change will be impacted by the changes in the utility
goals and objectives, which are represented by the decisions made about the develop-
ment of geothermal energy resource alternatives in Oregon. From this, it is clear that it’s
hard to predict future changes, and this affects the decision-making process.

The value of geothermal energy resources relies on the market, the technology,
and the variability of utility available in Oregon. For example, the demand for geo-
thermal energy in the market is not stable, and that is because of many factors like
the availability of suitable technology that contributes to use the source of geother-
mal energy and the price of using source of geothermal as compared with other
energy sources. All of these factors participate in changing the value of geothermal
energy in the market. In addition, these factors can change at any time. For example,
the value of geothermal energy resources will not be the same area to area. When
the research model applies the process to another region other than Oregon, the
decision-making process will be significantly different. It is clear that the research
model was created to support the electrical system in Oregon. The research model
can be developed and used in other regions by changing it according to the market
requirements, the available technology, the utilities, and the possibility for success.
Finally, the research model can be applied to all types of geothermal electricity
plants (dry steam, flash steam, and binary). These types of geothermal electricity
plants were discussed in the previous chapters on the comparisons of which technol-
ogy is the best for generating electricity. Unlike the previously mentioned technolo-
gies, the research model works to support the electrical system through depending
on the geothermal process that uses the heat pump, direct use of geothermal heat,
and geothermal electricity.

4.7.2 Expected Contributions

The expected contribution of the research model will lead to better knowledge and
more accuracy in the decision-making process. The following steps outline expected
project contributions. First, the research model will contribute to the evaluation of
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geothermal energy resource alternatives with respect to the effect on the utility
objectives and goals. From the literature review, it is clear that no research model
can work with more than one dimension (economic, technical, social, political, and
environmental) and go in detail for each aspect (utility objective and goals). Utility
objectives and goals are very important in the process of decision-making because
they constitute the variables in the research model, which requires a trade-off in the
analysis of decision process. This trade-off makes decisions easy to take in the field.
In addition, the literature review showed that it’s important to have diversity in the
use of geothermal energy resources in different applications as was mentioned in
the previous chapters. The literature review also showed the effect of this diversity
in terms of supporting the electrical system and how the successful use of technolo-
gies and alternative sources of geothermal energy in different regions in the world
can also be successfully used in Oregon. From the literature, it is important to have
a connection between utility objectives and goals for geothermal energy resource
alternatives, as this will increase the level of knowledge and understanding for cre-
ating accurate decisions in the field, and to gain greater benefits from geothermal
energy sources.

The HDM model is important to use for finding which geothermal energy
resource alternative is the best with respect to utility objectives and goals. The HDM
method depends on judgments that require increased knowledge and understanding
of the important criteria in the decision-making process and provide feedback from
the experts to generate a more accurate decision. The HDM method has the ability
to deal with multiple perspectives and to analyze each perspective with respect to
utility objectives and goals, which helps in obtaining a better decision.

The decision to use alternative sources of geothermal energy is a good invest-
ment, and the probability of success is very high if these types of projects are con-
sidered a long-term investment. There are many criteria (technical, environmental,
social, economic, and political) that are changing with the times that will have an
impact on these types of investments over the long term. It will require a recalcula-
tion and updating of the materials and equipment that are used in these investments,
which will have an impact on the whole electrical system.

In general, the research model will contribute to an increased level of knowledge
for using geothermal energy resource alternatives and to knowing which decision is
suitable for reaching the full benefit from this source of energy. In addition, the
research model will help to build the right structures for developing a strategy that
will improve the decision-making process. The outcome from the model will be the
best way to support the electrical system in Oregon.

4.7.3 Future Research

This research study focuses on the use of one of the alternative sources of geother-
mal energy for supporting electrical system. The purpose of this case study is to
evaluate the electrical system in Oregon because of the many criteria that have been
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already discussed in the previous chapters. The hierarchical decision model (HDM)
method was used for this purpose. This method has the ability to expand the research
because this method depends on the collection of information from the literature
review. In addition, this information increases the ability to know what the require-
ments are for developing the model in future research because our case study is
about the state of Oregon. The requirements for developing geothermal energy
alternatives in this state are different from other regions, and all of the used utility
objectives and goals are for Oregon. There is no guarantee that these utility objec-
tives and goals can be successful if applied to other locations around the world for
supporting electrical systems because not everything that we found in the literature
can be successfully used in Oregon. The utility objectives and goals in the research
model are matched with the requirements for development of geothermal energy
resources in Oregon. The research model can be improved for use in future research
for other regions, and from this research model, one can look for what is not neces-
sary, what is missing, and what is required to keep from the criteria that were used
in the Oregon case study.

The research model may or may not change in future work because this research
was built with the dependence on the current research from the literature review
and the current market and end use. That means the utility objectives and goals
can change, and the selection of geothermal energy resource alternatives can
change depending on the technology available in the market and the diffusion of
end use.

For future research, it is important to create a diversity of scenarios to look at
how each scenario interacts in the research model, how this impacts the utility
objectives and goals, and what is the outcome from the process of scenario analysis
in the decision-making process. From that, scenario analysis is necessary to calcu-
late the impact for future work, and the importance of the analysis for each scenario
creates a better development of the model. The development of the model will be
perfected if the scenarios are discussed with the experts to know which criteria are
necessary for the development of the model, and from this information the best
outcome is reached for end use, which leads to the improvement of the electrical
system in Oregon.

Sensitivity analysis is necessary in the research model for understanding better
decision choices according to the utility goals and objectives. This will help to cre-
ate different scenarios for future planning and will help to estimate the best way to
deal with each scenario if it is applied in the real world and what the outcome will
be based on the chosen decision.

The research model can be connected with an optimization program for gain-
ing the best benefits from geothermal energy resources as output for future
research.
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Appendices
Appendix A: Instruments for the Invitation of Experts

Appendix A1: The Invitation of Experts for Participation in My
M.S. Thesis Research

My name is Ahmed Alshareef and I am an M.S. student from the Department of
Engineering and Technology Management at Portland State University. I am writ-
ing to invite you to participate in my research study called “Technology Assessment
Model of Developing Geothermal Energy Resources for Supporting Electrical
System: The Case for Oregon.” This research study is being conducted in partial
fulfillment of the requirements for a master’s degree in engineering and technology
management at Portland State University.

You’re eligible to be in this study because you are an expert from either academia
or industry and have enough experience to provide feedback on the criteria in the
model I am researching.

Your participation in my research is important to developing a framework, mea-
surement system, and metric for reaching the best benefit of geothermal energy
resources. My research looks at the problem from different perspectives and dimen-
sions with respect to utility objectives and goals.

The proposed research model that I developed requires participation of experts
who have knowledge and opinions in the topic area of geothermal energy resources.
Participation in the online survey/evaluation will take approximately 30 min to
complete. This will help to further construct the model and establish a weight for
selecting elements that require further development.

If you decide to participate in this study, you will make judgments on different
criteria, using paired comparison between two elements, deciding which element is
more important between the two. Remember, this is completely voluntary. You can
choose to be in the study or not.

If you’d like to participate or have any questions about the study, please email or
contact me at aalsha2 @pdx.edu or call me at (503) 867-9279.

If you have any concerns or problems about participating in this study or your
rights as a research subject, please contact the PSU Office of Research Integrity,
1600 SW 4th Ave., Market Center Building Ste. 620, Portland, OR, 97201 (phone
(503) 725-2227 or 1 (877) 480—4400).

Thank you very much.

Sincerely,

Ahmed Alshareef

M.S. Student

Department of Engineering and Technology Management

Portland State University
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Appendix A2: Informed Consent Form
Informed Consent Template: Online Survey Consent

You are invited to participate in a research study entitled “Technology Assessment
Model of Developing Geothermal Energy Resources for Supporting Electrical
System.” The study is being conducted by me, Ahmed Alshareef, a graduate student
from the Department of Engineering and Technology Management at Portland State
University. The study is under the supervision of my advisor, Tugrul Daim.

The purpose of this research study is to examine which technologies are impor-
tant for developing geothermal energy. Your participation in the study will contrib-
ute to a better understanding of the different criteria with more knowledge to know
which criteria in the model require developing and more research work to cover it
from a different perspective. This project is being conducted in partial fulfillment of
the requirements for an M.S. degree under the supervision of Dr. Tugrul U. Daim.
You are invited as a potential participant due to your expertise in the area of energy
sector due to your qualification and professional experience. You are free to contact
the investigator at the above address and phone number to discuss the study. You
must be at least 18 years old to participate.

If you agree to participate, the evaluation will take approximately 30 min of your
time, and you will complete an activity about Developing Geothermal Energy
Resources for Supporting Electrical System.

There are no known risks for participating and all the information will be kept in
my laptop, and I will destroy the information after 1 year of graduation. There are
no costs for participating, nor will you personally benefit from participating. Your
name and email address will be collected during the data collection phase for track-
ing purposes only. Identifying information will be stripped from the final dataset.

Your participation in this study is voluntary. You may decline to answer any
question and you have the right to withdraw from participation at any time.
Withdrawal will not affect your relationship with Portland State University in any
way. If you do not want to participate, either simply stop participating or close the
browser window. I may send study reminders about participation in the study. If you
do not want to receive any more reminders, you may email me at aalsha2 @pdx.edu.

If you have any questions about the study or need to update your email address,
contact me, Ahmed Alshareef, at 503—867-9279 or send an email to aalsha2 @pdx.
edu. You may also contact my advisor, Tugrul Daim, at ji2td @pdx.edu.

If you have questions about your rights or are dissatisfied at any time with any
part of this study, you can contact the Human Subjects Research Review Committee
at hsrrc@pdx.edu, Market Center Building, 6th Floor, 1600 SW 4th Ave., Portland,
OR 97201.

If you agree to participate, click on the following link [HTTP://LINK TO STUDY
URL].

Thank you.

Please print a copy of this document for your records.
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Appendix A3: Content Web Survey

Thank you so much for accepting the invitation to complete the survey for my thesis
research (Technology Assessment Model of Developing Geothermal Energy
Resource for Supporting Electrical System). I have attached the link of the survey,
the instructions, and the explanation of the research. You can see the details of each
node in the model of the survey by pointing your cursor over the node. Each node
had been explained in the instruction document.

Thank you very much.

Sincerely,

Ahmed Alshareef

M.S. Student

Department of Engineering and Technology Management

Portland State University

Appendix A4: Content Questionnaire Survey
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Appendix A5: Content Instructions and Explanation of Nodes

The figure below shows the proposed research model. This figure will be used to
establish the weight of each element and analyze the model.
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Based on a comprehensive literature review and by validating the proposed
research model with my advisor Dr. Tugrul U. Daim, this research model will be
used for asking experts to establish their weighted output relative to geothermal
energy resources. The data collection will be created from this research model to
establish the final results of this study.

All the development of the proposed research model will stay in the same frame
of the human subject research, and it will not change the HSRRC application. In
addition, the goal and objective of the research will be kept from any change.

The objective of the proposed research is to develop the assessment model frame-
work that can be used for supporting cost-effective renewable energy in Oregon by
the development of geothermal energy sources. A mission-oriented model, hierar-
chical decision-making (HDM), will be used to determine the goal that represents
the case for Oregon.

HDM is the approach that will be used for analyzing the research objective and
criteria used to inform decision about how to inform geothermal energy since HDM
works with complicated processes and looks at the problem from different perspec-
tives. All the development occurred to the proposed research model works through
criteria, sub-criteria, and alternatives, and this research model comes from a com-
prehensive review of literature.

The purpose of the data collection is to ensure the relative importance of decision
elements through a numerical quantification process. Using the pairwise compari-
son method between two elements to evaluate distributional balance is necessary in
order to know which element is more important than another. A pairwise compari-
son will use 100 points scale to make the balance. Defining each element will be
clarified below.

Encourage community to support geothermal energy project: Using geothermal
energy project will make future customer life easier and more convenient; the
result of using these geothermal energy projects will encourage customers to
support geothermal projects. Also, it will increase the adoption and development
of geothermal energy.

Minimize environmental impact: Using geothermal energy will have a positive
impact on the environment since it does not consume a huge amount of fuel.
Reduce expense of investment energy projects: Different technologies that accom-
pany geothermal energy resources will change the expenses of investment if

more attention and effort are given to this area of alternative energy.

Technical option improvement for geothermal energy projects: There is a possibility
to develop the process in the future by quickly responding to any changes in the
market and in the requirements of customers.

Minimize the negative impact on the general public: Reducing the negative impact
on the general public and public spaces ensures that these geothermal projects do
not interact with other projects in the same area.

Create new job opportunity: When geothermal energy resources are constructed,
this construction will require a diversity of skills to complete.

Social acceptance: The continued commitment to expand and improve federal lands
for the use of geothermal resources will lead to an increase in production.
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GHG emissions: Due to lower GHG emissions, geothermal energy projects have
less impact on the environment compared with other sources of energy.

Land requirement: Geothermal fields require fewer acres compared with other
sources of energy.

Seismic activity: While the extraction of geothermal energy can lead to seismic
activity, this event would most likely be less than magnitude of 2.5 on the Richter
scale (earthquakes usually cannot be felt under 3.5).

Using the land for other purposes: When the activity of a power plant is completed,
the land can be rehabilitated and used for livestock grazing or other agriculture
purposes.

Minimize the capital cost: Projects of geothermal energy resources have the potential
to reduce the cost of investments if the investments are made over a long period.

Minimize operation cost: Geothermal projects can increase the energy production
and reduce the cost.

Economy boost: “Geothermal projects have the potential to enhance the economies
through increased tax revenues, the creation of new businesses and local jobs,
and enhanced community involvement” [321].

Minimizing the demand of critical resources: Geothermal projects reduce the
demand on traditional resources like oil, coal, and natural gas.

Increasing the capacity of the energy system: Using geothermal energy resources
will minimize the load on the electrical system and will simplify the challenges
associated with increased energy load.

Equipment manufacturing development: In spite of the variety of geothermal energy
equipment in the market, this equipment still needs more development to increase
the geothermal energy efficiency, and for that technologies will need to be devel-
oped to be used in the manufacturing of this equipment.

Minimize noise and odor: It is important for geothermal energy projects to work
without negatively impacting the general public by avoiding and reducing noise
and odor as quickly as possible.

Minimizing property damage for reducing impact on lifestyle: It is important for geo-
thermal energy projects to minimize the routes to and from the site to avoid any
conflicts or obstacles to the movement of residential and commercial activities.

Geothermal heat pump: “Is a central heating and/or cooling system that transfers
heat to or from the ground. Geothermal heat pumps use the natural insulating
properties of the earth from just a few feet underground to as much as several 100
feet deep, offering a unique and highly efficient renewable energy technology for
heating and cooling” [322].

Direct use of geothermal heat: “refers to the immediate use of the energy for both
heating and cooling applications. It is the use of underground hot water to heat
buildings, ...and for many other applications. District heating applications use
networks of piped hot water to heat buildings in whole communities” [323].

Geothermal electricity: “Geothermal power plants use steam produced from reser-
voirs of hot water found a few miles or more below the Earth’s surface to produce
electricity. The extremely high temperatures in the deeper geothermal reservoirs
are used for the generation of electricity. The steam rotates a turbine that acti-
vates a generator, which produces electricity” [324].
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The mission of this model is to assess geothermal energy resources for support-
ing the electrical system. This process will require weighting objectives, criteria,
and alternatives. A pairwise comparison is required for this purpose to rate criteria
(objectives) with respect to each other. As the model is built based on HDM, “a
pairwise comparison helps you work out the importance of a number of options
relative to one another. This makes it easy to choose the most important problem to
solve, or to pick the solution that will be most effective. It also helps you set priori-
ties where there are conflicting demands on your resources. The tool is particularly
useful when you don’t have objective data to use to make your decision” [325]. This
process for technology assessment model of developing geothermal energy
resources requires having a scale with 100 points distributed between these main
criteria. The criteria with high points result from experts choosing this criterion,
while the criteria with low points result from few experts choosing this criterion.
Also, the score of O will not be valid and the score for this situation must be at least
1 point.

This is an example of how to weight, evaluate, and compare:

Considering two objectives, “Objective A and “Objective “B,” choose the point
value that you think is necessary. Since the system is based on 100 points, this can
be weighted as A = 55 and B = 45.

1.1 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of encouraging community to support geothermal energy to
minimize the environment impact:

encourage community to support gecthermal energy minimizethe environment impact
0 10 20 30 40 50 60 70 80 90 100

*

1.2 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of encouraging community to support geothermal energy to
reduce expense of investment energy project:

encourage community to support gecthermal energy reduce expense of investment energy project
0 10 20 30 40 50 60 70 80 90 100

*
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1.3 100 points must be distributed between the following pairs of geothermal

energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of encouraging community to support geothermal energy to
technical option improvement for geothermal energy project:

encourage community to support geothermal energy technicl optionimprovement for geothermalenergy project

0 10 20 30 40 50 l 60 70 80 90 100

1.4 100 points must be distributed between the following pairs of geothermal

energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of encouraging community to support geothermal energy to
minimize the negative impact on general public:

encourage community to support geothermal energy minimizethe negative impact on general public.

0 10 20 30 40 50 l 60 70 80 30 100

1.5 100 points must be distributed between the following pairs of geothermal

energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of minimizing the environment impact to reduce expense of
investment energy project:

minimize the environment impact reduce expense of investment energy project.

0 10 20 30 40 50 I 60 70 80 90 100

1.6 100 points must be distributed between the following pairs of geothermal

energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of minimizing the environment impact to technical option
improvement for geothermal energy project:

minimize the environment impact technical option improvement for geothermal energy project

*

0 10 20 30 40 50 60 70 80 90 100
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1.7 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of minimizing the environment impact to minimize the negative
impact on general public:

minimize the environment impact minimizethe negative impact on general public
0 10 20 30 40 50 60 70 80 90 100

1.8 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of reducing expense of investment energy project to technical
option improvement for geothermal energy project:

reduce expenseofinvestment energy project technicaloption improvement for geothermalenergy project
0 10 20 30 40 50 60 70 80 90 100

1.9 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of reducing expense of investment energy project to minimize
the negative impact on general public:

reduce expenseof investment energy project minimize the negative impact on general public.
0 10 20 30 40 50 60 70 80 90 100

1.10 100 points must be distributed between the following pairs of geothermal
energy objectives to reflect your judgment on their relative importance to the
overall goal for this study.

The importance of technical option improvement for geothermal energy project
to minimize the negative impact on general public:

technical option improvement for geothermal energy project minimize the negative impact ongeneral public.

*

0 10 20 30 40 50 60 70 80 90 100
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Appendix B: Judgment Quantifications

Appendix B1: Judgment Quantification for the Objectives Level
with Respect to the Mission

The table below shows the ratio of judgment quantification, as explained in the
example: using CS 70 and IC 30, this will be written as CS/IC = 70, and 30 will not
appear in the table.

Encourage community to support
geothermal energy projects, CS

Minimize environmental impact, EI

Minimize investment cost, IC

Technical option improvement for
geothermal energy projects, T1

Minimize the negative impact on
the general public, NI

CS/EI | CS/IC |CS/TI |CS/NI | EVIC |EU/TI |EIUNI |IC/TI | IC/NI | TI/NI
Expert 1 |50 50 50 50 40 40 60 50 75 75

Expert2 |42 42 18 42 46 50 44 35 60 63
Expert3 | 10 55 75 40 80 75 80 20 20 49
Expert4 |18 21 58 50 71 74 86 65 39 60
Expert5 | 50 50 70 70 20 20 70 50 70 80

Expert 6 | 59 50 32 51 41 62 34 89 52 18
Expert 7 |70 35 80 45 50 75 35 40 45 20

Appendix B2: Judgment Quantification for the Goals Level with Respect
to Objectives

The table below shows the ratio of judgment quantification, as explained in the
example: using JO 70 and SC 30, this will be written as JO/SC = 70, and 30 will not
appear in the table.

Encourage Community to Support Geothermal Energy Projects

Create new job opportunity: JO
Social acceptance: SC

JO/SC

Expert 1 | 60
Expert 2 |40
Expert3 | 70
Expert4 |12
Expert5 |90
Expert 6 | 67
Expert7 |75
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Minimize Environmental Impact

GHG emission: GE
Land requirement: LR

Seismic activity: SA

Using the land for other purposes: UL

149

GE/LR GE/SA GE/UL LR/SA LR/UL SA/UL
Expert 1 50 75 75 75 75 50
Expert 2 72 55 78 50 32 63
Expert 3 99 50 90 10 40 50
Expert 4 70 10 75 10 45 80
Expert 5 50 80 60 89 20 10
Expert 6 43 22 16 29 50 71
Expert 7 5 30 85 15 50 85
Reduce Expense of Investment Energy Projects
Minimize capital cost: CC
Minimize operation cost: OC
Economic boost: EB
CC/O0C CC/EB OC/EB
Expert 1 50 80 80
Expert 2 58 84 66
Expert 3 70 25 20
Expert 4 80 95 95
Expert 5 95 90 70
Expert 6 50 50 50
Expert 7 65 60 75

Technical Option Improvement for Geothermal Energy Projects

Minimizing the demand of critical resources: CR
Increasing the capacity of energy system: CS
Equipment manufacturing development: ED

CR/CS CR/ED CS/ED
Expert 1 40 50 60
Expert 2 35 15 31
Expert 3 90 70 20
Expert 4 50 80 95
Expert 5 25 50 70
Expert 6 31 38 66
Expert 7 25 30 25
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Minimize the Negative Impact on the General Public

Minimize noise and odor: NO

A.S. Alshareef et al.

Minimizing property damage for reducing impact on lifestyle: PD

Expert 1
66
80
75
99

Expert 2

Expert 3
Expert 4

Expert 5

Expert 6
Expert 7

NO/PD

50

50

90

Appendix B3: Judgment Quantification for the Alternatives Level
with Respect to Goals

The table below shows the ratio of judgment quantification, as explained in the
example: using GE 70 and DH 30, this will be written as GE/DH=70, and 30 will
not appear in the table.

Geothermal electricity: GE
Direct use of geothermal heat: DH
Geothermal heat pump: GH

Alternatives: create new job opportunity

GH/DH GH/GE DH/GE
Expert 1 60 40 25
Expert 2 29 71 91
Expert 3 65 40 39
Expert 4 65 35 30
Expert 5 90 10 5
Expert 6 50 50 50
Expert 7 20 15 50

Alternatives: social acceptance

GH/DH GH/GE DH/GE
Expert 1 60 60 50
Expert 2 30 48 77
Expert 3 30 40 56
Expert 4 60 50 20
Expert 5 50 20 10
Expert 6 50 50 50
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GH/DH GH/GE DH/GE
Expert 7 50 50 50
Alternatives: GHG emission
GH/DH GH/GE DH/GE
Expert 1 50 35 35
Expert 2 42 67 68
Expert 3 25 85 70
Expert 4 70 50 30
Expert 5 80 10 1
Expert 6 50 50 50
Expert 7 50 50 50
Alternatives: land requirement
GH/DH GH/GE DH/GE
Expert 1 50 50 50
Expert 2 53 65 51
Expert 3 50 25 40
Expert 4 70 50 70
Expert 5 80 13 5
Expert 6 50 50 50
Expert 7 10 10 10
Alternatives: seismic activity
GH/DH GH/GE DH/GE
Expert 1 75 90 75
Expert 2 45 62 69
Expert 3 49 50 50
Expert 4 50 50 50
Expert 5 50 50 50
Expert 6 50 50 50
Expert 7 5 5 50
Alternatives: using the land for other purposes
GH/DH GH/GE DH/GE
Expert 1 50 50 50
Expert 2 50 35 35
Expert 3 60 70 60
Expert 4 75 50 20
Expert 5 50 20 10
Expert 6 50 50 50
Expert 7 10 5 50
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Alternatives: minimize capital cost

GH/DH GH/GE DH/GE
Expert 1 40 40 50
Expert 2 22 22 72
Expert 3 60 30 20
Expert 4 40 70 70
Expert 5 50 20 10
Expert 6 50 50 50
Expert 7 30 30 35

Alternatives: minimize operation cost

GH/DH GH/GE DH/GE

Expert 1 50 50 50
Expert 2 37 26 54
Expert 3 61 25 20
Expert 4 30 50 60
Expert 5 75 10 5

Expert 6 50 50 50
Expert 7 35 20 30

Alternatives: economic boost

GH/DH GH/GE DH/GE
Expert 1 50 25 25
Expert 2 30 33 64
Expert 3 65 60 60
Expert 4 65 50 30
Expert 5 50 40 30
Expert 6 50 50 50
Expert 7 10 5 40

Alternatives: minimizing the demand of critical resources

GH/DH GH/GE DH/GE
Expert 1 50 50 50
Expert 2 50 67 68
Expert 3 30 60 80
Expert 4 50 15 15
Expert 5 50 40 25
Expert 6 50 50 50

Expert 7 30 30 50
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Alternatives: increasing the capacity of the energy system

GH/DH GH/GE DH/GE

Expert 1 40 20 25
Expert 2 50 63 63
Expert 3 50 30 15
Expert 4 50 30 20
Expert 5 80 1 1

Expert 6 50 50 50
Expert 7 50 50 50

Alternatives: equipment manufacturing development

GH/DH GH/GE DH/GE

Expert 1 25 10 25
Expert 2 26 28 54
Expert 3 60 40 30
Expert 4 70 50 35
Expert 5 70 30 1

Expert 6 50 50 50
Expert 7 50 5 15

Alternatives: minimize noise and odor

GH/DH GH/GE DH/GE
Expert 1 50 10 10
Expert 2 43 65 76
Expert 3 55 30 30
Expert 4 50 50 50
Expert 5 70 20 11
Expert 6 50 50 50
Expert 7 50 50 50

Alternatives: minimizing property damage for reducing impact on lifestyle

GH/DH GH/GE DH/GE
Expert 1 25 25 50
Expert 2 50 50 50
Expert 3 50 25 20
Expert 4 50 50 50
Expert 5 50 20 10
Expert 6 50 50 50

Expert 7 30 20 40
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Appendix C: Calculations (Overall Weight)

Geothermal
Goals GHP Direct heat electricity
Objectives Local | Global | Local | Global | Local | Global | Local | Global

Encourage 0.17 | Create new job | 0.59 0.1 025 10.025 0.3 0.04 045 0.045
community to opportunity

support Social 041 1007 1029 |0.02 032 |0.022 [0.39 |0.027
geothermal acceptance
energy project

Minimize 0.26 | GHG emission | 0.3 0.078 |0.3 0.023 0.3 0.023 |04 0.03

f:nvironmental Land 0.2 0.053 028 |0.014 |03 0.016 042 0.02
impact requirement
Seismic 032 1 0.083 034 |0.028 036 |0.03 |03 0.024
activity
Using the land | 0.18 |0.046 [0.29 |0.013 |0.27 |0.012 |0.44 |0.02
for other
purposes
Reduce 0.21 | Minimize 0.51 |0.107 1023 |0.024 033 |0.036 044 |0.047
expense of capital cost
investment Minimize 028 |0.059 |0.22 0013 |0.29 |0.018 |0.49 |0.028
energy operation cost
projects .
Economic 021 0.044 027 |0.012 |03 0.014 043 0.018
boost

Technical 0.18 | Minimizing 0.28 |0.05 0.27 10.013 |0.35 |0.018 038 | 0.019
option the demand of

improvement critical

for resources

geothermal Increasing the | 0.39 |0.07 |024 0016 023 |0.017 |053 | 0.037
energy

capacity of the
energy system
Equipment 033 |0.06 022 0013 |0.22 |0.014 056 |0.033
manufacturing
development
Minimize the | 0.18 | Minimize 0.73 | 0.131 027 |0.035 | 0.27 |0.036 |046 |0.06
negative noise and odor
mpact on th? Minimizing 027 ]0.049 [0.23 0011 |0.29 |0.014 048 |0.022
general public property
damage for
reducing
impact on
lifestyle

projects

0.26 0.31 0.43
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Appendix D: Objectives Weight for Different Characteristics

of Experts

Objectives weight for different characteristics of experts: background of organization

Research
Objectives and goals Utility | Consulting | lab University
Encourage community to support geothermal 0.15 |0.16 0.25 0.16
energy project
Create new job opportunity 043 0.65 0.9 0.67
Social acceptance 0.57 10.35 0.1 0.33
Minimize environmental impact 0.28 10.34 0.12 0.16
GHG emission 023 |05 0.31 0.1
Land requirement 0.2 0.2 0.23 0.18
Seismic activity 046 |0.19 0.05 0.46
Using the land for other purposes 0.11 |0.11 0.42 0.26
Reduce expense of investment energy projects 0.19 10.17 0.28 0.31
Minimize capital cost 0.56 10.35 0.86 0.33
Minimize operation cost 0.33 10.29 0.08 0.33
Economic boost 0.11 ]0.36 0.06 0.33
Technical option improvement for geothermal 0.18 |0.19 0.26 0.1
energy projects
Minimizing the demand of critical resources 021 1047 0.21 0.2
Increasing the capacity of the energy system 0.38 10.25 0.57 0.51
Equipment manufacturing development 041 ]0.28 0.22 0.29
Minimize the negative impact on the general 0.2 0.14 0.08 0.27
public
Minimize noise and odor 0.77 10.65 0.99 0.5
Minimizing property damage for reducing impact | 0.23 | 0.35 0.01 0.5

on lifestyle

Objectives weight for different characteristics of experts: background of organization
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Objectives weight for different characteristics of experts: position

Objectives, and goals Management | Planning | Policy | Environment
Encourage community to support geothermal 0.18 0.135 0.25 10.13
energy project

Create new job opportunity 0.49 0.53 0.9 0.7
Social acceptance 0.51 0.47 0.1 0.3
Minimize environmental impact 0.28 0.175 0.12 0.5
GHG emission 0.22 0.26 0.31 |0.61
Land requirement 0.26 0.2 0.23 10.03
Seismic activity 0.41 0.35 0.05 |0.26
Using the land for other purposes 0.11 0.19 042 |0.1
Reduce expense of investment energy projects | 0.21 0.255 0.28 10.08
Minimize capital cost 0.53 0.44 0.86 |0.25
Minimize operation cost 0.36 0.33 0.08 |0.13
Economic boost 0.11 0.23 0.06 |0.62
Technical option improvement for geothermal 0.16 0.21 0.26 |0.12
energy projects

Minimizing the demand of critical resources 0.27 0.16 0.21 |0.65
Increasing the capacity of the energy system 0.44 0.38 0.57 10.07
Equipment manufacturing development 0.29 0.46 0.22 10.28
Minimize the negative impact on the general 0.17 0.225 0.08 |0.17
public

Minimize noise and odor 0.72 0.58 0.99 0.8
Minimizing property damage for reducing 0.28 0.42 0.01 |0.2

impact on lifestyle
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Objectives weight for different characteristics of experts: education
Bachelor’s Master’s Ph.D.

Objectives and goals degree degree degree
Encourage community to support geothermal 0.1 0.17 0.21
energy project

Create new job opportunity 0.12 0.61 0.78
Social acceptance 0.88 0.39 0.22
Minimize environmental impact 0.47 0.26 0.14
GHG emission 0.15 0.38 0.2
Land requirement 0.07 0.23 0.2
Seismic activity 0.68 0.27 0.26
Using the land for other purposes 0.09 0.12 0.34
Reduce expense of investment energy projects 0.18 0.18 0.3
Minimize capital cost 0.7 0.42 0.6
Minimize operation cost 0.28 0.32 0.21
Economic boost 0.02 0.26 0.19
Technical option improvement for geothermal 0.12 0.2 0.18
energy projects
Minimizing the demand of critical resources 0.36 0.3 0.2
Increasing the capacity of the energy system 0.59 0.26 0.54
Equipment manufacturing development 0.05 0.44 0.26
Minimize the negative impact on the general 0.12 0.19 0.17
public
Minimize noise and odor 0.75 0.72 0.75
Minimizing property damage for reducing impact | 0.25 0.28 0.25

on lifestyle
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Objectives weight for different characteristics of experts: education

Alternatives Bachelor’s degree Master’s degree Ph.D degree

Direct | Geo. Direct | Geo. Direct | Geo.
GHP | heat elect. | GHP heat Elect. GHP | heat elect.

Goals | Create new job 0.31 0.19 0.5 0.245 ]0.3825 0375 024 0.18 0.575
opportunity
Social acceptance | 0.35 | 0.17 048 102975 | 0415 0.29 0.235 1 0.22 0.54
GHG emission 041 0.18 041 10325 103925 0.28 0.2 0.17 0.62
Land requirement | 0.43 |0.33 025 10255 ]0.3475 10.3925 |0.235 | 0.185 |0.575
Seismic activity 0.33 10.33 0.33 1035 0375 |0.2775 033 |0.33 0.33
Using the land for | 0.42 |0.13 046 02775 |0.33 0.39 0.235 1 0.22 0.54
other purposes
Minimize capital 0.36 | 0.47 0.18 10.1975 |0.36 0.4475 |0.235 1 0.22 0.54
cost
Minimize operation | 0.24 | 0.48 0.28 |0.22 0.2825 |0.4925 |0.22 |0.185 |0.59
cost
Economic boost 0.39 10.19 042 102175 |0.3375 |0.4425 |0.305 | 0.285 |0.405
Minimizing the 0.13 1 0.13 0.74 10.29 0.4375 0.2725 0.3 0.275 | 0.42

demand of critical
resources

Increasing the 022 0.18 0.6 0.27 0.2725 0.4575 |0.175 |0.17 0.655
capacity of the
energy system

Equipment 042 10.19 0.39 10.155 ]0.2475 0.5975 |0.255 | 0.18 0.56
manufacturing

development

Minimize noise and | 0.33 | 0.33 0.33  10.2525 |0.2825 | 0.465 0.26 |0.21 0.525
odor

Minimizing 0.33 10.33 033 102 03175 |0.48 0.235 1 0.22 0.54

property damage
for reducing impact
on lifestyle
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Chapter 5
Technology Assessment: Demand Response
Technologies in the Pacific Northwest

Judith Estep and Tugrul U. Daim

5.1 Introduction

The goal of this research is to develop a decision model that can be used to identify
the technology transfer potential of a research proposal. An organization can use the
model to select the proposals whose research outcomes are more likely to move into
application. The model begins to close the chasm between research and applica-
tion — otherwise known as the “valley of death.” A hierarchical decision model,
along with desirability curves, was used to understand the complexities of the
researcher and recipient relationship, specific to technology transfer. In this research,
the evaluation criteria of several research organizations were assessed to understand
the extent to which the success attributes that were identified in literature were con-
sidered when reviewing research proposals. The quantified model was validated
using a case study involving demand response (DR) technology proposals in the
Pacific Northwest.

While there are voluminous amounts of information about technology transfer
and attributes of successful technology transfer, there is a lack of information about
how to assimilate these success attributes — in other words, a framework for how
successful technology transfer occurs. It is not enough to just develop a technology
that solves an energy-related problem. Utilities are also faced with a challenge of
integrating the technology into an existing infrastructure and doing so, reliably and
seamlessly. In order for a solution to be effective and have an impact, the technology
needs to be applied — without the technology transfer component, energy strategies
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Fig. 5.1 How technology transfer is understood for this research

cannot be realized. Therefore, there is a need to understand the difficulties associ-
ated with technology transfer.

Figure 5.1 represents how technology transfer will be understood for the pur-
poses of this research. The players are the research organizations (national labs,
universities, nonprofit collaborators, and private industry) and the technology
recipient.

5.2 Literature Review

5.2.1 Attributes of Successful TT

A comprehensive literature review was conducted to understand what is necessary
for successful technology transfer. Is there a special “recipe” that will guarantee a
successful technology transfer? What should the research organization focus on to
be successful? Should the technology recipient focus on similar attributes? Or do
something different instead? How should the researcher and the technology recipi-
ent interact to emphasize the relationship element of technology transfer? The goal
of this literature review section is to identify and define the success attributes.
Initially, the technology transfer literature was organized using Reisman’s taxon-
omy. Organizing the literature this way was helpful to identify ways of
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conceptualizing the voluminous amount of technology transfer literature. Reisman’s
taxonomy categorizes technology transfer into four main factors: the actors, trans-
action types, motivations, and disciplines involved in the technology transfer [1].
The first factor describes the actors — who is involved in the transfer process?
Subgroups include scientific discipline, geographic locations, etc. Next are the
transaction types that are important to frame the transfer process — does the process
include internal or external elements, joint venture opportunities, or intellectual
property, etc. As implied, motivations describe the reasons for executing the tech-
nology transfer. The discipline factor helps to understand if the technology transfer
discussion is related to economics, management, etc.

5.2.1.1 Organizational

Organizational elements emphasize actions or processes within an organization that
are necessary for successful technology transfer. Resounding themes in literature
are developed in subsequent paragraphs. Researchers agree that less bureaucracy,
close proximity between the researcher and the technology recipient, and the bene-
fits of the two organizations having a similar makeup in terms of size and mission
objectives and overall having organizational homogeneity, are beneficial for tech-
nology transfer. Literature also discusses the need to have a flexible budget as ben-
eficial for technology transfer. Understanding the technical and stakeholder
organizational complexities is also important to consider for technology transfer
success.

Agreements or contracts are necessary for research and subsequent technology
transfer. However, the degree of process or bureaucracy related to these agreements
has an impact on successful technology transfer. Big or small, all organizations have
a certain amount of agreements or contracts that are a necessary part of technology
transfer. Bureaucracy is associated with any organization. Franza and Greiner sug-
gest that organizations that have long times to contract or are otherwise bureaucratic
in their processes is not good for technology transfer [2]. The impact of too much
process is also described by Bozeman when he discusses Cooperative Research and
Development Agreements (CRADAs). A CRADA agreement provides a quick and
unique access to extensive government-funded R&D resources that can be pooled
with your own money to yield powerful research results, while providing intellec-
tual property protection as you move swiftly to commercialization [3]. Franza,
Rogers, and Bozeman agree that the length of time to execute agreements and
extensive bureaucracy is not desirable for technology transfer.

Ham and Mowrey say that flexible budgets are necessary for successful technol-
ogy transfer. Working with the government labs, flexible budgets allow for a gradual
ramp-up of a project. However, too much time to negotiate the contracting mecha-
nism can stall the research and potentially change the project goals [4]. Bozeman
states the inflexible budgets and managerial processes make the CRADA ineffective
with requirements of technology development projects that must meet a tight sched-
ule for success [3]. Another way of defining budget flexibility is with requiring cost
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share as part of the project funding. The Bonneville Power Administration, along
with other Department of Energy research organizations, requires research partners
to share in the financial responsibility of funding a project. There are varying
degrees of cost share required, but the purpose is to create a collaborative work
environment between the researcher and technology recipient. This is done through
a shared investment.

The proximity between the researcher and the technology recipient is an impor-
tant characteristic for successful technology transfer. Mora-Valentin et al. hypothe-
sized that the closer the two entities are the better for technology transfer. Closer
geographic locations facilitate face-to-face communications among team members
and encourage relationship building. However, their research results were not con-
clusive [5]. In contrast, Franza et al. identify geographic proximity as a “difference
maker.” As defined, a difference maker is a set of attributes that were present in the
successful transfers they researched and tend to be absent in the failed transfer
attempts [6].

Boulter and Bendell look at the contributions of firm size, high degree of institu-
tionalization, similar experiences for success, the mission of the organization, and
similar agendas to successful technology transfers [7]. They describe these similari-
ties as homophily or organizational homogeneity — they allow people to communi-
cate better based on the degree of similarity. When there are disparities, especially
with the expectations for success, there could be difficulties in successfully transfer-
ring the technology. One example of different expectations would be with national
labs. Typically, the national lab culture is described as slow to change, with a basic
research focus. This is in sharp contrast to private firms, which are characterized by
speed, a quick decision-making, and fast returns on investments [8, 9]. Establishing
common goals is a foundation for building collaborative relationships, which are
fundamental to successful technology transfer. Grant and Franza researched 19
technology transfer actions from the US Air Force lab. The 19 actions or projects
included failed and successful technology transfer. Of these, 92.9% of the successes
had technology transfer between similar industries and 100% had similar composi-
tion [6]. Research results from Ham and Mowrey, Balachandra, Bozeman, Wen-
Hsiang, and Greiner and Franza support the concept of similarities between the
research organization and the technology recipient as contributing to successful
technology transfer. The concept of organizational homogeneity can be extended to
include risk propensity. Risk propensity is defined as the level of research risk the
researcher and technology recipient are willing to manage. Perry states that national
labs are risk averse — their target is to by 80-90% successful. Compare this risk
inclination to a start-up where the expectation is an 80-90% failure rate; these
mind-sets are in stark contrast. The expectations for success are very different so the
likelihood of successful technology transfer is diminished [10]. Greiner and Franza
specify technical risk adversity as a barrier to technology transfer. In their research,
operators are comfortable with the status quo, which creates an unwillingness to test
or accept the new technology [2].
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Finally, complexities related to technologies and stakeholders are considered
relative to successful technology transfer. In order to ensure a sense of ownership is
created with the research, stakeholders need to be considered during the R&D
phase. Their contributions during the R&D phase will facilitate a successful tech-
nology transfer. A common theme related to organizational cultures is the need for
stakeholder engagement. Balachandra states, ““...a climate for stimulating innova-
tion and facilitating meaningful technology diffusion is created by...stakeholders”
[8]. Painuly identifies critical elements necessary for a successful technology trans-
fer to include mechanisms to realize and encourage stakeholder involvement.
Stakeholders are also pivotal to the identification and navigating barriers to success-
ful outcomes [11]. Related to technical complexities, the more complex technology
requires higher cooperation between transferor and transferee in order to make the
best utility in the technology. Technologies that are more complex will incite more
interest and interest in obtaining the technology from the researcher [12].

Table 5.1 summarizes the organizational strategies that are necessary for suc-
cessful technology transfer.

Table 5.1 Organizational success attributes

Attribute: literature

defined Description Source

Bureaucracy This attribute considers the level of detail Bozeman [13], Franza
and duration of setting up agreements/ etal. [14], and
contracts between the researchers and Lutzenhiser [15]
technology recipients

Budget flexibility The ability to have budget flexibility is Franza and Grant [6],

preferred for successful technology transfer. | Ham and Mowery [4],
In this context, budget flexibility is defined Balachandra et al. [8],
as allowing budget to move between fiscal and Bozeman [13]
years, amount of discretionary funding or
cost share required to fund a project, and the
personnel level that is authorized to release

funding
Geographic Refers to the geographic proximity between | Franza and Grant [6],
proximity the researcher and technology recipient Bozeman [13], Greiner
and Franza [2], Mora-
Valentin et al. [5], and
Boutler and Bendell [7]
Technical and This attribute refers to the number of Wen-Hsiang and Tsai
stakeholder impacted stakeholders/project team and the [12], Mueller and
complexities number of research areas (road map topics) Wallace [16], and Greiner
addressed by the proposal and Franza [2]
Organizational Similar strategic alignment, high degree of Franza and Grant [6],
homogeneity institutionalization, similar industries and Ham and Mowery [4],
composition of personnel, size of firms, Balachandra et al. [8],
motivations for doing research, and similar Bozeman [13], Wen-
expectations for success Hsiang and Tsai [12],

Lutzenhiser [15], and
Greiner and Franza [2]
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5.2.1.2 Technological

This perspective considers actions related to the technology as important for suc-
cessful technology transfer. Actions include the researcher’s previous cooperative
experience and ability to demonstrate the technology, understanding of the recipi-
ent’s technology needs, and the existence of and ability of the Technology Transfer
Office to be effective at marketing the technology. The literature review summary
that follows supports this perspective definition.

Some technology transfer barriers are related to the maturity of the technology.
Technologies that are immature, or lower on the technology readiness level (TRL)
scales, are associated with basic research and not yet likely to be considered for
application. However, technologies that have higher TRLs (levels 8-9) are ready for
demonstration; the concept of technology readiness levels was introduced in Chap. 1.
Mueller, M, et al., Shove, E, and Luiten, E. et al. state that the interest in a technology
is elevated when there have been successful demonstration projects [16]. Successful
demonstrations minimize the risk of investing in an otherwise unknown technology,
communicate the benefits of using the technology, help to develop interoperability
standards [17], and provide an opportunity for user feedback that could be included
in future revisions. In fact, these demonstrations help to create a market, or demand,
for the technology. These demonstrations set the stage for a “market-pull” environ-
ment, where technology transfer is more likely to occur. The researchers suggest that
successful demonstration projects help to establish the market, and this market is
made up of individuals who will be technology recipients. Demonstration projects
are helpful to minimize the public’s perception of the “invisibility of energy mea-
sures” [2]. In other words, the public is less likely to adopt a technology if they can-
not appreciate the net benefit. The technology must address the question, “What’s in
it for me?” Specific to energy efficiency innovations, communication is vital to
increase user acceptance or encourage people to use the technology. One way of
communicating is through demonstrations or technology publications.

It is important to understand the needs of the technology recipient. This knowl-
edge helps to proactively address the question of “what’s in it for me.” The public’s
willingness to change has the potential of stifling technology transfer. They don’t
want to change their lifestyle (e.g., turning back their hot water heater or turning up
their air conditions in demand response scenarios), they are skeptical of new innova-
tions, and there is a feeling that the public opinion was not considered when design-
ing products. In these cases, a market was not created [11, 13].

The existence of a dedicated technology transfer office is identified as a “differ-
ence maker,” when considering successful attributes. Franza et al. research [6] was
to identify attributes most strongly associated with successful technology transfer.
Franza identified “difference makers” as essential elements that were included in the
majority of successful transfers. The existence of a dedicated TT Office was fore-
most. It is a necessary conduit moving from research into application. Given the
existence of a TTO, it should be staffed with marketing experience, and dedicating a
portion of the budget to marketing and technology transfer activities is seen as essen-
tial to create a market that is willing to accept the technology [18]. Franza states that
emphasis should be placed on advertising to the relevant industry [6]. In fact, Siegel



5 Technology Assessment: Demand Response Technologies in the Pacific Northwest 183

suggests that the TT Office should be staffed with marketing personnel [18]. A mar-
ket pull is more easily created if the needs of the adopters are understood.

Technology elements do not refer to the technology itself, in terms of its ability
to meet technology specifications (e.g., durability, etc.). Rather the focus is on set-
ting up an environment for technology transfer to occur. In addition, an emphasis is
placed on activities that create a market that is ready to accept the technology.
Therefore, technological elements are defined as creating these opportunities.
Table 5.2 summarizes the technological success attributes.

5.2.1.3 Social

The social perspective is the view of the situation from the eyes of the individual(s)
and involves actions related to people. A common theme among the researchers is
creating an atmosphere of trust — having transparent, effective communication is
pivotal for success. This involves a heightened cultural awareness as necessitated by

Table 5.2 Technological success attributes

Attribute: literature defined

Description

Source

Cooperative experience

How much experience does the researcher
have working with others? Are they new
(no cooperative experience) or are they
very familiar working with other
organizations on R&D. More cooperative
experience implies higher likelihood of
technology transfer because they are
familiar with potential barriers based on
their previous experience

‘Wen-Hsiang and
Tsai [12], and
Mora-Valentin et al.

(3]

Understanding the Understand perceptions of adopters; how | Sharma [19],
recipient familiar is the research organization with | Balachandra et al.
the customer requirements and/or market | [8], and Isaacs et al.
needs [20]
Educate/demonstrate How many successful technology Balachandra et al.
technology demonstrations does the organization [8], Wen-Hsiang and
have (for the case study)? As an example, | Tsai [12], Greiner
assuming the case study is for demand and Franza [2], and
response technologies, how many Spann et al. [21]
demonstrations of heat pump water
heaters has the researcher been involved
with — more technology demonstrations
are better for successful technology
transfer. Demonstrations are one way to
educate others about the technology
Dedicated TTO Does the research organization have a Franza and Grant [6]

dedicated TTO that can coordinate
activities between the researcher and the
technology recipient

TTO marketing experience

Literature suggests that the TTO should
be staffed with personnel who have
marketing experience

Siegel et al. [18]
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an ever-developing global economy. The policies around how many people are ded-
icated to the technology transfer effort and the willingness of the researcher to
“loan” personnel are desirable for successful technology transfer. Finally, recogniz-
ing success with a reward system is cited as beneficial for technology transfer. These
themes will be developed and substantiated with literature citations.

An atmosphere of trust is created by effective and frequent communication
throughout the R&D process. Communication within or to an organization is also
significant as technology moves from research and development to the early stages
of technology transfer. Consistent throughout the literature was the significant influ-
ence communication had on the technology transfer process, especially when dis-
cussing energy innovation. L.M. Murphy et al. state that “...reducing information
gaps between public and private sectors...” and “...ensuring access to data knowl-
edge...” are essential [22]. Other authors discuss the higher the trust, the more will-
ing an organization is to share information — the trust is established via effective and
active communication [4]. “Trust is crucial in aiding the process involved with the
transfer of all types of knowledge” [23]. Lai and Tsai state that the technology trans-
fer process faces many skills related to the interaction of the stakeholders [12].
Therefore, a clear, positive, and understandable message facilitates technology
transfer. Mora-Valentin verified that there was a correlation between higher levels of
trust and a positive influence on technology transfer [5].

The idea of developing a relationship by creating an atmosphere of trust between
the researcher and the recipient is complementary to the success attribute of cultural
awareness. The global world economy provides opportunities to interface with
other cultures. Being sensitive to communication styles and different heritages and
being cognizant of the diversity of technology recipients are necessary for success-
ful technology transfer. Lai and Tsai state ““...cultural awareness is seen by research-
ers as necessary for successful technology transfer. Cultural differences have a
significant impact on the success or failure of TT. Also, it is obvious that the higher
similarity of cultures for two parties, the greater facilitation to the TT’s perfor-
mance...” [12]. Boulter and Bendell agree by stating “...attitude towards outsid-
ers...find a common ground to be able to communicate effectively about multiple
interests to seek a shared sense of purpose, goals, and rewards...” [7]. Regarding
university technology transfer, Siegal says that work to eliminate cultural and infor-
mational barriers which are an impediment to technology transfer process [18].

Personnel involved in the technology transfer process, whether they be dedicated
to integrate the technology or whether the research organization has a favorable leave
policy, is beneficial for technology transfer. Related to university technology transfer,
Siegal suggests devoting extra resources to the process [18]. Franza et al. suggest that
the technology recipient should dedicate personnel over the life of the transfer project.
This is one of the seven “difference makers” Franza identifies for successful technol-
ogy transfer [6]. The research done by Mora-Valentin et al. says that more commit-
ment has a positive influence on technology transfer [5]. Finally, E.M. Rogers suggests
that the favorable entrepreneurial leave policies of the federal labs encourage technol-
ogy transfer. By allowing researchers to be loaned to the technology recipient they are
being used as a technology transfer mechanism, in essence, the movement of technol-
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ogy through people. This is a common practice in Japan. E.M. Rogers et al. use a case
study to illustrate the effectiveness of “‘shuko” — a Japanese term that describes the
temporary transfer of personnel knowledgeable about the technology to work with the
technology recipient. This process encourages tacit knowledge transfer which is seen
as having the potential for greater payoffs than tangible products [24].

Acknowledging successful transfers by having an established reward system
encourages more innovative thinking as well as suggests the researchers have
knowledge and experience with those attributes necessary for successful technology
transfer. Siegal states that if universities want to foster an atmosphere of commer-
cialization, one area of focus should be on developing a rewards system [18]. This
practice is also in place at national labs and industry with the appointment of “fel-
lows.” This is a way of recognizing technical excellence in support of the organiza-
tion’s mission statement. To encourage research not being done in their “spare
time,” the CHI panel discussion encourages a reward system [25].

The balance between the public’s disdain for new technology and realizing the
benefits of the technology is precarious. The relationships between national labs and
private firms are on similar footing. The consensus among the researchers is that
sharing of information, personnel, and using opportunities for transparency are fun-
damental for successful technology transfer. Table 5.3 summarizes the social suc-
cess attributes for technology transfer.

Table 5.3 Social success attributes

Attribute:
literature defined

Description

Source

Atmosphere of
trust

Fundamental to successful technology
transfer is establishing a trusting
relationship between the research and
technology recipient. This can be
accomplished by frequent communication,
structured project management, cooperative
risk assessments, etc.

Franza and Grant [6],
Wen-Hsiang and Tsai [12],
Greiner and Franza [2],
Rogers et al. [24], Mora-
Valentin et al. [5], and
Boulter and Bendell [7]

Cultural Personnel that are more aware of and have Wen-Hsiang and Tsai [12],
awareness more experience interacting with different Greiner and Franza [2],
cultures are more successful at technology Mora-Valentin et al. [5], and
transfer Boulter and Bendell [7]
Personnel This attribute refers to the degree that Ham and Mowrey [4] and
involvement researchers are involved in the hand-off Rogers et al. [26]
process. When do the researchers start to
consider technology transfer and start to
involve end users/technology recipients
Manpower The willingness to “loan” researchers to Balachandra et al. [8] and
flexibility help with technology transfer was cited as Perry [10]

necessary for technology transfer; favorable
leave policies

Rewards system

Does the research or technology recipient
organization have systems in place to
recognize innovative thinking? Literature
suggests that having a reward system in
place facilitates technology transfer

Franza and Grant [6],
Wen-Hsiang and Tsai [12],
Greiner and Franza [2],
Rogers et al. [24], and
Mora-Valentin et al. [5]
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5.2.1.4 Market

The last perspective to consider when identifying technology transfer success attri-
butes is market. As the name implies, these success elements emphasize those attri-
butes that are necessary to create a market that is willing and ready to accept the
technology. These attributes include creating a business plan, having common stan-
dards and government incentives to encourage transfer, and establishing that the tech-
nology is financially feasible — think making a business case for solar panels. Related
to people within the technology recipient organization, a supportive champion and the
level of interest from top management can have an impact on technology transfer suc-
cess. Each of these assertions is developed to include references from literature.

The adoption of solar panels is a good example of how financial feasibility, using
government incentives, works to create a viable market for the technology. Initially,
solar was too expensive for widespread adoption by the consumer. However, as the
technology matured and incentives were implemented, the business case improves
and adoption increases. Examples of government incentives include the 2009
Recovery Act, which invested billions into energy research. At the consumer level,
the Ashland, OR, “Bright Way to Heat Loan” encourages solar-based water heating.
The latter incentive is targeted to residential customers in the form of rebates or
access to interest-free loans. In a market dominated by incumbent technologies, the
researchers agree that, in order to realize widespread diffusion of a new technology,
policies that encourage adoption are necessary. L.M. Murphy et al. state “...govern-
ment activities to promote sustainable energy technologies must include both a sup-
ply push and a demand pull...” [22]. This environment is created by effective
government policies. Fred Gordon, Energy Trust Oregon, suggested that in order to
transform the market, the government agencies need to inject supply chain features
when developing a technology as well as to provide training skills to help market
adoption. Related to green buildings, Kok et al. provides evidence that the “...diffu-
sion of energy efficient technologies is more responsive to energy prices...” [27].
Incentives to help create financial feasibility are also supported by Balachandra, ...
government activities to support...adoption include both supply-push and demand-
pull policies during the period spanning pre-commercialization...” [8]. Lai and Tsai
state that, “...government policy is always a crucial factor in influencing technology
transfer. The integrity of law...will stimulate or facilitate technology transfer
activities” [12]. Franza identifies having a business plan for commercialization as
one of his “difference makers” and serves as the basis for determining financial
feasibility [6]. Grant and Franza’s research, which examined 19 technology transfer
activities, shows that an adequately funded project was present in 71% of successful
transfers and having a business plan in place was identified in 80% of successful
transfers [6].

Related to the need for support within the technology recipient organization, the
CHI panel discussion stated, “...people, not papers, transfer technology. Technology
transfer is a grass roots effort and requires buy-in and active participation.
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It requires support from the top” [25]. Lai and Tsai state that the technology recipi-
ent’s support is an important factor for successful technology transfer [12].
Carayannis et al. examined five successful technology transfer cases, and the pres-
ence of an internal champion and their commitment through the transfer process
was vital; a strong champion was identified as a bridge between the research and
technology application [28]. In Balachandra’s research, top management support
was a component in 100% of all successful technology transfers [8]. Bozeman sup-
ports the need for active support from management, “...Projects were more likely
to transfer if they were initiated by either the R&D managers or top managers in the

company...” [13].

The Table 5.4 summarizes the market related success attributes.

Table 5.4 Market success attributes

Attribute: literature
defined

Description

Source

Business plan

Clearly defined need is created; technology
recipient has a business plan for
commercialization; diffusion process needs to
be induced; does a comprehensive business plan
exist that supports the technology in the
recipient organization?

Franza and Grant [6]
and Balachandra
etal. [8]

Government
incentives

Incentives are seen as a way to entice a market
to invest in technology. Examples include
rebates for purchasing LED lightbulbs or tax
credits for wind farms

Balachandra et al. [8]

Financial feasibility

Has financial feasibility been determined?
Examples include price point of solar panels for
the residential market have not been completely
realized and is seen as one of the barriers to
their widespread adoption in the USA

Sharma [19] and
Franza and Grant [6]

Organizational
technology
champion

A dedicated champion in the recipient
organization is fundamental to successful
technology transfer. The champion can shepherd
the technology through organizational barriers;
a sense of ownership is created

Balachandra et al.
[8], Bozeman [13],
and Painuly [11]

Level of top
management interest

Technology transfer initiated and having top
management involvement is necessary for
technology transfer

The top management in the organization needs
to see the value of the technology. Their support
is required for successful technology transfer

Bozeman [13]

Common standards

Common standards help to facilitate the
introduction of multiple but similar technologies
into the market. Common communication
protocols are examples of standards that help to
facilitate demand response technologies

Neshati [29] and
Balachandra et al. [8]
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5.3 Development of the Research Model

This research relies heavily on expert opinion of perspectives, success attributes,
and methodologies related to technology transfer. Model weights are determined
and desirability curves are developed by quantified expert judgments.

Each panel participant was contacted via email or personally to determine his or
her ability and willingness to participate. The face-to-face or voice communications
were helpful to describe the objective of the research and to discuss the level of the
model they were asked to assess. The inconsistency and disagreements in the model
results suggest that this was an effective means to clarify expectations.

Those who agreed to participate returned the necessary signed consent forms.
Once these were received, the researcher sent a link to a Survey Monkey assessment
tool to obtain their quantified judgment. Table 5.5 shows how the breakdown of
each panel, their job titles, and the organizations they represent.

Table 5.5 Expert panels

Expert | Background P, P, (P, [P; [P, |Ps |Pg
El Program Director, DOE X

E2 R&D Chief Officer, Utility X X
E3 Vice President, Utility R&D Cooperative X

E4 Vice President, Utility R&D Cooperative X

E5 Sr. Vice President, Utility X

E6 Executive VP, Utility X

E7 Sr. Research Scientist, National Lab X X

E8 R&D Executive, CAISO X

E9 Sr. Technology Transfer Manager, National Lab X

El10 Technology to Market Advisor, DOE X

Ell Vice President Technology Management, X

Utility R&D Cooperative

El2 Sr. Analyst, NW Power Council X

El3 Sr. Analyst, Utility X

El4 Executive VP, Utility X

El5 Policy Strategist, Utility X

E17 Manager, Power Resources, Utility X

El8 Public Utilities Specialist, Utility X

E19 Director of Retail Programs, Utility X

E20 Sr. Public Utilities Specialist, Utility X |x
E21 Project Manager, Industry X X

E22 Project Manager, Utility X X

E23 Project Manager, Consulting Services X X X,X
E24 Project Manager, Industry X X

E25 Professor, University X X

(continued)
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Table 5.5 (continued)

Expert | Background P, P, (P, P [P, |Ps |Pg
E26 Sr. Instructor, University X X
E27 Project Manager, Industry X X
E28 Project Manager, Industry X X
E29 Project Manager, Industry X X X,X
E30 Project Manager, Utility X X
E31 Project Manager, Consulting Services X X
E32 Project Manager, Industry X X
E33 Project Manager, Utility X X X X,X
E34 Demand Response Program Manager, Utility X
E35 Principal Investigator, Utility X
E36 Technical Executive, Utility R&D Cooperative X X
E37 Assistant Prof, University X
E38 Principal Investigator, Utility X
E39 Assistant Prof, University X X
E40 Principal Investigator, Utility X
E41 Principal Investigator, Utility X X
E42 Principal Investigator, National Lab X
E43 Principal Investigator, Utility R&D Cooperative X
E44 R&D Manager, Utility
E45 Technology Transfer Manager, Utility R&D
Cooperative
E46 R&D Executive Consultant X
E47 Sr. R&D Technical Advisor, Utility R&D
Cooperative
E48 Professor, University X
E49 R&D Manager, Utility X
E50 R&D Manager, Utility X
E51 R&D Manager, Utility X
E52 R&D Manager, Utility X
ES3 R&D Manager, Utility X
E54 Sr. R&D Technical Advisor, Utility R&D X X
Cooperative
Total 18 |11 (13 |11 |13 |9 |9

The output is a quantified model with the associated weights for perspectives and
success attributes. The model is presented at the end of the chapter. Inconsistency
and disagreements are discussed as appropriate. Figure 5.2 summarizes the output
of expert judgment quantification. The most important perspective is market with a
value of 0.39, and the corresponding most important success attribute is determin-
ing financial feasibility by assessing the ROI (0.23). This is followed closely by
level of top management interest (0.22). In order of contribution to developing a
technology transfer score, technological, social, and organizational are next
important. Within each perspective, the associated success attribute with the highest



J. Estep and T.U. Daim

190

680°0
104

2900
Splepuels
Y231 uowwo)

6€0°0
S3AIUIIU| JUIWIUIIAOD

¢e00
saouauadx3
11 |nyssaans

[opout pAIYSIOM  T°S "SI

€00
sanixajdwo) sapjoyayels

(430 1]
Anjod
UBOT [2UUOSIA]

98070
15a193u) Jw S doyj jo jpAa

9500
sSunaaw 19loid

5500
uoidwey) jeuoneziuedio

5070
110}
pajealpag [uuosiad

€200 €00
11 — saiixajdwo) |eauyday
0} pajedo|v129png
- 590°0
s w:wmﬁmooo: 21 || sanxadwiod
d foad 13PIOYANEIS 3 [ENUYIAL
6€0°0
oLL o wo'o
0} paudissy jpuuosiad Penuo) o) swy
1500
T€0°0
suopenqnd | AunxoidaydeiBoan
ASojouyday c -
oo V00
duauadxy — a1eys-150) 198png

4218353y pauiquo)

5850°0 | — vZo'0
asedasn sjuan3j Ausiang
6€°0 i 0Z'0|eldos

€20
|esidojouyda)l

8T0
|euoneziuedig

s|psodoid Yrinasay

Jo uonpnioaj 1of 21025 13fsuniy Abojouyral v fo Juawdo|anag




5 Technology Assessment: Demand Response Technologies in the Pacific Northwest 191

score supports the concept described in literature as important, that is, building a
relationship is necessary for successful technology transfer. For example, in organi-
zational perspective, technical and stakeholder complexities are most important. In
the technological perspective, describing the technology benefits ranked highest.
Finally, in the social perspective, project team meetings to facilitate communication
and develop trust is the most important success attribute.

5.4 Analysis Case Development

As previously described, this research focuses on moving (research) from a demon-
stration stage (TRLs 6-7) to the commercialization stage (TRLs 8-9). The model is
validated using a case study of demand response technologies.

Demand response technologies were selected for the case study because they
provide solutions for Pacific Northwest Utility needs, which are renewable energy
integration, load growth, and alternatives for an aging infrastructure. In addition,
they are typically more mature technologies. This criterion (mature technologies)
was also mentioned as increasing the technology transfer potential. Specific infor-
mation about the research organization (e.g., name, technology characteristics) will
remain anonymous.

Table 5.6 lists the general technology that is being tested, participating organiza-
tions, and the potential energy impact. The TRLs for these projects are 7-9 (e.g.,
ready for application). A more thorough discussion of each technology, and how it
can be used as a resource for demand response, follows the summary table.

Proposal 1 This proposal is testing large battery storage that can be used by a util-
ity. The utility can use the battery system to store energy when the production of
renewable energy exceeds energy consumption by the consumer. The battery can

Table 5.6 Research proposals

Proposal 1 Proposal 2 Proposal 3

DR technology Utility scale battery Consumer heat pump | Retail supermarket
storage water heaters refrigeration
(HPWH)
Participating Industry University National lab
organizations Utility partner Collaborative partner | Industry

National lab

Potential energy
impact

1 MWh storage

Not stated — will be
measured as part of
research

Not stated — will be
measured as part of
research

Objectives

Develop control strategies
to maximize storage
potential and
demonstration of a
500-kW, 1-MWh storage
system at the utility scale

Develop protocols for
DR testing of HPWH
and fully characterize
the energy storage
potential

Develop control
strategies and
evaluate the strategies
in supermarket field
tests
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store renewable energy when it is produced; typically, wind energy production is
highest at night, a time when energy demand is low. It acts as a DR technology
because it can be used by the participating utility to reduce peak load demand by
dispatching the stored energy during the peak demand.

The research proposal has identified a utility in the Pacific Northwest that is willing
to partner to test the storage and demand response potential of the battery system.

Proposal 2 The inherent characteristics of heat pump water heaters (HPWH) make
them an ideal candidate for DR. They contribute significantly to peak demand
because people use hot water for showers in the morning, a peak demand time and
because HPWHs have the ability to store and release heat energy over time.

This proposal aims to increase or decrease water heater electric loads in response
to a communication signal via the homeowner’s WiFi. The HPWH will be allowed
to heat to 160°F but there are mechanisms in place to deliver the water no hotter
than 130°F. The HPWH will be allowed to charge when the demand is low (typi-
cally overnight) in anticipation of usage in the morning. The benefit is that it will
reduce peak load in the morning, since it will already be charged during the night.

The proposal will work with end-use customers to understand the ability of
HPWHs to respond to DR signals as well as get feedback from the customers
regarding how they perceive the technology. For instance, was there any interrup-
tion to the quality of your hot water? Or, were there any interface issues with the DR
signal equipment?

Proposal 3 The objective of this proposal is to use supermarket refrigeration for
DR. Typically, supermarket refrigeration systems are “energy hogs” and represent a
substantial load for a utility. As well, energy costs cut into the already slim profit
margins for a supermarket. If the system can be used for DR and to control the load,
there is a benefit for the utility as well as the operator.

There are many components in a refrigeration system. These include compres-
sors, condensers, lighting, fans, and defrost equipment. If one or many of these can
respond to a DR event, then there is the potential to balance system loads for a util-
ity, and for the supermarket, it allows them to operate the system more predictably
and at potentially higher temperatures; one test was to ensure food integrity and
safety. In this case, a DR event is defined as cooling the refrigeration system or turn-
ing off cooling capacity.

The next chapter applies the model to these use cases and conducts four scenario
analyses to understand the model’s sensitivity to perturbations. Project performance
and reasons for including the projects in the portfolio will be considered in combina-
tion with the technology transfer score. During the model validation phase, experts
would be asked to verify 1. if a technology transfer score was used, would these pro-
posals have been selected and 2. based on the project performance, would technology
transfer scores provide an insight into what is actually happening in the project now?
As an example, if a weak communication plan was identified as part of assessing the
technology transfer score, how is the actual project communication occurring?

Relative to the other proposals, the strengths of Proposal 1 (utility scale energy
storage) are that they have the most years of combined research experience, most
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technology publications, and best awareness of recipient needs — their proposal
includes ten technology benefits. The weaknesses of their proposal are they require
more cost share, and there is some support from middle management but it is not
consistent (Table 5.7). The strengths and weaknesses of Proposal 1 and the corre-
sponding desirability curve values are provided:

Proposal 2’s (heat pump water heaters for demand response) strengths include
the least technical complexity; therefore, the researchers are able to have very
directed focus and not worry about the interface of many technology characteristics.
The proposal has the best description of project team meetings — weekly meetings
and site visits are planned. There is support, but not consistent, from executives
within the organization. It also is the only proposal that dedicates a portion of the
project budget to technology transfer activities. Its weakest area is in their personnel
loan policy — one does not exist (Table 5.8). The strengths and weaknesses of
Proposal 2 and the corresponding desirability curve values are provided:

Proposal 3 (Supermarket Refrigeration) characteristics are similar to Proposal 2
except that Proposal 3 has a personnel loan policy and recommends diversity
events — each of these supports successful technology transfer. However, this pro-
posal has the most amount of stakeholder complexity, which could be a barrier to
successful technology transfer. This weakness could be offset by the number of
project team meetings they have proposed (Table 5.9). The strengths and weak-
nesses of Proposal 3 and the corresponding desirability curve values are provided:

Table 5.7 Proposal #1 strengths and weaknesses

Desirability
Proposal 1 Success attribute Success attribute score value
Strengths Combined research 47 years of combined experience | 85
experience
Technology 45 publications 100
publications
Technology benefits 10 technology benefits 100
Weaknesses Cost share 62% 40
Level of management Some support by middle mgmt 32
interest but it is not consistent
Table 5.8 Proposal 2 strengths and weaknesses
Desirability
Proposal 2 Success attribute Success attribute score value
Strengths Technical complexity 1 technology characteristic 100
Project meetings Weekly meetings and site visits 100
Level of management | Execs are aware but their 43
interest engagement is not consistent
Budget allocated to TT | 5% of R&D budget is allocated 57
to TT
Weaknesses Personnel loan to Researchers are not loaned 0
recipient to TT recipient
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Table 5.9 Proposal 3 strengths and weaknesses

Desirability
Proposal 3 Success attribute Success attribute score value
Strengths Technical complexity 2 technology characteristics 83
Project meetings Weekly meetings 90
Level of management Execs are aware but their 43
interest engagement is not consistent
Personnel loan to Researchers are loaned up to 1 year | 77
recipient
Diversity events Recommended 22
Weakness Stakeholder complexity |7 stakeholders 3
Table 5.10 Baseline technology transfer scores
Baseline analysis Proposal 1 Proposal 2 Proposal 3
Technology transfer score 37.6 47.7 45.7
Rank 3 1 2

For all proposals in the case study, an ROI was not available. It’s not that one
cannot be calculated; rather, it is about one not being determined for each proposal.
Therefore, the score of ROI is zero for all three proposals and the corresponding
desirability value is also zero.

The desirability values for each of the success attributes were captured for each
proposal. These values were multiplied by the relative weights and the perspective
weight to determine the technology transfer score. Table 5.10 shows the technology
transfer score for each proposal.

The highest possible score for each proposal, based on the perspective priorities
and corresponding weights for the success attributes, is 100.00. None of the propos-
als had a high technology transfer score. One of the analysis scenarios will discuss
how a proposal can improve the technology transfer potential.

Proposal 2 had the highest technology transfer score. Looking at the desirability
curve values, along with the success attribute and perspective prioritization to under-
stand the resulting technology transfer score, Proposal 2 had executive engagement
in the market perspective; market perspective was the most important perspective as
determined by the expert panel (0.39). The executive engagement was not consis-
tent, however. Nonetheless, this set the proposal apart for Proposal 1 were there was
only middle management support. The next most important perspective was techno-
logical (0.23). Within the technological perspective, the most important success
attribute was technology benefits (0.32). Proposal 2 had a high number technology
benefits identified. Proposal 2 also had personnel assigned to the TTO. The social
perspective is where the biggest differences are for Proposal 2. Relative to the other
two proposals, Proposal 2 has the best project meetings value. Their proposal identi-
fied weekly team meetings and site visits. These attributes are important to facilitate
communication and subsequently trust among the project team.

Proposal 1 scored the lowest of all three (proposals). One difference was the level of
top management support. This success attribute is associated with the highest ranked
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perspective (market, 0.39) and it corresponds to the second highest ranked success attri-
bute (level of top management interest, 0.22) — so if a proposal scores low in this area, it
is bound to have an impact on its overall technology transfer score. In fact, it does. Of the
three proposals, this one only had middle management support and it was inconsistent.

To improve the baseline score, the level of top management support needs to
improve. It could improve by more dedicated meetings with the management team
to understand their resistance to the technology and to clarify any misgivings or to
emphasize the benefits of the technology. The next area of improvement would be
to have dedicated people assigned to the TT office. However, because the company
sponsoring the proposal is a small private organization, a dedicated TT Office might
be a challenge from a resource or financial perspective. Assigning dual roles to the
project team members could improve the TT potential but it may also be a distrac-
tion for the team trying to allocate time to many project activities.

For each of the individual extreme scenarios previously identified, Proposal 1
could emphasize other success attributes to improve their TT score. For the
Technological focus, the proposal scored high in the number of technology benefits,
but they would need to have some percentage of the R&D budget dedicated to TT
activities; currently there is no budget allocated.

If the extreme scenario is a social focus, Proposal 1 could improve their score by
having more frequent project team meetings; of the three proposals, this one had the
fewest interactions. Regarding loaning researchers, this is a small company so loan-
ing researchers might detract from other projects or work and would not be feasible.
Likewise, if the extreme scenario is an organizational focus, having a more focused
proposal (e.g., fewer technology characteristics) and fewer stakeholders would
improve their TT score. A similar analysis is done for Proposal 3. Proposal 3 had
similar market success attribute scores as Proposal 2 (the highest TT score).
However, there is room for improvement in the other perspectives and success attri-
butes. Having more consistent engagement from executives would be beneficial for
the TT score; this is the highest weighted perspective (market) and the highest rated
success attribute (level of top management interest). In a technological focus
extreme scenario, increasing the number of technology publications and the number
of technology benefits would improve the TT score; Proposal 3 had the lowest num-
ber of technology benefits identified of the three proposals. For a social focus,
Proposal 3 could increase the number of team meetings and the number of person-
nel dedicated to the TTO. Proposal 3 would benefit from decreasing the number of
impacted stakeholders in an organizational focus extreme scenario. Proposal 3 had
the highest number of impacted stakeholders (7). The effort to maintain effective
communication among so many stakeholders would be significant.

A summary of the changes is shown in Table 5.11. The table shows the baseline
TT score as well as the impact of making incremental changes to improve desir-
ability value. The incremental impacts are represented by the “better success attri-
bute score,” and the corresponding TT score and percent increase over the baseline
TT score are shown. Also, the impact of increasing to the best success attribute
score is provided. However, it may or may not be possible to increase the values this
significantly (e.g., decreasing the number of impacted stakeholders or increasing
the number of personnel dedicated to TT), but the outcome is shown for the best
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potential increase. Note that the changes in desirability values and subsequent TT
scores are only considered for the highest success attributes. Increases in other suc-
cess attributes would also incrementally improve the TT score.

5.5 Conclusions

This research focused on identifying what attributes should be the focus to facilitate
successful technology transfer and development of a technology transfer score that
can be used to inform the selection of the most promising research proposal. The
model framework and literature defined success attributes were determined appro-
priate for assessing the technology transfer potential of a research proposal by an
extensive expert panel. The qualitative results of the model are consistent with lit-
erature findings. That is, technology transfer is more about building and maintaining
an effective relationship between the researcher and technology recipient.

The results of this research will provide valuable information to organizations
that sponsor research. Knowledge is power — by identifying those attributes which
contribute to successful technology transfers, an organization could take a proactive
approach by ensuring that those elements are implemented and effective in their
organizations. While the case study focus is on the utility industry, the model can
easily be applied to any organization that solicits technology research proposals,
and the TT score can be incorporated appropriately in an assessment methodology.

The criterion-related validation confirmed that this model would be useful as an
additional input into the proposal evaluation process. If the model had been used,
would Proposal 3 have been selected? If so, it would have identified potential issues
with management support that could have been addressed, instead of the project
being removed from the portfolio.

Appendix
Budget Cost Share
100
90
80
70
60
50
40
30
20
10
0
No cost share required 20% cost share is 40% cost share is 60% cost share is 80% cost share is  100% of funding comes
required required required required from cost share
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Geographic (distance) between Researcher and Tech Recipient
100

90
80
70
60
50
40
30
20

10

0 - 10 mile separation 10 - 250 mile separation 250 - 1500 mile separation 1500 - 3000 mile separation > 3000 mile separation

Average Time to Contract
100

90
80
70
60
50
40
30
20
10

0.5 month 1.5 months 6 months 12 months >12 months

Technical Complexity (# of technical characteristics)
100

90
80
70
60
50
40
30
20
10

1 2 3 5 greater than 5
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Stakeholder Complexity (# of impacted stakeholders)
100
90
80
70
60
50
40
30
20
10

1 2 3 5 greater than 5

Combined Research Experience
100

90
80
70
60
50
40
30
20
10

0 years 15 years 25 years 50 years >75 years

Technology Publications
100

90
80
70
60
50
40
30
20
10

0
0 publications on technology 10 - 40 publications on 40 - 60 publications on 60 - 80 publications on > 80 publications on
topic technology topic technology topic technology topic technology topic
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Personnel Assigned to TTO
100
90
80
70
60
50
40
30
20
10
0
0 personnel - no 1 person assigned part- 1 person assigned full 2 person staff assigned 2 person staff assigned 3 person dedicated staff
dedicated TTO exists time to TTO time to TTO activities part-time full time to TTO activities assigned to TTO
Technology Benefits (# Identified in the Research Proposal)

100

90

80

70

60

50

40

30

20

10

0 benefits identified 2 benefits identified in the 4 benefits identified in the 6 benefits identified in the > 10 benefits identified in
research proposal research proposal research proposal the research proposal
—8—Seriesl 0 43 87 100 100
Budget Allocated to TTO Activities (% of R&D Budget)
100
90
80
70
60
50
40
30
20
10
0
No budget is allocated 1% of R&D budget is allocated 5% of R&D budget is allocated  10% of R&D budget is >10% of R&D budget is
to TT activities/marketing to TT activities/marketing allocated to TT allocated to TT
activities/marketing activities/marketing
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Diversity Events
100
920
80
70
60
50
40
30
20
10
There are no diversity events  One diversity event is One diversity event is Two diversity events are At least two diversity events

required recommended required recommended are required
—&—Seriesl 3 22 43 43 100

Personnel Dedicated to Support TT

100
90
80
70
60
50
40
30
20
10

No individuals are available
to support technology
transfer
—&—Seriesl o 13 40 73 100

One FTE is assigned to 2 FTE are dedicated to 5 FTE are dedicated to > 10 FTE are dedicated to
technology transfer support technology transfer support technology transfer support TT

120
Project Meetings Described in the Communication Project Plan

100
80
60
40
20

0

There are frequent There is a combination of
communicaitons planned (< frequent communications and
monthly) site visits planned
—o—Seriesl 0 33 53 90 100

No communication plan exists There are periodic (> monthly) There are frequent site visits
with the research proposal communications planned planned (1 per quarter)
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Personnel Loaned to Recipient

100
90
80
70
60
50
40
30
20
10

Researchers are loaned for >

Researchers are loaned for 1 Researchers are loaned for 6  Researchers are loaned for 12 12 months (implies that
month months months personnel are loaned until TT

is complete)

—e—Series1 0 15 37 77 100

Researchers are not loaned

Successful TT Experience

100

90

80

70

60

50

40

30

20

10
The organization has 5 The ization has 10 The ization has > 10

successful technology successful technology
transfers transfers transfers

—e—Seriesl 0 37 70 92 100

The organization hasno  The has at least 1
previous successful TTs successful TT

Comprehensiveness of the Use Case

1: There is no use case planned ~ 2: The use case is available but it 3: The use case is available but it 4: The use case is available and it 5: The use case is available and it
only has little of the required  only has some of the required has most of the required has all of the required information
information information information -itis well

developed/comprehensive and
clear
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Credibility of the Organizational Champion

100
90
80
70
60
50
40
30
20
10
0
1: No champion exists 2: The champion has some 3: The champion has technical  4: The champion has technical 5 The champion has technical
technical expertise butisnota  expertise and is ized withi ise and is ized withi ise and is ized within
recognized expert the organization as an expert the region as an expert the technical community (world
wide) as the leading technology
expert
Level of Top Managment Interest
100
90
80
70
60
50
40
30
20
10
0 iddI d
2: There is some support by middle | Middle managementisactiveand |, ¢ . yecare awareofthe | 5:There is evidence of consistent
engaged but the technology is not
1: There is no interest but their h technology but their engagment is  engagement and support at all levels
yet supported by executives in the
and support is not consistent N not consistent of the organizaiton.
organization
@ Seriesl [ 10 32 43 100
Government Incentives
100
920
80
70
60
50
40
30
20
10
° [l i i Only f i tive i
No incentives exists to encourage incentives are In process, nly one type of incentive is Two types of incentives are Three or more types of incentives
developing concurrent with applicable (e.g. regulatory or N y
technology transfer -, N applicable are applicable
technology fiscal, or public)

@ Series1 0 26.66666667 50 71.66666667 100
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1: There are no common standards for 2: Initiated by recipient organization 3: Supported by a consortium - more 4: The standards are in the approval 5: The standard is mandated by the
the technology therefore only local knowledge and generalized support and awareness  process of being required by the government
little influence by a community but there is no federal government
formal requirement in place

>0 but less than 5% ROI > 5% but less than 20% ROI >20% but less than 50% ROl >50% but less than 75% ROI >75% ROI
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Part 11
Health Care



Chapter 6
Landscape Analysis: What Are the Forefronts
of Change in the US Hospitals?

Amir Shaygan

6.1 Introduction

Compilation of information is increasingly becoming more important for health
organizations from financial and time aspects. By methodical study of adaptive sys-
tems, healthcare organizations can gain new insights of burdensome issues within
the organization as well as healthcare delivery management. These actions have
become more important with the changes in the healthcare environment in the last
couple of decades where several external entities have impacts on healthcare orga-
nizations directly and/or indirectly. One of the most onerous tasks ahead of organi-
zations is to anticipate these changes and prepare for them. Knowing the external
environment can be the key to leading a successful and competitive health system.
However, identifying and behaving toward all the external changes pose great time
and resource challenges for organizations. Health organizations can posit the ques-
tion of “what are the current external changes that have the power to affect them?”
This study will take a look into emerging extrinsic changes for the US healthcare
environment in different areas. A literature review will be performed in order to
pinpoint the different contemporary change perspectives and their sub-criteria. In
order to better illustrate these issues, Ishikawa diagram (cause-and-effect diagram)
is used in this study.

Since the legislation of prospective payment system (PPS) in the beginning of
1983, the healthcare industry in the United States has had a rise in being a volatile
and hard to manage environment [1, 2]. Some of the factors influencing this capri-
ciousness are the changes in legislative direction with each election, domestic and
global economic climate, social changes, and emergence and improvement of
related technologies which can affect the healthcare delivery dramatically. In the
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light of these changes, healthcare manager’s task of comprehending the surrounding
environment and, hence, preparing the organization to cope with or strategically
take advantage of the changes in it become vital. Since the changes in the healthcare
industry in the early 1980s, managers have found out that focusing solely on finan-
cial aspects of planning is not enough and health organizations should be dynamic
in order to deal with the dynamic environment [3]. Thus, the constant analysis and
assessment of strategy is imperative to healthcare organizations in the United States.
In order to do this, managers should have a clear understanding of the prospective
changes in order to act proactively and plan ahead. However, since the dynamic
healthcare environment is affected by multiple elements, identifying these changes
poses a big challenge to organizations. The question is, with respect to the limited
time and financial resources, what are the issues and change forefronts that health-
care managers in the United States are currently facing and need to anticipate? One
of the ways to bolster the identification and investigation of current changes is to
perform environmental analysis. Environmental analysis helps companies position
themselves effectively in a capricious environment. Based on Ginter, one of envi-
ronmental analysis’s goals is to classify and order the problems and changes gener-
ated by outside environment [2]. The mentioned book proposes a partial list of
influencing perspectives based on literature, government reports, and expert domain.
The emerging extrinsic changes can be categorized in “economic,” “political,”
“social,” and “technological” and “competitive” perspectives. This paper will take a
closer look at each of these perspectives and their sub-criteria in order to help hos-
pitals better position themselves in the current healthcare environment and mitigate
their inability to anticipate the looming changes. For this goal, a literature review is
performed to identify and classify the changes, their implications, and sources. As
the first step, a cause-and-effect diagram is used to demonstrate the change perspec-
tives and their sub-criteria.

As future study, a model can be developed to prioritize and rank these criteria in
order to help health organizations plan accordingly and strategically. Moreover,
solutions on how managers can deal with these challenge causing changes can be
proposed.

6.2 Healthcare External Environment

In the turbulent environment of US healthcare — as any other business or organiza-
tion — identifying ways to add more value compared to competitors in order to gain
vying advantage is an important task and challenge [4]. This is a big problem for
care organizations as value creation is the perceived relationship between content-
edness and price [5]. Going through a smooth appointment and billing system, high
quality of professionals and equipment, good insurance alliances are just some of
the ways health organizations can create value internally [4, 6]. However, concur-
rent to these internal issues and opportunities, care organizations should pay
immense attention to the factors happening and changing in their external
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Fig. 6.1 External components of healthcare environment

environment. Out-of-date management styles, disregarding demographic changes,
and emerging legislations and technologies are some of the telltales of organizations
which are either unable to anticipate changes, ignoring them or resisting them
before their imminent demise [7]. Although completely predicting the looming
changes and opportunities is not feasible, health organizations and managers can
bolster their chances of dodging or taking advantage of changes by keeping abreast
of the possible changes in the healthcare environment. Perera and Peiro (2012) pro-
pose “analyzing the external environment” as the first stage in strategic planning for
health organizations [8].

It is important to mention that different entities existing in a healthcare environ-
ment have impacts on each other and can affect healthcare organizations both
directly and indirectly. Figure 6.1 shows the interrelationships of different compo-
nents of healthcare’s external environment. As an example of these interrelation-
ships, government institutes regulate laws for businesses and education while
funding some research institutions, while research institutions provide R&D for
businesses and chance of better quality or access to individuals. Education institutes
provide researchers for research institutes and have the power to raise care aware-
ness for individuals. Businesses provide the government with tax money and
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researchers, hospital and education establishments with real-life data, sponsorship,
and funding as well as jobs, products, and services for individuals. Individuals
shape the demographic aspect of the environment in general while providing reve-
nues and workforce for business, tax money for governments, individuals for educa-
tion, and data for research centers. Other than the government’s regulative impacts
(Department of Health and Human Services, Centers for Medicare & Medicaid
Services), organizations such as “Department of Public Health,” “State Health
Planning and Development Agency,” “Joint Commission on Accreditation of
Healthcare Organizations,” and “Council on Education for Public Health” have
regulatory and planning impacts on healthcare organizations. These interrelation-
ships would pose great impacts on hospitals and healthcare organizations in both
direct and in indirect manners. Hence, a better look into these approaching changes
in order to better understand and consequently prepare to mitigate their harms or
benefit from them is critical to health organizations. For this purpose, impactful
perspectives and their sub-criteria will be explained in the following sections.

6.3 Methodology: Cause-and-Effect Diagram

As a brainstorming method, the cause-and-effect diagram assists decision-makers
in identifying and categorizing causes of an effect, as well as pinpointing the rela-
tionships of causes [9]. Being one of the seven basic tools used in quality problem-
solving processes [10], the cause-and-effect diagram has been proven to be a
beneficial solution in cases where the justification behind an effect is ambiguous.

Construction of a cause-and-effect diagram requires several steps. An effect is
identified first and its potential causes are uncovered through brainstorming, litera-
ture review, and interviews with experts in that domain. The potential causes are
classified as major causes, as well as their sub-causes. Figure 6.2, Cause-and-effect
diagram [11], represents the cause-and-effect diagram structure. The diagram is
shaped as a fishbone. The effect is represented as the fish-head, and major causes are
delineated as branching bones from the main bone. Each bone corresponds to a
major cause and is further branched to represent sub-causes; hence, a hierarchy is
created. The diagram is used by Wong (2011) to establish and describe the causes of
crucial problems in clinical settings [12]. Hasin et al. (2001) demonstrate the essen-
tial features regarding customer satisfaction by using a cause-and-effect diagram
created from surveys, questionnaires, and interviews, which are consequently used
in finding the correlation among factors and essential features of dissatisfaction in
healthcare quality [13]. The cause-and-effect diagram is also used by White (2004)
to develop a method for identifying causes for underperformance in an emergency
department by analyzing risk management files [14]. Furthermore, Testik et al.
(2017) utilize the cause-and-effect diagram to identify healthcare improvement
projects by constructing an analytical hierarchical process in a hospital setting in
Turkey [11].
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Fig. 6.2 Cause-and-effect diagram

6.4 External Change Perspectives

Itis a difficult task to categorize the different perspectives affecting healthcare orga-
nizations due to the complexity and interrelationships of different categories and
criteria. Schuman (2001) points out that more studies have focused on external per-
spectives causing concern in health organizations compared to the distress caused
by internal environment of the respective organizations (such as management styles
and policies) [15]. However, literature on healthcare external environmental analy-
sis is not an abundant one. Casalino et al. (2003) discuss the effects of incentives,
IT, and structured process in order to bolster the quality of care for chronic patients
[16]. Also Ginter (2013) groups the external change categories as “legislative,”
“economic,” “technological,” “social,” and “competitive” [2]. Although this book
mentions some of the subcategories relating to the perspectives, it does not offer
clear explanations on what those sub-criteria are. Santilli et al. also identify the
trends affecting decision-making processes and roles in healthcare organizations in
order to bolster firms’ ability to act better in market transformations [17]. This study
continues to use the perspectives from Ginter and Santilli while exploring the cur-
rent change catalysts falling under each category.

6.4.1 Legislative/Political Changes

The legislative and political changes can significantly affect the environment for
healthcare organizations, and each change in administration or swing in senate
power can mean big changes coming healthcare’s way. The passing of the Affordable
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Care Act (ACA), for instance, undoubtedly restructured the role of healthcare stake-
holders. Healthcare providers have a more serious role in terms of contributing to
savings, risk, and establishing relationships compared to the time before ACA.

Also politics have significant effects on the lack of balance socioeconomic health
[18]. Changes brought up by elections and union densities have the power to affect
labor markets and welfare states resulting in income and socioeconomic disparities
and consequently impacting healthcare and the organizations in that area. This
means that not only legislations and politics can have direct effects on healthcare,
but also they can have indirect impacts by influencing other change perspectives
such as social/cultural.

6.4.1.1 Possible Changes Threatening Affordable Care Act

Since being passed on March 23, 2010, the Patient Protection and Affordable Care
Act has had significant impacts on the healthcare environment in different ways.
The bill tended to transform hospitals’ way of doing things financially, technologi-
cally, and clinically in order to achieve better quality of care and its accessibility at
less costs. As an example, ACA paved the way for the emergence of accountable
care organizations, switching from fee-for-service to bundled payments [19],
Hospital Readmissions Reduction Program [20], and new insurance standards,
among other things. Also it has had great impact on the technological structures of
hospitals due to cost/quality initiatives in terms of electronic health/medical
records. In 2013, about 93% of hospitals had certified EHR technology, increasing
by 29% since 2011 [21]. This number rose to 96% percent by 2015 in terms of EHR
systems with functionality, capability, and security measures of the Department of
Health and Human Services [22]. The Medicare and Medicaid EHR Incentive pro-
grams incentivize professionals, eligible hospitals, and critical access hospitals
adopting and implementing and meaningful use of certified EHR technology. As
mentioned in the previous section, ACA rebuilt the role of healthcare organizations
by giving them a bigger role in terms of contributing to savings, risk, and establish-
ing relationships. A more efficient system would allow hospitals to cut costs by
focusing on preventive care and wellness in long term. ACA has also paved the way
for more trends such as consumers with stronger roles, more structured quality
measures, and healthcare consolidations which will be discussed in the next sec-
tions [17]. Also post-ACA, the attention has switched to outcomes as quality met-
rics such as the success rate of treatments, morbidity rate, length of hospital stay,
and patient satisfaction, among others. Healthcare organizations must learn to deal
with the constant challenge of providing the right mix of care concurrent to earning
revenues for it [23].

Although ACA has had many great impacts on the way healthcare is provided in
the United States and its shift from transaction-based rewards to outcome-based
ones, it is definitely not a panacea for the problems in the healthcare structure and
needs reforms. Although ACA greatly has mitigated the rise in the percentage of
healthcare in US GDP (0.124% increase from 2010 to 2014 compared to 1.863%
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from 2005 to 2010 [24]), it has been the constant target for the Republican Party
with hopes of repealing it. While the Republican Party’s American Health Care Act
(AHCA) was proposed to replace ACA in 2017 and failed miserably on March 24,
2017, that does not mean that ACA will have a safe spot for years to come. This
poses a great uncertainty for healthcare organizations in terms of strategic manage-
ment and finding ways of achieving competitive advantage in a highly volatile polit-
ical environment. The changes inherent in legislative reforms offer stakeholders
numerous opportunities and threats which have to be analyzed and ways to prepare
for them or take advantage of them thought through. As an example, the proposed
elimination of individual mandate by the GOP healthcare bill would have changed
the healthcare environment. Executive, legislative, and judicial branches of US gov-
ernment will all have effects on future bill changes, and companies should pay great
amount of attention to changes and prepare themselves in terms of strategies for
different outcomes. What makes a change in a legislation such as ACA so important
is the inevitable effects it will have in different change perspectives for healthcare
companies in terms of external environment.

6.4.1.2 Increase in Governance Accountability

The continuous evaluation of organizations in terms of effectiveness in order to gain
trust in them by the public has become an increasingly important issue [25]. Through
the years, legislations have been introduced to cope with reports of fake revenues
and hidden liabilities from balance sheets in order to understate debts and related
expenses. Scandals of Lehman Brothers in 2008 and Enron in 2001 are perfect
examples of these problems. One of these legislations is the Sarbanes-Oxley Act of
2002 which imposed stricter financial reporting for companies [26]. The act included
holding company officers accountable for the accuracy of financial report; increased
the fine and sentence for defraud attempts, forcing them to be more transparent in
order to gain public trust; and mandated external audits for financial reports for all
US publicly traded companies, subsidiaries of foreign companies in the United
States, and private companies preparing initial public offerings. For hospitals, this
passage and any passage similar to it means that they have to implement a series of
actions. According to SOX Act, healthcare organizations should develop criteria for
board member selections as well as bolster internal control which can lead to less
risk to investors by having a better system for selecting board members [27]. The
risk for change again here is that through the years, SOX has had its supporters and
oppositions, but the general direction is toward increase in governance accountabil-
ity which can affect the healthcare environment. Literature suggests considerable
limitations for policy makers’ efforts in improving governance of nonprofit hospi-
tals but the interest in growing [28]. Through different administrations, different
changes can be made to level of transparency imposed on organizations (President
Obama’s JOBS Act). These possible changes pinpoint the importance for healthcare
managers to keep abreast of the ongoing political atmosphere and possible changes.
With the whole transition to the age of information, companies must learn to use
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governance accountability as a source for advantage. The borders of confidential
and public information should be redefined by companies in terms of qualitative and
quantitative data. In order to use accountability to their advantage, companies must
understand the importance of transparency from their stakeholders and internal
management’s viewpoint [29]. Legislations such as ACA emphasize meaningful use
for accountable care organizations, and this can be a great opportunity for organiza-
tions to improve patient experience and quality measurement by creative use of
these new legislations and technologies.

6.4.2 Economic Changes

Issues such as increasing average age of population, healthcare and treatment costs,
and changes in the number of insured people can have effects on country’s economy
and certainly be affected by it. Many of the changes that have led to a managed care
system can be traced back to economic changes. The increasing cost of healthcare
in the United States is signified both by per capita payments and also by measuring
healthcare expenditures as a percentage of the gross domestic product (GDP) [30,
31]. The US care spending has grown from $3708 (per capita) to $9990 from 1996
to 2015 which is about 70 times bigger than the per capita health spending of $141 in
1996 [32]. Moreover, faster growth in total healthcare spending in 2015 was caused
by bigger growth in private health insurance, hospital care, and physician and clini-
cal service expenditures and the growth in Medicaid and retail prescription drug
expenditures.

Many of the factors that have had impacts on this growth can be rooted back to
other change perspectives such as social, technological, and legislative. US popula-
tion has had an increase of 79.25% between 1960 and 2015 [33], and based on
Kinsella and Gist (1995), the percentage aged 65 and older in the United States will
be tripled from 1944 to 2033 [34, 35]. Some of the other factors which affect the
economic perspective and consequently the healthcare environment are the rise in
cost of insurance, increase in alliance of healthcare organizations, improvements in
technology, and rise in malpractice insurance and case settlements [30].

6.4.2.1 Changes in Insurance Costs

As the cost of providing health insurance grows, employers struggle in terms of
keeping up. Furthermore, many plans are covering less and include higher deduct-
ibles and co-pays. This leads to some employers to be able to cover a less amount of
people and even the burden of this increase to employees. At some point certain
companies may prefer to pay the fine of not insuring their employees as it would be
more cost effective than paying for their insurance [2]. The trade-off here is that
from one side decrease in existing plan values negatively impacts employees, but
from the other side, being able to maintain insurance costs helps to cover more
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people even if their coverage is only for very serious illnesses. Another problem is
that as the prices for insurance goes higher due to health systems’ consolidations,
they go under the pressure of not raising premiums [17]. This will lead them to
choose less expensive hospitals and physicians and will pass fewer selection options
to their employees or narrow their networks and building alliances. Consequently
narrower available networks will be formed, and shared risk will become more pop-
ular through accountable care organizations (ACO). This is not necessarily a nega-
tive thing as ACOs are heralded as improving care and access, lessening
complications, and effective in terms of money and time. However, while the pre-
mium will be kept lower this way, it would cause problems for the covered patients
in terms of access as they have to deal with out-of-network bills [36].

From another aspect, narrower networks and more consolidated healthcare sys-
tems lead to less bargaining power for insurers. This is due to the fact that physi-
cians and hospitals now can negotiate the prices together as a bigger entity. The
Kaiser Family Foundation and Health Research & Educational Trust’s Employer
Health Benefits 2013 Annual Survey and Access Market Intelligence analysis of
commercial trends depicts that the number of fully insured commercial health plans
have dropped from 89.1 to 68.8 million members from 2008 to 2013, while self-
financing commercial health plans account for 60% of health plans [37]. Moreover,
as a social transformation, patients are more wary of and involved in their healthcare
choices as well. This again points out the fact that all these different change perspec-
tives are interrelated indicating the complication of the healthcare environment.

6.4.2.2 The Shift From Fee-for-Service to Value-Based Reimbursement

One of the biggest areas of competition between healthcare providers is fueled by
the pressure of cutting costs and bolstering quality of care. These demands are forc-
ing organizations to realize the advantages of value-based health models over the
traditional volume-based fee for service. This means that financial incentives and
penalties are dependent on measured performance, improvement and performance
thresholds, and cutoffs [17]. In other words, payers are responsible for paying for
the value of delivered care instead of the number of visits and tests [38]. Again due
to the social change perspectives and the fact that the overall population in the
United States is aging, Medicare costs are going to increase, and due to the legisla-
tive perspective, the continuation of Medicaid depends on the survival of ACA.
Furthermore, this shift poses a great financial challenge as value-based models
are still mostly nascent (mostly dependent on Medicare Shared Savings Program)
making the monitoring and tracking of care systems using both the traditional FFS
and the new value-based model a daunting one. Moreover, in order to be compatible
with the value-based model, organizations should use data analytics in order to mea-
sure their financial and quality metrics (technological change perspective). Lastly,
companies can have a fall in revenue due to learning curve and adoption diffusion
of value-based models, and the thing that makes this a bigger challenge is that the
diffusion of adoption of value-based model has an unknown time-span (Fig. 6.3).
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Fig. 6.3 The revenue mix for transition from FFS to value-based models [38]

In order to take advantage of this change, health organizations and managers
should leverage the power data analytics (big data and data warehousing?) to make
sure they are getting the possible incentives, shared savings, and bonuses (concur-
rent to lowering costs and improving quality of care). Furthermore, health managers
should have a great understanding of the ways they can improve costs of operation
while bolstering the quality of care. Concepts like kaizen, waste management, and
lean management can be considered by managers in order to improve organizational
and care quality. Radnor et al. (2012) explore the possibility of lean in healthcare
organizations and argue that the future of lean in healthcare lies in developing struc-
tures, mindsets, and systems capable of ensuring that the significant investment in
lean is justified [39]. The mentioned paper continues to discuss that lean concept as
a process improvement tool has a lot to offer in healthcare operations in the right
context (application of manufacturing concept in service context). Stonemetz et al.
(2011) also study the reduction of regulated medical waste using lean sigma and
how companies can leverage it to gain financially [40]. Finally, with reduced costs
and waste and improvement in quality of care, organizations can accept a bigger
amount of patients and can be seen as a better candidate in forming alliances by the
other healthcare organizations in the environment leading to being positioned in
better networks (as mentioned in the previous sections). This would also lead to a
bigger volume of employers to select the organization as their care provider for their
employees. Although facing a great amount of barriers, the shift from FFS to value-
based models seems inevitable. According to a 2013 Wolters Kluwer Health Survey,
nine of ten physicians cited shifting reimbursement models and the financial man-
agement of practices as their top challenges (better alignment of payment and goals
of clinical quality) [41]. Some of the new models are being implemented by modify-
ing the fee-for-service payment instead of substituting it, possibly curbing their
potential to be truly transformative. The favorable outcomes of value-based models
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may be in the hands of its early adopters on recognizing and consolidation of their
experiences [42].

6.4.3 Social/Demographic Changes

In 1991 Stromborg pointed out the dramatic change that is going to happen in the
balance of the American population [43]. This change in composition of population
in terms of social and demographic diversification is happening much faster today.
As an example the Hispanic population has gone from around 6 to 52 million from
1960 to 2012 and Asian and Pacific Islander population from 980 thousand to 15
million in the same time frame [44, 45]. From the age aspect, based on Day (1992),
from 2010 to 2030 the population of 65 and over is estimated to go from about 40
to 70 million accounting for more than 20% of the population [46]. With the increase
in the number of insured people in the Obama Administration, many people who
were added to the insurance pool had a lot of health conditions due to avoiding
medical care for the sake of their costs. Some people also needed time to adapt to
and learn the system, and this experience curve costs money and time. Although in
short term the number of increased insured people has had a dramatic effect on the
cost of care, it will become smoother as time goes by. These shifts will pose great
demands on US healthcare organizations. In a 2010 report issued by the Institute of
Medicine, healthcare workforce is estimated to be too small and under-equipped to
satisfy the demands of the rising and aging population [47].

6.4.3.1 The Aging Population

The growing age of the baby boomers’ generation is going to make an impact on the
healthcare environment. It is estimated that by 2050, 20.2% of the US population
are going to be 65 and older [48]. This demographic change will drastically increase
the demand for healthcare services, and the projected healthcare workforce and
equipment are thought to be insufficient in order to cope with the rising demand. In
order to deal with this change, healthcare organizations may, as mentioned before,
consolidate and smaller healthcare units integrate into more structured units (even
with embedded insurance companies) [49]. This type of change can lead companies
to form more alliances with both providers and payers in order to construct an
extended healthcare system. They have to focus on diseases that older demography
are more prone to (chronic and palliative diseases and hospice) in terms of equip-
ment, training, and professionals. Again, this is healthcare managers’ responsibility
to successfully anticipate the needs and changes that aging population brings and
manage the change into a direction that can give the organization a competitive
advantage. Although the rise in demand seems formidable, it may be a great edge
factor for health organizations.
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6.4.3.2 Increase in Racial and Socioeconomic Diversity

One of the other occurring social changes is the rise in racial diversity in the United
States. As mentioned before, Hispanic population has been multiplied by 8.6 times
to 52 million from 1960 to 2012 and Asian and Pacific Islander population 15 times
to 15 million in the same time frame [44, 45]. Furthermore, the African American
population now accounts for more than 12.6% compared to 10% in 1960 [50]. Also
due to this increase in diversity, the number of interracial people has increased as
well making diversity more complicated. In terms of states, some are more diverse
which should be taken into account by health organizations. As an example,
California has 27.8% Latinos (even in 1986, over 50% of the population in California
consisted of Hispanic, African Americans, and Asians [51]) followed by Texas with
18.7% and Florida by 8.4% [52]. Although this concentration pattern may be help-
ful, it should be taken into account that many minority groups are moving through
country in order to find jobs and cheaper or better quality of life. There are some
important information connected to these scattered population groups that can prove
to be important for healthcare organizations in terms of seeing and preparing for
change. Certain racial ethnicities have predispositions to certain diseases and also
would be more likely to be in certain socioeconomic groups with specific needs
[43]. As an example, Hispanics have more need to be given information in Spanish
and are more likely to have better care experience with a Spanish-speaking profes-
sional. Another example can be Asian Americans which experience lower rates for
many malignancies compared to Whites and African Americans, while there are
certain types of cancers that Asian Americans are more prone to compared to the
other groups [53-55]. However, Stromberg (1991) argues that socioeconomic status
plays a more vital indicator of community health [43]. The poverty rate in the United
States (based on data from the US Census Bureau) has remained at 13.5% from
1990 to 2015 and decreased from 15.1 in 2010. African Americans are the ethnic
group with the highest population in the poverty cluster in 2015, with an amount of
24.1% (followed by 21.4% Hispanics) with an income below the poverty line. In
comparison to that, only 9.1% of the White (non-Hispanic) population were in the
poverty cluster in 2012 (United States; US Census Bureau; 2015). In addition to
these socioeconomic and racial factors, religious diversity can have impacts on the
healthcare environment in a geographical basis as well. In some religions, there is a
need for a female professional to examine female patients. Also, in terms of cultural
remedies, there are risks of conflict between the medicine used and the used cultural
alternative remedies in addition to fasting months which should be taken into
account.

All in all, there will be a continuation in racial diversity change in the United
States due to changes in immigration laws (both legal and illegal), economy, jobs,
etc., and health organizations must be informed and up to date with the genetic pre-
dispositions, risk factors, socioeconomic status, religion, and culture of their
region’s demographic and regularly evaluate their community’s makeup in order to
be responsive and respectful to specific health needs and circumstances and possi-
bly gain competitive advantage.



6 Landscape Analysis: What Are the Forefronts of Change in the US Hospitals? 225

6.4.3.3 More Informed Patients

The conventional healthcare model of behaving toward serious diseases is trans-
forming into a model with rising concentration on the patient, disease prevention,
and management of chronic illnesses. The new structure in healthcare market lets
patients to chaperone their healthcare in a more involved way. Access to data and
information enables patients to get more involved in decisions about diagnosis and
treatment alternatives. Better estimation of costs beforehand gives patients a better
understanding in terms of deciding on a blend of cost and quality in evaluating their
care alternatives. Furthermore, market exchanges for health insurance enables to
choose from a spectrum of insurance coverage plans leaving them with more finan-
cial responsibility and, hence, more diligent in reevaluating how and when to spend
on healthcare services [17]. Fronstin et al. (2014) argue that this attention is more in
people using consumer-directed health or high deductible health plan compared to
people using other types of insurance plans [56]. The study continues to mention
that patients are asking more about generic drugs and are more price aware and in
charge of their healthcare expensing management and tracking. Epstein et al. (2010)
stress the importance of establishing national policy in areas such as patient-centered
care in order to increase disease outcomes and quality of life other than having large
impacts on addressing socioeconomic and racial disparities [57]. Moreover, Bechtel
(2010) emphasizes on the importance of asking patients about what they really want
and need from healthcare organizations in order to bolster communication and coor-
dination with their patients while supporting and empowering them [58].

All these would mean that patients are no longer passive elements of healthcare
decision-making, and studying patient behavior, finding ways to maintain less
insurance cost in balance to growing healthcare costs, having a better understanding
of their rising demands and expectation, and learning how to be responsive to them
can grow into a great intangible asset for healthcare organizations and managers.

6.4.4 Technological Changes

With all the changes in population and demand, healthcare organizations are in
necessary need of leveraging the value of technology advancements in order to be
cost-effective, competitive, and responsive. Technological tools assisting decision-
makers in analyzing data and leveraging the power of big data and information
technology systems have become pillars of improving quality of care, identifying
trends, anticipating changes, and controlling costs. Electronic health records (EHR)
have shown to have great benefits in increasing outcomes for healthcare organiza-
tions in 92% of studies in the literature despite low patient engagement numbers
[59, 60].

Healthcare organizations should leverage the developments in technology and
computing in order to increase patient engagement and satisfaction, reduce costs,
anticipate changes, and learn to develop intangible assets in order to integrate and
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intelligently use their resources. Based on a report published by the Institute of
Medicine (IOM) of the National Academy of Sciences, the quality of healthcare in
the United States is weaker compared to biomedical knowledge and that this gap in
quality is due to organizational incompetency, rather than of individual physicians
[16, 61-63].

Every year new technologies are emerging focused on empowering patients and
providers in order for organizations to better manage changes and costs. Furthermore,
innovation in biotech and pharmaceutical industries have led to faster market entry
and stronger research and development pipeline. As an example, a sudden change of
speed in cost per genome has occurred in 2008 reflecting the transition from Sanger-
based sequencing to next-generation genome sequencing technologies [64]. In addi-
tion, rare diseases have gained more attention from pharma companies due to
significantly less time needed in terms of patient testing, government financial
incentives, and higher approval rates from the US Food and Drug Administration
(FDA) [65].

It is healthcare managers and organizations’ duty to leverage, coordinate, and
manage emerging technology tools to bolster increased data transparency and
patient involvement. This perspective can be impacted by and simultaneously affect
other change perspectives such as legislative, social, competitive, and economy is a
great way as mentioned before.

6.4.4.1 Information Technology Innovations

Innovations in computing and big data services are causing transformation in the
manner that health data is stored and transferred among patients and providers.
Healthcare organizations are embracing technologies and innovations such as EHRs
and EMRs, clinical documentation tools, big data, and telemedicine devices in order
to improve the process of health information collection and consumption. Wearable
technology, mobile health, and big data analytics are becoming progressively valu-
able in healthcare delivery systems. Although these new innovations and technolo-
gies will significantly facilitate diagnosis, prevention, and treatment more efficient,
they dramatically increase the need for organizations to care about the security of
their data [66]. However, Lyon et al. (2014) suggest that as more patients adopt new
information technologies, the importance of data analysis for organizations sur-
passes the privacy and security concerns [67].

As for big data analytics, the healthcare environment is one of the areas which is
going to be mostly affected by it. The cost of healthcare in the United States is unde-
niably high (approximately 17.6% of the nation’s GDP increasing from 8.9% in
1980) [68, 69]. It is also estimated that one third of that spending is due to waste
caused by (as listed by the Institute of Medicine) unnecessary services, administra-
tive waste including unproductive and duplicate documentation, inefficiently deliv-
ered services, high prices, fraud, and missed prevention opportunities [68]. In
addition to that, the current reimbursement model favors a number of patients over
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treatment effectiveness: “physicians have been compensated under a fee-for-service
system that only considers treatment volume, not outcomes,” and patients have “lit-
tle responsibility for the cost of the health care services they demand” [70]. On top
of the financial loss, other consequences of this problematic system include statis-
tics such as: “one out of five elderly patients are readmitted within 30 days of dis-
charge for no known reason” [68]. Big data analytics may hold the key to solving
some of these issues. Barham (2017) conducts a literature review on how big data
can create value for organizations and discusses the challenges hindering its adop-
tion [71]. Health organizations leverage the power of big data in order to gain com-
petitive advantage in terms of being more cost and time effective and improve their
quality and experience of care for their patients. Barham (2017) recommends com-
panies to acquire experienced data scientist, learn from successes and failures of
other organizations, embrace the benefits of data integration and sharing with part-
ners, and finally work closely with software developers to develop more user-
friendly applications for patients and professionals.

Like in other developed countries, the public sector of the United States has
started to take action with regard to big data in order to leverage its potential in
overcoming various complex challenges. In 2012, for instance, the Obama
Administration invested $200 million in the “Big Data Research and Development
Initiative.” with goals including advancing state-of-the-art core technologies of the
big data era, accelerating the pace of discovery in science and engineering, strength-
ening national security, and transforming teaching and learning and expanding the
workforce needed to develop and use big data technologies [72].

In the recent years, the government is bolstering the ease of data release and
accessibility, which enables better access to and standardization of public data of
patients, clinical trials, and health insurance [69]. Moreover, ACA has also started
the process of fundamentally reshaping the industry and the interrelationships
between healthcare entities. The private sector is also being affected. Hospitals,
providers, clinics, insurance companies, pharmaceutical companies, researchers,
physicians, nurses, and patients are all impacted by the changes that the use of big
data is bringing into the industry. Meanwhile, traditional pharmaceutical retailers
such as CVS Health are developing internal Digital Innovation Labs that are roll-
ing out Apple Watch apps and facilitating the process of filling medications
remotely [73].

All in all, new IT innovations can give health organizations in terms of insight
and advantage. However, managers and organizations leveraging the fruits of these
new innovations should manage the ethical, security, and privacy risks that come
along with them. The use of data and analytics in patient care opens up new oppor-
tunities for boosting care effectiveness and efficiency despite the fact that the full
realization of the importance of data-driven insights has been clouded by some bar-
riers. US health information technology website lists some of these barriers as cur-
rent data input and output limitations of medical record systems, scarcity of robust
business models for interoperable data exchange across organizations, and wider
organizational barriers that require coordinated solutions across stakeholders [74].



228 A. Shaygan

6.4.4.2 Increase in Specialty Drug Use and Equipment Cost

Specialty drugs are used to treat rare, complex, or chronic diseases and demand
great level of involvement from the healthcare provider. In addition to special stor-
age and shipping, they may need access to these drugs which can be limited, and
they are becoming important for health organizations as they are starting to enter the
market at a faster speed as the research pipeline continues to expand. This becomes
a more interesting topic due to its high costs. Despite the fact that 4% of patients use
specialty drugs, a quarter of the total US drug spending is due to specialty drugs
[75].

Diagnostics, drugs, and equipment keep driving the total care spending. In the
short term, due to the uncertainty revolving around the bio-similar market and the
fast-paced innovation in personalized medicine, the concentration of pharmacy ben-
efit managers will carry on being on unit cost savings, whereas in the long term, the
focus is on commercial and self-funded plan sponsors, along with how best to man-
age the economic risk in the long term. This problem can solely change the structure
of insurance product offerings and patient coverage [76]. Kumar (2011) discusses
the reasons behind the lack of effect of digital revolution in healthcare cost reduc-
tion and the need for a measurement of the proportion of patients who do not have
access to healthcare because of costs of care [77].

Another issue is that patients can access infused drug therapies in different places
(hospitals, infusion centers, physician’s office, and patient’s home) at very different
costs [78]. As an example, the costs for a standard dose of a rheumatoid arthritis
infused medicine can change from $3259 for the medicine itself and $148 for
administration costs when administrated at the patient’s house, whereas the drug
and administration cost will rise to $5393 and $425, respectively, when imple-
mented as an outpatient procedure at a hospital according to Santilli (2015) [17].
This shows that, surprisingly, the hospital setting is the least cost-effective health-
care center for infused drugs. Regardless, according to a recent CVS report, infused
drugs are increasingly being administrated in hospitals leading to highest costs and
least cost efficiency [79].

In general, a lot of things are happening in terms of drugs and equipment cost. As
tools, technology, applications, and new practices are being introduced at a faster
rate, companies should be well abreast of all the changes. By seeing all the higher
cost of doing infused drugs at hospitals as opposed to homes, healthcare organiza-
tions can increase the shift of those practices to homes.

There have also been new improvements in personalized medicine which can
have great effects on healthcare industry [80]. Due to the dramatic reductions in
DNA sequencing following the development of second-generation sequencing plat-
forms in 2008, molecular diagnostics are increasingly being considered to be cost
effective enough to be used as a standard medical test, both prospectively for risk
assessment and for confirmation of diseases. Among the technological advance-
ments, one that has undoubtedly had a great influence on this economic shift is
DNA sequencing which is mapping of the human genome. Since 25 years ago, the
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cost of sequencing a human-sized genome has fallen dramatically from $100 mil-
lion to $1000 [81].

Since the Second World War, the main driver of costs in healthcare has been the
higher price of newer technologies which has also been impacting the insurance
cover average costs as well [82]. Again we can see the impact of different change
perspectives on each other. The legislative aspects have effects on technological
aspects in terms of R&D funding and consequently the cost of those incoming tech-
nologies and eventually people in specific demographics and socioeconomic
status.

6.4.4.3 Social Media

In the second decade of the twenty-first century, social media has become a signifi-
cant part of many industries and organizations, and the healthcare environment is
not an exception. Vance et al. (2009) hint at the increasing evidence showing that
social media use among patients and health professionals is rising significantly [83].
Personal social network use between health professionals and physicians-in-training
reflects the general trend in the environment, and as for the patient-doctor interac-
tions, the majority of them are initiated by patients which demonstrates the level of
awareness and interest from patients’ perspective.

There is also a growth in online social media awareness in Western European
hospitals, but different countries have applied social media to address different
issues. Van der Belt et al. (2012) mention that other than the Netherlands and the
United Kingdom, there is a small proportion of hospitals using social media among
European countries. As an example, hospitals use LinkedIn in order to hire profes-
sionals. Again, there is a need for further research in order to define metrics and
connect the effects of social media in healthcare quality improvement [84]. Chou
et al. (2009) suggest that new technologies such as social media are reshaping the
patterns in communication in the United States [85].

A very important issue in leaning toward social media for health organizations is
the consideration of targeted group’s age, socioeconomic status, and racial ethnicity
in order to assure sufficient awareness and interest among that specific target. In
more rural structured areas, there may be less inclination, awareness, and confi-
dence by patients to use social media. This inertia, however, can be mitigated by
education and promotion of the benefits and conveniences of using social media.
Clinicians also use online social networks, specifically the newer generation of cli-
nicians, for both personal and reference aims.

However, a big portion of respondents have a cynical attitude toward the online
interactions and see them as being ethically problematic [86]. Quantification of
social media effects is a nascent area of research due to lack of used terminology
and research methods [87]. Antheunis et al. (2013) argue that the literature has
mostly focused on the benefits of social media on healthcare and suggest that their
study has found dis-concordance in patients’ and professionals’ motives, barriers,
and expectations regarding health-related social media use [88]. Hawn (2009)
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discusses the impact of social media on healthcare and its benefits such as “improv-
ing quality through “better communication” and “empowering patients” resulting in
happier patients”. The study also pinpoints the privacy, standard, and cost down-
sides of social media in healthcare [89].

In sum, health organizations and managers should carefully monitor the potential
effects and implications of social media in the environment and industry in order to
be prepared for the challenges and clinch opportunities in order to reach or manage
competitive advantage.

6.4.5 Competitive Changes

Last change perspective reviewed in this study is the competitive change perspec-
tive. As the healthcare environment is becoming a harsher vying one for providers,
there is significant pressure for providing better quality of care at a lower cost. As
mentioned before, these changes are causing a paradigm shift from the conventional
fee-for-service models to value-based ones and focus on quality of care as supposed
to quantity of services provided. This pressure is stronger in areas with more demand
which there is buyer power. According to a report by Stanford Medicine, physician
practices in less vying areas cost more for office visits compared to more competi-
tive areas of care [90]. From another aspect, these pressures are leading to consoli-
dation of healthcare entities in order to increase efficiency, cost-effectiveness, and
share risks. Although there is research evidence for the benefits of consolidation of
healthcare entities in terms of information sharing and flow, there is not much sup-
porting the same effect for cost-effectiveness. Dranove and Lindrooth (2003) finds
robust, significant, and persistent results showing that consolidations into systems
does not create, savings whereas acquisitions and mergers generate savings from
3rd and 2nd consolidation years, respectively [91]. However, if these consolidations
lead to prevention in medical errors, avoidable hospital admissions and readmis-
sions, and/or improved hospital efficacy, increase of shared decision-making and
improvement of targeting costly services, achieving better quality at lower costs,
may be possible [92]. Other change sub-criteria such as healthcare networks becom-
ing narrower and health quality measure becoming tighter will be discussed in this
section.

6.4.5.1 Expansion of Healthcare Organizations and Shrinkage
of Networks

One of the consequences of increase in competition in terms of costs and quality has
been the consolidation of some healthcare organizations. The mentioned consolida-
tion is typically regional and national health organizations forming bigger systems
with other health entities to gain competitive advantage [93] . This trend is similar
for regional hospitals as they are inclined to gain more local power by joining forces,



6 Landscape Analysis: What Are the Forefronts of Change in the US Hospitals? 231

acquiring more physicians, and getting bigger. Some of the reasons behind these
consolidations can be organizations’ move toward more standardization, gaining
more negotiating power as a bigger entity, and finally bigger financial power in
order to make efforts to raise quality of care and decrease cost of care. Furthermore,
consolidation would enable healthcare organizations to be more versatile in their
offerings and target a wider spectrum of market segments. Most of these consolida-
tions tend to be horizontal ones as a larger hospital acquires smaller independent
health centers or when integrated providers join forces with other health systems in
order to penetrate new product, service, or regional markets or expanding the cur-
rent ones. This has led to a decrease in the number of independent hospitals in many
states as they integrated into bigger systems. According to the American Hospital
Association and Irving Levin Associates Inc. in its 2014 report, 1307 healthcare
transaction had taken place which was 25% higher than 2013 as multi-billion
healthcare deals were struck almost weekly [94].

Healthcare consolidations tend to be increasing as organizations are seeking a
bigger scale to deal with complex market and government volatilities, reimburse-
ment policies (ACA, Acceleration of Medicaid enrollments), emerging technologi-
cal innovations, legislations, financial needs, changes in patient care, and other
issues which hand in hand have made the healthcare environment and organiza-
tional independence in it more daunting [95]. Healthcare consolidations enable a
better coordination among different practitioners and organizations leading to a
greater market power (decrease in insurance company bargain power) which can in
turn cause higher prices [96]. From another aspect, the shift from FFS to value-
based models is connecting reimbursements more strongly to quality, safety, reduc-
tions in avoidable readmissions, and other critical measures, and in order to achieve
those, healthcare organizations must possess reliable information infrastructures to
track compliance with federal regulations and document their performance.
Therefore, organizations will keep growing in order to gain access to the IT systems
and advantages needed to keep on complying with healthcare reforms [38]. There is
also a term called consolidation lite which refers to affiliation of healthcare entities
for a specific goal which are increasing due to expanding market and legislative
pressure [95].

Moreover, with the increase in specialty practices, hospitals may increase out-
sourcing patients to outside specialty physicians [97]. Casalino (2004) suggests that
the increase in specialty groups’ efficiency may give them the possibility of cutting
overall costs of care. In Casalino (2003) an important question is asked from hospi-
tals which is “Should they cooperate or compete with specialists owning specialty
facilities?” while proposing that each route is rife with risks [98].

Gaynor and Haas-Wilson (1998) discuss the changes that healthcare structural
transformations would have on healthcare industry in terms of insurance, services,
and professionals markets [99]. The working paper continues to emphasize that
only the structure that bolster efficacy and quality will survive as opposed to the
ones with biggest market power.

Another implication of healthcare consolidations is that due to the price pres-
sures put on insurance company (because of consolidated centers bargaining power),
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they implement their own consolidations. Based on Santilli (2005), Memorial
Hermann Physician Network teamed up with Blue Cross Blue Shield of Texas in
2013 in order to form an accountable care organization for more than a million
Houston area Blue Cross members [17, 100]. In order to minimize the risk because
of healthcare environmental changes, Memorial Hermann has also struck account-
able care organization deals with firms like Aetna (in order to save $1.2 million in
saving, reduce the costs of surgery by 40%, 8.4% fewer hospitalizations, $8.07
lower monthly member claims, and 6.6 saved physician hours) and accepted and
formed alliance with many insurance affiliates (medical home model with Humana)
[101]. Despite the fact that narrower networks will mitigate high premium prices, it
can cause unintentional out-of-network bills for patients (70% of exchanged plans
are in narrow or ultra-narrow networks which can cause access problems for
patients) [102].

To sum it up, as costs and revenue constraints are becoming alarming issues for
many health organizations, health systems are consolidating in horizontal integra-
tions through hospital mergers and acquisitions. The bigger size of systems could
lead to more efficiency, risk sharing, and less costs across the enterprise [103].
However, companies must answer some serious questions (as posed by Casalino
(2003)) and avoid driving up costs due to bigger market shares. In addition, compa-
nies must focus on enhancing their efficacy and quality of care in order to gain
competitive advantage as opposed to focus solely on market power.

6.4.5.2 More Structured Quality Measures

As mentioned before, the shift from FFS to value-based models enables care orga-
nizations to be incentivized for the quality of the provided service as opposed to the
number of service given. This change magnifies the importance of quality measure-
ment and improvement for providers. Although some organizations develop their
own set of metrics and quality measurement tools, there are some public and private
metrics for healthcare quality such as the ones included in the Centers for Medicare
& Medicaid Services and the Agency for Healthcare Research and Quality and pub-
lic measure developers such as nonprofit private developers that include the Joint
Commission and the National Committee for Quality Assurance. Other health qual-
ity measurement professional societies include the American Heart Association, the
American College of Cardiology, the Society of Thoracic Surgeons, and the
American College of Surgeons (through guidelines, publications, members societ-
ies, and industry relations) [104].

Healthcare providers can use these metrics to evaluate their draft measures.
Companies should clearly determine what they are trying to measure as quality can
be a quite fuzzy term. Some of the steps suggested in the literature are defining
clinical metrics and reviewing evidence-based literature in order to pinpoint the best
practices for the relevant area of care [105, 106]. Also compliance with proved clini-
cal solutions and treatment guideline is becoming more important as implications of
not following guidelines can cost health organizations in terms of penalty.
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Transparency also plays a significant part in quality metrics as private health firms
need to provide real information on their performance to their sponsors and stake-
holders [17].

While the quality in the past meant meeting and exceeding customer experience
in healthcare, currently there are added regulatory, sponsor, and competitive expec-
tations to be met as well. To make matters more complicated, definition of customer
and stakeholders and the criteria for quality are far more complicated in healthcare
context compared to other industry [107]. Another way that healthcare organiza-
tions seek competitive advantage is by obtaining certifications and winning presti-
gious quality awards (healthcare related or standardization ones (ISO)) resulting in
more patient confidence and eventually stronger market presence. Some other orga-
nizations used methods such as Six Sigma for quality improvement as a systematic
and project-oriented management strategy which comprises total quality manage-
ment (TQM) philosophy, strong customer focus, and advanced data analysis [108,
109]. Six Sigma as a project-based methodology often deploys statistical methods
and scientific tools during the whole project life cycle, from earlier project defining
efforts until to the project closure. Since Six Sigma approach is very useful in
decreasing variability, eliminating waste, and improving processes, it has gained a
significant popularity in organizational management [110].

In conclusion, there is rising concentration on single measures that are beneficial
throughout healthcare settings and are more lined up with the whole patient course
of treatment. Narrowing down the large number of similar but different quality mea-
sures to more efficiently apply change for better clinical and economic results has
gained more importance in the past few years. The application quality measures are
growing and escalating the demand for new, innovative care-delivery measures that
can deliver needed care performance for both sponsors and patients. Healthcare
organizations may be able to gain competitive advantage by leveraging the power of
methods such as Six Sigma, control charts, cause-and-effect diagrams, etc. com-
bined with great attention to details in changes in regulations and incentives and
quality requirements.

6.4.5.3 Intensified Competition

Despite the unsatisfactory quality and high costs of healthcare, it is surprising that
US healthcare is subjected to more competition compared to anywhere else in the
world [111]. Patients in the United States are typically not satisfied with healthcare
costs and quality deficits and worried about the increase in the amount of uninsured
people (due to potential legislative changes). Enthoven (2005) argues that the right
type of competition can lead organizations to provide for those deficiencies [112].
Enthoven (2005) continues to suggest high-quality, efficient, integrated delivery
systems and delineates Porter’s (2004 [111]) model which focuses on individual
provider competition as not useful in solving the industry’s problems. Although
competition between organizations has been seen as a solution to increase value for
patients, there are a number of complex issues and relationships related to
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competition in the healthcare industry which should be taken into account by orga-
nizations. Rivers et al. (2008) study six types of relationships between competition
and other variables in a healthcare organization [113]. Rivers et al. (2008) conclude
that with the increase in level of competition in an environment, things like patient
satisfaction and quality of healthcare increase, while healthcare system costs
decreases. Furthermore, patient satisfaction will be bolstered by cost cuts and
increased quality of care. Finally, as the health system costs increases, the quality of
healthcare will increase (as seen in Fig. 6.4).

Rivers et al. (2008) add that a more intense competition environment leads to a
rise in hospitals becoming different in the process of growth or development, and
stronger push for price per share increases specializations [113, 114]. However, in
another study in the United Kingdom, higher competition rate is associated nega-
tively with quality of care and tends to result in higher death rates while suggesting
that the overall effect of competition on quality is not significant [115]. Another
outcome of increased competition as suggested by Kessler and Geppert (2005) is
that higher vying health environment leads to more attention to high-risk patients
and consequently leads to better treatment and results for them [116]. Gowrisankaran
and Town (2003) conclude that increasing competition in health maintenance orga-
nizations leads to price cuts, better quality of care, and improved healthcare, while
the same change tends to be detrimental in terms of quality and welfare for
Medicare [117].

To conclude, as literature suggests, the impacts of increase competition on qual-
ity of care is rather a case-specific one and is not necessarily beneficial or detri-
mental to it. As Rivers et al. (2008) argue, the vagueness revolving around the
effects of competition on quality, cost, welfare, and healthcare environment in gen-
eral is due to the fact that these issues have not been studied in a collective and
simultaneous way.

Health Care
Competition

Political
Technology

Fig. 6.4 Competition and patient satisfaction [113]
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6.5 Conclusion

Accumulation of information is becoming more significant for health organizations
[118]. The methodical study of adaptive systems, healthcare organizations can pro-
vide managers with great insights and assistance of the preparation for emerging
issues within the organization as well as healthcare delivery management [119,
120]. In this sense, being familiar with the external environment can be the key to
leading a successful and competitive health system [2].

Due to the involvement of several volatile change perspectives, the healthcare
environment is currently a very erratic one making the extrinsic environmental anal-
ysis a daunting task for health organizations and managers. This study aims at con-
templating on emerging extrinsic changes happening in the US healthcare
environment in different areas. A literature review is performed in order to define
and identify the different current change perspectives and their subcategories. In
order to better illustrate these issues, Ishikawa diagram (cause-and-effect diagram)
is used in this study as shown in Fig. 6.5. Five perspectives were identified (politi-
cal/legislative, economic, social/demographic, technological, and competitive), and
each of their sub-criteria was studied.

An interesting finding of this study is the interdependence of different change
perspectives through literature, and in order to better reflect that finding, some mod-
ifications were applied to the cause-and-effect diagram with aims of better showing
the effectiveness of change perspectives on each other (Shown in Fig. 6.6).

Healthcare industry in general is a very complicated and dynamic industry as
there are many nascent trends and potential political changes emerging and happen-
ing nationally and globally. This is even a bigger issue in the United States which is

Political/Legislative Economic Social/Demographic
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Fig. 6.5 Cause-and-effect diagram for extrinsic change in healthcare environment
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facing waves of political, social, economic, competitive, and technological changes.
Healthcare organizations need to be better prepared in predicating, identifying,
adapting, being proactive, and taking advantage of these changes and cope with the
potential harms coming their way. They should be vigilant in sensing valuable tan-
gible and intangible assets, seizing them in an efficient way, and finally be flexible
enough as an organization to transform and mold these resources to their advantage
[121].

In the same sense, healthcare organizations should sense the changes, seize the
opportunities or dodge the threats, and develop organizational flexibility in order to
reconfigure themselves and gain competitive advantage in the industry through
learning mechanisms, alliances, innovation, and being cognizant of surrounding
changes on national and global levels. As Eisendhardt (2000) suggests, in the high
dynamic environments (such as healthcare) no matter how valuable, rare, inimita-
ble, and non-substitutable the resources (such as tacit and explicit knowledge), they
are going to give companies fleeting and finite competitive advantage as opposed to
a sustained one, and the important thing is how firms reconfigure their “best prac-
tices” in unique ways [122]. Health managers need to sense new opportunities and
threats, seize them for the advantage of company, and reconfigure them in order to
provide organization with sustained competitive advantage [121].

As future research, more study can be put into how healthcare firms can develop
and leverage “dynamic capabilities” in order to mitigate the damage caused by envi-
ronmental changes and even take beneficial advantages of them by being proactive
in the “healthcare industry.” Moreover, future studies can dig deeper into the inter-
relationships among perspectives and even sub-criteria existing in different change
perspectives using techniques such as fuzzy cognitive maps (FCM) in order to indi-
cate their positivity or negativity and strength of these causal relationships. FCM
can also be used to understand how a change or even elimination in one issue would
affect the other causes in the environment [123].

Finally, by using decision-making models such as the analytical hierarchical pro-
cess (AHP) or hierarchical decision model (HDM), the prioritization and ranking of
these perspectives and criteria can be studied for case-specific healthcare firms in
order to provide empirical literature on this subject.
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Chapter 7
Technology Assessment: Patient-Centric
Solutions for Transfer of Health Information

Paul Atkinson, Shabnam Jahromi, Paweena Kongsansatean, and Leong Chan

7.1 Introduction

A significant contributor to high-quality healthcare is current, accurate information
about the patient. With an increase in use of electronic health records in the United
States, one might be forgiven for imagining that missing or tardy health data is a
thing of the past, but there is a problem. Health information is stored in silos, and
information transfer is sometimes difficult, even in 2014. Technologies exist that
can improve the portability of electronic health records, and this study surveys a few
of those technologies from the patient perspective to determine which is most likely
to meet the need.

Personal health information, whether electronic or paper, is often fragmented
and stored in different places. Relocations, changing health providers, using per-
sonal health monitoring tools, or having specialty care can result in disparate health
information in multiple locations [1]. Patients’ health information is usually iso-
lated in hospitals, clinics, and laboratories. Effective and efficient healthcare can-
not be provided with fragmented health information. Individuals want their health
providers to have access to their health information anytime and from anywhere.
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They also expect the transfer of health information from one provider to another to
occur with little latency, securely, and accurately to receive the highest-quality
healthcare [1].

Health information exchange (HIE) has been recognized by policy makers and
researchers as a solution to the problem above and is defined as “the electronic
transfer of patient-level information between organizations” [2]. The American
Recovery and Reinvestment Act of 2009 requires electronic health records (EHR) to
be “connected in a manner that provides ... for the electronic exchange of health
information to improve the quality of healthcare.” Although the act is fairly new, the
efforts to facilitate interoperability of health information and an adoptable solution
have been going on for over two decades with results that are less than promising
[2]. Whether exchange of health information through EHRs is the most efficient and
effective solution is still not determined, and policies by themselves cannot guaran-
tee the adoption of a technology.

In this study, we identified four health information management solutions and
assessed each one with regard to their interoperability and other criteria that are
important from the patient’s perspective with regard to transfer of health informa-
tion. We identified six criteria from literature and conducted a Delphi survey to
ascertain the weights of each criterion. Three different scenarios were considered
based on possible changes in the US healthcare policy; respondents were asked to
weight the criteria in each different scenario. Further we used TOPSIS (Technique
for the Order Preference by Similarity to Ideal Solution) to select the preferred
solution.

7.2 Literature Review

7.2.1 Health Information Exchange

The US healthcare industry has been experiencing significant growth in the past few
years, especially around the implementation of information technology to enhance
the efficiency of service. In 2009, the US government invested around 19 billion
dollars to digitize US health records [3]. Health information exchange (HIE) is the
process of sharing electronic patient information between different organizations
[1]. HIE has been adopted in the United States for a while; however, there is more
to resolve around HIE including issues of interoperability, privacy, security, and so
on [4]. HIE allows the healthcare stakeholders such as doctors, nurses, pharmacists,
other health providers, and of course patients to access data appropriately and to
transfer and share electronic health data securely. Hence, HIE can improve the qual-
ity, speed, safety, and cost of patient care [5]. HIE can help to replace paper-based
information which may cause problems such as storage difficulties, lost or damaged
records, and so on. Since HIE can improve the speed of sharing of data, it can pro-
vide better decision making support which can help providers to avoid errors,
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improve diagnoses, and decrease duplicate testing of patients [5]. There are cur-
rently three key forms of HIE [5]:

Directed exchange — health providers are able to transfer information from and
to other health providers.

Query-based exchange — health providers are able to request patient records from
other health providers. This form often happened for unplanned care.
Consumer-mediated exchange — patients can get directly involved to aggregate
and control the use of data among providers.

Healthcare Information and Management Systems Society or HIMSS catego-

rizes three models of HIE: centralized, federated, and hybrid [4]. The model com-
prises sharing clinical information such as imaging studies, medication lists, lab
results, and demographics of the user. These data will be transferred across stake-
holders, e.g., physicians, specialists, and patients themselves.

1.

The federated or decentralized model

Healthcare records are distributed across regions under a framework of data
sharing, so the healthcare provider owns the data, and a record locator service
manages the information. Updates and access to the data are only provided per
request. Since the healthcare provider owns the data, the boundary of responsi-
bility is clear, and it is easy to identify authorized personnel which can reduce
conflicts of ownership. Moreover, if the system were to fail, it will not affect the
whole system. The downside of this model is a high cost to local organizations
to implement the system and a lack of a guarantee of data control and availability
due to the limit of providers. To modify or transfer data requires patient consent;
without an opt-in, the data cannot be legitimately accessed. Moreover, the stan-
dard form needs to be concerned in order to perform in the common practice [4].

. The centralized model

Patients’ records are collected from local sources and stored in a central
repository. If a record is requested, the transaction will be transferred through the
central repository. The advantage of this model is the speed with which it
responds to queries because the data is centrally stored. Since data is centrally
collected, it can facilitate community-wide data analysis, and so it is effective to
manage as a central resource. However, it needs to be carefully managed in order
to prevent duplicate data, and it needs a large central database system. The cen-
tralized model is likely to be expensive in technical and organizational imple-
mentation [4].

. The hybrid model

The hybrid model contains aspects of both the centralized and decentralized
models. Data is locally produced and stored where it is produced, but only some
of the data is duplicated to the central data repository. The central database will
store a “minimum clinical data set” of the patient which comprises information
such as current medications, current diagnoses, and allergies [4]. This model
does not allow data to be fully controlled by the patient, and it does not have clear
boundaries of data ownership.
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7.2.2 Technology Assessment Tools

There are many tools to assess appropriate technologies, but in this paper we will
focus on using the Delphi technique to weight our criteria and TOPSIS to make the
selection, and we did so under three distinct scenarios — we were curious whether
US Government policy on healthcare would have an impact on which candidate
technology would be chosen.

7.2.2.1 Delphi

Delphi refers to a process of iteratively asking questions to identified experts so that
experts may lead themselves to a consensus [6]. The technique involves identifying
a group of experts and submitting to them a carefully designed questionnaire to
gauge group opinion. Once the results of this survey are tallied by the researcher(s),
a measure of consensus can be made, and the process completes when the experts
are in consensus.

Each round of questioning that produces a lack of consensus prompts a new
round during which the survey participants receive feedback from the previous
round. Feedback may include answers from other survey participants (either raw or
aggregated), explanations or rationales for others’ responses, and the subject’s own
previous responses, among other data. The goal is to help each participant under-
stand the position of the other participants in the survey group until they converge
on value that represents the best considered judgment of the group.

Because the Delphi technique is at its heart a measure of opinion, it is useful in a
limited set of circumstances. Hasson et al. (2000), referencing previous work on
Delphi, enumerate the following areas in which Delphi is appropriate [7]:

* To explore or expose underlying assumptions or information leading to differing
judgments

e To seek out information which may generate a consensus on the part of the
respondent group

¢ To correlate informed judgments on a topic spanning a wide range of disciplines

* To educate the respondent group as to the diverse and interrelated aspects of the
topic

7.2.2.2 TOPSIS

TOPSIS, the Technique for Order of Preference by Similarity to Ideal Solution,
refers to a method of multi-criteria decision making (MCDM) that expresses a result
geared to be closest to an ideal solution while simultaneously maintaining an opti-
mal distance from a worst or negative ideal solution. TOPSIS was first described by
Yoon (1980) and can be used to select the best of a set of scored options based on
weighted criteria [8].
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Among MDCM methodologies, TOPSIS is useful when decision makers have
reasonably good information about how to score each attribute, where the scores are
cardinal rather than ordinal and where those scores are either increasing or decreas-
ing steadily relative to their value to the end solution. Values that are not monotoni-
cally increasing or decreasing (such as criteria whose optimal value is in the center
of a scale, with both larger and smaller values representing suboptimal solutions)
are not appropriate to measure with TOPSIS unless they can be mapped onto a
monotonic scale [9].

7.2.2.3 Scenario Analysis

Finally, we performed our analysis under multiple scenarios. Scenario analysis is
useful when expert opinion might help gauge future macroeconomic or policy
impacts on a current decision [10]. This kind of analysis is predictive in nature and
helps to promote the long perspective; it is also a way of incorporating input regard-
ing future regulatory issues or politics into an otherwise purely descriptive
process.

7.3 Gap Analysis

This section provides the problem statement and the gap analysis for technology
assessment. As previously discussed, the problem statement is as follows:

* Fragmented health information and storage due to relocation, multiple providers,
personal health monitoring tools, and specialty care

* Need to access information anytime and anywhere

e Latency in data transfer that impacts quality of healthcare provided

* Lack of connection between personal health information gathered by patient and
EHR

 Isolated health information in hospitals and clinics and lack of patient control on
health information data

The technical, organization, and personal needs for health information manage-
ment solutions that facilitate health information transfer and exchange are as follows:

Technical:

e Secure and reliable infrastructure
e Privacy control mechanism

Organizational:

e Trust among health provider on the health information that is exchanged.
e Adopt common standards on the health information records.
e Health information model that is cost-efficient and patient-centric.
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Personal:

* One source of truth for all the information.
e Access anytime and anywhere.

* Privacy and security of health information.
* Ease of use.

e Quality of healthcare: avoid redundant tests.

The next step is to determine the capabilities in each category:
Technical:

e Cloud-based infrastructure and technical ability to store and maintain humon-
gous data (“Healthcare Big Data Debate,” n.d.)
* Privacy, security protocols

Organizational:

* Government policies and incentives that promote the adoption of health informa-
tion technology toward a “meaningful use” of electronic health records and that
also include ability of health information exchange.

e Transferrable data.

* Acknowledge the gap and make initiatives, e.g., S&I framework (http://www.
siframework.org/).

Personal:

* Availability of personal health information management tools like Microsoft
Vault, iHealth, etc.

e Patient empowerment and educating patients to get more involved with their
healthcare and health information management

Gap analysis is by looking into the current capabilities and the needs that are yet
to be addressed. The technical, organizational, and personal gap for a health infor-
mation management solution that would cover the above need is as follows:

Technical:

» Reliable, secure, and private infrastructure that is also not isolated; cloud-based
solutions are still not perceived as a secure solution to store patients’ health
information

Organization:

e Trust among different health providers; health providers should trust the health
information that is being transferred.

* Adopt a solution model that enables widespread transfer of health information
(As of 2009, only 11.9% of hospitals have either a basic or comprehensive elec-
tronic health record).
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Table 7.1 Gap analysis summary
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Needs Capabilities Gap
Technical — Secure and reliable |- Cloud-based — Reliable
infrastructure infrastructure infrastructure
— Privacy control — Bigdata (people still do not
mechanism — Privacy, security trust cloud)
protocols — Privacy protocols
Organizational — Trust among — EHR standards — Build trust among
different health — Transferrable data different health
providers — Acknowledge the providers
— Health information gap and make — Adopt a common
mgmt Model that is initiatives, e.g., health information
cost-efficient and S&I framework model
patient-centric
Personal — One source of truth | — Personal health — Cognitive burden on
for all the health information managing lots of
information management tools health information
— Access anytime and | — Involved more — Different needs
anywhere with personal — Distrust cloud
— Privacy health information
— Security
— Ease of use
— Quality of
healthcare: avoid
redundant tests
Personal:

e Cognitive burden on managing of health information; health information can
grow rapidly and becomes a burden for patients and especially individuals who

are responsible for managing information of a household.

e Different needs; an effective solution may vary for each patient depending on
their needs, cognitive capacities, preferences, goals, and environments

(Table 7.1).

7.4 Literature Analysis

7.4.1 Criteria

We selected the criteria for a solution to fulfill the gap in health information man-
agement and its interoperability that was discussed above based on literature review.
Table shows each criteria and the frequency each one has been mentioned as impor-
tant factors when it comes to health information management solutions (Table 7.2).
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Table 7.2 Criteria selection

Literature A B |Cc |[D |E |F
Criteria

Security v v v v v
Ease of use v
Availability of solution 4
Privacy v v v v v v
Trust and accuracy 4 v v 4 v
Portability 4 v 4 4

(a) J. Vest, L. Gamm (2010) [1]

(b) A. Hoerbst, E.Ammenwerth (2010) [11]
(c) R Agrawal et al. (2004) [12]

(d) S Simon et al. (2008) [13]

(e) K Unertl et al. (2013) [14]

(f) HIMSS HIE Guide Work Group (2009) [4]

7.4.2 Technology Alternatives

We identified four solution models as our technology alternatives for health infor-
mation management and how health information is transferred or accessible through
other interested parties in each model. This section describes each solution model
and the way health information is transferred from one health provider to the other
in each one of them.

1. Alternative one: EHR Portal

Currently health providers give patients access to their information through web
portals. Patients can view their lab results, prescription, or next doctor appointment.
Kaiser Permanente portal is an example of accessing and viewing health informa-
tion that reside at health provider facilities through a portal or an application. All the
information is stored and maintained by the health provider, and therefore, it is pri-
vate and secure. Health information at the clinics and hospitals are subject to many
regulations and policy in terms of information disclosure and patient’s information
privacy. Patients can only view the information and do not have the ability to update
any of that. If patients switch health provider, they may need to subscribe to the new
health provider portal.

Yet, not all EHR solutions have interoperability capabilities, and it might be
limited. If a health information transfer is required from health provider A to health
provider B, patient needs to be involved and approve the transfer and the time it
takes for the information to be transferred may vary depending on the EHR solution
used by each party. The health information transfer can only be done nationwide.

2. Alternative two: Private Cloud Storage

With emergence of cloud technology, the cloud-based personal health informa-
tion management also became available. These solutions are fairly new and with
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low adoption rate [15]; however, they provide patients with more control on their
data and can integrate with different health monitoring tools to capture results, and
physicians can transfer lab results directly to those. Unlike alternative one, patients
can insert and update their health information, and they can aggregate their health
data from different places to one source. Patients can allow access to their physician
if required, and health information transfer can be done instantly. An example of
these solutions is Microsoft Vault, a free-of-charge online PHIM tool by Microsoft.
The software can integrate with over 200 medical devices and other health informa-
tion management systems if the patient sets it up accordingly.

Despite the benefits that cloud-based solutions provide in terms of being a once
source of truth for fragmented health information that can be accessed anytime and
anywhere, there are serious security and privacy concerns involved with these solu-
tions. There is news from time to time of serious cloud security breaches [16] which
increases the security concerns in cloud-based solutions. Another concern with this
solution model where patient has the power to insert and update data is trust in health
information accuracy and making sure patient would not input invalid data. Although
patient inserts the data, the owner of the data is the cloud service provider.

3. Alternative three: Private Storage

This solution model has similarities with alternative two; all fragmented health
information can be stored in one storage managed and maintained by patient.
Example of this solution model is iHealth, which is an Apple health information
management and monitoring tool. The tool gathers health information, and patient
can view, insert, update, and delete those information. Patient is also responsible for
security of the health information, and for those who are not tech savvy, this could
be a concern, e.g., choosing no password or a very simple one for their device, yet
more secure than cloud-based solutions. Using a private storage is also more private
than the cloud-based solution as the patient is the owner of the data.

The transfer of health information can be very simple with this solution model as
patient is carrying information with them and is able to provide them to the required
parties. The transfer can also be done internationally.

4. Alternative four: Public Storage

Alternative four is the public storage; health information is stored by a third party
that is trusted by different healthcare providers and physicians. Similar to alterna-
tive one, patient can only view its health information and have limited control of it.

An example implementation of such solution model is RHIO (Regional Health
Information Organization) which “is a type of health information exchange organi-
zation (HIO) that brings together healthcare stakeholders within a defined geographic
area and governs health information exchange among them for the purpose of
improving health and care in that community” [17].

Public storage is private and secure and trusted by all health providers involved.
The transfer of health information is very fast as there is one source that different
health providers can access and view the required information. The main challenge
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Table 7.3 Summary of alternatives

Solutions Public
Attributes | EHRs Private cloud Private storage repository
Owner Hospital/health Cloud service provider | Patient Trusted
provider third
party
Patient View only View/enter/augment View/enter/augment View
control
Portability | Limited: Limited: may not High High
dependent on subscribe
organization
process
Low trust High trust
Fair trust Low trust International National
National only International Low latency Regional
High latency Low latency Very low
latency
Cognitive | Low High High Low
burden for
user
Privacy Fair Low High Fair
Security High Far Low Fair

in these solutions is its scalability; it’s an expensive solution. RHIOs are currently
only regional and limited to specific geographical areas.

This table summarizes the discussion above and shows the characteristics of
each alternative (Table 7.3).

7.5 Methodology

In trying to weigh the criteria, we needed to poll a group of experts to determine
what aspects of an EHR portability solution would be most important by using the
online survey tool “Qualtrics.” Because our research was attempting to get at this
from the patient perspective, the group of experts needed to consist of anyone who
has used the US healthcare system. Participants with some knowledge of EHR stor-
age technology would be an advantage, but the opinions of any patient were rele-
vant. Hasson, discussing previous use of Delphi in the health and social space,
makes a point of ensuring the participants meet a minimum level of expertise [7],
and for our topic this was a relatively low bar.

The criteria weight obtained from the Delphi survey needs to be in consensus;
there are many ways to measure consensus in a Delphi survey, but one that was
relevant and easy to apply given our five-point Likert scale measurements was the
use of a variance threshold of 0.5 [18].
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Then we will use TOPSIS to calculate the most appropriate HIE alternative.
TOPSIS works when each criterion is either steadily increasing or decreasing to
represent a better outcome, and our criteria worked well with that. We were con-
cerned early in our project about whether we would be able to use the same scale for
each criterion, but that is not a problem for a TOPSIS evaluation.

7.6 Analysis

We used the online Delphi survey question in five-point Likert scales to identify
criteria weight. The experts give the rank of importance of each criterion with regard
to three different scenarios: the ACA is forced, the ACA repealed, and single payer.
The criteria in the questions come from the literature review analysis, and we want
to identify which criterion is the most important toward experts’ opinions.

7.6.1 Criteria Weighting

The survey question was distributed for two rounds because the result from the first
round was not consensus. From the first round, we received 53 responses from tar-
get groups who reside in the United States. (See Appendix A for detail.) The vari-
ance of most criteria scores are over threshold, which is 0.5 meaning the result is not
consensus. The feedback from the first round suggested the team to write more
explanation for each scenario.

The survey question was modified and resend to those responses regarded to
given email addresses. The result from the first round was attached in the second
round survey in order to motivate the direction of opinions. We have 25 responses,
but the variance is still over the threshold. Therefore, the team identified the outlier
response and decided to eliminate this opinion as a result of unified opinions. While
we could have chosen to employ a third round asking the one participant to justify
his answers given their divergence from everyone else’s, a response that is suffi-
ciently far from the others can sometimes be disregarded. We relied on the work of
Seo (2006) who evaluated six different methods of detecting and removing outlier
data and, using the decision tree he provided (symmetric normal distribution with-
out a large gap or masking problem), chose the most permissive method that suited
our data distribution [19]: data outside three standard deviations was omitted. This
method identified a single respondent as an outlier in more than one response area,
so that respondent was omitted from the final result (see Appendix A for detail)
(Table 7.4).

The criteria weight from the final round is shown in the below table. The result
indicates that experts ranked criteria as security, trust and accuracy, privacy, ease of
use, availability of solution, and portability, respectively, in every scenario
(Table 7.5).
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Table 7.4 Convergence of opinions (the variance of 0.5 is the consensus threshold)

Availability | Trust and
Security Ease of use | of solution | accuracy Portability | Privacy

Rl |R2 Rl |R2 |RI R2 |R1 |R2 |RlI |R2 |R1 |R2

Scenario |0.71 |0.15 [0.73 [0.26 |0.70 |0.17 1021 |0.11 [0.78 [0.49 10.78 | 0.20
1
Scenario |0.67 | 0.08 [0.72 [0.22 10.63 |0.25 0.42 0.08 |0.77 [0.35 0.64 | 0.11
2
Scenario | 0.87 [0.11 |0.74 |0.17 |0.80 0.30 |0.60 |0.08 [0.98 10.49 |0.83 | 0.20
3

Table 7.5 Criteria weights

Ease of | Availability of Trust and
Criteria Security | use solution accuracy Portability | Privacy
Scenario 1 | 4.833 4.000 3.917 4.875 3.667 4.750
Scenario 2 | 4.917 3.958 3.917 4917 3.500 4.875
Scenario 3 | 4.875 4.000 4.042 4.917 3.667 4.750

During our research into EHR options, a new congress was elected in the United
States, consolidating congressional power into the hands of the Republican Party.
Republicans have been trying for years to repeal the Affordable Care Act, and with
this election it became at least marginally more likely they might succeed (though
the prospect of a presidential veto means the new, higher chance is still somewhat
remote). This could be a significant change to US healthcare policy, and we were
curious whether the decisions people made would be impacted by the ACA. For the
sake of completeness, we included a third scenario: the advent of national, single-
payer health coverage.

These represented unambiguous, nonintersecting scenarios that we felt might
affect the criteria weights submitted in our survey, and they certainly fit the stan-
dards for scenario analysis laid down by Huss [10].

7.6.2 Solution Selection Analysis

TOPSIS was implemented in this step to assess and select the proper technology
platform for HIE. The team managed to give scores of alternatives with respect to
the criteria by using the results from literature review and the expertise of team
members in the HIE realm. This paper proposed four alternative technology plat-
forms of HIE regarding the data transfer model:

1. Portal — the data is stored locally and managed by a health provider or hospital.
This model allows patients to view only, so patients cannot modify or augment
records. Health providers or hospitals own the patient data, so the data is quite
accurate and trustworthy. To request data transfer, patients must explicitly grant
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consent; therefore, this model is highly secure and private. There are some limi-
tations for portability among providers because the data is managed locally, and
interoperability among EHR portal platforms is limited.

2. Private cloud service — the data is uploaded to a private cloud provider. Patients
have some control over their data which may feel like ownership, but in practice
the cloud providers own the data once it is uploaded. Therefore, there is a chance
of data exploitation from cloud providers that can be seen as harmful to the secu-
rity and/or privacy of the data. This model allows users to augment their data,
creating a more complete health record. Providers such as Microsoft Health Vault
or Google Health (now defunct) exist in this space, and their service offers good
portability as a centralized source of data.

3. Public storage — the data is stored in a public repository controlled by a Regional
Health Information Organization (RHIO) or equivalent agency. An RHIO is typi-
cally a public-private partnership that helps to support information exchange
among providers in order to enhance quality of HIE. RHIOs may adopt any HIE
architectural model, e.g., the centralized database, the federated database, or the
hybrid [1]. This model is quite safe for privacy and security of data, but patients
will not have flexibility to augment data. Since the data is stored publicly, other
health providers can access data more easily.

4. Private storage — the data is stored in the private device such as a mobile phone
or tablet, thereby allowing patients almost complete control of their data and an
exceptional level of portability. However, the issue of trust and accuracy can be
raised in the absence of any certificate or guarantee by a third party as to the
accuracy or provenance of the data.

We evaluated these options using a weighted MCDM model and a TOPSIS
analysis (Table 7.6).

Then, we used the normalized weight of each criteria to be coefficient value to
calculate the proper alternative which is most close to the positive ideal solution
(PIS) and avoid the negative ideal solution (NIS) (Table 7.7).

The results show that the portal which is currently used, is still the most proper
alternative with regard to criteria even if it has a low score in the portability criterion.
We can assume that the portal is the most suitable alternative for every scenario and
it satisfies the important criteria that patients are concerned about. However the
quality can be improved by increasing the capability of portability.

Table 7.6 Alternative scores

Ease Availability of Trust and
Security |of use | solution accuracy Portability | Privacy
EHR Portal 10 5 10 10 4 10
Private cloud 3 10 10 8 8 1
service
Public storage |9 3 3 10 7 8
Private storage | 6 7 7 4 10 10
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Table 7.7 TOPSIS result

Scenariol: ACA in Scenario2: ACA Scenario3: single
force repealed payer

1. Portal 0.67 0.68 0.68

2. Personal storage 0.59 0.59 0.59

3. Public storage 0.54 0.55 0.54

4. Private cloud 0.47 0.46 0.47

service

7.7 Conclusions and Recommendation

The vital population of today that relocates periodically needs accessibility to health
information anytime and from anywhere. An efficient and effective healthcare ser-
vice can only be provided when the health information is easily transferred to the
right person at the right time.

Patient’s health information is currently fragmented and isolated in different
health provider’s health information management tools. There is a need for a
health information management that facilitates transfer of health data and provides
instant and easy accessibility to those information to both patient and the required
party.

In this study, we identified four alternative solutions for health information man-
agement and assessed each one based on the important criteria for health informa-
tion transfer. The result revealed that EHR is still a preferred method for health
information management and transfer from patient perspective. The second pre-
ferred method is private storage followed by public storage and cloud-based one.
Despite the limitations that exist in transferring of data in EHRs, it is still the most
private, secure, and trusted solution for healthcare, which are the top three most
important criteria from patient’s perspective.

The personal storage is the second most preferred solution and is aligned with
the recent emphasize on patient empowerment. The main barrier of adopting such
solution could be trust and accuracy of the data. Despite the accessibility and trans-
ferability of data in cloud-based solutions, the security and privacy concerns are still
strong barriers in adopting these solutions by patients.

7.8 Limitations and Future Research

7.8.1 Methodology Limitations

The combination of Delphi, TOPSIS, and scenario analysis is very flexible and per-
mitted us to use a broad base of experts to produce reasonable data for multiple
scenarios in a fairly short period of time.
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We can see that there were ways in which we could improve our methodology,
specifically by using fuzzy TOPSIS and/or improving how we scored our options.
Nevertheless the project results appeared fairly stable. The respondents did not dis-
tinguish much among the three scenarios, but they came into consensus quickly
with Delphi (all but one person). Adjusting our data by dropping the outlier was one
way to resolve to consensus, but we had to question ourselves — and the literature —
before deciding that was valid.

Another method we might have chosen is AHP [20], originally by Saaty but
evolved since then into additional methods. AHP permits additional complexity in
terms of hierarchy levels but is difficult to compute for large numbers of criteria;
further, it recommends the closest to optimal without regard to the distance from a
negative optimal solution, which was among our goals.

In conclusion, this methodology is sound for the work we were doing. In the
future, we’d make similar choices, though we might adjust slightly in favor of fuzzy
TOPSIS if the scores are ambiguous. Fuzzy Delphi was an alternative we evaluated
before settling on Delphi. In fuzzy Delphi, each participant is asked to provide mul-
tiple opinions each round, including what they believe to be an upper bound (“max”
and lower bound (“min”) to each question [21]. This is better suited to predictive
questioning than attempting to determine current attitudes, and so we stuck with
traditional Delphi.

Appendix
Appendix A: Delphi Survey

We used Qualtrics (www.qualtrics.com) to present a survey to a group of experts to
gather data about weighting our criteria.

Round 1
Criteria
The first round defined the criteria as follows (presented as is; there were a couple

of typos in the first-round survey):

Security
The solution guarantees that health information data is secured and prune to any
unauthorized access.
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Ease of use
The solution is intuitive and easy to use

Availability of solution
The solution is available to all users, required infrastructure is in place and any
tools to use it is easily obtainable.

Privacy
Patient's information is only available by those that patient approves and used for
the purposes that patient has approved.

Trust and accuracy
The solution guarantees that the health information being transferred is accurate.

Portability
The ease of data transfer through the solution i.e. how much process is involved,
how vast the transfer can be, i.e., regional, national, international

Questions

The respondents were asked to rate each on a five-point scale, i.e., Unimportant,
Slightly Unimportant, Moderately Important, Very Important, and Critically
Important. They were asked to do this once for each scenario.

Round 2
Updated Introduction

In the second round, we provided some feedback on the first-round outputs. The
second round was presented as follows:

The questionnaire below is intended for our Technology Assessment course project
titled “Technology Assessment for patient-centric solutions for transfer of health
information.” The goal of the questions below is to understand the importance of
each criterion with respect to health information management solutions and how
health information can, from a patient’s viewpoint, be transferred among health
providers.

We are using the Delphi method, which is a well-established technique to come to
a consensus among survey participants. Delphi works by mathematically mea-
suring the level of consensus in the answers and allowing participants to learn
the results of each round, changing their answers based on others’ responses if
they so desire. This is the second round and so will contain the first round’s
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results in each question. Please review this before selecting your second
answers.

Electronic health records (EHR) are becoming more common, but it is not always
easy for you to access your own medical records or ensure your data is trans-
ported to each doctor you see. With regard to services or technologies that can
store your data and allow you to view it or transport it from provider to provider,
please rate your opinions regarding the importance of each criterion.

Criteria

The criteria for the second round were corrected for typos but otherwise barely
changed:

Security
The solution guarantees that health information data is secured and not prone to
any unauthorized access.

Ease of use
The solution is intuitive and easy to use

Availability of solution
The solution is available to all users: required infrastructure is in place and any
tools needed to use it are easily obtainable.

Trust and accuracy
The solution guarantees that the health information being transferred is accurate.

Privacy
Sensitive information is only available to those that patient approves and is only
used for the purposes that patient has approved.

Portability

How easy it is to transfer information between providers, e.g., how much process is
involved; who accepts and uses the system (hospitals, clinics, pharmacies, oth-
ers); whether transfer is easy regionally, nationally, or internationally.

Questions
Each question in the second round was introduced including the previous round’s
results and an enhanced description of the scenario, as follows:

Scenario 1: Assume there are no changes to current US government healthcare
policy, e.g., that the Affordable Care Act (ACA)/Obamacare is still in force.
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This scenario implies such conditions as (1) private health insurance is still the most
common way Americans pay for healthcare, (2) medical practitioners have
limited government mandates to collect EHR but limited incentives to share it,
(3) the uninsured population is relatively small, and (4) preexisting conditions
are not relevant to obtaining coverage.

Given a value of 1 for Unimportant and 5 for Critically Important, the results from

53 responses in the first round were:

Unimportant/
Criteria Mean | slightly Moderate | Very important | Critically important
Security 443 |2 6 12 33
Ease of use 396 |2 11 26 14
Availability 391 |4 9 28 12
Privacy 438 |3 5 14 31
Trust and accuracy | 4.79 |0 1 9 43
Portability 374 |2 23 15 13

Based on these responses from your fellow patients, how would you rate the
importance of each of the following criteria in this scenario?

Demographics

In the first round, we received 53 valid responses. These fell to 24 for the second
round. A demographic breakdown of both groups is presented here:
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Gender

Round 2 58.3% 41.7%

Round 1 54.7% 45.3%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

H Male HFemale

Round 1 Nationality Round 2 Nationality
94% 19% 19% 40