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Chapter 1
Landscape Analysis: Regulations, Policies, 
and Innovation in Photovoltaic Industry

Dmitriy Moskovkin, Anna Mary Mathew, Qin Guo, Roli Eyetsemitan, 
and Tugrul U. Daim

1.1  Introduction

Reflecting concerns over the environment, health, and security stemming from the 
consumption of conventional fossil fuel energy sources, such as gas, oil, and coal, 
has been raised in the world, which increases the expectation of replacing fossil 
fuels with renewable energy [1]. In addition to these concerns, rising prices of fossil 
fuels have forced many countries to support the development of renewable energy 
sources, such as, solar, wind, biomass, and geothermal [3]. Among these renewable 
energy sources, solar photovoltaics (PV), which is also known as solar electric sys-
tem, has long been considered as a clean and sustainable energy that directly con-
verts solar radiation into current electricity by using semiconducting materials [4]. 
A PV system comprises a PV module and other electrical components, such as 
charge controllers, inverters, and disconnects. The direct conversion of sunlight to 
electricity occurs without any moving parts or environmental emissions during 
operation, which significantly protects the environment. Meanwhile, it has been 
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well proved that PV installations can operate for no less than 100 years with little 
maintenance, thus extremely reducing the operating cost [4]. As Fig. 1.1 shows, this 
report begins with a detailed analysis of policies and regulations influencing the 
current innovation activities of solar PV. In particular, this study pays attention to 
the government policy supporting technological innovation and market creation. In 
addition, this report profited substantially from the knowledge of a few experts and 
research leaders in the industry and academic field who made themselves available 
for interviews and other queries. Then followed with several case studies on three 
countries – Germany, Japan, and the USA – some data were collected to analyze 
how market entry, product safety, environmental policies, and incentives influence 
the innovation of PV industry. Finally, we provide conclusions and policy implica-
tions on the development of the solar PV industry.

1.2  Market Survey on Regulations Affecting PV Industry

Experts were consulted to gauge their feedback and further discuss the factors that 
affect the growth of the PV industry. The experts that were contacted were from 
industry, academia, and government laboratories (Table 1.1). The list of the experts 
is given below.

Telephone conversations and email correspondence were completed over a 
period of 3–4 weeks to discuss and analyze the information provided by the experts. 
The decision-making on this sector was done by the team based on a survey result. 
The survey that was put together had two questions.

Fig. 1.1 The flow chart of the research

D. Moskovkin et al.
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 1. Rank the factors affecting the sector on a scale from 1 to 5, with 1 being the 
highest rank and 5 being the least. The factors that were listed were:

 (a) Market regulations
 (b) Product safety regulations
 (c) Incentives and subsidies
 (d) Environmental regulations

 2. Any other factors affecting this sector.

The results of the survey are as follows:
The main comments that were obtained from the survey with respect to each of 

the regulations are listed below. The majority of the comments was related to incen-
tives and subsidy regulations and was in line with the survey results indicating that 
incentives were the factor which had the most impact on this sector.

Comments Related to Market Regulations
“This can be a major problem when talking about grid tie equipment in Hawaii. The 
utilities throw up road blocks that make it hard for manufacturers to meet their 
requirements. The features that the utilities demand are in addition to UL and NEC 
standards. The utility companies are not solar friendly. What they say is not what 
they do. On the mainland there are utility companies that make it hard to have bat-
tery backup grid tie. They think people are going to sell their stored battery power 
to the grid. This doesn’t make sense as it wears out the batteries. Batteries cost more 
than the utility power.”

Anonymous Comments from the Survey Related to Market Regulation:

• Rate mechanisms (different than financial incentives) 4-grid integration 
technology.

• Permitting fees.
• Access to transmission lines is a barrier. I’m not sure where this fits into your 

classifications.
• Regulation of electric utilities.
• One of the largest challenges is the inconsistency of local jurisdiction on code 

requirements.

Table 1.1 Expert panel from academia, industry, and government laboratories

Industry Academia Government laboratories

–  First Solar
–   Accelerate Solar
–   Midnite Solar 

Inc.
–   Advanced 

Energy
–   Solar World
–   Absolutely Solar 

Inc.
–   SEIA
–   Accord Power

–   Oakridge National Laboratory
–   MIT MECHE
–   WESRF (Wallace Energy Systems 

and Renewables Facility)
–   Portland State 

University – Sustainability
–   Penn State – Institute of Energy 

and the Environment

–   NREL(National Renewable 
Energy Laboratory)

–   Argonne National Laboratory
–   Brookhaven National 

Laboratory
–   Lawrence Berkeley National 

Laboratory
–   Sandia National Laboratory

1 Landscape Analysis: Regulations, Policies, and Innovation in Photovoltaic Industry
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Comments Related to Product Safety Regulations
“This is a huge cost issue. The NRTL’s go overboard on things that don’t matter, but they 
have little choice. The people that make these standards set the rules. There are factors at 
work that sometimes have little to do with safety although it is rare. We have seen this 
happening first hand though on emerging standards. We spend a great amount of time 
and money on agency approvals. We have to do things that are not required in other coun-
tries. You have to wonder why? It affects cost of every installation, but we have no choice 
but to follow the rules. Standards are subject to interpretation and this also costs money 
needlessly. Standards change and that forces us to spend even more time and money to 
upgrade our products. That is senseless and wasteful” (Robin Gudgel, Midnite Solar).

Comments Related to Incentives and Subsidies
“These things help the solar and wind industry. There wouldn’t be much of a solar 
industry without them. Conservative politicians do not see the benefit of solar so 
they continue to attempt to kill subsidies. They do not realize how much the oil 
industry is subsidized. The subsidies are not as visible. I would be all for no subsi-
dies to any industry, but politics will never allow this. Big oil money talks big 
money. Solar cannot compete in the political arena. My company is heavily involved 
in the off-grid market where subsidies are not important. If you really need a solar 
system to light your house, you will get it with or without subsidies. I personally 
think that every house in America should have a battery based grid tie system 
installed. People would have more control of their power usage and would be more 
mindful of waste” (Robin Gudgel, Midnite Solar).

Survey Results of Panel Experts Related to This Regulation:

• Commitment to research funding.
• Support both basic and applied research at universities.
• Investment in research and development.
• Uncertainty affects growth because it potentially changes the rules. Implementing 

large incentive programs that flood the market with renewable energy credits 
waters down the price of credits for those who invested before the “free money” 
and is lingering disincentive after the “free money” is used up.

• Availability of low-cost solar financing.
• Research funding.
• Standards, regulations.
• Renewable portfolio standard (RPS), interconnection standards, solar access 

laws, training and support, building codes, solar community organizations, util-
ity rate structures, emission requirements, R&D investments, import vs local 
(e.g., China vs USA).

1.3  Regulations Affecting the PV Industry

Based on the survey conducted of topic experts, the original theory of specific poli-
cies and regulations affecting growth and innovation in photovoltaic energy was 
confirmed. As some policies have direct impact due to involvement of governments 

D. Moskovkin et al.
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by providing subsidies, incentives, and research funding, others may provide an 
indirect impact by regulating other traditional sources of energy (such environmen-
tal regulations), therefore making photovoltaic sources more cost competitive. 
Other regulations, which may act as financial burden for new companies entering 
the market, were also looked at: such as barriers for market entry and product safety 
requirements. Lastly consideration was also given to countries’ available natural 
resources from existing competition as well as available solar insolation perspec-
tives, infrastructure, and public perception to have a complete picture on a country’s 
competitive position in regard to photovoltaic energy. The data was gathered, and 
comparative research was performed for Germany, Japan, and the USA. Regulations 
and policies in the following areas were considered: market entry, product safety, 
environment, other factors (existing competition, resources, and infrastructure), 
incentives, and subsidies.

1.3.1  Market Regulations

The product market regulations were categorized using the index developed at the 
OECD (Organization of Economic Cooperation and Development) on a scale from 
0 to 6, with higher numbers being associated with policies that are more restrictive 
and stringent [5]. For each sector, the index combines information on state control 
(such as price control and ownership) (Fig. 1.1), barriers to entrepreneurship and 
administrative regulations (such as licenses and permits, administrative burdens, 
and legal barriers) (Fig.  1.2), and barriers to trade and foreign direct investment 
(such as tariffs and ownership barriers). It is evident from literature [5] that all three 
countries under evaluation have a total index scale below 1.3 with the USA being 
the least restrictive at 0.8 [5].

1.3.2  Product Safety Regulations

Product safety requirements in regard to hazards of electric shock, fire, electromag-
netic capability, and hazardous substances exist in each country under evaluation. A 
manufacturer’s Declaration of Conformity (CE marked) to applicable directives and 
national standards with countries’ deviations is a minimum requirement for all 
products in the European Union and Japan. Furthermore, in Germany and Japan 
more stringent compliance standards (tested by accredited third-party agency such 
as TUV, VDE, and SEMKO) may be required by the distributors, which are particu-
larly true for photovoltaic products including modules, inverters, and other energy 
interconnecting equipment. In the USA, similar requirements are governed by the 
National Electric Code, and authorities have jurisdiction for all electrical perma-
nently installed products. The code requires that such products (modules, inverters, 
switchboard panels, charge controllers) to be listed by NRTL (National Recognized 
Testing Agency: UL, ETL, CSA).

1 Landscape Analysis: Regulations, Policies, and Innovation in Photovoltaic Industry
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1.3.3  Environmental Regulations

Environmental regulations provide an indirect positive contribution to the photovol-
taic industry by setting standards and regulating those sources of energy that pro-
duce carbon emissions as their byproduct. According to OECD Environmental 
Directorate, a broader use of environmental taxation or an emission trading system 
would be one of the most efficient and effective ways of promoting green growth 
[6]. Taxes on pollution provide clear incentives to polluters to reduce emissions and 
seek out cleaner alternatives [7]. Germany (out of three countries under evaluation) 
is most regulated in regard to environmental regulations, it’s important to note that 
this graph is based on revenues from taxes; therefore, countries’ energy usage from 
all sectors needs to be taken in consideration. The next section discusses other fac-
tors related to existing competition, available resources, and infrastructure.

1.3.4  Existing Competition and Available Resources

Energy available resources, public perception, and energy cost play a significant role 
in government direction as well as public interests. Table 1.2 shows each country’s 
energy consumption by source, while Table 1.3 shows the net export of fossil fuel 
energy sources. It’s worthwhile to note that although the USA’s net export for petro-
leum and natural gas is negative, it is the largest producer of petroleum and natural 
gas in the world (12,343 Thousand Barrels per Day for Petroleum and 29,542 Billion 

Environmental

Market Entry/
Barriers

Incentives

Product Safety

Other

0 1 2 3 4 5 6 7 8 9 10

Fig. 1.2 Market survey results

D. Moskovkin et al.
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Cubic Feet of Natural Gas) [8]. Specific to natural resources, the tables below show 
it is evident that the USA has an overall energy independence compared to Germany 
and Japan, suggesting these two countries should be more aggressive when search-
ing for alternative energy resources. Also, negative public perception for nuclear 
power (which is relatively a large source in Germany and Japan) adds to the trend of 
renewable energy, making PV a more attractive source in Germany and in Japan.

1.3.5  Incentives

Incentives are direct policy aimed to stimulate the competitiveness and growth of 
renewable energy technologies. Most recently, policy makers have looked to the 
fast-increasing demand for goods and services associated with renewable energy as 
an engine of economic growth. To help boost the rate of development of renewable 
energy in general, or photovoltaic in particular, all three countries under evaluation 
use market-based instruments that favor electricity generated from renewable 
energy [9]. Table 1.4 shows applicable methods of incentives by country with an 
explanation. In addition to direct subsidies for installation and growth, governments 

Table 1.2 Breakdown of compliance requirements by country

Countries Requirement Standards

USA OSHA accredited NRTL: UL, ETL, 
CSA.

UL 1703, UL 1741, UL 6142, IEEE 1547.

Germany Self-declaration CE mark: Low 
voltage, EMC, and machinery.
RoHS.
Volunteered accredited by GS: 
TUV, VDE, SEMKO

IEC 60904, IEC 62109, IEC 61400, IEC 
61727, IEC 62116, IEC 60364-7-712
With applicable Germany deviations.

Japan PSE: Safety + EMC IEC 60904, IEC 62109, IEC 61400, IEC 
61727, IEC 62116, IEC 60364-7-712
With applicable Japan deviations.

Table 1.3 Energy consumption per source in 2013 [8]

Energy source USA, % Germany, % Japan %

Coal 39 43 21
Natural gas 27 9.6 17
Petroleum 1 0.6 46
Nuclear electric power 19 15.9 11
Hydroelectric power 7 3.4 3
Geothermal <1 4.3 <1
Solar/PV <1 5.8 <1
Wind 4.13 8.6 <1
Biomass 1.48 7.0 <1

1 Landscape Analysis: Regulations, Policies, and Innovation in Photovoltaic Industry
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of countries under evaluation have other forms of incentives. These include funding 
research and development in an effort to raise the efficiency of renewable energy, 
improve its reliability, and reduce its costs. This type of incentive is further devel-
oped in the case study (Table 1.5).

Feed-In Tariffs (FIT) Renewable energy power investors are compensated for the 
power they provide to the grid and receive a long-term contract with a rate higher 
than the rate for traditional sources of energy [10].

Feed-In Premiums Payment level is based on a premium offered above the market 
price for electricity enabling developers to enjoy high returns when market prices 
increase, but also run a risk of losses when they decrease [10].

Renewable Portfolio Standards/Quota Obligation It is a regulation set by gov-
ernment where utility companies are obligated to generate a certain percentage of 
their power from renewable sources [11].

Tradable Green Certificates These are tradable certificates awarded for the gen-
eration of a given amount of power from solar sources [12].

Tax Incentives These are federal tax credits for development and deploying of 
renewable energy technologies.

Net Metering It is a billing mechanism where electricity generated by consumers 
and fed in to the grid is used to offset electricity consumed by the consumer [13].

1.4  Case Study: Photovoltaic Sector in Germany,  
the USA, and Japan (1990–2015)

The overall ranking of the countries based on solar energy generation by MW and 
other factors such as solar intensity, GDP, and population is considered. Patent 
activities in the green patent family which include the EPO (European Patent Office), 

Table 1.4 Energy net exports per source in 2013 [8]

Energy source USA Germany Japan

Petroleum net exports (thousand barrels per day) −5137.350 −2224.62 −4559.24
Coal (million short tons) +919 −56.068 −192.852
Natural gas (billion cubic feet) −1311 −2400.25 −4294.69

Table 1.5 Available incentives per country

Countries
Feed-in 
tariff

Feed-in 
premiums

Quota 
obligation

Tradable green 
certificates

Tax 
incentives

Net 
metering

Germany Yes No No No No Yes
Japan Yes Yes Yes Yes No Yes
USA No No Yes Yes Yes Yes

D. Moskovkin et al.
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PCT (Patent Cooperation Treaty), and USPTO (US Patent and Trademark Office) 
were considered. The country that emerged as the leader in the solar photovoltaic 
energy generation was Germany by producing nearly 27% of the total power gener-
ated using this technology. The two other countries that were studied were the USA 
as the country leads in patent activity in this domain and also contributes to 11% of 
the total solar power generated globally and Japan which falls close behind the USA 
with a contribution of 10% of the total solar power generated from photovoltaic.

1.4.1  Case Study 1: Japan

The Japanese photovoltaic (PV) market is expanding rapidly. By 2013, the installa-
tion of PV was over twice the amount in 2011, which places Japan among the 
world’s largest PV markets, along with Germany, China, and the USA [2]. The 
national and local governments have implemented a variety of policy measures to 
support the innovation and diffusion of solar PV technologies in Japan (major poli-
cies are summarized in Table 1.6). These policies can be divided into two sections: 
demand side and supply side.

Demand-side policies could be used to “create a new market and develop demand 
for a new technology,” including subsidies for purchase of “a particular product, tax 
breaks, and renewable portfolio standards.” [1] For example, in July 2012, Japan 
introduced the FIT, which requires utilities to pay renewable energy producers a 
fixed price per kWh of production over a period of 10–25 years. Purchasing tariffs 
are reduced on annual basis but may be adjusted if deemed necessary. The govern-
ment guarantees a purchasing rate of 37 yen (FY 2014) per each kilowatt-hour 
(kWh) for a time period of 10 years for systems smaller than 10 kW while larger get 
32 yen (FY 2014) per kWh (excluding taxes) for a contracting period of 20 years 
granted for the total electricity production. The Japanese FIT will remain in place 
until 2021 with a revision of the scheme conducted every 3 years [3].

Supply-side policies are used to encourage firms to directly conduct innovation 
activities, including subsidies for R&D, illustration, and sometimes in early phases 
of commercialization [2]. For example, In the 1970s, the scarce local fossil fuel 
reserves and multiple issues associated with acquiring oil from foreign countries 
motivated the Japanese government to pursue the development of solar PV tech-
nologies. In 1974, the government launched the Sunshine Project, focusing on the 
development of solar cells and modules, which opened up an opportunity for most 
of the Japanese solar manufacturers, such as Hitachi, Toshiba, and NEC Corporation, 
to be involved in solar PV research and development (R&D). From 1993 to 2000, 
an additional R&D program, called the New Sunshine Project, was launched to 
develop the balance of system (BOS) technologies with the funding from the 
Japanese government (including inverters, mounting equipment, monitoring sys-
tems, and site assessment). The solar cell production had increased significantly 
since 1974. These national research and funding programs contribute to both the 
technological development and the growth of solar PV market in Japan (Table 1.7).

1 Landscape Analysis: Regulations, Policies, and Innovation in Photovoltaic Industry
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Table 1.6 Summary of major policies related to solar PV technology (demand side)

Demand-side policies
Year Policy Notes

1974–
2006

National residential subsidy First phase: 1994–1996
Second phase: 1997–2001
Third phase: 2002–2006 (March)

1997 Act on special measures for the 
promotion of new energy use

Financial support for the business operators who 
use the new energy including solar energy

2003 Renewable portfolio standard Requiring electricity retailers to supply a certain 
amount of renewable electricity to grid 
consumers

2009 National residential subsidy 
resumed

National residential subsidy will end in 2014

2012 Feed-in tariff Electricity utility companies are obligated to 
purchase excess electricity generated through PV 
facilities

Table 1.7 Summary of major policies related to solar PV technology (supply side)

Supply-side policies
Year Policy Notes

1974 Sunshine Project A national R&D project for “new energy” 
including solar energy

1980 Establishment of the New Energy and 
Industrial Technology Development 
(NEDO)

Act on the promotion of development and 
introduction of alternative energy

1993–
2000

New Sunshine Project The successor of the Sunshine Project

2001–
2005

NEDO 5-year plan Development of technology to achieve 
482,000 kW of installation of PV by 2010

2004 NEDO Roadmap 2030 Direction of photovoltaic technology 
development toward 2030

2009 NEDO Roadmap 2030+ Update of the Roadmap 2030

Japan’s PNV industry witnessed remarkable growth in 2013 after the establish-
ment of the feed-in tariff program in 2012. The feed-in tariff has been known to 
result in rapid growth in the renewable energy market in areas where it has been 
implemented. The Japanese government had one of the most generous feed-in tariff 
rates in the world, and they did not anticipate the growth that resulted from the pro-
gram. The infrastructure to handle the amount of solar power produced was not in 
place, and as a result the utility companies were overwhelmed and started blocking 
access to the grid for new power solar generation. The country has since reviewed 
the programs and reduced the support [22].

D. Moskovkin et al.
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1.4.2  Case Study 2: Germany

Solar power in Germany consists mostly of photovoltaic (PV) and accounted for an 
estimated 6.2–6.9% of the country’s net-electricity generation in 2014 [14].

Germany is the world’s top PV installer with an overall installed capacity of 
38,359 megawatts (MW). The renewable energy sector contributes nearly 31% of 
the total electricity produced in the country. The German government long-term 
minimum targets of renewables’ contribution to the country’s overall electricity 
consumption are 35% by 2020, 50% by 2030, and 80% by 2050.

Factors Affecting Growth in Solar Sector
Boom period in Germany was during 2010–2012. More than 7 GW of PV capacity 
had been installed annually during this period. Due to the large amount of electricity 
produced, the country is currently facing grid capacity and stability issues. The 
country is increasingly producing more electricity than it requires, driving down 
prices and exporting its surplus to other countries (record exported surplus of 32 
TWh in 2013 and 34 TWh in 2014) [15]. New installations of PV systems have 
declined steadily since 2011 and continued to do so throughout 2014. As of 2012, 
the FIT costs about €14 billion (US$18 billion) per year for wind and solar installa-
tions. The cost is divided across all ratepayers in a surcharge of 3.6 €ct (4.6 ¢) per 
kWh (approximately 15% of the total domestic cost of electricity).

The legislative reforms stipulate a 40–45% share from renewable energy sources 
by 2025 and a 55–60% share by 2035 [14].

1.4.3  Case Study 3: The USA

US Solar Innovation Timeline
Innovation in solar technologies began as far back as the seventh century and has 
continued to this day. Just like with the PC industry, there has been development and 
milestones achieved that have opened the way for new opportunities and growth in 
the industry. The USA has recorded tremendous progress in research and develop-
ment in the PV sector; also noteworthy is the increased number of solar technology- 
related patents. The activities in the sector have been stimulated by the government’s 
dedication to supporting research and development activities which would drive low 
cost and improve efficiency of solar PV systems. A timeline of US Solar Innovation 
is shown below [20]:

• 1955 Researchers at Bells lab overcome difficulty to create 6% efficiency PV.
• 1959 Manufacturers hit 10% efficiency.
• 1970 Western electric patents coating for solar cells.
• 1972 Institute of energy conversion formed.
• 1977 Department of Energy formed.
• 1978 California passes solar right act.
• 1980 Manufacturers break 1 MW barrier PV module in 1 year and IEC exceeds 

10% efficiency.
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• 1985 Stanford produces 25% efficiency cell.
• 1986 First commercial thin film solar module produced.
• 1993 Utility company installs first PV distributed system.
• 1994 NREL develops 30% efficient cell.
• 1996 National Center for PV created.
• 1998 Million Solar Roof initiative.
• 2000 First Solar builds world’s largest PV manufacturing plant.
• 2011 SunShot Initiative announced.

PV Growth in the USA
There has been tremendous growth in the US PV industry in the last 4 years espe-
cially in utility and residential PV installation. 2014 witnessed a growth that was 
about three times what it was in 2011 and seven times what it was in 2010. In the 
first half of 2014, over half a million home owners and businesses had installed solar 
PV, and solar represented 36% of new energy that came online in 2014 [16].

Solar energy accounts for 0.3% of the total energy consumed in the USA. The 
capacity of utility scale solar has increased from 334.2 megawatts in 1997 to 6220.3 
megawatts in 2013 [21].

One reason for the tremendous growth in the US PV sector in the last few years 
is the presence of low-cost PV modules from Japan in the US market. Although this 
increased the installation of solar systems, US manufacturers have been impacted 
and the US government imposed tariffs on PV systems from China, leading Chinese 
manufactures to outsource PV manufacture to Taiwan. US manufacturers have peti-
tioned the government to impose tariffs on Chinese PV systems from Taiwan, a PV 
manufacturer in Hillsboro, Oregon. Solar World is in the forefront of this struggle.

Another reason for the growth in the sector is government incentives. Most gov-
ernments at the state and federal level offer incentives to spur investment in the 
renewable energy sector. These incentives make investment in the renewable energy 
sector more appealing for public and private entities. Incentives are mostly financial 
and are in the form of loans, grants, tax deductions, or exemption [17].

US Federal Incentives
Incentives offered by the federal government to encourage growth in the PV sector 
include

Grants

• Tribal Energy Grant program provides funding for tribes to develop community 
and commercial scale renewable energy projects.

• USDA (Rural Energy for America Program (REAP) and Energy Audit and 
Renewable Energy Development Assistance (EA/REDA)) assists agricultural 
and small rural businesses with the development and setup of energy efficiency 
and renewable energy systems.

Loan Programs

• US Department of Energy (loan guarantee program) provides loan for new or 
improved technologies that reduce air pollution.

• FDA PowerSaver loan program is granted by the Federal Housing Authority to pro-
vide assistance to homeowners for energy efficiency and renewable energy upgrades.

D. Moskovkin et al.
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• Qualified Energy Conservation Bands and Clean Renewable Energy Bonds  – 
These bonds are used to finance renewable energy projects [18].

Tax Incentives

• Corporate tax credit
• Business energy investment tax
• Renewable electricity production tax credit
• Corporate tax exemption
• Personal tax credit
• Residential renewable energy tax credit
• Personal tax exemption
• Residential energy conservation subsidy exclusion

State Incentives
The USA is an amalgamation of 50 states with individual political processes, elec-
tricity prices, and unique sets of incentives and regulations to stimulate growth. PV 
sector state incentives include:

• FIT – This incentive has been proven to stimulate explosive growth in the renew-
able sector in areas where it is implemented, so much growth that the regulation 
has to be constantly reviewed. The feed-in tariff or some variation of it existed in 
California, Hawaii, Maine, Oregon, Rhodes Island, Vermont, and Washington in 
2013 [19].

• Rebate for purchasing renewable generation equipment.
• Renewable portfolio standards to ensure that utility companies generate a per-

centage of power from renewable sources.
• Net metering – Power produced by consumers and supplied to the grid is used to 

offset the power he consumes.
• Tax incentives.

Another important factor promoting the growth in the US PV market is Research 
and Development.

Research and Development
The US government has not been as aggressive as Germany and Japan in their use 
of subsidies as incentives. Although the feed-in tariff has been adopted in some 
states, it has never been a federal initiative in the USA. The USA chose a slightly 
different approach to pursue growth in the PV industry. Given the fact that the cost 
of solar power is very high, even in Germany and Japan where it has been widely 
adopted, the USA is actively and aggressively involved in research and development 
in solar technologies to drive down costs and increase efficiency of solar systems. A 
number of programs have been established to help with this.

SunShot Initiative
The SunShot Initiative was established by the Obama administration in 2011, and it 
involves a 10-year plan by the Department of Energy aimed at making competitive 
solar power a reality. The plan is to reduce the cost of solar power and bring it to par 
with other traditional sources of power by 2020.

1 Landscape Analysis: Regulations, Policies, and Innovation in Photovoltaic Industry
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The goal is to drive this through innovation in manufacturing, installation, and 
market solutions. Less than halfway through the project lifetime, over a half of the 
goals have been accomplished, and solar power has been reduced to 11cents/kwh 
[5]. However, the goal of 6cents/kWh by 2020 seems rather ambitious considering 
the fact that China currently has the lowest cost in the world and their low cost is 
driven by government subsidy rather than innovation. The solar industry in China is 
heavily subsidized by the government; this is a strategy by the government to make 
China the world leader in the PV industry. If the USA is able to drive low cost by 
innovation, this would cause explosive growth in the US PV market.

1.5  Conclusion

In addition to differences in overall technological levels and life standards, reviewed 
regulations and policies although important do not completely explain cross- country 
differences in innovation.

The research showed that incentives and subsidies play a major role in emerging 
technologies during the initial process of “jump starting” the industry; however, trans-
formation from directly subsidizing a somewhat mature industry to investments in 
Research and Development (Academia and Industry) and Public Education 
(Environmental Policies) is a critical step in innovation. As it appeared in case with 
Germany, simply increasing PV installation capacity and other renewable energy 
sources didn’t translate into patent growth or reduction in cost, but rather had an oppo-
site effect (refer to summary table below), due to excessive feed-in tariffs and grid 
management problems. Additionally, Germany’s carbon output and global warming 
impact is actually increased despite increased in PV energy capacity, due to utilities 
being forced to use of dirty coal power because it’s only a nonsubsidized power source.

Country
Solar energy capacity 
in GW in 2011

Solar energy patents 
global % in 2011

$/kWh in 
Cents in
2011

2009–2014
CO2 emissions 
%

Germany 35.5  6.1 35 +1.2
Japan 13.6 34.1 26 +1.3
USA 12 14.1 12 −3.4

The combination of policies, market, and product safety deregulation is a very 
effective method of inducing innovation in emerging technology such as PV energy; 
however, the extent and aggressiveness of these policies should depend on a coun-
try’s resources, infrastructure, and existing competition. Additionally, product 
safety regulations may set higher standards in efficiency, safety, and reliability, posi-
tively effecting innovation.
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Chapter 2
Landscape Analysis: Fracking Technology

Rafaa Khalifa, Chih-Jen Yu, Joao Ricardo Lavoie, Momtaj Khanam, 
and Tugrul U. Daim

2.1  Introduction

Hydraulic fracturing of oil- and gas-bearing rocks, also known as fracking, is an 
established technology. Hydraulic fracturing was first started experimentally in 
1947 in the Hugoton oil field in Kansas [1]. Fracking is an old technique that is used 
to increase the production of oil from the worked-out oil wells. However, it is con-
sidered as a new tool for producing natural gas. Fracking has been developed gradu-
ally by some international companies and organizations with no government support 
until the success has been proven.

Lately, in 2011, the shale gas boom has started to introduce the fracking technol-
ogy with more power in the oil and gas industry. In the USA, researchers showed 
their interest to investigate the role of federal agencies in supporting gas industry 
experimentation by using shale fracking technique. The Department of Energy 
played a significant role in improving this technology. Also, the National Laboratories 
made a big contribution in developing the hydraulic fracking process.

Indeed, the fracking technology is considered in the oil and gas industry as a 
newly developed drilling technique because it is depending on a complicated pro-
cess such as a high pressure, specific chemical solutions, and a huge amount of 
water mixing with the sand. These components are used to free oil and natural gas 
from the shale rocks under the earth’s surface. This technology has made a lot of 
profit for oil and gas companies. However, fracking has some challenges, such as 
people from different societies arguing that fracking creates a negative impact on 
human and environmental health. On the other hand, others are saying that this 
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technology helps to meet the current and future energy needs. Also, it could save the 
countries’ economies from collapsing.

Therefore, most of oil and gas companies work hard to make sure that the frack-
ing is a sustainable development process for money-making opportunities. Most of 
these companies often give large sums of money to societies by running some social 
investment programs or sustainable development projects. These initiatives aim to 
develop the people and their facilities around areas of fracking operations.

2.1.1  Fracking Process

The Environmental Protection Agency (EPA) described the hydraulic fracking as a 
high technology process which is drilled vertically or at a measured angle. This 
process is starting from the well surface to a depth of 1–2 miles (approximately 
1.6–3.2 km, some times more). During the drilling, the vertical well is coated by 
steel or usually by the specific material of cement to ensure the well doesn’t run the 
risk of leaking [2].

Once the vertical well reaches the layer of rock that includes the natural gas or 
oil, the drilling converts horizontally along that rock layer. Then, the horizontal 
drilling curves about 90°, and the drilling can extend more than a mile (1.6 km) after 
the end point of the vertical drilling process.

After the fracking well is fully drilled and protected (shielded) by adding a coat-
ing of steel or specific cement around the well formation, fracking fluid is pumped 
down into the well at extremely high pressure.

The high pressure that is created by high power machines is powerful enough to 
fracture the surrounding rocks. The high pressure is used to create cracks through 
the rocks that help the oil and gas flow to the surface.

The slick water is the fluid that is pumped into the well which contributes to 
fracture the deep rocks. The fluid is mixed sand, salts, and chemical components. 
The rate of the chemical solution that is added to the fluid is usually about 0.5–2%, 
while the remaining percentage consists of plain water. Sands and clay particles are 
also added to the fluid. Both of these elements are pumped into the fracking well to 
open the fractures through the rocks. The fluid is formed under high pressure to 
ensure that gas and oil can continue to flow out from the fractured rocks. The chemi-
cal solution helps the fluid to keep liquefied and direct the oil and gas to the surface 
even after the pumping pressure is released.

The injecting of fluid by high-pressure pumps is the most critical process in the 
hydraulic fracking operation. This fluid requires millions of gallons of freshwater 
and high-pressure pumps that are able to trap and extract the natural gas and oil to 
inject them back to the surface [2].
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2.1.2  Research Objectives

This research aims at general Assessment of Fracking Technology in Energy 
Industry without being constrained to any specific issue. Thus, it had three distinct 
objectives which are designed as questions:

Q1. Why is the energy industry jumping into fracking?
Q2. What are the economical, environmental, social, political, and technical effects/

impacts of adopting fracking technology?
Q3. Is fracking a suitable technology for future energy?

2.1.3  The Big Energy Source and Its Future Challenge

The future of energy has changed especially in the oil and gas industry. In the past, 
the growth in production was measured based on the western market demand. 
Natural gas has a significant role in the future energy. New technologies are being 
developed to explore and extract the conventional and unconventional gas with 
many ways to get a maximum benefit from its abundance. Increase in the natural gas 
production has improved producer countries’ GDP growth [1]. During the past 
decade, oil and gas prices have moved to a permanently high level. Power compa-
nies have been working hard to produce more efficient power plants and transporta-
tion facilities and supply alternative fuels to reduce the future impact of the full 
dependency and the huge demand of the oil and gas in some industries. On the other 
hand, always there are new innovative technologies and techniques which have been 
introduced by some international companies and manufacturers to improve the pro-
duction process and to reduce the production cost and uncertainty of producing 
unconventional oil and gas in this world. So, there is a question of why natural gas 
is the most inspiring product in the future? To answer this question, we should dis-
cover the oil challenges in the energy market in two scenarios (low and high price):

2.1.3.1  Low Oil Price Scenario

The Organization of Petroleum Exporting Countries (OPEC) is the organization 
that manages the oil and gas production market shares among its members. Although 
the significant efforts of OPEC are continued to control the oil and gas production, 
in the low oil price scenario, the results are still less successful in restricting produc-
tion. As a result of OPEC effort in this scenario, its share of total world liquid pro-
duction is expected to increase reaching 49% by 2040. On the other hand, in spite 
of the lower price of oil and gas in the world market, the non-OPEC producers are 
expected to maintain their production at roughly 54 million barrels per day, through 
2030. Moreover, due to high cost, they decline to use the enhanced oil recovery 
(EOR) technologies to develop the existing worn-out fields. In the case of the low 
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oil and gas price, the average costs for resource development are considered high. 
For this reason, the non-OPEC countries are not able to develop their worn-out 
fields. As the non-OPEC production rises slightly in the projection through 2030, 
the expectation indicates to return their crude oil production to roughly 51 million 
barrels per day in 2040. In 2015, the crude oil price had fallen below $80 per barrel 
and then to $70 after a few months. In 2016, the price fell below $50 and is expected 
to follow by a slow increase to average $75 per barrel in 2040. Due to lower eco-
nomic growth especially in non-OECD (Organization for Economic Cooperation 
and Development) countries, the oil price impacted negatively the world [2].

2.1.3.2  High Oil Price Scenario

In this scenario, the GDP growth in non-OECD indicates that its rapid growth is 
more than the projected in the reference case. The liquid fuel consumption per unit 
of GDP is declining than projected in the reference case. Due to the continuing 
restrictions on oil production, OPEC maintains its market share of total liquid fuel 
production. OPEC produces about a million barrels per day which about 37–40% of 
the world market share. This value is lower than the value in the reference case. The 
limited access to the existing resources and lower discovery rates lead to consider 
the increase in the oil prices in non-OPEC petroleum production expanding approx-
imately as the rate in the reference case. Other liquids rise to eight million barrels 
per day and are considered as strong in response to the higher prices in 2040. In the 
high oil price case, the oil increases from $155 per barrel to $237 in 2020 to 2040, 
respectively. Based on the increase in the robust price, the total world demand main-
tains within the range of expected production capabilities [2].

2.2  The STEEPLE Method (History and Rationalization)

The PEST (political, economic, sociocultural, technological) analysis technique was 
innovated by professor Francis Aguilar at Harvard. In the early 1970s, Arnold Brown 
came up with the acronym “STEPE” when he added a second “E” for Ecological 
issues in addition to Aguilar’s Social, Technical, Economic, and Political Perspectives 
[3]. The technique went through a sequence of changes. Various acronyms used by 
practitioners are as follows: PEST (political, economic, sociocultural, technologi-
cal), PESTEL (political, economic, sociocultural, technological, environmental (or 
ecological), legal), PESTLIED (political, economic, sociocultural, technological, 
legal, international, environmental (or ecological), demographic), and STEEPLE 
(sociocultural, technological, environmental (or ecological), economic, political, 
legal, ethical) [4]. STEEPLE analysis identifies the changes in the macro environ-
ment external to the organization in order to respond to the changing environment in 
a timely and appropriate manner [3]. In the energy sector, STEEPLE analysis helps 
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to analyze technology from a different perspective. It facilitates the development and 
diffusion of energy technologies [5]. Table 2.1 describes the importance of different 
perspectives for energy technologies.

2.2.1  Description of the Model

The STEEPLE model in Fig. 2.1 describes the different issues that are considered in 
assessing the fracking technology.

2.3  Fracking Technology Assessment

2.3.1  Social Perspective

Social perspective identifies aspects that affect society positively or negatively [10]. 
Four important aspects in social perspective are public perception, employment, 
health and safety, and Local Infrastructure Development.

Table 2.1 Importance of STEEPLE for energy technologies [6–9]

Issues Description

Social It is important to clarify social acceptance at the initial stage of energy 
technology development. Conflict may cause a blockade of the 
technology. It is important to understand the intensity of rejection of the 
technology to manage or take a decision at the early stage of development

Technological Energy technology systems need to be clarified objectively. Rather than 
relying on developers or practitioners, technology needs to be critically 
analyzed by experts to identify and recognize all consequences and issues

Economical Initial investment and leveled cost of the technology needs to be assessed 
in order to rationalize its adoption

Environmental Energy technologies should reduce emissions. A full assessment is needed 
to reveal consequences that may affect the plant, animal, and human 
species

Political Political interference can significantly affect energy technology adoption. 
Political pressure can make the government facilitating the development 
or arranging subsidy programs or other incentives contribute in increasing 
the number of beneficiaries. On the contrary, politicians may exacerbate 
the adoption by propaganda

Legal Legal or policy instruments enhance the adoption and commercialization 
of energy technologies. The government is the key player in formulating 
policies that pervade all other criteria. Social, technological, economical, 
and environmental consequences can promote adoption or rejection of a 
certain energy technology. However, these consequences are mediated by 
government policies

Ethical Any technology that harms the environment and puts human life in 
jeopardy is ethically unjust. In spite of its huge potential, the development 
of energy technologies gets hindered if it cannot live up to ethical codes
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2.3.1.1  Public Perception

Views that are shared by population, social norm, and media coverage shape the 
perception of the mass. Public perception is reflected in aesthetics, lifestyle, social 
benefits, and social acceptance. National polling data published in the year 2014 
found American population to be mostly ignorant or ambivalent toward fracking. A 
small minority who knows about fracking are equally divided into a pro-fracking 
and antifracking stance. Those who are in opposition to fracking are found to be 
mostly women, open minded, and knowledgeable about fracking issues as these 
women possess a habit of reading the newspaper more than once a week and talks 
about the impact of fracking on the environment. People in favor of fracking are 
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mostly older; minimum educational qualification is bachelor’s degree, conservative 
political views, watch TV, and appreciative about the economic and energy supply 
effect due to fracking. The accepted perception that better education creates nega-
tive impression toward fracking is proved wrong through the survey [11].

2.3.1.2  Employment

Employment is pertaining to job. It clarifies job creation, availability of workers, 
and poverty alleviation. The creation of job opportunities by fracking is an issue of 
controversy. Different groups have conflicting claims. Pro-fracking groups claimed 
the creation of 48,000 jobs from the end of 2009 to early 2011. However, antifrack-
ing parties denied this claim in the plea that these were new hires and the actual 
number was proven to be 5700 during the same period. Bureau of Labor Statistics 
revealed that the employment created by oil and gas operations (onshore and off-
shore) is less than 1/20th of 1% of the overall US labor market since 2003–2011. 
Moreover, employment of less educated workforce and high wage lead to increased 
number of dropouts of college students in these counties and cripple the ability for 
future development [12]. Migration of more people in the fracking areas burdens 
existing services, traffic, and accommodations, and there is a struggle for limited 
resources that sometimes leads to animosity among people from different cultures 
and places.

2.3.1.3  Health and Safety

Health and safety are concerned with safety, health, and welfare of people, society, 
and workplace. Technology should not affect public safety and work safety and 
should not cause long-term health issues. People and workers are vulnerable in 
areas of fracking to different contaminants emitting out of fracking operation. This 
causes many forms of respiratory diseases. Occupational health hazard of workers 
in the fracking industry is an issue of concern. Workers may get affected by chemi-
cals and also machineries used in fracking sites. Workers are exposed to dust, 
crystalline silica, and fracking fluids that cause fatal health hazards. Also, workers 
may get hit by moving equipment and high-pressure lines, be entrapped in between 
two moving parts of a machine, or suddenly be exposed to high-pressure release. 
Due to flammable gas and materials in fracking sites, there is a high probability of 
fire explosion. Worker sometimes needs to work in a confined space under high 
power lighting. All these events may lead to fatal injury, disability, or sometimes 
death [13]. The nonoccupational health hazard is caused by polluting gases and 
harmful chemicals and silica that are used in the fracking process and contaminate 
groundwater or atmosphere. Sudden economic expansion or recession which is 
known as “Boom and Bust” sometimes causes mental stress to people in the com-
munity. Fracking causes a sudden increase in economic activity. This increase 
in local economic activity is often followed by a rapid decrease upon depletion of 
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the resources. Living cost soars as oil and gas industry can pay more. This creates 
hardship for the community.

Local Infrastructure Development Infrastructure development is supposed to 
improve transportation, help to develop related industry, and better productivity and 
quality of life.

Due to the construction of well pads, waste pits, access roads, pipelines, com-
pressor stations, and other infrastructure, pristine landscapes are ravaged by indus-
trial zones. Spoiled infrastructure and economic, environmental, and social 
degradation are the aftermaths of a sudden halt of fracking. The cost of destruction 
is shared by taxpayers. Human habitats are replaced, lands are divided, open spaces 
are sacrificed, and sometimes tourist attractions are crushed to make way for frack-
ing [12].

Many probable actions have been proposed by government, practitioners, and 
researchers to minimize or eliminate the negative impacts of fracking. Occupational 
Health and Safety Administration (OSHA) and National Institute of Occupational 
Health and Safety (NIOSH) developed a detailed guideline for protecting workers 
of fracking industries. Protective equipment, planned work process, engineering 
control, worker training, and mostly minimizing exposure of workers to harmful 
chemicals are some of the suggestions made by the organizations [14]. In many 
states, the probable impact of fracking is assessed for a certain locality and ranked 
based on their severity. Depending on the intensity of impact, preventive measures 
and action plans are prepared ahead of time to reduce the negative effect of fracking 
on human health [15]. Several states as well in many countries, for example, in 
South Africa near diamond production zones, industries are compelled to pay an 
impact fee, and it is saved as fund during the boom period. This fund is utilized 
when fracking process discontinues or the bust period starts, to compensate the 
people impacted, restore the landscape, or drive the economic activity. Rural, for-
ests, farmlands, and locations of tourist attractions are impacted with fracking con-
structions. This can be reversed by implementing zonal restrictions by the 
government and protecting places and landscapes of public importance [16].

2.3.2  Technical Perspective

The oil and gas industry has a positive impact on the economy by introducing the 
new fracking technology to extract hydrocarbons from areas and distances that pre-
viously thought unreachable. The new technology improves the horizontal drilling 
in addition to the enhanced oil recovery (EOR) [17, 18]. The fracking new technol-
ogy could extract oil or gas double recoveries of that amount in the conventional 
drilling [19]. Recently, light and medium oil and gas production have started to get 
more attention by smaller players in oil and gas business. They are focusing on the 
more profitable light-to-medium oil production. Also, as a result of increasing mar-
ket demand regarding the natural gas, international oil and gas companies develop 
sour gas plants to increase the natural gas liquid productivity [20].
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2.3.2.1  Diesel Fumes

The hydraulic fracking uses the diesel fuel as the main source to power the drilling 
machines in the drilling and production process. However, the diesel-powered 
equipment can be a high potential risk or annoying source of harmful pollutants. 
Also, it can be a source of the carbon emissions that might affect the environment 
and cause global warming. Recently some international companies announced that 
the natural gas would be the primary source of fracking power machines. The natu-
ral gas will reduce the carbon emission and the fuel cost that is used during the 
fracking operation by about 40%. Solar panels are another energy source which has 
been adapted by Halliburton oil and gas service company in the fracking process. 
The company innovated the sand castle vertical storage silo technique to use entirely 
with the solar panel. Moreover, Halliburton was successful in reducing the con-
sumption of power on site by 70%. They developed the powered pump trucks to be 
working at the location of the natural gas [21]. The diesel fuel contains BTEX com-
pounds (benzene, toluene, ethylbenzene, and xylene). These compounds are consid-
ered as risk that might impact the human health through its potential leaks to the 
drinking groundwater [22]. Now companies are working hard to sophisticate 
engines and turbines that use natural gas as a fuel [23–25].

2.3.2.2  Fracturing Period

There are differences between the typical use of hydraulic fracturing between the 
US states. The fracking process may take weeks to get access to the oil or gas 
sources through the reservoir rocks. Horizontal drilling is a complicated process 
which requires lengthy fracturing periods. Also, the horizontally drilled production 
wells need about four to eight millions of gallons of water. This amount of water is 
injected under the surface with constant pressure which might need extended period 
of time to complete its process. However, the fracking in California has sophisti-
cated by using innovative technology to reduce the fracturing time. They use less 
fluid to fracture within a narrow vertical band along a well; then they change the 
direction of drilling horizontally only a few hundreds of feet from the last point of 
vertical drilling [26]. To integrate a steam fracking process, the use of low-gravity 
hydrocarbons as a diluent for the targeted heavy oil can decrease the fracturing 
periods [25, 27].

2.3.2.3  Safety: Blowout Prevention

According to statistics of energy wire organization, the federal labor section, the oil 
and gas industry workplace fatalities result in about 10% of deaths caused by fires 
and explosions during the past 5 years. Safety has become increasingly important in 
the oil and gas industry. Due to fracking boom which pushes into closely populated 
areas, oil and gas companies are required to perform the safety process before, 
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during, and after the drilling and production operations. Also, the workforce and 
people inside and around the operation areas should have enough knowledge of 
safety procedures.

Recently, the Wall Street Journal reported that “At least 15.3 million Americans 
lived within a mile of a well that had been drilled since 2000, that is more people 
than live in Michigan or New  York City” [28]. Also, a research paper from the 
Public Health School at the University of Colorado noticed that “Accidents at well 
sites don’t simply threaten workers but can also expose those who live nearby to 
fires, explosions and hazardous chemicals” [28].

Fracking companies are required to comply with all safety procedures and pro-
cesses that are recommended by the American Petroleum Institute (API). They 
should carry out all blowout prevention equipments of inspection process during the 
drilling and production. Companies are required to register and record all inspection 
and closure test as scheduled by the safety department. In case blowout prevention 
equipment is not functioning well, the operation should hold the blowout prevention 
equipment until it is fixed and retested [29].

2.3.3  Economic Perspective

2.3.3.1  Abundance of Shale Gas Reserve/Supply

The US Energy Information Administration (EIA) assessed 48 shale gas basins in 
32 countries, with a result of 6622 Tcf (trillion cubic feet) shale gas and 6609 Tcf 
conventional gas worldwide. This means that the shale gas reserve contains a simi-
lar amount of conventional natural gas [30]. Later, EIA report indicated that 2013 
estimation for the total world would be increased to 7299 Tcf, considering 41 coun-
tries, 95 basins, and 137 formations, as shown in Table 2.2 [31]. It appears that the 
global estimation of shale gas reserve has been promising over the recent years.

In the USA, the Marcellus Shale is reported to contain large amount of shale gas 
across western New York, Pennsylvania, and Ohio states. The reserve has been esti-
mated to be sufficient for 45 years of the consumption [30]. By looking at the esti-
mation reports over the past few years, the reserve of the shale gas seems to be 
increasing, due to more basins and formations being discovered and incorporated.

Table 2.2 Reports of shale gas reserve from EIA 2011 and 2013 [31]

ARI report coverage 2011 Report 2013 Report

Number of countries 32 41
Number of basins 48 95
Number of formations 69 137
Technically recoverable resources, including the USA

Shale gas (trillion cubic feet) 6622 7299
Shale/tight oil (billion barrels) 32 345
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2.3.3.2  The Increase of Natural Gas Production

As a result of the sufficient reserve fund, the gas production has been stimulated and 
growing. For instance, the natural gas production in the USA has been increased 
over a decade. The shale gas is considered as the largest contributor to this growth 
from 2012 to 2040 [32]. EIA (2015) reported that the total natural gas had been 
produced 35% more during the period 2005–2013, which is mostly attributed to 
developing shale gas in 48 states. In addition, for the year 2040, the shale gas pro-
duction is estimated to be increased by 73% and reach to 19.6 Tcf under reference 
case [33]. These figures and numbers reflect the significant increase in natural gas 
production in the USA over the past 10 years and the tendency of the continuous 
growth for the next 25 years.

2.3.3.3  Lower Natural Gas Price

Shale gas has depressed natural gas prices in the USA significantly, compared to the 
major markets. The natural gas price is estimated to be 2.5 times higher by 2050 if 
shale gas has not been developed. This may facilitate global competition and geo-
political shifts that break long-standing monopolies. For example, this could lessen 
European dependence on Russian gas, reducing Russia’s ability to leverage higher 
prices [30].

2.3.3.4  Increased Global Investment in Fracking Wells

It has been reported that International Energy Agency (IEA) predicted global invest-
ment of $6.9 trillion in the shale gas development including lots of expected new 
wells during the period 2012–2035. This causes the rise of unconventional oil and 
gas and a fast shift from traditional producers to plentiful domestic resources. It has 
been estimated that 80% of natural gas well drilled in the next decade is expected to 
employ hydraulic fracturing [30, 34]. With more fracking well established, the pro-
duction of shale gas will continue to grow accordingly.

2.3.3.5  Economic Development Growth

Some evidence has been reported about the economic development as a result of the 
increase in shale gas production. For example, in Pennsylvania, the active wells 
grew from 350,000 to 650,000 and generated 29,000 new jobs in 2008. For the 
Marcellus Shale across West Virginia and Pennsylvania, it was reported to bring 
$4.8 billion in gross regional product, caused 57, 000 new jobs, and generated $1.7 
billion in tax collections. For Texas at the Barnett Shale, $11.1 billion annual output 
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and 100, 000 jobs have been reported [30]. These direct and indirect economic 
benefits from shale gas production are shown in Table 2.3:

It also has been observed that fracking has transformed the USA into an energy 
super power. In 2013, the USA has become the world’s largest producer of oil and 
natural gas. The personal income is projected to be increased to $3500 more per 
home in 2025. Fourty percent more oil and natural gas jobs has been estimated dur-
ing 2007–2012. Government revenue is estimated to be $1.6 trillion increase to 
federal, state, and local government from 2012 to 2015. $180 billion trade deficit is 
estimated to be reduced by 2022. $1.14 trillion is predicted to be spent on infra-
structure between 2014 and 2025. $533 billion increase in US GDP in 2025 is 
forecasted [36].

2.3.3.6  The Effect of Trade Shock

One of the potential effects induced by fracking is to impose trade shock on the 
exporters and importers of oil and gas. There is an estimation of economic effects of 
a 50% reduction in the volume of US gas and oil imports over the period 2007–
2012. As a result, some countries may encounter some negative effects. For exam-
ple, Canada appears to experience a reduction of 0.5% of GDP. Other countries such 
as Yemen, Egypt, Qatar, Equatorial Guinea, Nigeria, Algeria, and Peru have also 
been estimated to experience a decline in GDP of up to 0.5% [37]. This indicates 
that fracking can provide major benefits to some countries like the USA, but also 
may create significant negative economic impacts on some countries relying on 
exporting oil and gas.

Table 2.3 Direct and indirect economic benefits from shale gas production in the USA

Shale play Estimated impact In the year To the economy of

Marcellus $4.2B in output 48,000 
jobs

2009 Pennsylvania

Marcellus $8.04B in revenues 
88,588 jobs

2010 Pennsylvania

Barnett $11B in revenues 
111,131 jobs

2008 Dallas/Ft. worth area

Haynesville $2.4B in revenues 
32,742 jobs

2008 Louisiana

Fayetteville $2.6B in revenues 9533 
jobs

2007 Arkansas

Marcellus $760M in revenues 810 
jobs

2000 wells over a 10-year 
period

Broome county, NY

Marcellus $2.06B in revenues 
2200 jobs

Gas production per year Broome county, NY

Adapted from Kinnaman (2011) [35]
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2.3.3.7  The Profitability of Drilling Shale Oil

Since fracking involves more sophisticated drilling and extraction process, it is con-
sidered costlier to operate. In views of the declining oil price, oil companies are 
forced to consider the cost of expensive compared to less expensive fracking extrac-
tion methods. A report from The Wall Street Journal revealed that at $90 a barrel and 
below, many hydraulic-fracturing projects start to become uneconomic and the 
break-even point may lie around $80 to $85 [38]. Another article shows that frack-
ing may still survive below $60 per barrel. However, new exploration and produc-
tion may decrease, and some wells with higher cost have been shut down [39]. This 
information did indicate that further oil price declining risk is very likely to make 
expensive shale drilling unprofitable. Therefore, for a drilling company, more inves-
tigation and analysis on profitability challenge are deemed necessary, in light of the 
higher cost of fracking and the declining price of oil.

2.3.4  Environmental Perspective

Fracking requires an enormous amount of water as much as four to eight million 
gallons per well. The Environmental Protection Agency (EPA) in America indicated 
that about 35 thousand of fracking wells during drilling annually required a huge 
amount of water (equivalent to five million usages) [40]. Also, the big issue that the 
water sources are used for fracking operations varies and is not well documented or 
monitored. Some studies referred to the danger of the chemical solutions that are 
used in the fracking process; about 25% of fracking chemicals could cause cancer 
or other diseases.

Also, fracking can be one of the reasons of climate change because it produces 
methane which harms the environment. Methane is often released from the fracking 
wells during the drilling and production process. Some studies have shown that if 
the percentage of leakage is more than 3%, the burning of natural gas can be worse 
for the climate [41].

Fracking operation can also cause earthquake even though it is sometimes con-
sidered as small or under low-risk category. Many reasons can cause earthquake; in 
fracking, earthquake can be caused by drilling vibration or injecting water under a 
high pressure. Researchers referred to some actual cases that exposed to significant 
earthquakes because of the abuse of using underground injection during fracking. 
Those cases were registered in Oklahoma and Prague; many local homes were 
impacted and thousands of dollars worth of damage [41].

Wildlife also has been affected by fracking which comes with strong and fast 
industrial development, including the massive truck traffic. Fracking requires mul-
tiple routes for trucks to transport millions of freshwater from its sources to the 
operation areas. Animals are poisoned by chemicals added to water, and they are 
pushed to leave the wild areas to survive [41].
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Human, animals, earth, water, and weather have been affected by the oil and gas 
industry operations [42]. Its processes have significant impacts on the environment 
because of the lack of control and complying with the environmental policy and 
regulations [43]. Due to the fast growth of the fracking operations in North America, 
people and some health and environment organizations continue protesting and ask-
ing to band the fracking activities [44, 45]. Recently, Alberta Energy Regulator 
(AER) issued a restrictive policy regarding the fracking operations including a list 
of requirements. Fracking companies are required to provide all information relat-
ing to the fracking operation such as the amount of waters used during the process 
and its sources and also the type of chemicals and solutions added into the water and 
used in each single operation.

Richards [43] pointed to the debate and the miscommunication between the envi-
ronmental organizations and the producer companies regarding the propaganda and 
fact. The industry is always fighting back to prove that all information and data 
provided against the fracking are classified under the misrepresentation, misinfor-
mation, or misunderstanding category [46].

2.3.4.1  Water Use

Fracturing technology and its risk to water resources gained much attention from 
both environmental organizations and the media. They argue against the chemi-
cals used in mixing with the fracking operation fluid and its risk for groundwater 
contamination. Water management is required to reduce the environmental and 
the media debate surrounding the fracking operation areas. Despite the continued 
development of fracking technology, using and reusing the vast quantities of pro-
duced water during the fracking process is one of the key issues that need to find 
alternative management strategies for managing this issue [47]. Drought contin-
gency plans are started to be legally required by water companies for assessing 
the potential risk of using water resources before approving its use for fracking. 
Moreover, minimizing water consumption and reusing of fracturing fluid are 
challenges that need comprehensive management and disposal of wastewater 
plans [41, 47].

2.3.4.2  Methane Emissions

Methane is a type of gas that is usually located under the Earth’s surface. Due to the 
fracking process, methane released from the land to the air creates poisoning emis-
sions. Recently, some governments and environmental organizations have taken 
some steps to control the gas emissions produced by conventional and unconven-
tional gas industry. Releases of methane have long been noticed and recorded in 
several parts of the world. After completing the fluid injection process, the fluid 
returns to the surface combined with significant quantities of methane gas [48].
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Nowadays, there is an innovative technology that helps reduce the methane gas 
emissions by up to 90%. This technology is called the reduced emission completion 
(REC), and it is used during the flow-back period. However, this technology requires 
a proper implementation process such as installing special pipelines to the well in 
preparation for the fracturing completion [48]. Fracking companies have shown 
high interest in making more business than investments to reduce methane gas emis-
sions. In this case policies and regulations are needed to push these companies for 
complying the reducing of methane emission rules [49].

In America, the federal oil and gas leases pointed to the study that proved the 
difference of methane emission rate among regions. The Utah state has strict regula-
tions regarding reducing the methane emissions compared with the state of Colorado 
[50]. On the other hand, the study mentioned that in some areas with no fracking 
activity, a methane emission increase was recorded; the origin of the trends in the 
data is far from clear. So additional measurements and research are required by the 
US Energy Information Administration (EIA) [51].

2.3.4.3  Seismicity

The hydraulic fracking induced seismicity during or after the fracking operation. It 
typically forms an elongated cloud of event locations [52]. Recently, several innova-
tive technologies were implemented to control seismicity occurrence and mitigate 
the seismic hazard. Increasing number of sensible earthquakes would be a sign of 
real seismicity that might increase the rate of damages and fatalities. Fracking is a 
complicated process, and the injecting of fluid under high pressure is considered the 
most difficult stage that may cause seismicity. The shear slip may occur during the 
fracking process due to high pressure that might lead to creating shear stresses. This 
explanation is still under studies, and some researchers argue in the way of creating 
the seismicity during the fracture operation [54]. However, some of them pointed to 
the induced shear slip might lead to the diversity of fracture surfaces and create new 
layers formation [55]. EIA experts illustrated in their report that in over 35,000 
hydraulically fractured wells, only four wells had noticeable earthquakes in the 
USA [56]. To avoid this issue, fluid injections should be short-lived and injected at 
lower pressures [53].

2.3.4.4  Land/Surface Use

Usually, in the conventional oil and gas industry, the operations need a huge land 
area, but in the unconventional, operations by fracking technology require less land 
use. However, in both types, the surface that uses resources is still the main issue in 
some cases. Environmental and safety organizations continue complaining against 
the fracking operations in regard to negative environmental impacts. Some cases 
that had harmed the land or surface during the oil and gas operation were recorded 
by the industry or environmental and safety organizations. In Louisiana (2009), 
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some animals were poisoned by chemicals and founded near a drilling area. In 
Pennsylvania (2008), the Monongahela River was contaminated by chemicals and a 
high level of salt content found in the river. In the same state (2009), a spill of frack-
ing fluid into a surface and the depth water results to death of organisms that live in 
the river [57]. So, the impacts of surface disturbance can extend over large areas and 
both plant and animal species. Continuous improvement of best practices is required 
by industry organizations [58].

2.3.4.5  Groundwater Contamination

The fluid that is injected into the oil or gas reservoir contains from more than 750 
distinct chemicals. Fracking uses high-pressure pumpers to pump fluid through the 
drilling well to the host rocks [59]. The chemical represents about 2% from the total 
fracturing fluid volume. Large quantities of wastewater are generated during the 
fracking process and represent about 98 percent of the volume. The Environmental 
Protection Agency in America has started since 2010 to identify the potential risk of 
hydraulic fracturing on drinking water [60]. The fracking companies are getting 
benefits from exemption under the regulation of Safe Drinking Water (SDW) that 
was issued by the Energy Policy Act (EPA) in 2005. However, the environmental 
agencies are still working to identify contamination from shale gas exploration. 
Scientists explained the reason of limited identification of the groundwater contami-
nation from shale gas operation. They emphasized that the large-scale exploration 
of shale gas has begun recently compared to groundwater flow rates. So, the much 
longer time frame is needed to identify and evaluate possible groundwater 
contamination.

The fraction of drinking water wells that had chloride concentrations >250 mg/L (EPA 
threshold for drinking water) in groundwater from Garfield County doubled between 2002 
(4%) and 2005 (8%), with chloride up to 3000 mg/L in drinking water wells.

Overall, there might be real cases that exposed chemicals affected the groundwa-
ter in some areas, but many researchers and environmental agencies believe that 
conventional and unconventional oil and gas exploration has an impact on the envi-
ronment and health [61–64]. For eliminating the impact of this issue, more studies 
are undertaken by EPA including a review of the literature, analysis of existing data, 
laboratory studies, and real case studies [59].

2.3.5  Political Perspective

The political perspective deals with players and factors that can potentially influ-
ence the creation and/or modification of policies and also with players and factors 
that can influence and modify the perception and attitude of those whom policies are 
made for. Although usually overlooked, this perspective can be very important and 
change the competitive scenario in many cases.
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Regarding the case of fracking technology, the most important factors and players 
identified are as follows:

The Environmental Protection Agency (EPA) The agency’s mission is to protect 
human health and the environment [65]. After 1997, EPA was mandated (by law) to 
regulate fracking fluids, as they caused many health and environmental concerns. 
Since then, it has started to conduct several studies about fracking fluids and also to 
regulate its usage (what would be the allowed and not allowed substances and 
chemicals) [66]. EPA, with their studies and regulations, might have the ability to 
hinder shale gas extraction and put more pressure on the oil industry through public 
opinion. On the other hand, EPA representatives have already stated that fracking 
can be done without harming the environment [67].

Policy-Makers and Legislators Either on the State or Federal level, there are 
clearly two distinct movements, a pro-fracking and an antifracking. Both have 
power depending on the state/region. Pro-fracking movements highlight and trust 
the economical and strategic benefits America would get from exploring more natu-
ral gas reservoirs, and they open an opportunity to the industry when they are open 
to discuss how to use fracking techniques while decreasing environmental impact 
(e.g., Colorado and Texas) [67]. Antifracking movements highlight the environmen-
tal and social hazards that may surge from fracking and state that potential economi-
cal benefits are not worthy of the risk. They pose a threat as they do not want to take 
chances and are leaning toward banning the technique (e.g., NY and Vermont) [66].

Nongovernmental Organizations (NGO’s) Nongovernmental organizations play 
a major role in today’s policy-making [73], and their importance is growing in every 
sector. For fracking technology, the ones that are most relevant are environmental 
organizations and activist groups. These organizations can be very powerful in 
influencing the public opinion, by organizing constant protests, manifestations, and 
making studies showing the potential hazards of fracking.

Public Opinion The public opinion is the perception of public over any given 
issue/subject. The public in general can exercise strong influence over policy- 
makers and legislators [74]. Public opinion against fracking can make it very diffi-
cult for activities to continue, once policy-makers would then be leaning toward 
more restrictive policies and regulations.

Federal Agencies Strong agencies include Department of Energy (DoE), 
Department of Defense (DoD), and Department of Homeland Security (DHS). Such 
powerful institutions could, once they decide to support any given initiative/move-
ment, influence policy-makers (not through political lobby but through the experi-
ence and expertise of its employees and leaders) [75]. These agencies might easily 
realize the benefits of the expansion of fracking and future American independence 
from foreign fossil fuels. In that case, the fracking industry might gain powerful 
allies.
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2.3.6  Legal Perspective

The legal perspective deals with factors that reflect the legality or illegality of the 
technology, namely, laws, standards, codes, and regulations. The importance of 
these factors is obvious, given the fact that once a technology (or anything related to 
it) is set outside the limits of any legal instrument, it automatically becomes not 
suitable. Regarding the fracking technology, these are the legal factors that should 
be considered:

The Fracturing Responsibility and Awareness of Chemicals Act (FRACT 
Act) In 2009, twin laws were passed in the House of Representatives and in the 
Senate [68, 69], giving EPA authority to regulate fracking and mandating fracking 
companies to disclose the chemicals used in the fracking fluids. The law was seen 
as a threat since the industry would have to deal with more regulations. Also, it 
would have to disclose some of their trade secrets, the fracking productivity highly 
depends on how the cracks in the shale rocks are kept open, and these cracks are 
“produced” and sustained by the chemicals and other substances used in the frack-
ing fluid. Therefore, no company wants to publicize the composition of its fluids.

Federal Laws As of now, eight different federal laws apply to fracking (same as to 
conventional drilling) [72]. The discussion evolves around the question of whether 
or not new laws and regulations would be needed. It presents an opportunity for 
companies to argue that no extra or specific laws and regulations are needed. 
Nonetheless, antifracking movements argue that none of these existing laws prop-
erly deal with fracking, because fracking involves different techniques and therefore 
different hazards when compared to conventional drilling and oil/gas extraction.

The “Halliburton Loophole” The Halliburton Corporation is one of the biggest 
companies in the oil sector, providing services of several natures to the oil compa-
nies [76]. In 2005, a provision in an energy bill exempted fracking from the Safe 
Drinking Water Act, removing any authority of EPA over fracking activities [69, 
70]. Although it helped the industry in the short term, it was terrible for the image 
of fracking and oil companies in general (especially because the then vice- president, 
Dick Cheney, was a former Halliburton CEO, which has risen numerous 
suspicions).

The Ban on Fracking In December 2014, New York joined Vermont by banning 
fracking activities in the State [71]. Those laws pose a serious threat to fracking. If 
public opinion supports it, several other states might join the ban.

Prospective Laws Potential laws that might be enacted could present either oppor-
tunities or pose threats, depending on the content. As an action plan, the industry 
should pay close attention to all political factors and players, as these can be a moti-
vation for new laws.
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2.3.7  Ethical Perspective

Technological innovations have changed our lives in an unprecedented way. 
However, new technological innovations are never without dispute as there are 
many shades of gray underlying its application. The same technology can shape our 
future on the one hand when used to make this world more humane, while on the 
other hand, it can make us disconnected or extinct as a human race due to dishonest 
demagoguery [78]. Fracking technology is no exception to this controversy and has 
sparked dichotomy between its benefits and potential drawbacks. The key stake-
holders in this issue are industry, government, pro-fracking and antifracking advo-
cacy groups, landowners, and community or neighbors.

Ethics is a standard that guides human behavior in different context. Many times, 
innovators are ignorant or possess a telepathy mindset about the impact of technol-
ogy [77]. Some of the issues that cause conflict among social norms, moral values, 
and technological innovation are information use; human interaction, reproduction, 
privacy, values, and discrimination; sustainability; power disparity; and interna-
tional relations. Ethical perspective is intended to anticipate diabolic consequences 
of technology and address ethical issues not only during technology development 
but also during the whole life cycle of the technology and prevent probable back-
lash [78].

In an attempt to analyze the ethical perspective of fracking, a model known as 
“CAT scan” is used. The tool was first proposed by Goodpaster, a former professor 
at Harvard Business School, in his book Conscience and Corporate Culture in the 
year 2006 [77]. The CAT scan is a matrix that combines five steps of case analysis 
and discussion with four ways of ethical analysis.

Describe There could be several interest groups or people. It is important to iden-
tify the people whose actions prompt ethical questions. Clarifying relevant facts and 
information helps to find out ethical implications.

Discern There could be several ethical issues. But it is imperative to find out the 
most important ethical issue(s) and trace the connection or impact to other issues.

Display Understanding the players and the ethical issues facilitates to list out prob-
able actions by the actors. However, the actions need to be specific, brief, and 
doable.

Decide At this stage, the players must choose optimal solution considering the 
environment. It should be the best ethical response in the prevailing contexts.

Defend Finally, the decision should be backed up by moral principles [77].
The four major means of ethical analysis are interest based, duty based, right 

based, and virtue based.
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2.3.7.1  Interest-Based Thinking

In this view, ethics is related to actions that impact a human being. Hence, a certain 
action or policy is only ethically acceptable if the outcome positively serves the 
interest of the human society or reduces the cost of achieving benefit.

2.3.7.2  Right-Based Thinking

An action is morally agreeable if it ensures social justice or “fairness.” Everyone 
should get an equal share of opportunity, wealth, liberty, or freedom.

2.3.7.3  Duty-Based Thinking

The motto of this philosophy is whether an individual is contributing their share as 
part of the whole community. Hence, ethical behavior is playing one’s part accord-
ing to social and legal norms.

2.3.7.4  Virtue-Based Thinking

Ethical actions are measured against prudence, temperance, courage, justice, 
faith, and love. Deviation from these virtues is considered as unethical action or 
behavior [77].

The ethical analysis using CAT scan model is shown in Table 2.4.
Half of US oil and gas is now being produced by fracking [79]. Marcellus Shale 

formation is assumed to contain 489 trillion cubic feet of natural gas. At the present 
rate of consumption of natural gas in the New York State, the reserve is calculated 
to last for 400 years. However, some of the potential impacts of fracking are con-
tamination of groundwater, tributary, and the difficulty of disposing a large amount 
of flow-back water. The gas employees and shareholders of the gas companies are 
benefitted economically. Landowners also gain from leasing. However, the land-
owners are at risk in case the surface water gets contaminated as it would reduce the 
property value [80].

A number of cities, states, and countries have banned fracking. Two California 
counties (Boulder County, Colorado) – New York and even in Texas where the tech-
nique was developed – have banned fracking. Also, there are other states who joined 
in this group such as Pittsburgh, Pennsylvania (2010); Philadelphia, Pennsylvania 
(2012); Broadview Heights, Mansfield, Oberlin, and Yellow Springs, Ohio, (2012); 
Hawaii County (2013); Mora County, New Mexico (2014); and Beverly Hills, 
California (2014). Internationally, fracking is prohibited in some European coun-
tries such as Germany, France, Scotland, Northern Ireland, and Bulgaria [81].

R. Khalifa et al.



39

2.4  Conclusion

The aim of this chapter is to analyze the hydraulic fracturing (fracking) technology 
through the STEEPLE methodology. STEEPLE assesses a technology from differ-
ent perspectives, namely, social, technical, economical, environmental, political, 
legal, and ethical. The model concludes if fracking technology would be an oprion 
for addressing energy challenges by the USA in the near future.

Specifically, the three research questions posed are why is the energy industry 
jumping into fracking? What are the STEEPLE factors that come into play when 
adopting fracking? Is fracking a suitable technology for the future? The first ques-
tion is addressed in the introduction part where the present industry situation is 
discussed, and the reasons why the key players are interested in fracking are identi-
fied. The second question is addressed in the assessment section where each per-
spective of the methodology is analyzed, and main factors and players are identified, 
explained, and discussed. The third question is addressed in this section.

A summary of the technology assessment with pertinent benefits and/or chal-
lenges for each perspective is captured in Table 2.5.

As discussed earlier, there is an ethical dilemma involved in choosing whether to 
use fracking or not. Also, the political and legal perspectives may offer benefits and/
or challenges depending on how the many players behave. On the technical side, 
there are minor benefits and challenges (The technology is not new, and it is evolv-
ing. It is perfectly feasible from a technical standpoint). The economical perspective 
is, by far, the most positive. It presents several advantages that could be beneficial 
for the USA. However, both social and environmental factors are unfavorable and 
offer serious challenges for the technology to be fully deployed.

Table 2.4 Ethical analysis of fracking technology by CAT scan model [77–80]
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Taking the perspectives altogether, one can say that fracking is a very promising 
technology, but it has extremely serious adversities associated with it. It is clearly 
feasible from the technical perspective, and it has great economical potential. 
Ethically, it has been proved to be acceptable. Nevertheless, the social and environ-
mental issues make it unsuitable as an energy option. The key point is, if negative 
impacts are taken care of  – al least mitigated  – fracking can become a suitable 
energy technology for the near future of the USA. In order for that to happen, the 
technology needs to evolve to deal with those issues, and at the same time, all the 
political players involved need to be willing to talk and negotiate.

2.5  Recommendations

As some major environmental drawbacks associated with fracking technology have 
been identified, other alternatives such as renewable energy sources as well as 
exploring safer means of extracting natural gas may need to be taken into account 
for meeting sustainable energy expectations. Besides, in order to enhance the com-
mitment of environmental protection and social welfare, the laws and regulation 
pertaining to fracking technology need to be reviewed and improved by involving 
all stakeholders and considering all relevant perspectives and impacts.

Table 2.5 Analysis summary table
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In view of the diverse arguments of fracking technology, both research works 
and monitoring of fracking activities are deemed essential and required to be rein-
forced by the US Energy Information Administration (EIA) and Environmental 
Protection Agency (EPA). These efforts are expected to clarify the relevant benefits 
and challenges, reduce the negative impacts, and validate the suitability of being a 
future sustainable energy technology. In addition, all environmental groups and 
O&G companies should support and encourage the Center for Sustainable Shale 
Development (CCSD) to continue the implementation of improvement and innova-
tive practices for fracking technology development, because the sustainability con-
sideration cannot be thoroughly enhanced without close collaboration among all 
stakeholders.
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Chapter 3
Landscape Analysis: Connected Lighting 
System

Nina Chaichi and Tugrul U. Daim

3.1  Introduction

The lighting industry has gone under major transformations in recent decades. 
These changes are both at components/luminaires and system level. In 1999, Haitz 
stated that lumen per package will increase by a factor of 30 and the cost per lumen 
will decrease by factor of 10 [1]. This is also known as Haitz’s law [2]. In 2011, 
Haitz’s law is revisited; though the cost per lumen decremental rate remained the 
same, lumen per package incremental rate dropped to 20 [3]. According to revised 
Haitz’s law, LED has entered to era that can overcome its adoption barrier—high 
lamp price and low light output per emitter [2, 4]—in general lighting section. Next 
Generation Lighting Industry Alliance (NGLIA)’s presentation to the Department 
of Energy (DOE) shows that LED would disrupt the traditional lighting resource 
and dominate the lighting market by 2020 [5].

The benefits of LED at luminaires level include high-energy efficiency, long life-
time, design flexibility, directional light, robustness, dimming capability without 
color shift, absence of regulated toxic substances (e.g., mercury), absence of heat or 
UV in light beam, and low-voltage DC operation [2] among others. However, the 
digital nature of LED offers new opportunities at a system level to change the sym-
bolic meaning of lights as well as the industry landscape and improve the value of 
lighting. For instance, LED enables the visible light communication which has val-
ues such as high-rate data communication and indoor positioning [6, 7]. All of this 
new lighting functionality, coupled with new wireless communications protocols, 
the ubiquity of smartphones, the emergence of home automation, the Internet of 
Things (IoT), and the large-scale data collection and analytics, will enable a vast 
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new range of features that can be embedded into solid-state lighting (SSL) products 
and expand the range of lighting applications [8].

The purpose of this paper is to focus on technology and practices beyond effi-
ciency of energy and maintenance that would be enabled by utilizing LEDs. In order 
to tie benefits with the connected lighting features, we have developed convergence 
framework discussed in Sect. 3.2. Besides, we identified two big trends for benefits 
beyond energy efficiency―human centric lighting and indoor positioning―
elaborated in Sect. 3.3. In Sect. 3.4, we discussed the technological landscape in 
office, retail, and healthcare section. Conclusions are provided in Sect. 3.5.

3.2  Convergence Framework

Intelligent connected lighting design characteristics and functionality directly 
depend on the objective of the system; therefore, based on the objective of the sys-
tem, specific hardware and software would converge together to serve the purpose 
of the system. For instance, Acuity Brands have tiered solutions where tier one is 
composed of luminaires and its controller and tier two sensors, such as occupancy, 
are added to the system to gain a little bit more energy efficiency. Tier three is a 
complete solution that provides benefits like taking advantage of daylight harvest-
ing and building automation [9]. In this paper, we tried to build a simple yet com-
prehensive framework which can be used as a reference to help understand various 
systems, compare the solution with each other, and evaluate their added value. 
Following the framework is the result of studying existing products, white papers, 
interviews, and other resources.

Connected lighting system can be broken into four sections―connection, inte-
gration, interface, and function. The first three sections are related to the hardware 
part of the system, and function section is the functionality of the system based on 
integrated hardware, most of the time in conjunction with the related software. The 
system functionality would really determine the added value of the system. 
Figure 3.1 shows the convergence framework and three solutions. Each solution―
based on how it converged―would yield different values. For instance, solution 
1 illustrates high functionality and low usability; on the contrary, solution 3 shows 
high usability and low functionality. Solution 2 is a more balanced case according to 
functionality and usability. The following further describes each section:

 (a) Connection: includes wired or wireless communication interfaces. The wireless 
interfaces considered for system are WiFi, LP WiFi, Bluetooth, BLTE, 3G/4G/
LTE (GPRS), Zigbee, Zwave, 6LoWPAN, WiHART, RFID, VLC, and LiFi. The 
main wired interfaces include power-line communication (PLC), Ethernet, 
Power over Ethernet (PoE), digital addressable lighting interface (DALI), digi-
tal multiplex (DMX512), and KNX. These interfaces have been utilized to com-
municate within the system and with external systems, external systems such as 
building management system (BMS); personal smart devices; smart objects, 
e.g., blinds and thermostats; and so forth [10–13].
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 (b) Integration: lights are an ubiquitous source of power. Because of these charac-
teristics, they are an ideal host for various sensors and devices. Sensors are 
utilized to gather extensive data for various purposes from environment. These 
purposes can be classified into several categories―presence detection, fail-
ure detection, room condition, air quality, etc. Devices like controllers, cam-
eras, speakers, recorders, and others can be integrated into light fixture as well.

 (c) User interface: users can interact with connected lighting systems through 
interfaces. These interfaces can be push-button panels, smartphones, tablets, 
PC, etc.

 (d) Function: the connected lighting system which consists of connection, integra-
tion, and user interface part can enable vast range of functions. Sometimes, this 
hardware needs to be combined with an appropriate set of software to enable 
specific functions. These functions can be categorized as monitoring, reporting, 
scheduling, controlling, and business applications. It can monitor energy con-
sumption, failure, air quality, occupancy, foot traffic, light characteristics, and so 
forth. Also, streamed data can be analyzed and visualized and published as a 
report. Besides, relevant data can help to set different schedules for lighting, 
temperature, and maintenance. Gathered data can help in the optimal control of 
multiple systems like lighting, heating, and cooling. In addition, there are busi-
ness applications like payment on a personal device and dynamic and personal-
ized marketing using indoor positioning.

Cisco has taken this convergence one step further and introduced a digital ceil-
ing. The purpose of their approach is to not only increase smartness but also con-
nectivity. Their approach is to put disparate networks including lighting, HVAC, 
and security on a unified IP system. This unified IP system consists of Cisco 
Catalyst switches, PoE, universal PoE, and Constrained Application Protocol 
(CoAP). Connected lighting is the basis for the digital ceiling. IP system for 
lighting is the backbone of digital ceiling’s IP system; as well, the lights are the 
intelligent gathering agents for the system [14, 15].

Function

Interface

ConnectionIntegration

Solution 1
Solution 2
Solution 3

Fig. 3.1 Connected lighting convergence framework
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3.3  New Trends

There are some developments in design concepts and new technologies and pro-
grams that would possibly shape the future objective of lighting systems. Human 
centric lighting and indoor positioning are, respectively, new design criteria and 
technologies that would influence the future of lighting. In this section these two 
trends are briefly discussed.

 A. Human Centric Lighting

Peter Boyce defines human centric lighting (HCL) as a “light devoted to enhance 
human performance, comfort, health, and well-being individually or in some com-
bination” [16]. Any of HCL’s elements can be affected by light through visual and 
nonvisual systems. The following questions need to be answered to thoroughly ana-
lyze the light effects on HCL’s elements.

The first related questions are how visual and nonvisual systems are working and 
how are they influenced by light?

Retina contains five photoceptor types which provide inputs to visual and nonvi-
sual systems. Visual system receives its input from three types of cones and rods. 
These photoceptors have their own specific visible light spectral sensitivity from 
400 to 700  nm―see reference [17] for each types of spectral sensitivity. 
Photoceptors absorb light and excite retinal ganglion cells (RGC). RGC sends sig-
nal via POT to LGN/IGN and then virtual cortex for processing the image [16].

On the other hand, the fifth photoceptor is the main input provider for nonvisual 
system. A few RGC (1–5%, depending on the species and method of estimation) are 
called intrinsically photosensitive RGC or ipRGC and can act as independent pho-
toceptors through expression of melanopsin [17]. These photoceptors are sensitive 
to short wavelengths of the visible light spectrum with the highest sensitivity at 
approximately 480 nm [17, 18]. IpRGCs send signal directly and indirectly to the 
nonimage-forming part of the brain including suprachiasmatic nuclei (SCN), pineal 
gland, etc. [19]. Unlike the visual path, the nonvisual path is not well known. It is 
shown that light influences the secretion of melatonin through influencing pineal 
gland indirectly via SCN and PVN [16]; however, it is also argued that pineal gland 
is directly affected by light [20].

Furthermore, ipRGCs can be stimulated through connected rods and cones, so 
they can be influenced by other spectral range as well, though this intraretinal con-
nection is not fully understood yet [17, 21]. For this reason and others such as pupil-
lary light reflex (PLR) fully outlined in [17], it is impossible to expect predetermined 
nonvisual effects based on intensity and spectral composition of the light. Yet, there 
is general guidance in order to minimize and promote ipRGC output. Lower light 
intensity which is biased toward longer visible wavelengths minimizes the activa-
tion of ipRGC outputs, while higher light intensity which is biased toward the blue/
green region of the visible light promotes ipRGC photoceptors [17].

Also, visual and nonvisual response depends on other photic factors rather than 
intensity and spectral composition of light. Light direction is considered as a factor 
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playing a role in visual response [22]. On the other hand, factors playing a role in 
nonvisual response are timing and duration of light exposure and retinal irradiance 
[16, 23].

The second set of related questions are as follows: how are HCL’s elements 
affected by visual or nonvisual systems and are these influences direct or indirect?

Lots of studies have been done to understand the effect of visual and nonvisual 
systems on visual performance, visual comfort, well-being, psychological and 
physiological health, and human performance in general. Table 3.1 illustrates these 
effects and their connection with each system. Visual performance and comfort as 
well as subjective well-being are related to visual systems [18]. These factors are 
tied to quality of light which directly relates to adequacy of light intensity, bright-
ness, aesthetic, and also reduction of glare and flicker [16, 18].

On the other hand, non-visible effects are associated with circadian, neuroendo-
crine, and neurobehavioral system [17, 25]. Neurobehavioral system explains the 
action between nervous system and behavior including depression, anxiety, stress, 
alertness, memory, attention, and concentration [26, 27]. The neuroendocrine sys-
tem has evolved to effectively integrate neural and hormonal information and 
accordingly take physiological actions [28]. Circadian system is in charge of keep-
ing body’s internal 24 h clock in sync in order to let biological events repeat them-
selves in regular intervals. There are three factors that affect circadian 
rhythm―internal clock, external stimuli including light, and hormones [29].

These three systems interact with each other. The nonvisual photoceptor sends 
signal to suprachiasmatic nuclei (SCN) and indirectly controls the release of 
 hormones including melatonin and cortisol. These activate relevant parts of the 
brain effecting alertness. Stimulating the receptors suppresses melatonin production 
and leads to an alertness increase. Changes in the level of alertness during the day 
regulate internal clock and circadian rhythm. However, exposure to light from late 
evening to early morning can reset the internal clock forward or backward [18, 29].

Table 3.1 Light effect on human being [18, 24]

Visual Nonvisual
Visual 
performance

Subjective 
well-being

Psychological 
health Physiological health Performance

•  Object 
recognition

•  Contrast 
perception/
visual 
comfort

•  Emotion
•  Satisfaction
•  Aesthetic 

appreciation

•  Depression
•  Stress
•  Anxiety/

agitation

•  Cardiovascular 
disease

•  Diabetes
•  Sleep disorders
•  Gastrointestinal 

disorders
•  Cancer
•  Easing pain
•  Decreasing 

recovery time

•  Alertness
•  Adapting 

to night 
shift

•  Jet lag

Improves mostly with higher level 
of intensity and some cases with 
direction of light

Improves with changing light characteristics (color, 
intensity, temperature) over time to keep circadian 
rhythm in sync
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In Table 3.1 the effect of light on these three systems is categorized as psycho-
logical and physiological health and performance. Table  3.1 organized the most 
simple and direct relation. It only considered the relation which can be distinguish-
able between visual and nonvisual systems. For example, mood hasn’t been included 
in the table since some considered it as visual effect [16, 18], while other research 
suggests that it is effected by nonvisual system directly and indirectly [30]. Though 
this is a good approach to determine influential factors for each system, it is not 
necessarily enough to design light for a given outcome. For instance, as it is illus-
trated in [16], human performance can be effected by almost all the categories men-
tioned in Table  3.1 directly and indirectly. It can be influenced by alertness, 
sleep-wake rhythm, visual performance, and even factors such as personality and 
personal management skill which are not under influence of light [16].

Another question is as follows: are light spectral and intensity composition and 
timing and duration of light exposure only influenced by a given element?

As briefly mentioned above, in most cases, light is not the only influencer. There 
are some factors such as age, health, and circadian robustness (clock genes) that can 
influence light effects on HCL’s elements [16, 20, 23], while external stimuli such 
as food and exercise can independently have an effect on circadian system and influ-
ence outcomes [20]. Moreover, factors such as personality, beliefs, culture, etc. can 
have effects on a person’s response to the light [31]. Overall, the effect of light on 
human performance, comfort, well-being, and health is very context dependent.

Finally we consider how artificial light design can influence the effect outcome.
Two types of light sources have been considered to study the effect of light on 

human―natural light and artificial light [18]. Human centric lighting can be 
achieved in three ways. The first is increasing the daylight availability in an indoor 
area by improving the form of building such as adding window and skylight [31]. 
The second is by improving artificial light via enhancing their flexibility and quality 
[16]. The third approach is a hybrid approach that improves daylight and artificial 
light simultaneously [32]. Here, we will talk about efforts which have been made to 
make artificial light more flexible.

In traditional lighting design, the design factors include aesthetic, visual perfor-
mance, and comfort [17]. In human centric lighting design, additional factors 
required to take into consideration include dynamic light spectrum, dynamic color 
temperature, dynamic light intensity, and flexible light direction. Dynamic light 
control systems enable light characteristics to change over time directly and 
indirectly.

 (a) Direct dynamic lighting control system: this can also be considered as a person-
alized light control system in which light characteristics and direction can be 
changed based on user’s preference. The system consists of connection, 
 integration of controller, and user interface. The system is capable of allowing 
some or all of the light characteristics to be set through the user interface. This 
system can be set based on the preference, aesthetic, task, etc. The system can 
provide both preset light scenarios and fully personalized light setting.
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 (b) Indirect dynamic lighting control system: in this system light characteristics 
and direction have been controlled to achieve a desirable light output. The 
objective in indirect dynamic control system is mostly either mimicking day-
light or responding to daylight. The difference between these two systems is the 
way they are programmed to provide HCL. The former system is more focused 
on enhancing flexibility of artificial light system as primary light source for 
HCL, while the latter system is more focused on adapting artificial light to vary-
ing needs based on daylight availability where natural light is primary the light 
source for HCL.  Natural light differs based on the architecture, windows, 
blinds, weather, etc., and increasing natural light might reduce comfort by 
increasing temperature or glare. In these cases, there is a need to control natural 
light through other controlling systems such as manual or automatic blinds. 
This system consists of connection, integration of controller and light sensor, 
and added software or algorithms to provide expected function. This system can 
have a user interface though the purpose is for either overriding current control 
or providing non-light-related inputs to the system.

Personalizing lighting can enhance visual performance and well-being which 
indirectly helps with enhancing task performance [33]. One problem associated 
with the personalized control system is that this system would be changed based on 
individual’s preference mostly for improving visual performance and comfort which 
might not support nonvisual effects of light. Though direct dynamic lighting control 
system implementation is fairly easy, on the contrary, indirect dynamic lighting 
control system can get very complicated for several reasons. First, it might require 
interaction with other controlling systems such as a blind control system to control 
the amount of natural light that the room receives [31]. Second, it may also be 
required to keep balance between light parameters to support more than one charac-
teristic of HCL, e.g., performance and health [17]. Third, in some spaces, light 
needs to support more than one application concurrently, as an example in a health-
care facility. Fourth, right lighting characteristics are very context dependent [17], 
e.g., light characteristics required for a given application might be different for dif-
ferent age groups [34].

Furthermore, nonimage-forming effect of light is a new and immature field of 
research which makes it difficult to expect certain result based on light characteris-
tics [17]. Also, there are not widely accepted metrics to take into account all of light 
effects especially nonvisual effects [17], despite efforts [35–37]. These problems, as 
well as the implementation problem mentioned above, might slow down the adop-
tion of indirect dynamic control system in comparison with direct dynamic control 
system.

 B. Indoor Positioning

Indoor positioning is a system to locate people or objects in an indoor environ-
ment to provide location-based services. IPS principles consist of anchor or refer-
ence points and solutions to determine the position of the mobile nodes with respect 
to those reference points [38]. Though IPS has the same main principle as GPS, it 
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differs from GPS in respect to the technologies utilized as anchor nodes. Table 3.2 
summarizes some of the technologies and solutions which have been implemented 
in IPS so far.

VLC and LiFi are very similar such that in many cases, they could be replaced 
for the other technologies. However, both technologies use LED to transmit data 
wirelessly; VLC has been conceived as a point-to-point communication technique; 
on the other hand, LiFi is a bidirectional multiuser communication system. LiFi can 
communicate from point to multipoint and vice versa which makes it a complete 
wireless networking system [39].

IPS solutions or positioning algorithms are classified into four categories; how-
ever, different terminologies are used to address them in literature―Table 3.2 
includes the alternative terminologies. Also, multiple techniques have been used to 
implement each positioning algorithm:

 (a) Proximity: this technique uses a grid of fixed location transmitters to locate the 
mobile node based on the anchor node that serves the user. If more than one 
node is picked by the user, then strongest signal received―RSS methods―
will determine the location of the user. This solution provides IPS with low cost 
and low accuracy [40–42].

 (b) Triangulation: this solution is also called geometry and range which measures 
the geometric relation between the mobile node and location transmitter [38, 
42]. This solution can be implemented by two techniques―lateration and 
angulation techniques. The former technique includes received signal strength 
(RSS), time of use (ToU), time difference of arrival (TDoA), and roundtrip time 
of flight (RTOF) methods. Angulation technique includes arrival of angle (AoA) 
method which is also called direction of arrival (DoA). For more detailed dis-
cussion, refer to [40, 41, 43].

 (c) Image transformation: in this technique, mobile nodes equipped with a cam-
era―image sensor―take pictures of local environment or location trans-
mitter. Mobile node position is determined in a camera coordination system 
based on the taken image or series of them. Image transformation technique 
helps to find the  location of the camera in world coordinate system and position 
the mobile node [43].

 (d) Scene analysis: this consists of two steps―an offline and online step. In the 
offline step, a site survey is performed to build a priori location fingerprint data-
base of the environment using triangulation methods such as RSS, ToU, TDoA, 

Table 3.2 IPS technologies and solutions

Technology (location transmitter) Solutions (positioning algorithm)

- WiFi
- Bluetooth Low Energy (BLE)
- Ultra-wide band (UWB)
- Radio-frequency identification (RFID)
- Zigbee
- Visible light communication (VLC)
- LiFi

- Proximity/identity
- Triangulation/geometry/range
- Scene analysis/fingerprint
- Image transformation
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AoA, or image transformation techniques. In the online step, the mobile node is 
positioned with respect to fingerprint database using methods including 
k- nearest neighbor (KNN), neural networks, support vector machine (SVM), 
smallest M-vertex polygon (SMP), and so forth. For more detailed discussion, 
refer to [40, 41].

IPS performances are dependent on both the technology and positioning solu-
tions. Most frequent performance metrics to compare various IPS options include 
accuracy, precision, scalability, latency, complexity, robustness, cost, security, and 
privacy [38, 40–46]:

 (a) Accuracy and precision: accuracy is the mean distance error between an esti-
mated location and the actual location, while precision measures the robustness 
and consistent accuracy of the measurement. Cumulative distribution function 
(CDF) has been used to convey the performance of IPS considering both accu-
racy and precision.

 (b) Scalability: this characteristic depends on three parameters―geographic, 
density, and space dimensions. Geographic illustrates the area or space covered 
by IPS, and density represents the number of mobile points present in the unit 
space per time period. Large or crowded covered areas could congest IPS and 
affect its normal operation. Another parameter to consider is the space dimen-
sion of the system. Some IPS can locate mobile nodes in 2D and 3D space or 
both.

 (c) Latency: measures how fast IPS can locate a moving object. The measurement 
depends on the inherent delay associated with each technology, computational 
process time of algorithms, and available hardware for computation. For exam-
ple, lower latency is expected for IPS using scene analysis solution if the com-
putational process is using a centralized server side—higher processing power 
and enough power supply—rather than on mobile node platform or client side.

 (d) Robustness: shows how IPS can keep functioning normally under partial failure 
and incomplete information. Examples include signal obstruction, environment 
changes, introduction of new component, and so on.

 (e) Security and privacy: security ensures the system resilience against external 
threats, while privacy ensures confidentiality of client data to determine the 
location. IPS architecture and operational factors would affect the security and 
privacy level of the system. For example, running positioning algorithm on cli-
ent device ensures more privacy than utilizing a centralized server to run the 
computation.

 (f) Cost and complexity: cost and complexity of IPSs are directly tied to the deci-
sion made about operational metrics including accuracy, scalability, robustness, 
security, and privacy of the system. Another contributing factor in system cost 
is the reusability of any existing infrastructure to implement the IPS. Complexity 
is a combination of hardware and software complexity. Tables 3.3 and 3.4 illus-
trate the complexity of both components individually. However, software and 
hardware can positively and negatively affect each other’s complexity [41, 43]. 
For instance, VLC with an image transformation solution has less complexity 
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than VLC. With the triangulation solution, however, image transformation is a 
complex process which can be reduced by using auxiliary equipment which 
results in more hardware complexity [43]. As a result, the information in Tables 
3.3 and 3.4 needs to be adjusted with respect to IPS package.

VLC-based IPS manufacturers believe that VLC is the winner among the indoor 
positioning technologies. This belief is mostly because of the better accuracy and 
precision [47]―0.01–0.35 cm excluding VLC with proximity solution―and 
lower complexity and cost due to existing infrastructure [43]. Though VLC has the 
highest accuracy among indoor positioning technology, it is not a decisive winner 
when it comes to complexity and cost. Reference [41] illustrates how considering 
VLC along with different solutions will change the complexity level from low to 
high; however, it is not only considered photodiode-based VLC architecture.

VLC IPS architecture can be classified into two categories―photodiode-
based design and camera-based design. Photodiode-based designs utilize proximity, 
triangulation, and scene analysis with triangulation-based reference database, while 
camera-based designs use image transformation and scene analysis with image 
transformation-based reference database. Photodiode-based design is a more accu-
rate system in comparison with camera-based design. However, the latter has less 
hardware complexity. On the other hand, image transformation techniques are fairly 
complex and can negatively affect the response time. The complexity of image 
transformation can be reduced at the cost of increasing hardware complexity and 
cost [43].

Qualcomm’s Lumicast technology is a VLC IPS. Lumicast uses a camera―
image sensor―to determine the location and orientation of mobile objects in 
three dimensions. System accuracy is 10 cm and the response time is a tenth of 
second. In addition to high accuracy and low latency, Lumicast―in general VLC 
IPS― is scalable and robust. The other factors that are needed to take into con-
sideration are energy efficiency of system and its impact on smartphone’s battery 
life in which Lumicast is doing good as well [47].

Besides, the cost of VLC system is low, since it can reuse infrastructure if LEDs 
are already installed. For example, Lumicast requires a firmware and mobile soft-
ware in addition to LED network to position the objects. Firmware can be run on 
microcontrollers present in LED fixture drivers, and mobile software is needed to be 
installed on mobile devices [47].

Table 3.3 IPS technologies 
complexity [43]

Low 
complexity Medium complexity

Zigbee, VLC WiFi, BLE, UWB, RFID

Table 3.4 IPS solution complexity [43]

Low complexity Medium complexity High complexity

Proximity Triangulation Scene analysis
Image transformation
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However, VLC services are limited to where and when light is available. To over-
come this restriction, some solution utilize other technologies, e.g., Bluetooth Low 
Energy (BLE) along with VLC to increase the robustness of system [47, 48].

3.4  Landscape Analysis in Different Sectors

Connected lighting benefits would differ from one sector to another. For instance, 
the main purpose of human centric lighting would be increasing productivity in one 
sector and improving health condition in another one. Also, indoor positioning tech-
nology enables various location-based services in different sectors. A landscape 
analysis is conducted in three sectors―office, retail, and health care―to study 
the trends, benefits, and barriers of connected lighting in each sector. Conducted 
landscape analysis is broken down into four steps. In the first step, we gathered case 
studies, white papers, manufacturer’s reports, market research, and any resource 
which will provide an insight into technological trends. In the second step, we ana-
lyzed the content of materials gathered in the first step to identify the stakeholders, 
benefit for each of the stakeholder, stakeholder expectations, and so forth. In third 
step, we tried to relate each benefit with technological feature. And in the last step, 
we tried to cross-check the opportunities and identify the barriers with analyzing 
literature and market research.

 A. Office

A smart connected office is a growing market so as connected office lighting as 
part of it. There are numerous case studies that have been published by lighting 
manufacturing on implemented smart connected office lighting as well as expected 
benefit from it. We studied about 40 case studies from major players in this field 
including Philips, Cisco, Lutron, Acuity Brands, Osram, Cree, GE, and Daintree (to 
obtain cases, refer to [49–56]).

There are three primary stakeholders―employee, employer, and the building 
owner―that can benefit from connected lighting. The benefits of smart connected 
lighting can be listed into three groups based on associated stakeholder. The men-
tioned benefits for employee are as follows―visual comfort, reducing eye strain 
and fatigue, improving concentration, task tuning, maximum comfort by personal-
izing the light, happiness and satisfaction, improving psychological status, and 
improving immune system. These benefits can be categorized as (i) visual benefit, 
(ii) subjective well-being, and (iii) health.

Extracted benefits from case studies for employer can be summarized as improv-
ing employee’s effectiveness, performance, and occupational safety and health, 
managing office resource, and adapting light to business need, for instance, by shift-
ing the attention to specific space. Connected lighting gathers data which helps 
employer to create optimal workspace by providing insight into employee prefer-
ences. Also, it helps with optimizing office space utilization.
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Connected lighting benefits for building owner come down to building perfor-
mance and operation. Analytics and data on building operation assist building owner 
in measuring and verifying energy efficiency for various certifications. Besides, it 
ensures sustainable practices by benchmarking facilities against each other and cen-
trally manages geographically distributed facilities. Connected lighting is a flexible 
system which easily adapts to changes to accommodate tenants with different needs, 
provides limitless options, and is future proof.

Benefits have been linked to various technologies. For instance, some of the 
benefits for employees are linked solely to LED, since it provides glare-free and 
high-quality light. However, most of the benefits are linked to various features of 
connected lighting including personal control (lighting and environment), dynamic 
lighting, flexible lighting, connectivity with BMS, integrated building system, and 
its intelligence (sensors).

It is estimated that salaries and benefits of employee are about 85.5% of office 
operation cost [57]. So, employers would benefit a lot from lighting system which 
improves employee’s productivity, absenteeism, or staff retention [57, 58]. There is 
an effort to quantify the benefits for employer; in their case study, the benefit of 
improved productivity is significantly higher than improved absenteeism and staff 
retention though considered improvement for all was equal and trivial [59]. Potential 
productivity gain could lower the total cost of ownership (TCO) of connected light-
ing and increase its adoption. Though the relation between the connected lighting 
features and the benefit including improvement in building performance and opera-
tion, business, and utilizing office resources is apparent, it is not the case for benefits 
related to employees.

Researchers do not have consensus on both potential benefit of human centric 
lighting for office worker and the path that connected lighting would yield these 
benefits. It is argued that light can affect employee’s health, well-being, and alert-
ness [58]; however, the first year of longitudinal study shows significant relation 
between dynamic lighting with only increasing employee’s satisfaction and not with 
recovery, vitality, alertness, headache and eyestrain, mental health, sleep quality, or 
subjective performance [60]. Also, in an effort to establish influence path [33], 
linked mechanism map is proposed based on other research results. The purpose of 
this mechanism is to understand the effect of personal controller and illuminous 
condition on task performance, well-being, and health through influencing visual 
performance, comfort, appraisal, and so forth. However, the final map does not 
match the proposed map. Furthermore, there are other light or non-light-related 
variables [16, 61] which contribute in task performance and overall human perfor-
mance and need to be considered when analyzing light effects.

As stated, it is challenging to prove the benefit of human centric lighting for 
office space, to link the benefit with specific technology, and to recommend lighting 
design that ensures alleged benefits. Though this could be a barrier for connected 
lighting adoption in office section, connected lighting itself can be a test-bed to 
overcome these barriers.
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 B. Retail

It is believed that retailers could increase the size of basket, sales, and profits via 
enhancing customer experience and improving operational efficiency. This is tightly 
tied to the retailer’s strategy and adapting capability to changing environment. 
Retail sectors are witnessing the changes in shopper behaviors. The mentioned driv-
ers for such changes are millennials’—digital―generation [62], technology [63, 
64], and economy, regulation, globalization, and interaction between these environ-
mental factors [64]. For instance, researches showed that mobile devices are shap-
ing the shopping behavior and changing the expectation of the customers [65, 66]. 
More shoppers use mobile when shopping in store, online, or on the go. Among 
these shoppers, millennials are more likely than baby boomers to use and express 
concern about mobile channel [65], though it does not negatively affect their in-
store shopping frequencies, as research showed they are more likely than baby 
boomers to shop in-store [65]. Since shoppers also expect to use mobile to find 
product information, compare prices and products, use shopping list, locate and 
navigate to in- store item, order out of stock items, get real-time promotions, use 
discounts and coupon automatically, etc., these activities are not specific to one 
category, and it is fairly widespread among all categories such as grocery, appli-
ances, apparel, health and beauty products, etc. [66].

These behavioral and expectation changes underline the importance of shopper 
marketing practices over traditional marketing. Definitions provided for shopper 
marketing emphasize on marketing activities that influence not only shoppers’ 
entire path to purchase but also shoppers’ path beyond purchase from retention to 
recommendation [67] by focusing on shoppers’ needs through deep insight into 
their behavior, engaging and creating unique experience for them, building brand 
equity, and so forth [68], though this fairly young area of marketing requires new 
innovations to reach to its full potential, innovations such as digital activities, mul-
tichannel marketing, store atmospheric and design, new efficient and targeted pro-
motion and pricing, etc. [64, 69].

Overall, shopper marketing would reach to its full potential when it provides 
seamless shopping experience to customers. Location-based services are one of the 
most important contributors to shopper marketing. Location-based services require 
indoor positioning technology to locate mobile objects, mobile device as a platform 
to deliver services, digital indoor map to enable navigation, and loyalty app to 
implement the services.

Retailer uses loyalty app to enhance customer experiences by providing efficient, 
convenient, omnichannel, and personalized shopping. Mentioned location-based 
services in [47, 48, 65, 70, 71] which are included in the loyalty app to drive cus-
tomer engagement and loyalty can be categorized as:

• Navigation: store navigation for shopping list or finding fast checkout lane
• Information: product information, price comparison, product reviews, and 

suggestions
• Assistance: find store employee, order out of stock item from other channels, etc.
• Personalized and location-based promotions
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Also, the customer experience can be enhanced while improving operational 
efficiency by effective staffing and merchandizing [71]. Effective merchandizing is 
possible through analyzing location-related data gathered via loyalty app or indoor 
positioning system. Data analytics can help to improve store layout, shelf, and dis-
play strategy [71].

Retailers do not meet customers’ expectation of seamless in-store shopping 
experience [65]; besides, VLC IPS is accurate and low cost which provides great 
value proposition for retailers to implement location-based services. Though cus-
tomers and technologies are ready for location-based services, there are some barri-
ers on the retailers’ side to adopt these services. Current research shows that retailers 
do not invest and believe in the benefit of location-based services; besides not all 
retailers have loyalty app [72]. Besides, the bigger barrier for adoption is ambiguity 
about location-based marketing. There are several pilot projects utilizing VLC IPS 
in retail section around the globe which help retailers to test their marketing strategy 
before vastly implementing the location-based services.

 C. Health Care

The healthcare industry can be categorized as an outpatient and inpatient facility. 
The former includes medical offices and clinics, while the latter includes nursing 
home/assisted living and hospitals. In this section, we have done content analysis 
for 20 lighting case studies. These case studies are mostly on inpatient facilities and 
clinics which are implemented and conducted by Philips, Acuity Brands, Cree, and 
Sacramento Municipal Utility District (SMUD). (To obtain cases, refer to [23, 49, 
51, 55].)

The beneficiary of lighting can be categorized as three stakeholders―patients 
and visitors, caregivers and staff, and healthcare administrators. Healthcare admin-
istration goals are improving operational efficiencies while providing the best care 
to the patients and visitors. Connected lighting system can contribute to achieve 
those goals by providing human centric lighting to visitors, patients, caregivers, and 
staff. Analyzed cases show that caregivers and staff can benefit from human centric 
lighting to improve their performance and well-being. There are numerous instances 
that connected lighting contributes in improving performance as follows:

• Visual comfort.
• Visual performance: LED provides high-quality and glare-free lighting which 

improves visibility and visual performance. However, personal light (task tuning 
light) as a feature of connected lighting also improves visual performance. For 
instance, it can provide various light scenarios by controlling color, intensity, and 
temperature of light which improves diagnosis. Besides, the ability of control-
ling the light intensity can improve visual performance for different activities, 
e.g., lowering the intensity of light to provide better visual performance for X-ray 
view.

• Communication with patient through light.
• Enable different types of therapies. For example, psychiatrists can tune the light 

according to their requirement and objective to assist with the therapy.
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Patients in outpatient and inpatient facilities can benefit from modern lighting in 
different ways. For outpatient visitors, modern light is mostly used to improve sub-
jective well-being via exciting positive emotion; improving mood, satisfaction, and 
aesthetic appreciation; and decreasing stress and anxiety. On the other hand, the ben-
efit of light for patients in inpatient facility comes to not only improving subjective 
well-being but also health.

Dynamic light which mimics natural daylight has gained attention in improving 
psychological and physical health. Dynamic light can improve the quality of life for 
patients in assisting living centers and decrease recovery time for patients in hospi-
tals. The mostly reported nonvisual effect in inpatient facilities is improving the 
sleep-wake rhythm which is a well-known problem for patients in hospital and care 
facilities. It is also mentioned that it can improve patients’ behavior in care facili-
ties. Besides, there is visual effect of light that can affect health. It is reported that 
improving visibility can reduce falling incidents in care facilities.

The benefits mentioned in literature including “enabling performance of visual 
tasks, controlling the body’s circadian system, affecting mood and perception, facil-
itating direct absorption for critical chemical reactions within the body” [29] almost 
match with the benefit extracted from case study. However, the sources of light 
mentioned to achieve the benefits are quite different. Increasing kight intensity can 
improve visual performance and well being as a result [22]. Direction of the light is 
important for the elderly [22]. On the other hand, important light factors that affect 
nonvisual response are (i) spectral content of the light source, (ii) intensity level of 
the light source, (iii) duration of exposure, (iv) timing of the exposure, and (v) age/
health of individuals [17, 21, 23]. With considering electric source as light concen-
trated in limited areas of spectrum and not varying over time, the only source which 
can help with improving health is natural light. However, tunable LED with right 
controlling system would be able to mimic daylight pattern and provide similar 
benefits.

Healthcare facilities especially inpatient facilities are complex and dynamic with 
various light requirements for multiple activities and humans in their environment 
[73]. Doctors, nurses, administrative staff, and support staff need different light 
characteristics due to their type of work, the shift of their work, and their age. 
Besides, it might be a conflict for appropriate light characteristic, e.g., nurses require 
high intensity light for good visibility to provide better care, though exposing 
patients to high-intensity light at night can cause sleeping disorder. As conducted 
survey result [34] shows, controlling light is an important aspect for nurses, and 
they believe light for night navigation requires the most improvement.

Connected lighting provides healthcare facilities’ flexibility to accommodate 
various and sometimes contradictory requirements and easily adapt to any changes. 
However, the difficult parts are as follows: to find light source which provides spec-
tral range close to daylight and decent color rendering and, also, to set up multiple 
lighting scenarios considering all the stakeholders’ benefits.

Though there is no case found that used LED (VLC) as indoor positioning 
technology for location-based services in healthcare system, here, we briefly 
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 discuss the location-based services available in healthcare field enabled by other 
technologies rather than VLC. For instance, location-based services provided by 
Navizon are listed as services to enhance patient experience and improve opera-
tion, safety, and asset management. Mentioned services for each category are as 
follows [74]:

 (a) Patient experience:

• Wayfinding
• People-finding services

 (b) Operation:

• Staff finding and tracking
• Patient flow
• Business intelligence
• Process automation
• Location aware messaging and alerting

 (c) Safety:

• Patient safety: tracks wanderers, prevents elopement, prevents infant abduc-
tion, and reduces risk of injury or death

• Emergency response: summons help implementing wireless nurse call
• Infection control: enables identification of staff, patients, and equipment 

coming in contact with infection sources, reduces impact of hospital- 
acquired infections (HAIs), and provides documentation for regulatory 
reporting

• Staff duress/panic: panic button that enables security alerts
• Positive patient ID

 (d) Asset management:

• Asset tracking: tracks equipment location and status, prevents theft and loss, 
facilitates patient flow for better care, improves handling recalls, eliminates 
over-purchasing and unnecessary rentals, facilitates timely preventive 
 maintenance for improved regulatory compliance, enables automated inven-
tory management, enables automated work orders, and helps eliminate oper-
ational bottlenecks

The accuracy required for the system can be different based on the location- 
based service [73]. For instance, services like wayfinding require higher accu-
racy rather than emergency response. Though VLC may lose its accuracy 
advantage based on implemented services, it still keeps its advantage when it 
comes to cost.
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3.5  Conclusion

In this study, we established convergence framework based on four aspects―
connection technology, user interface, integrated sensors, and the functionality of 
system as well as program and software required to enable them. Then we elabo-
rated on human centric lighting and discussed how visual and nonvisual system 
works and how they are affected by light, whether light is influenced directly or 
indirectly and whether light is the only influencer, and the role of artificial lighting 
design. For other big trends―indoor positioning system—we discussed and 
explained underlying factors for IPS location transmitter technologies and position-
ing algorithm. Then, we discussed the criteria to evaluate the effectiveness and 
goodness of IPS. At the end we discussed VLC-based indoor positioning advan-
tages and why it is considered the winner among all. In the last section, we talked 
about the benefit of human centric lighting and indoor positioning among others in 
office, retail, and healthcare system. We captured lighting manufacturing perspec-
tive and matched it with academia’s perspective to identify the opportunities and 
barriers for connected lighting system. This paper tried to put the connected lighting 
system into consideration from different perspectives to help decision makers in 
various positions. Our analysis highlighted that there are uncertainties in the case of 
the benefit of human centric lighting. The uncertainties are related to the immaturity 
of neuroscience field associated with the nonvisual effects of light as well as lack of 
comprehensive system which links different features of connected lighting system 
to the human centric benefits in each sectors. In the indoor positioning case, the 
uncertainty in  location- based services is less than human centric lighting. The 
uncertainty is mostly in retail sector where implementing successful business model 
relies on location-based services. With regard to proposed convergence framework, 
these uncertainties are mostly associated with functionality of the system where 
required changes can be applied through software changes. Only concerns to hard-
ware system are the LEDs’ light quality and its capability to provide needed spec-
trum in case of human centric lighting. So we hope the framework as well as other 
discussion help decision makers to implement the connected lighting system to be 
future proof based on their needs and also use it as test-bed to harness promising 
benefits.
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Chapter 4
Technology Assessment: Developing 
Geothermal Energy Resources for Supporting 
Electrical System in Oregon

Ahmed Shehab Alshareef, Tugrul U. Daim, and Ibrahim Iskin

4.1  Introduction

In the USA, the Department of Energy gives a lot of attention to the use of renew-
able energy and supports a diverse range of research that focuses on applying renew-
able energy in different areas, which reflects a broad energy market. The government 
participated in the development of renewable energy through minimizing the tax 
and loan and making that in their policy [1, 2]. In addition, they found that changing 
the work system (policy) will have a large effect on investment. The new policy 
work system supports renewable energy, which will lead to minimize the risk on 
financial premiums [3]. The US government has spent more than $1 billion between 
1995 and 2000 to develop research in renewable energy, and the USA has more 
development and updates of the information than other countries [2].

Geothermal energy has significant impact as a source of electricity generation. 
There are more than 20 countries that benefit from geothermal plants, which gener-
ate more than 6000 megawatts. The geothermal plants are considered as environ-
mentally benign in terms of emission abatement and water and land use as compared 
with other alternative sources of energy [4].

Geothermal energy is one of the most important renewable energies, and the 
potential to obtain energy from it is huge, so the Department of Energy pays a lot of 
attention to the development of the uses of this type of alternative energy to cover 
all applications in the USA such as electricity, heating and cooling for large building 
and homes, agriculture, and sterilization [5]. Consumers benefit from the heat of 
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geothermal energy that comes from extracting the Earth’s surface, and this energy 
is clean. There is no emission of pollution from this type of renewable energy, so it 
will not affect greenhouse emissions [6, 7]. Most geothermal energy resources are 
available beneath the Earth’s surface with different depths and forms such as volca-
noes, hot springs, and geysers [8]. The energy from geothermal resources with a 
depth of 10,000 meters can reach to 50,000 times more than other natural resources 
like oil and natural gas. Also, it makes nearly 68 billion kilowatt-hours of electricity 
that cover six million typical US households [9]. Many countries in the world like 
the USA, Italy, France, and Iceland have begun to depend on geothermal power 
plants, but most of the activities of geothermal energy occur in Japan, the Philippines, 
the Aleutian Islands, North America, Central America, and South America as these 
countries are within the Ring of Fire [10–12]. Most resources of geothermal energy 
that can be found in the USA are in California, Nevada, Alaska, Hawaii, Idaho, 
Oregon, Utah, and Wyoming [13, 14].

Oregon is one of the eight states currently using geothermal energy and uses it in 
different applications such as generating industrial, agriculture, and commercial/
residential electricity [15, 16]. So far the use of geothermal energy in Oregon is low, 
but the potential for success is very high when the opportunity is available to benefit 
from this type of renewable energy. This is why it’s important to study the use of 
geothermal energy. Oregon has been ranked third in the potential use of geothermal 
energy after Nevada and California. Oregon depends on the Geo-Heat Center at the 
Oregon Institute of Technology to supply all technical information that helps to 
develop geothermal applications [8]. Because of the high temperature of geothermal 
areas, Oregon has the ability to produce 2200 megawatts of electricity. Since the 
2009 installation of 0.3 megawatts of geothermal electrical plant in the Oregon 
Institute of Technology—Klamath Falls campus, many projects now are under con-
struction in Oregon, and they are planning to reach the maximum use of geothermal 
energy. They work on the development of projects by increasing the production of 
electricity to reach 22 megawatts in Malheur County, 1.2 megawatts in the Oregon 
Institute location, and 3.1 megawatts in the progress of construction in Lake County. 
In addition, Oregon is close to having 2200 thermal wells and springs that can be 
used to provide direct heat to many facilities [17]. There are many investments in 
the field of geothermal energy, and the Office of Energy Efficiency and Renewable 
Energy (EERE) invested 21.4 million on the AltaRock enhanced geothermal system 
(EGS) at the Newberry Volcano close to Bend, Oregon. This project successfully 
reduced the cost for development of geothermal resources [18, 19]. The Oregon 
Department of Geology and Mineral Industries provided new maps that clarify all 
hot springs and volcanic vents and examine the performance of the wells and other 
resources of geothermal sources in the state [20].

One of the important aspects in geothermal energy projects is to look for eco-
nomic analysis since it’s preferred in literature. Multi-criteria decision-making 
(MCDM) will be used in this study. We will also use the analytical hierarchy pro-
cess (AHP) since this process is complicated because it requires looking at the prob-
lem from different sectors, assessing the model, and, finally, reviewing the model to 
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reach a final decision. MCDM techniques are successfully used in sustainable 
energy management. AHP is the more popular technique to use in different energy 
plan decision problems than PROMETHEE and ELECTRE [21]. MCDM is used to 
analyze and clarify the problem, by dividing the problem into multi-decision crite-
ria. MCDM is required to develop renewable energy by showing the uncertainty 
within more complicated processes, which leads to finding a methodology that can 
handle different criteria and has the ability to simplify the problem and make it easy 
to solve [22–24].

4.1.1  Background of the Problem

In Oregon, there is also the problem of supplying energy to all consumers. Many 
factors are affected by this problem, which has led the Department of Energy in 
Oregon to search for a suitable solution as they see the following problems. The 
consumption of total energy reached 773 trillion British thermal units (Btus) in 
2000, and this amount of consumption increased to 15% compared to consumption 
in 1990. Moreover, closely half of the energy consumed comes from petroleum 
products, and most of this is used for transportation. The price is always increasing 
in Oregon as Oregon imports 100% of natural gas and oil, which has an effect on the 
economy. In addition, the price of petroleum increased between 1999 and 2003 for 
residential heating oil, on-highway diesel, and regular gasoline to 39%, 25%, and 
30%, and the residential consumers increased to 23%. The increase is higher for 
business customers. Also, between 1999 and 2004, the natural gas price increased 
by 168%. Due to the rise in energy cost and the effect on the industry, in 2000 there 
was a loss of more than 14,700 manufacturing jobs out of 208,700. Also, natural gas 
is considered a critical component in chemical manufacturing. This affected more 
than $519 million from the export from Oregon in 2005 and supported more than 
3750 jobs [25]. The cost of electricity increased to 75%, and between 2000 and 
2007, the price of natural gas and transportation fuels increased to 91% and 102%. 
In addition, climate change and peak oil are threatening the quality of life in Oregon. 
In addition to all of these problems that affect the potential to use the energy, build-
ings also had a large effect on energy consumption as they take more than half of the 
total used energy, which leads to an increase in the search to improve buildings’ 
electrical usage and to increase the diversity of energy supply to these buildings 
[26]. All of these factors helped in the search to find other solutions that cover all 
these problems, and they found that the best thing to do is to use renewable energy. 
The world today tries to find the best way to benefit from natural resources such as 
water power, wind power, biomass, solar power, and geothermal energy that are 
sources of sustainable energy generation and to reduce the cost to make renewable 
energy suitable to all consumers. Due to its suitable environment and natural 
resources, Oregon has huge potential to use renewable energy alongside its electric-
ity sector.
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4.1.2  Problem Statement

Although the American Council for an Energy-Efficient Economy (ACEEE) con-
sidered Oregon as third in electrical efficiency, Oregonians consume annually 
approximately $15 billion on energy, and they still work to minimize the cost of 
energy to maintain both environmental and public health costs. In the legislature 
created for the Oregon Department of Energy in 1975, there is a requirement to 
review the continued growth for renewable energy forms to avoid problems that will 
occur in the future. Improvement for clean energy creates a positive impact on the 
environment, and Oregon has the opportunity to do that. So it’s important to have 
remote renewable energy generation resources accessible to an area that has a heavy 
load of energy demand and to create greater resiliency to the Western electrical grid 
in the next 30 years [27]. Geothermal sources have the ability to deal with environ-
mental and health costs because it’s clean energy and it can generate clean energy. 
Also, it can be installed in different areas to serve different cities, and it can be 
modified to connect with the electrical grid.

In 2012, Oregon released a 10-year energy action plan because it’s difficult to 
reach a 100% of new electrical growth without working with public buildings. The 
State Building Innovation Lab (SBIL) works to create deep energy savings into pub-
lic buildings through working with lab pilot innovation in financing and program 
design. For creating benchmarks, it requires a data model and works to improve the 
model by coordinating with other entities and shaping data standardization. This 
process calculates cost efficiency for the next 10 years. There will be difficulties in 
clean energy infrastructure improvement unless finance and regulating barriers are 
removed [27]. From the literature review on geotechnical energy, research studies 
showed that geothermal sources are a requirement for future progress in reducing the 
energy load as public buildings consume a lot of energy, and that requires a recalcula-
tion of all processes of energy consumption and looking for best way of using energy. 
In the end, this will maintain the environment and reduce the financial cost.

On the part of consumption, although Oregon has a diversity of energy resources 
by depending on petroleum, natural gas, and renewable energy to cover all the con-
sumption in the state, the main energy sources go to home heating. In 2012, electric-
ity use for home heating was 50%, natural gas was 37.5%, and fuel oil was 2.5%. 
Most of energy consumption goes to transportation, which uses annually 63 million 
barrels of petroleum. According to the Energy Information Administration in 2012, 
Oregon consumption by end-use sector is 30.7%for transportation, 25.1% for resi-
dential, 25.0% for industrial, and 19.1% for commercial. It’s necessary to find a 
solution to the pollution that comes from the transportation industry. Most people in 
Oregon use cars that depend on gasoline, and a few people use electric vehicles 
[27]. We can use renewable energy like geothermal energy for commercial, indus-
trial, and residential use, thereby reducing the dependence on resources like petro-
leum and the effect of pollution on the environment.

Much of the electricity supplied to Oregon energy consumers comes from out-
side of the state. The nuclear power comes to Oregon via the Bonneville Power 
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Administration that depends on the Columbia Generating Station in Hanford, 
Washington. Coal covers 33% of the requirement for electricity, and the source 
comes from Portland General Electric (PGE) in Boardman, Oregon, as well as 
plants in Utah, Wyoming, and Montana. With the creation of new wind facilities in 
2011, PGE revised and decided to terminate the use of the Boardman coal plant by 
December 2020 [27]. The use of wind and geothermal sources and other alternative 
energies will create more dependence on Oregon’s own resources.

According to the Energy Information Administration (EIA), the price of natural 
gas fluctuates each year. The rate of electricity per sector also increases each year. 
Commercial rates increased to 8.68 cents/kwh in 2014 compared to 7.57 in 2010, 
and industrial rates increased to 6.29 cents/kwh in 2014 compared to 5.65 in 2010. 
The EIA shows the increase in the retail price of electricity in residential, commer-
cial, industrial, and transportation sectors [27]. The use of geothermal sources will 
create a constant price rate if Oregon knows how to obtain the full advantage of this 
resource, and ultimately this will reduce the price of energy.

In terms of carbon emissions, Oregon is trying to find the best way to address 
climate change by making several changes by evaluating proposed carbon reduction 
plans. This process for developing the plan is complicated because it needs collabo-
ration between the Oregon Department of Environment and other state agencies and 
requires many mechanisms to achieve the carbon reduction required by the plan. 
One proposed outcome is to reduce carbon emission by about 50%. The closure of 
the coal station at Boardman will support this outcome by 2020 [27]. Using geother-
mal sources will lead to the reduction of carbon emission since geothermal sources 
will have no effect on the environment.

Oregon consumes a lot of thermal energy, and 80% come from natural gas and 
electricity. Thermal energy is used in different applications like heating and cooling 
for our homes and buildings. By the end of 2009, Oregon use by sector showed 51% 
for industrial, 32% for resident, and 17% for commercial purposes [27]. Using geo-
thermal sources will lead to a reduction in the load on the electrical system.

Nuclear energy is also a risk to people who live in Oregon, especially those people 
who live within the 50-mile nuclear emergency planning zone in Hanford and Columbia 
Generating Stations in Washington. Approximately 29,000 people live in the commu-
nities of Boardman, Irrigon, Hermiston, and Umatilla, Oregon. Any accident that leads 
to a fire or an explosion generates an airborne release of radioactive materials. The 
Oregon Department of Energy (ODOE) worked extensively with Morrow and Umatilla 
counties and other agencies through inspecting regularly their emergency preparedness 
programs. These counties stopped receiving funds supporting their emergency pre-
paredness program in 2012, although they still participate in nuclear emergency plan-
ning [27]. Using geothermal sources will effectively reduce the risk that comes from 
nuclear energy, and it will be safer for people who live in this area.

There is good opportunity to invest in renewable energy because Oregon has 
made progress from ranking 35th in the country in 2010 to ranking 30th in 2012 by 
making 497 trillion Btu of renewable energy. Geothermal is a good investment for 
this progress of renewable energy production, as Oregon has the third ranking in the 
opportunity for having energy after Nevada and California [27].
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4.1.3  Research Objective

The objective from the research study is to find the assessment model framework 
that can be used for supporting the electrical system in Oregon by the development 
of geothermal energy sources. The research study works through collaboration 
between utility objectives and goals for filling the gap that is available and works to 
have a solution by making a comprehensive decision-making process to evaluate the 
accurate outcome. Multi-criteria decision-making (MCDM) is a suitable tool to do 
the decision-making process. This approach will help to evaluate the diversity of 
users, which will reduce the uncertainty associated with this diversity [22–24]. 
Overall, the research model will increase the knowledge about how to develop geo-
thermal energy sources for supporting the electrical system in Oregon and thus to 
minimize the uncertainties in decision-making, to create a better understanding of 
the potential applications in different areas inside of Oregon, and to find the opti-
mum way to reach the goal of the best course of action.

The research development model for geothermal energy sources will try to find 
answers to the following research questions:

• What are the criteria for assessing the support of the electrical system from geo-
thermal energy sources?

• Which geothermal energy resource alternative has the highest impact for devel-
oping the electrical system?

• How will changes in the energy resources affect the analysis for making decisions?
• What are the current technologies that are available that will allow for the more 

efficient extraction of geothermal resources and that will be more effective in the 
electrical system?

The research questions listed above try to support the achievement of the research 
objective in the following ways:

• To identify the main criteria that affect the enhancement of the electrical system 
by depending on geothermal energy resources

• To develop a multi-criteria model for enhancing geothermal energy resources 
that better reflects the electrical system by collecting information from different 
sectors, which will create better usage from the electrical system

• To identify and rank the main technologies that support the adoption of geother-
mal production in Oregon

4.2  Literature Review

4.2.1  Decision-Making in Energy Planning

In the 1970s, researchers focused their studies on creating a single outcome that was 
focused on the economics of renewable energy, which motivated them to create 
small model interactions with the energy economic sectors. The stated goals were to 
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have a constant price and to establish the role of structured parameters. Through this 
structure, they were able to calculate the total expenses of the energy sectors and 
could understand the best way to keep energy economics cost-effective [28–30]. 
With continuous demand on energy, different issues began to show in terms of 
energy planning since one dimension, such as the economy, cannot solve the com-
plicated process. Because of its popularity in solving complicated processes, 
MCDM began to be used in decision-making for sustainable energy. MCDM is suc-
cessful in dealing with the multi-dimensions of sustainability goals and in the com-
bination of socioeconomic and biophysical systems. MCDM differs from previous 
methods, which work with one dimension only, and it works with different criteria 
in the energy supply system from technical, economic, environmental, and social 
aspects. Different comprehensive MCDM methods are used for this purpose: ana-
lytical hierarchy process, TOPSIS, and ELECTRE. MCDM works with decision 
uncertainty and helps the decision-maker to choose the best acceptable innovation 
technology in the energy sector [22, 31–34].

After the exploration of oil and gas in the 1960s, many studies found that deci-
sion analysis (DA) was important in solving complicated problems, and that con-
tributed to the use of DA in the application from industry to the public sector. DA 
can be used as strategic or policy decision-making for solving uncertainties and 
multiple conflicting criteria. Decision analysis methods can be divided into three 
groups, single-objective decision-making (SODM) method, decision support sys-
tem (DSS), and MCDM method [35].

SODM: Works with a class of methods for reaching the available solution under a 
single-objective situation. SODM uses a decision tree (DT) and an influence 
diagram (ID) Both work to make SODM a simpler and more compact represen-
tation of decision problems.

MCDM: Gives the decision-maker the choice to prioritize alternatives by depending 
on several criteria. MCDM has mainly two branches: multiple-objective decision- 
making (MODM) and multi-attribute decision-making (MADM). The reason to 
choose MODM is to find the best among alternatives. MADM is the popular 
choice to use in energy planning.

DSS: Uses flexible and adaptable software systems that cover models, databases, 
and other decision-aiding tools.

Zhou et al. [35] reports that decision-making in energy planning can be used in 
different applications, and it can be narrowed down into two groups: strategy/
policy(S/P) and operational/tactical (O/T) levels. The S/P level works with 
 macro- issues like energy policy analysis, energy investment planning, and energy 
conservation strategies. The O/T level works with operational and short-term devel-
opment like bidding, pricing, and technology choice. After that it has seven applica-
tion areas: energy policy analysis, electrical power planning, technology choice and 
project appraisal, energy utility operations and management, energy-related envi-
ronmental policy analysis, energy-related environmental control and management, 
and miscellaneous category [35].

 The methods in decision analysis can be divided into the following aspects: 
economic analysis, decision analysis, and system analysis methods.
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4.2.1.1  Economic Analysis Methods

Tools that can be used with economic analysis method are divided into:

Cost/benefit analysis
Cost-effectiveness analysis
Life cycle cost assessment
Payback period analysis
Real option analysis

4.2.1.1.1 Cost/Benefit Analysis

Cost/benefit analysis has two parts and it requires both sides to work. The first part 
of the cost/benefit analysis is the measuring of costs and benefits with the progress 
in time which is evaluated in terms of willingness to pay. For benefits, this means 
choosing the maximum amount that can be paid for reaching this purpose. For costs, 
this means choosing the minimum amount that can be paid for reaching this pur-
pose. The second part consists of cost/benefit criterion that is decided by choosing 
the project if the net present value of benefit is positive and refusing the project if 
the net present value is negative [36].

Cost/benefit analysis is used in a diverse array of applications, like global cli-
mate policy [36], climate change [37], power generation [38], wind energy [39], 
technology and environmental policy [40], domestic electricity [41], local air pol-
lution and global climate change [42], and waste reuse project for environmental 
purposes [43].

Cost/benefit analysis is easy to use, and anyone can understand the results from 
using this method. It can be used in different locations, scenarios, and 
applications. 

4.2.1.1.2 Cost-Effectiveness Analysis

Cost-effectiveness analysis was improved through the World Health Organization 
(WHO).This improvement reflects the assessment of the efficiency in different 
interventions and scenarios. This method works to clarify the intervention scenario 
and to enhance the effectiveness in every scenario [44]. This method cannot work 
with cost and benefit, which are used in cost/benefit analysis.

Cost-effectiveness analysis is used in a diverse array of applications like energy 
production in the EU [45], climate policy [46–49], wind/PV/fuel cell power genera-
tion system [50], renewable energy electricity policy [51], new commercial building 
[52], air quality and greenhouse gases [53], and global warming [54–56].

Cost-effectiveness analysis is similar to cost/benefit analysis because it is easy 
to understand. Also, it can work with different programs that deal with same dis-
ease or goal. Cost-effectiveness analysis like cost/benefit analysis has limitations 
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and drawbacks. The organization of the analysis is not the same for reaching cal-
culations and that impacts the results. For example, some researchers found that it 
placed the same value on every individual and it did not take into consideration age 
(infant and middle age assumed equal). Another study found that the calculation of 
the years of an individual impacted their life.

4.2.1.1.3 Life Cycle Cost Assessment

Life cycle cost assessment works to estimate the cost of the whole life of the product 
that collaborates with the system through present and future cost. The goal from 
using this method is to evaluate the total cost of project alternatives and to choose 
the design that supports the lowest in general and that reflects on quality and func-
tion [57].

Life cycle cost assessment can be used in a diverse array of applications like 
energy building [58–61], alternative fuel [62], environmental analysis [63–65], sus-
tainability [66–68], greenhouse gas emission [69–71], object-oriented framework 
for highway bridge [72], and solar energy [73].

4.2.1.1.4 Payback Period Analysis

Payback period analysis is the duration of time that is required to get a return on the 
money that was invested over a certain period of time. A long-term payback period 
is not favorable. A short-term payback period is more desirable. This method is 
more important because it determines if the investment or project is acceptable or 
not.

Payback period analysis can be used in many different applications like evalua-
tion of photovoltaic system [74–78], electricity generation power plant [79, 80], 
wind energy [81, 82], environmental analysis [83, 84], solar hot water system [85], 
commercial building application [86–88], and carbon dioxide emission [89, 90].

Payback period analysis has many advantages. For instance, this method is easy 
to use and calculates the result, giving a more accurate assessment in the final deci-
sion for reaching the investment proposal. An assessment of the risk will occur, and 
the degree of certainty depends on period of the risk. Besides all of these advan-
tages, it has disadvantages. For instance, the calculation for payback and time value 
of money is not clear in the result. In addition, it focuses a lot of attention on liquid-
ity and leaves off profitability.

4.2.1.1.5 Real Option Analysis

Real option analysis considers alternatives when opportunity is available for busi-
ness investment by looking at real, tangible assets. Real option analysis is used 
when there is the ability to expand and cease projects and when many conditions 
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make it difficult to choose between alternatives. This process will help decision- 
makers to make decisions accurately.

Real option analysis can be used for different applications like sustainability [91, 
92], hydropower energy [93], high-uncertainty technology investment [94, 95], 
renewable energy [96, 97], carbon emission [98, 99], risk management [100], and 
challenges in making decisions [101].

Real option analysis is useful in helping decision-makers accurately choose 
between the best alternatives according to situation.

The table below summarizes the economic analysis with the tool according to the 
literature review (Table 4.1).

4.2.1.2  Decision Analysis Method

Tools that can be used with decision analysis method are divided into:

Decision trees
Influence diagrams
Multi-attribute utility theory
Analytic hierarchy process (AHP)
Analytic network process (ANP)
PROMETHEE
ELECTRE

4.2.1.2.1 Decision Trees

Decision trees work by finding a course of action or showing a statistical probabil-
ity. Every branch in the decision tree means the probability of the decision. These 
branches help to simplify complex decisions, and according to decision trees, the 
most viable alternative will be selected.

Decision trees can be used in a variety of applications like forecast application 
[102], cost-effective operation strategy [103], electrical energy consumption [104], 
solar and wind power [105], renewable energy policy [106, 107], environmental 
effect [108, 109], building energy [110, 111], enterprise-wide modeling and optimi-
zation [112], and program model in energy [113].

Table 4.1 Methods used in 
energy planning with respect 
to economic analysis from 
the literature

Type of evaluation Methods Reference

Economic analysis Cost/benefit analysis [36–43]
Cost-effectiveness analysis [44–56]
Life cycle cost assessment [57–73]
Payback period analysis [74, 90]
Real option analysis [91–101]
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There are many advantages in using decision trees. Decision trees are not com-
plicated, are easy to understand, and are simple to execute. Also, the performance 
will not be affected when the trees have a nonlinear relationship. Decision trees 
require little effort for data preparation as compared with other methods. The deci-
sion tree does have problems when it is supplied with continuous data. For example, 
it is unstable because when decision trees change the data, this leads to a change in 
the calculation for future data.

4.2.1.2.2 Influence Diagram

An influence diagram shows problems that need decisions to be made in order to 
solve them. It shows different shapes and colors for decisions, uncertainties, and 
objectives as nodes in the network. In the influence diagram, there are four types of 
nodes that create the decision problem. These nodes explain the situation “what do 
we do?,” “what is the outcome?,” and, finally, “how do we like it?.”

Influence diagrams work in a diverse set of applications such as life cycle assess-
ment of renewable energy [114], ranking cycle for waste heat recovery [115], orga-
nization of renewable energy [116, 117], building energy [118], analysis frameworks 
[119], sustainable energy system [120], and wind energy [121].

An influence diagram has many advantages. For example, in the case of quantita-
tive information, it simplifies the cause and effect phenomena. Also, the benefit of 
the model influences the diagram through upkeeping and upgrading. It has a func-
tion of open windows instead of black boxes. However, influence diagram has limi-
tations for use. For example, although the model is easy to understand, it is difficult 
to build the model.

4.2.1.2.3 Multi-attribute Utility Theory (MAUT)

Multi-attribute utility theory (MAUT) works as a tool to solve complicated decision- 
making problems. This complicated process results from the probability nature of 
the problem and a multitude of quantitative and qualitative factors. Kenny and 
Raiffa [122] developed a concept for solving complicated decision problems 
through multiple attributes and multiple conflicting objectives, which leads to a 
systematic approach of multiple attribute utility analysis. MAUT solves the problem 
for decision-makers by simplifying the structure in the form of a simple hierarchy. 
This process impacts the solution for a large number of uncertainties in both quan-
titative and qualitative cases [123].

MAUT works in different applications such as energy policy [124, 125], risk 
analysis [126], power plant [127], climate change mitigation [128], environmental 
analysis [129], building energy [130], green supply energy management [131], 
wind energy [132], and decision models for project selection [133].

MAUT has many advantages, and it can participate in the different aspects such 
as economy and environment. It must have more data than MOP. In addition, it has 
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less difficulty in the computations than MOP [123]. Although MAUT has advan-
tages, it has some limitations. For example, in the program goal, MAUT doesn’t 
have the ability to weigh coefficients and is the reason why many researchers use 
another methods like AHP. The huge amount of input that is required in every step 
for reaching accuracy in the decision outcome will lead to intensive data, which 
may not be found in every step in the process of decision-making [134].

4.2.1.2.4 Analytic Hierarchy Process (AHP)

AHP is used for solving complicated decision-making. There have been many 
developments in this method by Thomas L. Saaty in the 1970s. It is acceptable in 
different scientific communities to solve complicated decisions in technical part and 
environment [135, 136]. Also, this method facilitates the long decision process by 
dividing it into smaller elements to make the decision process easier [137]. In addi-
tion, the pairwise comparison is used to help make decisions, and Satty suggests 
using a 1–9 scale measurement and eigenvector [137], while Kocaoglu suggests 
using 100 points between each pair [138].

AHP is successfully used in different applications such as long-term improve-
ment in the national electrical and GHG control panel [139], energy alternatives for 
the household [140], development of hydrogen technology [141], energy policy 
planning [142], renewable energy planning [143, 144], transportation fuel policy 
[145], and environmental impact assessment [146].

The process of AHP has many stages before reaching a decision. The first stage 
is the target, which is represented by the selection of the best alternative among oth-
ers. The second stage works to evaluate the criteria according to the alternative. The 
third stage makes a hierarchy by simplifying a complex problem into a small prob-
lem. The fourth stage evaluates if the hierarchy arrangement is suitable or not 
according to the target. The fifth stage creates an online peer review system. The 
sixth stage makes the pairwise comparison and calculates the weight of the criteria 
after that. The seventh and eighth stages examine the consistency. The ninth stage 
reviews the consistency of the ratio, which must be between 0 and 0.1. After the 
completion of all of the stages, it must go the tenth stage to select the best alternative 
that leads to the best development of alternative energy technology [139].

4.2.1.2.5 Analytic Network Process (ANP)

ANP is a tool for making decisions, and it has the flexibility to use interaction and 
feedback during and between clusters. The feedback is very important for the pro-
cess of making decisions, and it develops the process of decision in the human 
society. The framework that contains the cluster of elements has a major effect on 
creating ANP. That impact is the desired way for reaching the process of deriving 
ratio scales. ANP was improved by Saaty as a new concept for expansion of 
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AHP. The advantage of using ANP is to use ratio scales to capture all kinds of inter-
action [147].

ANP is used in different applications like alternative fuels for electricity genera-
tion [148, 149], SWOT analysis [150], selection of photovoltaic solar power plant 
investment projects [151], sustainable building energy [152], environmental impact 
[153, 154], strategic analysis for CO2 reduction management [155], and solar 
energy industry [156].

Although there are advantages in using ANP for different applications, it has 
some limitations. For example, there are challenges in choosing the correct network 
structure among other criteria because the different structures impact the result and 
the experts too. Also, it has difficulties in forming a super-matrix, and all criteria 
must be in pairwise comparison with respect to other criteria [157].

4.2.1.2.6 PROMETHEE

The PROMETHEE method was developed in 1982 by Brans, and improvements 
were made to this method during the period between 1985 and 1994 by Brans, 
Vincke, and Mareschal. This method considers outranking as it works to complete 
aggregation (MAUT) and it needs additional information. PROMETHEE has three 
major tools that are used to simplify and solve a problem: PROMETHEE 1 ranking, 
PROMETHEE 2 complete ranking, and PROMETHEE 3 GAIA plane [158].

PROMETHEE is successfully used in many applications like sustainable energy 
planning [159, 160], national energy scenarios [161], evaluation of geothermal 
energy projects [162], evaluation of wind energy [163], decision-making in fuzzy 
environment [164], distributed residential energy systems [165], assessment of solar 
thermal technology [166], and chemical emissions on motor vehicles [167].

PROMETHEE has many advantages when it is used. For example, PROMETHEE 
1 works to prevent occurring trade-offs between scores on the criteria, which are 
more likely to happen with AHP. PROMETHEE doesn’t need a lot of effort to reach 
synthesis, and that leads to completion without a lot of effort for each alternative on 
every criteria. However, PROMETHEE has some limitations. In PROMETHEE 1, 
the partial ranking, when it prepares to complete the ranking PROMETHEE 2 of the 
alternative, the specific details are usually lost during the transfer. PROMETHEE 
doesn’t have the ability to build a classical decision tree or another guideline to 
eliminate the weight that occurs only with a criteria hierarchy [158].

4.2.1.2.7 ELECTRE

The ELECTRE method is part of MCDA, and it was used in the 1960s. This method 
was discovered by Bernard Roy and his colleague at SEMA Company. This method 
has the ability to deal with difficult situations in both quantitative and qualitative 
cases for supplying the order of the alternative [21]. In addition, it works with 
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uncertainty and vagueness that lead to the creation of data from predictions and 
estimations [168].

The ELECTRE method works in different applications like thin-film photovol-
taic production processes [169], aid approach for energy planning problems [170], 
environmental modeling [171], selection for alternative energy [172], promoting 
electrical efficiency [173], integrated decision aid [174], and assessment of renew-
able energy sources [175].

The ELECTRE method has advantages. For example, it has the ability to make 
the decision by selecting the decision parameters and depending on the intervals can 
ignore the fixed value [176]. However, it has some limitations. For example, some-
times this method is unable to choose the best alternative because it isn’t required to 
finish the task in the system [21].

The table below summarizes the decision analysis with tools according to the 
literature review (Table 4.2).

4.2.1.3  System Analysis Methods

Tools that can be used with system analysis method are divided into:

Simulation modeling and analysis
System optimization
TOPSIS

4.2.1.3.1 Simulation Modeling and Analysis

Simulation modeling and analysis works in different kinds of application such as 
building energy performance [177], the dynamic behavior of polymer electrolyte 
membrane fuel cells [178], system analysis for advanced vehicles [179], emerging 
technology [180], architecture for sparse sensor networks [181], end-use energy con-
sumption in the residential sector [182], software process simulation [183], and day-
light availability and irradiance components from direct and global irradiance [184].

Table 4.2 Decision analysis 
used in energy planning from 
the literature

Type of evaluation Methods Reference

Decision analysis Decision trees [102–113]
Influence diagram [114–121]
MAUT [122–134]
AHP [135–146]
ANP [147–157]
PROMETHEE [158–167]
ELECTRE [21, 168–176]
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4.2.1.3.2 System Optimization

System optimization can work in different kinds of applications such as energy 
management system planning [185, 186], stand-alone hybrid solar-wind system 
[187], photovoltaic power systems [188], advanced alkaline electrolyzers [189], 
methods applied to renewable and sustainable energy [190], sensitivity analysis of 
photovoltaic system in residential buildings [191], district heating systems [192], 
and future energy systems [193].

4.2.1.3.3 TOPSIS

The technique for order of performance by similarity to ideal solution (TOPSIS) is 
considered a multi-criteria decision analysis. This method was improved by Hwang 
and Yoon in 1981. TOPSIS works through taking the shortest geometric distance 
from the positive ideal solution and the longest geometric distance from the nega-
tive ideal solution. It works through comparing a set of alternatives by determining 
the weight for every criterion, normalizing the score for every criterion, and finding 
the result of geometric distance between every alternative and the best alternative.

TOPSIS can work in a diverse array of applications such as assessing thermal 
energy storage [194], state-of-the-art survey [195], energy-efficient network selec-
tion [196], automotive industry [197], reduction on pollution emission base [198], 
evaluation and selection of thermal power plant location [199], building energy per-
formance with multi-criteria technique for order preference [200], and the inte-
grated framework for analysis of electricity [201].

TOPSIS has many advantages when it is used. For example, the process is easy 
to use since the number of steps will stay the same without changing when it has a 
number of attributes. The disadvantages are that the geometric distance doesn’t give 
attention to the correlation between attributes and it is hard to weigh attributes and 
maintain consistency of judgment (Table 4.3).

4.2.2  Research Gap Analysis

From the literature review (academic journals, web articles related to energy tech-
nology), it has been observed that it is important to focus on the following areas:

• The different procedures and systems that are required for renewable energy for 
development of resources

• The requirements of using renewable energy to support electrical systems
• Decision-making methodology in energy planning

Table below clarifies the key research areas and findings from the literature 
review (Table 4.4):
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From the research findings in this table, many research gaps have been identified. 
Many of the research gaps were found from the literature and from other scholars.

These gaps are the need to:

• Find systematic approaches through enhancing electrical systems by depending 
on geothermal energy resources

• Develop a multi-criteria model for enhancing geothermal energy resources that 
reflects on better electrical systems

• Collect information from different sectors that can benefit from electrical 
systems

For finding solutions to these gaps, several questions were used. They are listed 
below:

• What are the criteria for assessing the support of electrical systems from geother-
mal energy sources?

• Which geothermal energy resource alternatives have the highest impact for 
developing the electrical system?

Table 4.3 System analysis used in energy planning from the literature

Type of evaluation Methods Reference

System analysis method Simulation modeling and analysis [177–184]
System optimization [185–193]
TOPSIS [194–201]

Table 4.4 Key research area and finding in the literature

Research area Finding Literature

Different procedures 
and systems are 
required for the 
development of 
renewable energy 
resources

Complicated process of developing renewable energy 
and increasing demand to have energy and maintain the 
social, political, environmental, economic, and technical 
aspects. Minimizing tax, granted loan from the 
government

[1, 2, 5]

Support energy 
efficiency system

Geothermal energy resources, seven application areas: 
energy policy analysis, electrical power planning, 
technology choice and project appraisal, energy utility 
operations and management, energy-related 
environmental policy analysis, energy-related 
environmental control and management, and 
miscellaneous category

[5, 7, 16, 21, 
35]

Decision-making 
methodology in energy 
planning

DA is important to solve complicated processes. DA can 
be used for strategic or policy decision-making and for 
solving uncertainties and multiple conflict criteria; 
energy planning requires multi-criteria to solve 
complicated processes since one dimension cannot 
solve these criteria. MCDM applies to different sectors 
of energy planning

[21–24, 
31–35, 
47–50, 
139–175]
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• How can changes in energy resources affect the analysis for making decisions?
• What are the current technologies available for developing and extracting geo-

thermal resources that will be more effective in the electrical system?

4.3  Research Application Background

4.3.1  Importance of Geothermal Energy in Oregon

It is very important for current and future politics to focus on energy safety, energy 
independence, and minimizing the effect of greenhouse gas emissions. Many coun-
tries found that it’s necessary to support the use of renewable energy, and they see 
that geothermal energy has the opportunity to be developed and to be successful. 
Different applications of technology principles like ground source heat pumps 
(GSHP) and groundwater heat pumps (GWHP) are used for obtaining the best ser-
vice to the community [202]. In addition, the increasing demand for energy leads to 
an increase in the dependence on renewable energy technology. Renewable energy 
is challenging in terms of how to implement this form of energy with respect to fol-
lowing items: uncertainty in policy design and duration, unclear or inadequate 
enforcement, and targets that are too hard to reach in some cases. The challenge is 
to generate the motivation to create goals that will exceed uncertainty in policy 
design and duration and unclear or inadequate enforcement. The 2007 Oregon’s 
Renewable Portfolio Standard (RPS) legislative objective made it a goal to have 
25% of electricity come from renewable energy by 2025, and that goal has led to 
exploring what options exist for renewable energy resources. The demand for elec-
tricity is expected to reach 7500 MW by 2025. As of 2010, the demand of energy 
was 5500 MW [203].

The opportunity for success in covering a large part of the electrical system 
comes from renewable energy. Geothermal energy is one of the highest potential 
resources to reach the goal of supporting electrical system in Oregon. The report 
from the Northwest Power and Conservation Council showed that close to 6000 MW 
of wind power by 2025 will be available. The Western Governors’ Association 
showed that close to 1290 MW of geothermal and 500 MW of solar power by 2025 
will be available. According to Daim, Kayakutlu, and Cowan, “the 6000 MW of 
wind power referred to above would only translate to about 2000 MW of constantly 
available power” in the Northwest by 2025 [203]. Solar power works only in day-
light, and depending on the weather in Oregon, the probability to benefit from solar 
power is approximately 15%. Geothermal energy has the potential to work all the 
time and reach the capacity factor of 90% [203]. It is very significant to drive the 
motivation to use geothermal energy resources, and each driver will clarify on the 
following items:

• Cost and risk: The availability of geothermal energy resources and the knowl-
edge of how to benefit from them reduce the cost of investment for technology, 
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and identifying how these are reflected in different applications minimizes the 
risk if a project continues over a long period of time.

• Environmental friendliness: Geothermal energy is considered friendly to the 
environment since it doesn’t produce carbon emissions in most of the applica-
tions that use energy that supports electrical systems.

• Increasing and changing electricity demand: Geothermal energy resources in 
Oregon have the potential to cover a large part of the electricity demand and the 
systems for electricity if people know how to use the best model for obtaining a 
high productivity of energy. The availability of geothermal energy resources will 
make an impact by reducing the load on electricity. As there will be an increase 
in the load as a result from an increase in population, there is an opportunity to 
apply this new technology.

• Uncertainty in fuel prices and growing cost of energy: Geothermal energy 
resources can have a constant price over a long period of time, and this impacts 
the decision-making process with respect to the cost effect. Other sources of 
energy, like oil, don’t have a constant price, and this has an effect on decision- 
making. This uncertainty in the price creates an inconsistent cost environment.

4.3.1.1  Cost and Risk

The availability of technology can impact and minimize cost. There is a reduction 
of cost by about 60% for application of geothermal energy resources with low tem-
peratures before 2030. There is no constant price for the cost of geothermal energy 
because geothermal energy has three types: power plant, district heating, and the 
direct use of geothermal energy. The cost for each one is different than others. The 
cost of a geothermal heating system relies on a type of loop system that can be hori-
zontal or vertical. The estimated cost for a home with 25,000 square feet and with a 
120,000 BTU load for both cooling and heating ranges from $20,000 to $25,000 for 
construction. This system minimizes utility bills by 40–60%. This system is consid-
ered economical because the payback period is between 2 and 10 years, and the life 
system for geothermal heating system is between 18 and 23 years. The US govern-
ment supports improvement for this kind of project through offering a 30% federal 
tax credit, and many states and companies work to have incentives for this kind of 
investment [204]. During the construction of geothermal projects, there is still a 
high risk of failure because it is unknown where the maximum capacity of produc-
tion can be reached from the drilling and where the drill must be stopped. Also, the 
investors must invest a lot of money in the project, and they don’t know when there 
will be a return on the investment. In contrast, oil and natural gas are profitable, and 
investors will know when the return on the investment will be [205].

The cost of a geothermal power plant is considered economical if the impact has 
been studied over a long period of time because the investment cost is about two- 
thirds for the project and one-third for the facility. The graph below shows how the 
investment for a long-term geothermal energy project is better than other renewable 
energies [206].
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4.3.1.2  Environmental Friendliness

Geothermal energy is considered a source of sustainable energy like solar, wind, 
and biomass. This type of sustainable energy is defined as friendly to the environ-
ment since it releases a low emission of greenhouses gases into the atmosphere. 
Geothermal energy is sustainable and has the potential for production over a long 
period of time with a constant level of production. The process for taking energy 
from geothermal sources requires withdrawing the fluid and extracting the heat con-
tent. Many parts in the world that use geothermal show no change in the production 
over the years.

The application of geothermal energy for power generation and direct use will 
have some effect on the environment; thus the obligation to protect the environment 
still stands according to United Nations Summits in Rio in 1991, Kyoto in 1997, and 
Johannesburg in 2001. Any type of technology used for power generation requires 
many phases of development and production, which include exploration, produc-
tion tests, construction, and operation. The effect on the environment must not be 
permanent, including changes to landscape and land use, emissions into the atmo-
sphere, noise, land subsidence, seismicity, and solid waste. Geothermal power gen-
eration generates a lower emission of greenhouse gases than other technologies, and 
geothermal power plants generate lower CO2 emissions than other technologies. It 
is clear that geothermal power plants are better for the environment than power 
plants that require oil, coal, or gas [207]. In Oregon, the type of geothermal power 
plant is a binary plant, and it is considered friendly to the environment because all 
of the processes occur in a closed system.

The direct use application of geothermal energy has less impact on the environ-
ment than a power plant.

4.3.1.3  Increasing and Changing Electricity Demand

The demand for electricity changed in the last 30 years in the Pacific Northwest, and 
this change was because of many factors like the price of consumption energy, 
increasing human population, and construction of new projects as an opportunity to 
use new technology. All of these factors have contributed to this change in demand, 
and this change will continue and increase in the future [208]. Geothermal energy 
will reduce the load on the electrical system.

4.3.1.3.1 Increasing Population and Impact on Electrical System

The population growth in Oregon has increased in the last 3 years since 2014. 
Population increased in Oregon by 1.1% or by 43,690 people. According to 
Burchard, “This is up from the 2013 growth rate of 0.9% and higher than the 2014 
nationwide growth rate of 0.7%” [209]. The increase in population growth is differ-
ent from the past. The population increased from 2,927,800 in 1991 to 3,962,710 in 
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2014, and during this time period, the rate increased by 10.7%, which was more 
than the national growth rate of 8.6% [209].

Population growth has an impact on the electrical system since the electrical 
system covers a limited number of people and homes. The growth in population 
requires the expansion and building of new houses to support the rising population, 
and this requires a preplan for the electrical system. A plan for a new electrical sys-
tem needs to identify the future energy capacity to make the plan appropriate for an 
increasing population. The availability of geothermal energy resources will have 
positive impact on rising populations in parts of Oregon and will contribute to the 
reduction of demand on the electrical system.

4.3.1.3.2 The Construction of New Projects for the Opportunity to Use New 
Technology

A residential energy consumption survey from the US Department of Energy found 
that every house has the equipment or a device for space heating. More than three 
quarters of homes have air-conditioning, and most of these homes use both a heat-
ing and cooling system during the year. Heating and cooling systems don’t have the 
same source of energy, types of appliances, or distribution systems, and they have a 
different impact on the environment [210, 211]. In addition, the increase in popula-
tion leads to new projects that cover for the lack of energy. This has an impact on the 
use of new technology and the understanding of how it works to best serve the popu-
lation increase. North America has problems supplying electricity during peak sea-
sons like summer, which results from adding new appliances with capacity loads 
adding to the currently constant loads like commercial lighting and industrial pro-
cesses. These new appliances require additional resources of energy, which leads to 
many problems, such as an increase in the cost, a switch in peak capacity genera-
tors, and ways to minimize the demand. There will be blackouts when the supply of 
electricity is not enough to address the demand for electricity. Therefore, it helps to 
have several pricing programs to adjust for problems like time of use, critical peak 
pricing, real-time pricing, and peak time rebate. These programs help to increase the 
knowledge to decide which strategy is more important for lowering peak time elec-
tricity use [212]. The availability of geothermal energy resources will reduce the 
load on the energy system and decrease the import of energy resources, while at the 
same time, an increased dependence on geothermal energy resources will match the 
increasing demand for new projects.

4.3.1.4  Constant Prices Over the Long Term

Oil and energy prices have not been constant since the oil crisis in 1973, and 
there are many factors that have contributed to the increased fluctuation in these 
prices. Research studies showed that 95% of crude oil, refined petroleum, and 
natural gas products do not show consistency in terms of cost. A recent study 
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showed that the price for crude oil is more variable than about 65% of other 
products [213]. From the research study, it is clear that crude oil products will 
not generate a consistent price over a long period of time. On the other hand, 
geothermal energy resources have constant prices over the long term, and this 
helps in accurate decision-making about what is the requirement of geothermal 
energy for development.

The price of geothermal heat is considered constant, and this encourages custom-
ers to support geothermal heating projects. In addition, geothermal energy is better 
than tradition fuel like coal, lignite, and fuel oil because it has low initial operation 
costs and a low selling price [214]. The reason that geothermal energy prices are 
constant as compared to oil, gas, and natural gas is because geothermal energy 
resources don’t require the large amount of fuel imported from sources outside of 
Oregon to operate. Although the initial investment for the construction of geother-
mal power plants is high until the completion of the construction, the size of produc-
tion and capacity for generating electricity will lead to a modification in the price 
over the long term [205]. The constant price will help decision-makers decide which 
factors are necessary for improvement of the production phase and whether to keep 
the price the same or to modify the price to make it suitable for the process of 
production.

4.3.2  Potential of Geothermal Energy

There is a lot of research developed to enhance the ability of geothermal energy 
globally. The Geothermal Energy Association (GEA) data showed a large improve-
ment in geothermal projects by adding 21 new power plants in 2014, which helped 
to support the electrical grid by adding approximately 610 MW. This improvement 
in the electrical grid was a large change to add more power plants in 2014 in 1 year 
compared with 1997. In addition, the global market increased by about 12.8GW to 
include 40 countries. The data show that the capacity of the global geothermal 
industry can increase between 14.5 GW and 17.6 GW by 2020. The probability of 
reaching 27–30 GW by the beginning of 2030 will occur if all countries work to 
achieve the goal and target of geothermal power development. Forty countries now 
work to cover the lack of electricity through geothermal power. According to geo-
logic knowledge and technology, communities and countries benefit from 6.5 of 
total global potential of geothermal power. This knowledge and technology showed 
that in 2005 more than 160 global geothermal projects were installed adding 4 GW 
to the electrical grid [215].

Many countries have set goals and targets for future geothermal power use.
According to GEA research, new geothermal projects are planned for the near 

future. Compared to other countries in the world, the USA dominates the market in 
the installation of geothermal power plants.

In the USA, attention has been paid to the benefits from the potential use of geo-
thermal energy, and there have been large improvements for obtaining the best ser-
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vice and support to the electrical grid. By the end of 2014, the USA succeeded in 
installing a net capacity of about 2.7 GW to the grid. The size of production from 
geothermal power under development is 1250 MW, and there still is a 500 MW 
delay in the service because geothermal power is waiting for the agreement of 
power purchase. Many projects were developed after 2005, and these improvements 
are represented by the addition of 38 geothermal power projects, which have con-
tributed 700 MW to the electrical grid [215].

4.3.2.1  Developing Projects

The amount of developing geothermal projects is different from state to state in the 
USA, and that is because of many reasons. Many companies made recommenda-
tions to the GEA, noting that it isn’t a good time to invest in federal or state leasing 
on on-site locations since there is no economic benefit. These companies will rein-
vest in the future when the market has more opportunity to invest in geothermal 
projects. The main reason to consider geothermal energy is that it is more economi-
cal than other renewable energy sources like solar and wind and it can replace for 
oil and gas. Geothermal resources require equipment for discovery, drilling, and 
extracting, which carries a large financial cost. It is important to invest in the project 
over the long term for the project to be economical, which sometimes requires put-
ting the project on hold and reinvesting at a later date when the conditions and poli-
cies in the market change [215].

4.3.2.2  Global Technology and Manufacturing Development

There are three types of geothermal power technology: dry steam, flash, and binary. 
Each technology specifically works with one kind of geothermal energy source. 
Each resource requires a drilling depth in the earth different from other resources 
because each depth has different temperature. Flash and dry steam technology are 
more developed than binary since both flash and dry work with high temperatures, 
which produce higher energy. The percentages for using flash, dry, and binary are 
58%, 26%, and 15%, respectively. The remaining 1% is used for back pressure and 
other types of geothermal technologies [215].

Besides the improvement of global technology, manufacturing also has improved 
as more companies participated in geothermal energy. The geothermal turbine mar-
ket contains many companies that supply equipment for working in high- temperature 
projects like Toshiba, Mitsubishi, and Fuji. An example of a company that provides 
low-temperature organic Rankine cycle (ORC) solutions is Ormat Technologies 
Inc. (ORA). Many smaller companies are beginning to contribute to the geothermal 
market. For example, Ormat manufactures geothermal turbines and covers about 
85% of the ORC market. ElectraTherm is considered unique for the design of co- 
produced fluids geothermal facilities [215].
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4.4  Research Approach and Methodology

4.4.1  Introduction

As our project was extensive and reaching a final decision for improvement of geo-
thermal energy was complex, the best method to use was the analytical hierarchy 
process (AHP). In addition, this method depends on taking surveys from expert 
panels and analyzing their knowledge in hierarchical decision model (HDM). Also, 
we chose expert panels who have diversity of knowledge in their field and have the 
ability to make a decision without looking at the problem from one side. This 
method identifies each level and evaluates the important action in the final decision 
[216].

Many developments for the model of decision-making happened after using the 
analytic hierarchy process method (AHP) created by Thomas L. Saaty in the 1970s, 
and it is acceptable in different scientific communities to solve complicated deci-
sions from technical and environmental standpoints [135, 136]. Also, this method 
facilitates the long decision process by dividing the information into smaller ele-
ments to make the decision easier [137]. In addition, the pairwise comparison helps 
in making decisions, and Saaty specifies the use of the 1–9 scale measurement and 
eigenvector [137], while Kocaoglu specifies the use of 100 points between each pair 
[138]. The 100 points are more convenient than the 1–9 scale because experts have 
more flexibility to determine between 100 points, while 1–9 scale isn’t as flexible 
[217]. The AHP model has been used in a lot of studies, and it was used as a basis 
for data in more than 1000 journal articles and 100 doctoral dissertations [136].

The Research Institute for Sustainable Energy (RISE) in the Engineering and 
Technology Management Department at Portland State University has successfully 
made a comprehensive framework to evaluate energy technology and renewable 
energy by assessing technical, social, political, environmental, and economic crite-
ria. By using these criteria, the hierarchical decision-making (HDM) method will 
help in the decision-making process for selecting geothermal energy resources that 
impact and support electrical systems in Oregon.

4.4.2  Research Objective

The objective for the research study is to find the assessment model framework that 
can best be used to support the electrical system in Oregon by developing geother-
mal energy sources. The research study works through collaboration utility objec-
tives and goals for filling the present gap that is available and works to create a 
solution by generating a comprehensive decision-making process to evaluate the 
best course of action. MCDM is suitable tool to use for the decision-making pro-
cess. This approach will help to evaluate various decision options that includes a 
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diversity of users and reduces the uncertainty associated with the decision [22–24]. 
Overall, the research model will increase the knowledge about how to develop geo-
thermal energy sources that will support the electrical system in Oregon including 
minimizing uncertainties, understanding the potential applications in different areas 
inside Oregon, and finding the optimum way to reach the goal of the best course of 
action.

4.4.3  Research Methodology

The purpose of the research study is to improve the model framework for reaching 
the potential of the electrical system and to expand the model by depending on util-
ity objectives and goals rather than just quantifying variables. Using this approach 
will help to account for user heterogeneity and will minimize the uncertainty gener-
ated from this variable. The result will be an increased knowledge and accuracy 
about simplifying electrical technology evaluation and planning approaches, which 
will lead to a better understanding of how to make the best choice in decision- 
making process.

Decision alternatives in the research model are geothermal energy resources. 
Every geothermal energy resource alternative consists of different technology, and 
each one has a different purpose from the other geothermal energy resources. But 
every geothermal energy resource supports and reduces the load on the electrical 
system. Using different kinds of knowledge leads to increased information about 
the research study and then reduces the uncertainty that will happen if they depend 
on one or two sources of obtaining information. Overall, the research model will 
give more knowledge to the geothermal field through understanding the problem, 
finding suitable solutions, and minimizing the uncertainty with respect to all utility 
objectives and goals.

Levels of research methodology consist of many major phases:

 1. Hierarchical Decision Model (HDM)
 2. Stage 2: Judgment Quantification
 3. Stage 3: Data Collection
 4. Stage 4: Data Analysis

4.4.3.1  Hierarchical Decision Model (HDM)

This model is considered a part of the research project aspect of the Research 
Institute for Sustainable Energy in the Department of Engineering and Technology 
Management, and HDM supplies a multi-perspective assessment of various energy 
technologies such as nuclear, wave, geothermal, biomass, petroleum, hydro, wind, 
solar, biofuel, coal, synfuels, hydrogen, and conservation. The HDM method will 
clarify the problem and help to decide which decision is most suitable for solving 
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the research problem since most people don’t have the ability to solve the compli-
cated process of decision-making without dividing the problem into small parts, 
which helps to make the right decision with respect to objectives, goals, and criteria. 
In addition, HDM has ability to observe a large number of alternatives and can ana-
lyze the alternatives from different angles. This process of analysis will help to look 
at the problem in depth and then choose the most suitable decision. HDM methodol-
ogy is successfully used in different applications like the development of hydrogen 
energy technology [141], risk analysis in energy policy [218], national emerging 
technology strategy [219], solar energy technology [135], and long-term improve-
ments in the national electrical system [139].

HDM is a good approach for obtaining the best decisions in geothermal energy 
resource alternatives. In this research, HDM will break the decision into smaller 
elements through communication between the mission, objectives, goals, and alter-
natives. The figure below clarifies the general framework for RISE, which is used 
by the Department of Engineering and Technology Management at Portland State 
University (Fig. 4.1).

Intensive literature review was read for the evaluation of geothermal energy 
resources. The literature review showed that different types of utility work under 
geothermal energy resources. The table below clarifies the evaluation of geothermal 
energy resources from the literature review (Table 4.5).

From the literature review, this research is divided into four levels (Fig. 4.2):

 1. Mission Statement
 2. Utility Objectives Level
 3. Utility Goals Level
 4. Alternatives Level

4.4.3.1.1 Mission Statement

The purpose of using this methodology is to determine the alternative uses for geo-
thermal energy development that have a high value in terms of overall objectives 
and goals of the utilities.

4.4.3.1.2 Assessment Variable of Utility Objectives Level

The role and responsibilities for the objective level are clarified in the following 
sections:

• Encourage community to support geothermal energy project: Using geothermal 
energy projects will make future customer life easier and more convenient; this 
will encourage customer support for geothermal projects and will increase the 
adoption and development in this field. The availability of geothermal projects is 
necessary for supporting the general public and the job sector with more improve-
ment in the operation as compared with other sources of energy.

4 Technology Assessment: Developing Geothermal Energy Resources for Supporting…
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• Minimize environmental impact: Pollution increases from expanding the demand 
for energy in different sectors, which affects the environment through affecting 
greenhouse emissions. The availability of geothermal energy will have positive 
impact on the environment since it doesn’t consume a huge amount of fuel as 
compared with other sources of energy, so it will reduce GHG emissions. In 
addition, it is possible to drill from one geothermal energy source site and reach 
other geothermal energy source sites. This has a positive impact on the environ-
ment because it reduces the drilling to one site and doesn’t affect the other sites 
and the earth can be used for other purposes. Also, it is possible to create a beau-
tiful landscape in the surrounding areas of geothermal energy sources without 
creating a negative impact on wildlife.

• Reduce expense of investment in energy projects: Increasing population creates 
challenges to keep up with the demand for energy without blacking out the sys-
tem. In addition, the size of the financial investment is still large, and the opera-
tions of expenses are still very high. Although the investment in geothermal 
energy projects is not considered competitive as compared with other energy 
sources, the different technologies that accompany geothermal energy resources 
will change that if more attention and effort are given to this area of alternative 

Table 4.5 Evaluation of geothermal energy resource from the literature review

Perspectives Objectives Goals Reference

Social Encourage community to 
support geothermal energy 
project

Create new jobs opportunity [162, 
220–225]

Social acceptance [226–228]
Environmental Minimize environmental 

impact
GHG emission [220, 221, 

229–233]
Land requirement [220, 

234–237]
Seismic activity [220, 

238–242]
Using the land for other 
purposes

[220]

Economic Reduce expense of
investment energy projects

Minimize capital cost [243–248]
Minimize operation cost [220, 

249–253]
Economic boost [254, 255]

Technical Technical option improvement 
for geothermal energy projects

Minimizing the demand of 
critical resources

[256–263]

Increasing the capacity of the 
energy system

[264–270]

Equipment manufacturing 
development

[262, 
271–274]

Political Minimize the negative impact 
on the general public

Minimizing noise and odor [275–279]
Minimizing property damage 
for reducing the impact on 
lifestyle

[280–284]
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energy. The availability of geothermal energy and the knowledge of how to use 
the resources effectively lead to less dependence on resources from outside state.

• Technical option improvement for geothermal energy projects: It is important to 
understand the technical systems for improving the benefits from geothermal 
energy. The increasing demand of energy has a negative impact in some areas 
because not all resources of energy will be enough to cover the demand in the 
electrical system. Up until recently, some of the challenges facing this alternative 
energy source were on understanding the concept of geothermal power and its 
effectiveness without negatively impacting other factors like the environment 
and the economy. There is the possibility to develop the process in the future by 
quickly responding to any changes in the market and in the requirements of cus-
tomers. The ability to have the flexibility to work in any situation with different 
factors is a key factor for improving geothermal energy projects.

• Minimize the negative impact on public: The initiation of geothermal resource 
projects accompanied by creating a transition line between traditional energy 
sources and geothermal sources is required for producing energy that supports 
the electrical system; they also have an impact on public lifestyle and the health 
system in a community through minimizing demand on the use of traditional 
power plants and that reduces the level of pollution. Although the impact of geo-
thermal power plants on the environment is initially less than that of power plants 
for other energy sources, it is important to take into consideration any negative 
impact on the environment and general public and work to reduce this impact. 
The objective of reducing the negative impact on the general public and public 
spaces is to ensure that these geothermal projects don’t interact with other proj-
ects in the same area because this can lead to conflict. Knowing how to deal with 
different kinds of projects in the same area is important and has less negative 
impact on the public.

4.4.3.1.3 Assessment Variable of Utility Goal Level

The role and responsibilities for each goal level are clarified in the following sec-
tions. Geothermal energy resources will be evaluated according to the potential for 
each goal.

Encourage Community to Support Geothermal Energy Project

The utility objectives can be divided into the following utility goals:

• Create new job opportunity: Geothermal energy has social implications because 
it has a large effect on economic development and employment opportunities. 
When a geothermal power plant is installed, it requires a diversity of skills to 
complete the construction. This process leads to create indirect jobs, more eco-
nomic activity, and increased tax revenue. Having a geothermal power plant will 
create a diversity of job opportunities ranging from exploration and drilling jobs 

4 Technology Assessment: Developing Geothermal Energy Resources for Supporting…



96

to high-tech manufacturing jobs such as the manufacturing of generators, tur-
bines, and power-conditioning components to maintenance jobs in the power 
plant itself. These additional jobs and income will support industry employment 
through local and regional economy. The production of geothermal energy in the 
USA is $1.5 billion/yr. Garman showed that in 1996 there was close to 12,300 
direct jobs and 22,700 indirect jobs in the USA. The electricity sector requires 
the employment of 10,000 people for the installation and the operation of sys-
tems in power plants [220]. This process for creating new job opportunities can 
work in Oregon and be successful if people know how to benefit from the source 
of geothermal energy. Many articles show the potential to have new jobs from 
geothermal energy [162, 221–225].

• Social acceptance: In 2006, the BLM managed about 350 geothermal leases, of 
which 55 were producing geothermal energy from 34 power plants [226]. In 
2009, President Obama announced a new energy plan for the USA. The goal 
from this plan was to increase renewable energy to 10% by 2012 and 25% by 
2025. The continual commitment to expand and improve federal lands for the 
use of geothermal resources has led to an increase in production, and in 2012 his 
goal was exceeded by 2%; therefore the probability of reaching the 25% by 2025 
will be high [227].

The benefit from geothermal energy is to supply a baseload power and to benefit 
local economies. Direct use application and power plants lead to construction, oper-
ations, and maintenance jobs. The power plants also produce tax revenue for fed-
eral, tribal, state, and local governments [228].

Minimize Environmental Impact

The utility objectives can be divided into the following utility goals:

• GHG emission: Geothermal direct use has less effect on the environment as com-
pared with geothermal power plants. This type is beneficial for states, local com-
munities, agribusinesses, and other industries that require these resources. Also, 
this type supports the environment since it contains lower levels of gases than the 
higher-temperature fluids. Most applications of geothermal direct use today 
work through closed-loop, emission-free system. The carbon dioxide that accom-
panies geothermal fluids has an advantage to greenhouse application because 
carbon dioxide is important for the growth of plants. According to Garman, 
“Geothermally heated livestock facilities make waste management and collec-
tion easier for farmers and ranchers. The geothermal water can be used directly 
for cleaning and sanitizing these facilities, as well as drying the waste” [220]. 
This concept can work in Oregon. Many articles show the importance of reduc-
ing GHG emissions when using geothermal energy resources [221, 229–233].

• Land requirement: Geothermal fields require 1–8 acres per megawatt (MW), 
while nuclear operations need 5–10 acres, and coal operations need 19 acres. 
Coal power plants need a huge area of land that is used for agricultural purposes 
for making their fuel. This process for making fuel leads to the movement of 
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earth, which contributes to the creation of tunnels, waste heaps, and open pits. 
The process for re-treating the land is complicated and expensive [220].

Geothermal power plants need wells, which require drilling into the ground. The 
process of drilling will affect the land, but with the advancement in the equipment 
of drilling, there is less impact on the land. This drilling technology allows several 
wells to be drilled from one location, and this reduces the impact on the land, access 
roads, and geothermal fluid piping. A good example of drilling technology is slim-
hole drilling, which has 4″ to 6″ diameter well, while the traditional has a diameter 
of 8″ to 12″. Slimhole drilling also minimizes the land used for site preparation and 
road construction [220]. Many articles show the importance of using geothermal 
energy resources for keeping land from negative impact of projects [234–237].

• Seismic activity: There are benefits from using one location drilling technology 
where they can also drill several wells from this one location. Even so, land sub-
sidence is the effect that occurs during the drilling process whereby there is an 
extraction of a large amount of fluid (e.g., water, oil, and geothermal fluid) from 
beneath the land. The common solution for geothermal power plants is to inject 
spent geothermal fluids back into a reservoir to avoid subsidence. When they 
inject the spent resources, the earth will be stable from any subsidence [220]. 
Many articles show the importance of injecting fluid in the geothermal site to 
avoid inducing seismic events [238–242].

The probability of seismicity occurrence or earthquake activity will be very high 
when a large amount of geothermal fluids are withdrawn and injected below the 
Earth’s surface. The areas with a high frequency of naturally occurring seismic 
events will be the most affected by the operation of geothermal power plants. If 
seismic activity occurs, it will be less than magnitude 2.5 on the Richter scale 
(earthquakes usually cannot be felt under 3.5). In Geysers, California, areas with 
geothermal fluids have experienced seismic activity [220]. Research studies found 
that the probability of seismic activity will be high where the location for power 
plant requires deep drilling (long distance under the surface of the ground), which 
is what clearly happened in Geysers, California. In Oregon, research studies found 
that all power plants are binary plants, which do not require the same deep drilling 
as the location requires in California.

• Using the land for other purposes: Geothermal power plants are found in beauti-
ful natural environments, and the power plants don’t affect the landscape because 
of many factors: geothermal power plants have a small footprint since they don’t 
require a large amount of land as compared with other sources of energy like coal 
and nuclear power plants [220].

The impact of minimal land use leads geothermal power plants to mix harmoni-
ously with a diversity of other land uses. That means that when the activity of a 
power plant is completed, the land can be re-treated and used for livestock grazing 
or other agriculture purposes. In California, the Imperial Valley hosts 15 geothermal 
power plants that make 400 MW of electricity, and at the same time, it keeps one of 
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most productive agricultural areas in the world. According to Garman, “one geo-
thermal power plant from the fifteen plants at Salton Sea is neighbor to a national 
wildlife refuge that shelters hundreds of animal species” [220]. A visitor in this area 
will not notice anything strange in the landscape even though a geothermal power 
plant is hosted in this location. This makes a suitable site for injection and produc-
tion wells, which reduces the negative impact for both scenic and recreational 
attractions [220]. This type of operation can work in Oregon since it was successful 
in another area like California.

Reduce Expense of Investment Energy Projects

The utility objectives can be divided into the following utility goals:

• Minimize capital cost: One of the challenges to take into consideration is the abil-
ity to have a good investment that has potential to cover the requirements of the 
electrical grid without harm and high initial capital cost. Projects of geothermal 
energy resources have the potential to reduce the cost of financial investments if 
the investment is taken over a long period and where the results from these proj-
ects will be clear. Geothermal energy resources are very important in supporting 
the national economy because this leads to a reduced dependence on imported 
resources like oil. Almost half of the US annual trade deficit will be erased when 
the USA begins to depend on domestic resources and reduces the dependence on 
imported oil. Research studies show that there is a potential to benefit from the 
international market for geothermal energy to enhance domestic economic health 
and that, in the next 20 years, foreign countries will begin to invest $25–$40 bil-
lion for the construction of geothermal power plants. Many states in the USA now 
are looking for the best way to benefit from geothermal energy. The geothermal 
power plants in Nevada generate approximately 240 MW of electricity, which 
saves energy from imported sources by 800,000 tons of coal or 3 million barrels 
each year. The plants paid $800,000 in 1993 for county taxes and $1.7 million in 
property taxes. The US Bureau of Land Management also benefited from the lease 
of the land, which contributed to the increased tax revenue of $20 million each 
year in rent and royalties from geothermal power plants [220]. This process can 
be successful in Oregon after making some adjustments to fit with the energy poli-
cies there. Many articles show the opportunity of geothermal energy resources to 
reduce dependence on traditional energy sources [243–248].

• Minimize operation cost: Research studies showed the economic impact of geo-
thermal development projects in Siskiyou, Modoc, and Shasta counties in 
California and Klamath County in Oregon. These projects contribute to an 
increase of $114 million on the 30-year life span of the projects, which is reflected 
by an increase in local income and job opportunities through creating new con-
struction projects and in the operation of the power plants [220].

The Geothermal Energy Association found that California has the potential to 
develop geothermal energy since it has a lot of support. In the short term, geother-
mal energy can make from 300 to 600 MW and can reach up to 1000 MW when 
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they enhance three locations, the Salton Sea, Northern California, and the Geysers 
area north of San Francisco, and the total from these locations will be 3600 MW if 
they know how to fully use and benefit from the technology available today. The 
Geothermal Resources Council lists the importance of geothermal sitings for devel-
opment and the companies that can do this operation [220]. This process can be 
successful in Oregon if researchers put their efforts into reaching the best way to do 
this process. Many articles show the potential of geothermal energy increasing in 
the future [249–253].

• Economy boost: Geothermal projects have the potential to enhance the econo-
mies through increased tax revenues, the creation of new businesses and local 
jobs, and enhanced community involvement. Many articles show the importance 
of geothermal energy to enhance the economic sector [254, 255].

Technical Option Improvement for Geothermal Energy Projects

The utility objectives can be divided into the following utility goals:

• Minimizing the demand of critical resources: The increase in human population 
has led to an increased demand on critical resources like oil, water, coal, etc. 
Over time, it has been observed that there are many challenges with these 
increases since the cost of these resources has risen, which has affected different 
sectors like social, environmental, and economic. Continuing to use these 
resources without looking to find alternative solutions is a large problem, and it 
will have a negative impact on all aspects of society and the environment [256–
263]. The availability of geothermal energy resources is important to cover and 
reduce the dependence on critical resources, such as oil, natural gas, coal, etc. It 
is important to know how to find the best methods for the maximum benefit of 
geothermal energy resources.

• Increasing the capacity of the energy system: The availability of geothermal 
energy resources will minimize the load on the electrical system and simplify the 
challenges associated with increased energy load, especially during peak periods 
of demand of electricity like severe winter and summer periods. There are many 
applications of geothermal energy resources, which can support the electrical 
system since geothermal energy covers large areas like bathing and swimming, 
agriculture, the industrial process, snow melting and cooling [264], electrical 
systems [265–267], and large buildings [268–270]. The diversity of different 
applications and the increased capacity of geothermal energy resources are sig-
nificant in supporting the electrical system and in avoiding blackouts during peak 
demand period.

• Equipment manufacturing development: Even though there is a variety of vari-
able geothermal energy equipment in the market, we still need more develop-
ment to increase the geothermal electrical, and for that we need to develop the 
technologies for use in manufacturing of the equipment. It is important for 
increasing the capacity of electrical systems to make new developments in equip-
ment manufacturing. The increase in population living in different areas will 
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create more demand for energy, so the construction of new projects like geother-
mal energy resources will require the development of equipment manufacturing. 
Many articles show the importance of equipment manufacturing development on 
the energy system [262, 271–274].

Minimize the Negative Impact on the General Public

The utility objectives can be divided into the following utility goals:

• Minimizing noise and odor: It is important for the success of geothermal energy 
projects that geothermal energy resources work without negatively impacting the 
general public by avoiding and reducing noise and odor as quickly as possible. If 
the geothermal energy industry has the ability to deal with and avoid both noise 
and odor, there will be more support for these projects. Many articles show the 
importance to construct projects without annoying the public [275–279].

• Minimizing property damage for reducing the impact on lifestyle: The construc-
tion of new projects creates new transmission lines for connecting with the 
energy system. These connections will change the pathways, which will require 
redrawing new paths for residents and commercial activities. The construction of 
new projects will disturb movements of the general public and local businesses, 
so it is necessary in the construction of geothermal energy projects to build the 
plant in the right place. With the installation of new projects, it is important to 
avoid any conflicts or obstacles to the movement of residential and commercial 
activities. Many articles show the importance of building new projects without 
disturbing the activities of the general public and local businesses [280–284].

4.4.3.1.4 Geothermal Energy Resources Alternatives

To gain the best support from the electrical system in Oregon, it is important to 
simplify geothermal energy resources and to benefit from the application of tech-
nology. Research studies show that geothermal energy resources can be simplified 
by the application of technology in three different ways: geothermal electricity, 
direct use of geothermal heat, and geothermal heating pumps. Each application is 
clarified in the following sections:

Geothermal Electricity

This type of technology produces electricity through depending on the heat that 
comes from the water inside of the Earth. This method brings the sources of geo-
thermal energy to the surface by drilling in wells of different depths and then con-
verting the extracted heat from the earth into electricity. There are three different 
types of power plants that produce electricity: flash, dry steam, and binary power 
plants. These plants process geothermal resources by taking the hot water and steam 
from the earth and converting it to electricity before returning the water back to the 
earth [7, 9, 285, 286].
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Flash Power Plant

This type of plant depends on geothermal fluid that has temperature of more than 
360 °F (182 °C) to produce electricity. The plant uses steam vapor to run the turbine, 
and if the fluid temperature decreases, the process will be repeated to obtain more 
energy [287, 288].This type of power plant is used in areas such as China and the 
Philippines [11, 289–292].

Dry Steam Power Plant

This type of plant depends on the steam that is available below the Earth, which 
goes directly into the turbine to produce electricity. This type of power plant is very 
old and has been used in Italy since 1904 [287]. Today, steam power technology is 
available in many areas. The largest location, with 20 plants, that uses this type of 
technology to produce electricity is at Geysers in Northern California [254, 293].

Binary Power Plant

This type of plant depends on a geothermal area that has a moderate water tempera-
ture of less than 400 °F, from which it produces electricity. The process of operation 
works through the transference of heat from hot geothermal fluid to a secondary fluid 
with a much lower boiling point temperature by using a heat exchanger. This creates 
flash water that becomes a vapor, which runs the turbine. This type of plant is better 
for the environment because the process takes place in a closed-loop system. In the 
future, most of the geothermal power plants constructed will be binary plants [286]. 
This type of plant is used in many areas like Nevada, Idaho, and New Zealand [294–
299]. There is the potential to increase the use of the binary power plant in Oregon, 
but so far the Oregon Institute of Technology in Klamath Falls is the only place that 
has the ability to run this type of power plant [300, 301]. Many projects were con-
structed, and in Malheur County, the possibility of a successful binary power plant 
was high because the area has a temperature between 311 ° F and 320 ° F, which 
encouraged the development of geothermal energy. By 2014, this temperature 
increased to 368 ° F because of the use of geothermal technologies [302].

Direct Use of Geothermal Heat

This type of technology uses the heat directly from the earth without taking support 
from power plants and heating pumps. Geothermal resources use water that has a 
variation of temperature from low to moderate (68–302 °F) [303]. It is used in many 
applications like space heating and cooling, food preparation, spas and hot spring 
bathing, greenhouses, industrial business, and agriculture. There are many sectors 
that use direct heating from geothermal resources in many locations in the USA. There 
is a capacity of about 470 MW in direct use technology [285]. In addition, it is con-
sidered cheap energy as compared with traditional energy because it reduces the cost 
by 80% as compared with fossil fuel. This energy is very clean and doesn’t affect the 
environment. This type of energy is very successful in the ten western states of the 
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USA that use this type of energy, as was found from a survey of more than 9000 
thermal wells and springs. From the 9000, 900 of these wells and springs have a low 
to moderate temperature, which is suitable for direct use of geothermal heating. The 
Office of Energy Efficiency and Renewable Energy (EERE) supports the operation 
of geothermal energy processes at the Geo-Heat Center at the Oregon Institute of 
Technology in Klamath Falls, Oregon, and provides information to students and fac-
ulty [304]. This type of technology can be applied in many areas like Romans in the 
past, such as in Belgium and in Pompeii and Tuscany in Italy [285, 305, 306].

Geothermal Heat Pump (GHP)

This type of technology works when the temperature is constant between 10 ft. and 
300  ft. under the Earth. Also, there are no limitations to using this technology 
because it can be used everywhere in the world because it doesn’t need drilling and 
rock excavation equipment for extracting the resources from the earth. It uses cov-
ered pipes under the earth that circulate water or other liquids, and it can be designed 
using different shapes like horizontal or vertical. This system is considered environ-
mentally successful as it is suitable for both heating and cooling system. For cooling 
in the summer, it takes the heat from the building by using a pipe loop to exchange 
the heat with the earth, and in the winter the process is reversed. This type of energy 
minimizes power use by 30–60% as compared with traditional equipment that con-
sumes a large amount of electricity in heating and cooling buildings [284, 302] . In 
the USA there are nearly 50,000 geothermal heat pumps constructed each year, and 
there are two kinds of geothermal heat pump systems—the closed-loop and the 
open-loop systems [274, 307]. The closed-loop system includes the “horizontal” 
(this type of construction is very efficient for residential usage, and it works at a 
depth of 4 feet), the “vertical” (this type of construction works with large commer-
cial buildings and schools, and it works at a depth between 100 and 400 feet), and 
the “pond/lake” (this type of construction works in a location that has enough body 
of water; the cost will be low, and it needs a depth of 8 feet to protect from freezing) 
[308]. The open-loop system depends on wells and works like a heat exchanger by 
circulating the water from the ground to the heating/cooling system and then back 
into the ground. This system works with clean water [308]. In Oregon, all applica-
tions using the geothermal heat pump work with the closed-loop system. The open 
loop system does not qualify to be used [309].

These types can be used in different applications for residential and commercial 
buildings. The best type to use depends on many factors like weather, the situation 
of the soil, the available land, and the cost of installation at the location [308].

4.4.3.2  Stage 2: Judgment Quantification

This level depends on the quantification of expert judgments for data collection 
purposes. The performance of expert judgment must have the ability to make a hier-
archy of decisions on different levels. The procedure for judgment quantification is 
divided into four steps:
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• Mission (what business do we want to be in)
• Objective (what achievements should we have in order to satisfy our mission)
• Goals (what are the targets to reach in order to fulfill our objectives)
• Alternatives (what projects should we have in order to development) (Fig. 4.3)

The graph below clarifies the relationship between each step.
The research model employs the pairwise comparison method. The ratio scale 

for the pairwise comparison requires decision-makers to allocate 100 points between 
each pair. As the number of variables increases in each step, different judgment 
quantifications are required for that process. The pairwise comparison method is a 
solution that simplifies the complicated process of decision-making into small sets, 
which contributes to easier decision-making. The table below clarifies the process 
of judgment quantification methods in the research model (Table 4.6).

Fig. 4.3 Relationship between each step
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4.4.3.3  Stage 3: Data Collection

All of the procedures of judgment quantification are going to be calculated through 
expert panels. Thus the research model requires experts from different organizations.

Expert panel will concentrate on determining utility goals under utility objectives:

 1. Objectives level—Expert panel must have a general understanding of the wide 
range of utility operations and objectives.

 2. Goals level—Encourage the community to support geothermal energy project 
for the improvement of public affairs. The expert panel must have experience in 
public affairs.

 3. Goals level—Minimize environmental impact. Expert panel must have experi-
ence and knowledge of environmental and wildlife protection.

 4. Goals level—Reduce the expense of investment energy projects. Expert panel 
must have experience in planning and assessment management and power policy 
and rates.

 5. Goals level—Improve the technical system for geothermal energy projects. Expert 
panel must have experience in power, transition, and distribution services.

 6. Goals level—Minimize the negative impact on the general public. Expert panel 
must have experience in agency compliance and governance.

 7. Alternatives level—Expert panel must have experience in the fields of engineer-
ing, project management, and technologies.

The general criteria for the expert panel selection include the following:

• Relevant expertise within the research area
• Availability and willingness to participate
• Balanced perspectives and biases

4.4.3.4  Stage 4: Data Analysis

The results of judgment quantification from the expert panels will be counted to 
determine each energy alternative resource as related to the mission. The results of 
the data analysis will come from formula below:

Table 4.6 Judgment quantification methods in the research model

Hierarchy 
level Area specialist

Judgment quantification 
method Ratio scale

Second level Importance of utility objective with 
relation to mission

Pairwise comparison Constant sum 
method

Third level Importance of utility goals with 
relation to objective

Pairwise comparison

Fourth level Importance of alternative with 
relation to goal

Pairwise comparison

A.S. Alshareef et al.



105

Mission: The selection of the geothermal energy resource that is successful to cover 
the utility objectives and goals.

Objectives: Utility objective k with relation to the missionOk, i.e., k = 1,….,k.
Goals: Utility goal I with relation to the objectiveGIk, i.e., I = 1,…..,L.
Alternative: Geothermal energy resource alternatives Am,i.e., m = 1,….,M.
V(Ok): The formula of relationship between the utility objective and the mission.
V(GIk): The formula of relationship between utility goal I and objective k.
V(AmIk): The formula of relationship between geothermal energy resource alterna-

tives m to goal I with respect to objective k.
V(EEVm): The formula of geothermal energy resource alternatives m to the 

mission.

The research model will work with the inconsistency analysis method that 
depends on the results from the expert panels. The table below shows how inconsis-
tency analysis works with the research model (Table 4.7).

4.4.4  Establishment of the Expert Panels

Decision analysis is one of the more important aspects for simplifying the problem, 
and that is the reason for using this method. Model development is a requirement for 
optimizing one or more objectives that are impacted by physical, structural, and 
policy constraints in a static or deterministic setting [310]. One of the challenges in 
using the model is to find the right experts and how to reach the best results from 
probability and evaluation toward the mission. The procedure for selecting the 
experts requires strict rules to ensure that those experts have an interest in and rela-
tionship to this specific study. This will help to provide better opinions, feedback, 
and judgments in the different research areas, [310] such as developing national 
technology policy [311], multiple prospective and decision modeling [312], medi-
cine [313], decision-making for elderly persons [314], medical and health care 
[315], psychological characteristics and strategies [316], and technology evaluation 
and acquisition strategies [317].

Table 4.7 Inconsistency analysis method for research model

Panel Research area Expert inconsistency

Experts panel 
members

Utility objective Inconsistency analysis

Encourage community to support geothermal  
energy projects
Minimize environmental impact
Reduce expense of investment in energy projects
Technical option improvement for geothermal energy 
projects
Minimize the negative impact on general public
Alternatives level
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It is very important before building expert panels to talk with experts and to 
understand their knowledge and opinions about the problems set before them in the 
study. This process, like literature reviews, helps to find which experts will partici-
pate in the panel. The number of experts who will participate in the panel depends 
on the objective and the analysis that will follow.

An expert is a person who depends on his/her knowledge, experience, and opin-
ion to give his/her feedback to make the best choice in the decision-making process 
[318, 319]. It is important to use expert judgment in the analysis of the decision 
model in case of design issues that may affect the results of the research. To create 
an expert panel, it is necessary to establish two criteria: expert panels must have 
balance in the diversity of knowledge or experience, and they must be unbiased 
because that will have negative impact on the analysis of the research study. In addi-
tion the researchers must know who is suitable as an expert and how many experts 
are required by looking at the size of the research and the analysis required. The 
researchers are required to make guidelines as to how to select the experts and how 
to decide the qualifications of the experts who will be considered for the panels. As 
a result of these guidelines, experts are chosen according to the following:

• Relevant expertise within the research area: Experts must have knowledge and 
experience in this field. The panel must have diversity of knowledge and not be 
limited by one expert because experts must be able to make decisions that require 
diversity of knowledge, experience, and information.

• Availability and willingness to participate: The people who choose to be experts 
for the panels must have the ability to give their opinions and feedback without 
external pressure to make decisions. They can end their participation as panelists 
whenever they like, so they have the freedom to explain and express their ideas 
in the way they like.

• Balanced perspectives and biases: In the selection of the expert panels, it is 
important to choose experts from different organizations who do not know each 
other. Although there is an advantage to people who work together and under-
stand each other well, this selection will lead to biases toward one decision, 
which will not be good for the hierarchy decision-making process. This process 
of decision-making will have a positive impact on the result because no one pan-
elist will affect another in providing feedback on the hierarchy of decisions. In 
addition, the process must work to prevent occurring conflicts, which will have a 
negative impact on the result.

Experts will help to do more than one job during their participation as panelists 
in the research model, which can be summarized in the following points:

• Examining the research model to see if it needs to be re-edited or if more criteria 
need to be added

• Giving feedback for judgment quantification to all levels of the model
• Checking the final research of the model

To create the expert panels for the research model, the following steps are 
required:
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• Identify expert requirements: According to the research and literature review, the 
panels require experts who have knowledge in the development of geothermal 
energy resources; in the development of technology for obtaining the best ser-
vice; in renewable energy projects; in power generation; in the environmental, 
social, and economic sectors; and in academics in relation to this field.

• Make a list of names of all expert panelists and the research study specialization 
of each one on the panel. A collection of a list of all of the names that will come 
from literature review that includes government reports, reports from the state 
about this field of geothermal energy resources, and reports of renewable energy 
projects.

• Invitation process: On the invitation, ask experts if they agree to participate in the 
model, and send an email to all experts.

4.4.5  Pairwise Comparisons

The pairwise comparisons are used for identifying the number of comparisons 
required for the decision element. The formula used for number of comparison is 

(N)and N is calculated by (n = 
N N´ -( )1

2
). For instance, if the model has 6 

elements,the number of pairwise comparisons will be 6 ´
5

2
;  therefore the result 

will be 15comparisons in the decision. If more elements participate, more numbers 
of pairwise comparisons will be obtained, and the complexity of the decision analy-
sis will increase.

4.4.6  Inconsistency

In the research model, the expert panels will use the constant sum method for 
obtaining accurate values. This process requires the experts to choose one from two 
pairs in the decision, and the total of both pairs is 100 points. It is important to 
examine any mistakes that may be committed by the experts during the comparison 
between the pairs of the decision. Therefore it is important to measure the inconsis-
tency of the variance from the relative value of the decision variable [320].

A mistake in judgment occurs because humans cannot always make the right 
decisions. Some inconsistencies in judgment aren’t too big so they can be measured 
and ignored, while other inconsistencies can create problems and cannot be solved 
and answered. The range of inconsistency cannot exceed 0.1 (≤0.1). If an expert has 
an inconsistency greater than 0.1, the calculation must be repeated to find where the 
mistake is, and the process of deciding between the pairs must be repeated once 
again. The process of repeating the calculation continues until the result reaches 
under or equal to 0.1.
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The process for calculating inconsistencies is clarified in the steps that follow. 
The decision variable for n will become n!, and it is simplified with vectors r1, r2, 
r3,…., rn. For example, 5! will become 120 orientations like ABCD ABDC ACBD 
ACDB,……., DBCA. The same value in the result will occur if all experts have the 
same idea. Each panelist has different opinions, so the result will not be the same. 
This inconsistency is used in the HDM methodology for obtaining the variance by 
calculation [138]. The formula of inconsistency is clarified below:

Let

ri j is the relative value of the ith element in the jth orientation for an expert

r i
-  is the mean relative of the ith element

Inconsistency for the ith element is
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4.5  Result and Data Analysis

This part will explain the judgment quantification results, experts’ inconsistencies, 
and the areas of disagreement between the experts on the panel. A pairwise com-
parison method software was used for analyzing the results of the quantified expert 
judgment. As explained in the previous chapters, the value of disagreement among 
the group will be less than or equal to 0.1.

4.5.1  Expert Panel

The seven expert panel members have expertise in the geothermal technologies 
associated with geothermal energy projects. Based on the list of alternatives on the 
survey questionnaire, they noted which alternative is more convenient in the 
decision- making process with respect to the mission of our project, objective, and 
goals. The panel was comprised of experts from the following organizations: two 
were from government agencies, one from university, and four from nongovernment 
organizations. The table below explains the experts and which institutions they are 
working at (Table 4.8).
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4.5.1.1  Expert Panel Results

The seven expert panel members were asked to use the online survey questionnaire 
link that included instructions about how to use the hierarchical decision model 
(HDM) to evaluate different criteria that affect geothermal energy with respect to 
our goal that was mentioned in the mission (Technology Assessment Model of 
Developing Geothermal Energy Resources for Supporting the Electrical System in 
Oregon). The figure below shows the contribution results from the expert panel .

The results in Fig. 4.4 show that “geothermal electricity,” with a rating of 43%, 
was ranked as the most important alternative with respect to mission, objectives, and 
goals. “Direct use of geothermal heat” was ranked as the second most important 
alternative with 31%, and the “geothermal heat pump” was ranked as the least impor-
tant alternative with 26% for developing geothermal energy sources in Oregon.

Table 4.8 Expert panel and institutions

Expert Affiliation Institution

Expert 1 Oregon Department of Energy Geothermal Energy 
Council

Government

Expert 2 Energy Trust of Oregon Nongovernment 
organization

Expert 3 Oregon Environmental Council Nongovernment 
organization

Expert 4 Oregon Public Utility Commission Government
Expert 5 Renewable Northwest Nongovernment 

organization
Expert 6 Oregon State University Academia
Expert 7 AltaRock Energy, Inc. Nongovernment 

organization

0.43
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Geothermal Electricity Direct Use of Geothermal Heat Geothermal Heat Pump

Fig. 4.4 The global weight of alternative geothermal energy technology
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4.5.1.2  Analysis of Expert Panel Results

The individual expert opinions about the relative importance in weight of each alter-
native contributed to finding the most important alternative with respect to mission 
statement. The mean of seven experts is shown in Table [1]. All experts have knowl-
edge and experience in geothermal energy, and they gave their judgment in the 
questionnaire survey. The results of the comparison are among the acceptance level 
of consistency in their judgment, and consistency level must be less than or equal to 
0.1. The results showed that the mean level of disagreement was 0.095 between the 
experts that participated in questionnaire of survey. At the same time, the individual 
expert’s judgments were among the acceptable range, which is 0–0.03. The table 
below shows the individual expert judgment for each alternative. All individual 
inconsistencies are within the acceptable level or range (Fig. 4.5 and Table 4.9).

From the results in the table above, the majority of the experts chose geothermal 
electricity as the most important electricity alternative. The reason for this is that 
electricity is used in a variety of different applications like heating, cooling, indus-
try, medical, and so forth, and the population of people and their demand for elec-
tricity are always increasing.

The outcome analysis of the results in Appendix C showed that in terms of objec-
tives, minimizing environmental impact was rated at the highest value at 0.26 with 
respect to the mission. Within the category of minimizing environmental impact, 
seismic activity and GHG emissions had higher values as well because they require 
more attention and work to reduce the negative impact from the process of geother-
mal energy activities.

A numerical analysis was also made to know what are the most important objec-
tives through looking at different expert segments (background of the organization, 
position, and education) and identify if this result of analysis will affect decision- 
making or not.
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0.5

0.6
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Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7

GHP

Direct Heat

Geothermal Electricity

Fig. 4.5 Individual expert judgment for each alternative
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Table 4.10 shows that minimizing environmental impact and reducing expense 
of investment energy cost are the most important objectives for all experts either as 
their first choice or their second most important choice.

Table 4.11 analyzes the input from the experts. As mentioned before, all of the 
experts were from different organizations, and the results of the input showed that 
while not all of them selected the same objectives as the most important, the major-
ity of the experts rated a reduction in the expense of investment energy projects as 

Table 4.9 Individual expert judgment for each alternative

Expert GHP Direct heat Geothermal electricity Inconsistency

Expert 1 0.26 0.28 0.46 0
Expert 2 0.26 0.46 0.28 0.01
Expert 3 0.32 0.37 0.31 0.02
Expert 4 0.33 0.3 0.37 0.02
Expert 5 0.14 0.07 0.79 0.02
Expert 6 0.33 0.33 0.33 0.01
Expert 7 0.19 0.36 0.46 0.03
Mean 0.26 0.31 0.43
Disagreement 0.095

Table 4.10 Importance of objectives from different characteristics of the experts

Characteristics of experts
Importance of objectives
Preference choice #1 Preference choice #2

Background of 
organization

Utility Minimize environmental 
impact

Reduce expense of investment 
energy cost

Consulting Minimize environmental 
impact

Technical option improvement 
for geothermal energy projects

Research lab Reduce expense of 
investment energy cost

Technical option improvement 
for geothermal energy projects

University Reduce expense of 
investment energy cost

Minimize the negative impact 
on the general public

Experts positions Management Minimize environmental 
impact

Reduce expense of investment 
energy cost

Planning Reduce expense of 
investment energy cost

Minimize the negative impact 
on the general public

Policy Reduce expense of 
investment energy cost

Technical option improvement 
for geothermal energy projects

Environment Minimize environmental 
impact

Minimize the negative impact 
on the general public

Education Bachelor’s 
degree

Minimize environmental 
impact

Reduce expense of investment 
energy cost

Master’s 
degree

Minimize environmental 
impact

Technical option improvement 
for geothermal energy projects

Ph.D. degree Reduce expense of 
investment energy cost

Encourage community to 
support geothermal energy 
project
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the most important factor and ranked this as first or second. The table below clari-
fied this process of selection (Fig. 4.6).

As expected, minimizing environmental impact is the most important objective 
for Oregon since Oregon encourages all investment in renewable energy projects to 
serve and protect the environment. All of the experts chose the most important out 
of 14 designated goals and then ranked these selections from one to four, one being 
the highest and four the lowest. Creating new job opportunities and minimizing 
noise and odor were ranked the highest among the goals. Table 4.12 identifies the 
important goals made by the experts.

From Table 4.12, the majority of the experts chose minimizing noise and odor, 
creating new job opportunity, and social acceptance as the most important goals for 
this research study in Oregon (Fig. 4.7).

To have more understanding of the most important goals for improvement of 
geothermal energy sources, different perspectives of experts’ characteristics were 
analyzed. Table 4.13 explained the most important goals from different perspectives 
of experts.

Most of the experts chose geothermal electricity and the direct use of geothermal 
heat as the most important alternative for developing geothermal energy sources in 

Table 4.11 Identifying the important objectives made by the experts

Importance of objectives
Preference choice # 1 Preference choice #2

Reduce expense of investment energy projects 3 2
Technical option improvement for geothermal  
energy projects

2 1

Minimize environmental impact 2 0
Minimize the negative impact on the general  
public

1 2

Encourage community to support geothermal  
energy project

0 2

0 1 2 3 4 5 6

Reduce Expense of…

Technical Options…

Minimize Environmental…

Minimize the Negative…

Encourage Community to…

Preference of Objectives

Preference Choice # 1

Preference Choice #2

Fig. 4.6 Preference of objectives
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Oregon. Table 4.14 explains the most important feature of each goal for every alter-
native of geothermal energy that was chosen by the experts.

Table 4.14 shows that the most important features for geothermal energy projects 
were creating new job opportunities and social acceptance. More focus is needed 
around the research of geothermal energy sources in the geothermal field and for 
making the geothermal energy alternatives successful in Oregon (Fig. 4.8).

Table 4.12 Identifying the important goals chosen by the experts

Importance of goals
Preference 
choice # 1

Preference 
choice # 2

Preference 
choice # 3

Preference 
choice # 4

Minimize noise and odor 4 2 1 0
Create new job opportunity 2 3 0 0
Social acceptance 1 1 1 2
Minimizing property damage  
for reducing impact on lifestyle

0 1 1 0

Equipment manufacturing 
development

0 1 1 1

Minimize capital cost 0 0 3 2
Minimize operation cost 0 0 1 0
Minimizing thedemand  
of critical resources

0 0 1 0

Seismic activity 0 0 0 2
Economic boost 0 0 0 1

0 2 4 6 8

Minimize noise and odor
Create new job…

Social Acceptance
Minimizing property…

Equipment…
Minimize capital cost

Minimize operation Cost
Minimizing the   demand…

Seismic activity
Economic Boost

Preference of Goal

Preference Choice # 1

Preference Choice # 2

Preference Choice # 3

Preference Choice # 4

Fig. 4.7 Preference of goal
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Table 4.14 The most important features for geothermal energy alternatives that were chosen by the experts

Alternative
GHP Direct heat Geothermal electricity

Create new job opportunity 1 2 6
Social acceptance 3 4 4
GHG emission 3 4 6
Land requirement 4 3 5
Seismic activity 4 6 4
Using the land for other purposes 3 2 6
Minimize capital cost 1 3 5
Minimize operation cost 2 3 6
Economic boost 2 2 5
Minimizing thedemand of critical resources 2 5 5
Increasing the capacity of the energy system 3 3 6
Equipment manufacturing development 2 2 5
Minimize noise and odor 3 4 6
Minimizing property damage for reducing 
impact on lifestyle

3 4 7

0
2
4
6
8

10
12
14
16

Preference of Alternative

Geothermal Electricity

Direct Heat

GHP

0
2
4
6
8

10
12
14
16

Preference of Alternative

Geothermal Electricity

Direct Heat

GHP

Fig. 4.8 Preference of alternatives
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To know which alternative is the most successful with features (goals) for devel-
opment of geothermal energy, different perspectives of experts’ characteristics were 
analyzed. Table 4.15 explained this process.

From Table 4.15, most experts which have different perspectives of characteris-
tics preferred to choose features of environment as the highest rank. Technical 
 features were ranked also as one of the most important for achieving the best ben-
efits of geothermal energy.

In order to understand why there was a difference between what objectives, 
goals, and alternatives each expert on the panel deemed important and ranked the 
most highly, the discussion in the discussion section will help to understand their 
thoughts about the future of geothermal energy and their recommendations for 

Table 4.15 Different characteristics of experts for geothermal energy alternatives

Characteristics of experts
Alternative
GHP Direct heat Geothermal electricity

Background 
of 
organization

Utility GHG emission Minimize capital 
cost

Equipment 
manufacturing 
development

Consulting Seismic activity Minimizing the 
demand of critical 
resources

Minimize noise and 
odor

Research lab Seismic activity Seismic activity Increasing the capacity 
of the energy system

University Seismic activity/
GHG emission/
create new job 
opportunity

Minimize capital 
cost/minimize 
operation cost/
economic boost

Minimizing the demand 
of critical resources/
equipment 
manufacturing 
development

Experts 
positions

Management Social acceptance Minimize capital 
cost

Equipment 
manufacturing 
development

Planning Land requirement Create new job 
opportunity

Using the land for other 
purposes

Policy Seismic activity Seismic activity Increasing the capacity 
of the energy system

Environment Using the land for 
other purposes

Minimizing the 
demand of critical 
resources

Increasing the capacity 
of the energy system

Education Bachelor’s 
degree

Using the land for 
other purposes

Minimize 
operation cost

Minimizing the demand 
of critical resources

Master’s 
degree

Seismic activity Minimizing the 
demand of critical 
resources

Equipment 
manufacturing 
development

Ph.D. degree Seismic activity Seismic activity Increasing the capacity 
of the energy system
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improvement in this sector of renewable energy. All explanations for objectives, 
goals, and alternatives will be expounded in the discussion part.

4.5.2  Criterion-Related Validity

Managers from different organizations in the Pacific Northwest, who are specialists 
in renewable energy, environment, and geothermal energy, participated in evaluat-
ing the criterion-related validity. Experts were asked to give their judgment in a 
survey questionnaire about the research study. All of the experts agreed that the 
methodology was a good approach for reaching a decision. They also agreed that all 
of the nodes that were applied in the HDM methodology that are based off in real 
life require more attention. This process will lead to more development of geother-
mal energy sources in Oregon. Also, the experts confirmed that the development of 
geothermal energy technology will grow quickly if there is more attention and focus 
on the criteria that were used in the methodology. We held a face-to-face meeting 
with the expert panel to hear their thoughts on what is required for more develop-
ment in the future. Experts agreed that by applying this model in the future for 
another state and by adding more criteria, this model will be useful for determining 
what will be required for greater improvement in the geothermal field.

4.5.3  Summary of the Study

A hierarchical decision model (HDM) methodology was used in this research study 
to reach the value for the technology assessment model of developing geothermal 
energy sources for supporting the electrical system. This methodology (HDM) was 
applied to Oregon as a case study. The result of the data analysis in this research 
process is summarized in the following points:

 1. The objective from the research study was to develop an assessment model 
framework that can be used for supporting cost-effective renewable energy in 
Oregon by the development of geothermal energy sources. This research study 
was done by using the HDM model and consisted of four levels: mission, objec-
tives, goals, and alternatives.

 2. Seven experts agreed to give their judgment and evaluate different nodes in 
objectives, goals, and alternatives.

 3. The results of this research study were discussed with the experts to get their 
feedback and learn from them what requirements are necessary for improvement 
in the geotechnical energy sector for future research. The experts agreed that this 
methodology is a good approach to help reach the right decision since this meth-
odology (HDM) divides the problem into small sets, which will make the deci-
sion process easier.
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4.6  Discussion

This part will explain all of the data collection and the final results from the experts’ 
participation in this research study and analyze the results according to the feedback 
from the experts. The discussion with the experts helped in understanding what drove 
their choices. This discussion provides insight, and a better understanding of the 
participation results in this research study of geothermal energy sources in Oregon.

4.6.1  Results 

4.6.1.1  Evaluation of the Objectives

The HDM showed that minimizing environmental impact is the most important 
objective with respect to the mission of developing geothermal energy sources in 
Oregon. Reducing the expense of investment in geothermal energy projects was 
ranked second after minimizing environmental impact, and this result showed that 
for geothermal energy projects to be successful, it is important to reduce the invest-
ment cost. The more the cost of investment of geothermal energy projects is reduced, 
the faster the improvement in technology will occur. Technical option improvement 
for geothermal energy projects and minimizing the negative impact on the general 
public had the same value and were ranked third. Lastly, encouraging the commu-
nity to support geothermal energy projects had the lowest value, and all these results 
were discussed with experts.

Getting feedback from experts and analyzing the results from their participation 
showed the importance of having projects that focus on developing geothermal 
energy sources in Oregon and benefit from improvement and progress in technology 
that serves this type of renewable energy. As mentioned above, minimizing the envi-
ronmental impact and reducing the expense of investment in energy projects are the 
most important objectives, and the experts from different organizations explained 
why focusing on these objectives is important for the success of geothermal energy 
projects in Oregon. The results from the data collection from the survey showed that 
the experts preferred reducing the expense of investment in energy projects as one 
of the most important objectives. Experts explained that the reason for this prefer-
ence was that geothermal energy is still expensive and there is a lack of research in 
the field about how to create and benefit from improvements in this alternative 
energy form. This is the reason why geothermal energy projects are still expensive; 
there is not a huge amount of research available for developing the geothermal 
energy sources. Right now, geothermal energy research has problems with how to 
reach deep drilling at a cheaper cost. Meanwhile, researchers still have difficulties 
estimating how long the investment will last and how many additional funds will be 
required, so the experts found that the best thing to make geothermal energy  projects 
successful is to focus on the economics of the projects because the price of other 
renewable energies like solar and wind is still cheaper. 
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Minimizing environmental impact was ranked as the most important objective for 
developing geothermal energy sources in Oregon, and this result was discussed with 
the expert panel in order to clarify their preference for this objective. Experts found 
that environmental issues are important because Oregon has a strong environmental 
ethic at some sites. These sites are located on protected public land, especially some 
sites near volcanoes, and others are located in national parks. In addition, public pol-
icy wants to keep Oregon away from any impact from poor water quality, chemical, 
and air pollution that can happen during the construction of geothermal energy proj-
ects. At the same time, experts encouraged investment in geothermal energy projects 
since geothermal energy is good for the environment compared with other sources of 
energy like the coal and oil industries. Geothermal energy is the best source of energy 
for both environmental and product of environment. There is much progress happen-
ing in the environmental sector. Oregon has achieved many things like working to 
have clean air and water, getting a healthy climate, working to have sustainable food, 
and making a beautiful landscape through reducing pollution. For these reasons, 
experts chose minimizing environmental impact as the most important objective.

Technical option improvement for geothermal energy projects was ranked as the 
third most important objective for developing geothermal energy sources in Oregon. 
Experts found that while there is still more effort needed for obtaining more improve-
ments, the size of improvements is slow because the achievements in the field of geo-
thermal energy are so expensive. To accelerate the size of improvement and to get a 
more efficient system in the geothermal field, more support from the government and 
public policy is required. Also, there are many failures that need to be fixed, such as the 
problem of heat transfer because a piece of equipment does not match the thermal 
properties during the construction and this process of construction impacts system effi-
ciency. In addition, the field of geothermal energy is still not as sophisticated as other 
alternative energy sources so the field of geothermal energy needs more attention and 
research to be competitive with other renewable energies like solar, wind, etc. The price 
of solar and wind is cheap compared with geothermal energy, which is still expensive. 
Researchers are now focusing on developing low- temperature geothermal sites, which 
carry a marginal cost. As the price of geothermal energy goes down, the prospective 
risk will go down too. For this reason, experts chose technical option improvement for 
geothermal energy projects as one of the most important objectives.

Minimizing the negative impact on the general public was ranked also as the 
third most important objective for developing geothermal energy sources in Oregon. 
This result was discussed with experts for why they chose minimizing the negative 
impact on the general public as one of the important factors. Experts found that the 
success of any renewable energy project depends on the acceptance from the com-
munity who live around the construction of renewable energy projects. This is 
because ongoing operations of renewable energy create a large amount of waste. If 
these inconveniences to the community nearby the geothermal energy projects are 
during construction phase only, it may be easier to “sell” the idea of geothermal 
energy if the community knows the size of the benefit that will come from this proj-
ect. If the issue is ongoing past the construction phase, the community nearby will 
terminate this project if they believe that the impact on their health will be negative. 
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It is important to benefit from the technology available today since the technology 
works to serve the community, and while there are many improvements in this sec-
tor, the developers still need to be aware of these issues. For this reason, it is impor-
tant to focus on minimizing the negative impact on the general public, and they need 
to work on changing the community’s perception of geothermal energy sites or 
reduce these projects near communities.

Encouraging community to support geothermal energy projects was evaluated as 
the least important objective for developing geothermal energy sources in Oregon. 
This result was discussed with the experts for why they chose encouraging com-
munity to support geothermal energy projects as the least important factor. In fact, 
not all of the experts ranked encouraging community to support geothermal energy 
projects as the least valuable; some experts ranked it as second in importance and 
some the third. The reason for disagreement about this value was that some experts 
considered geothermal energy as only one type of renewable energy and that a com-
munity that is educated about the value of energy can understand that renewable 
energy is beneficial to society, so this is the reason why the experts chose encourag-
ing community support of geothermal energy as the lowest value. Some experts 
chose encouraging community to support geothermal energy projects as one of the 
important objectives. Those experts believe that it is important to educate the com-
munity about geothermal projects, and people might express concern for environ-
mental issues; therefore the process of educating the community about geothermal 
energy projects will hopefully over time create ongoing support and understanding 
about the process of geothermal energy and anything related to land use. People 
have very strong opinions about geothermal energy projects, and there are some 
challenges associated with geothermal energy projects or normal development that 
potentially can create a negative impact on the community. If people do not under-
stand what the source of negative impact is or how it is caused, there may be a 
backlash that is disproportionate to the benefits of geothermal energy. People must 
understand that green projects are not always impact-free. For this reason, encour-
aging community to support geothermal energy projects is so important for success-
ful investment in geothermal projects.

4.6.1.2  Evaluation of the Goals

The success of developing geothermal energy sources in Oregon requires knowing 
what the most important objectives and goals are. These objectives and goals will 
work with technology alternatives, and with this work comes greater improvements 
resulting in more successful geothermal energy projects. The HDM showed that 
minimizing noise and odor was ranked the most important goal with a value of 0.73. 
Creating new job opportunity was ranked as the second most important goal with a 
value of 0.59, and minimizing capital cost was ranked the third with a value of 0.51. 
The results of these goals were discussed with experts to ask why they ranked these 
goals as the most important.

Experts found that minimizing noise and odor is important because communities 
usually complain about noise, and although there are many types of geothermal 
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plants, equipment still generates noise. Technology that accompanies geothermal 
energy projects is required for making equipment less noisy. There is a need for 
greater improvement in running the station smoothly so that it won’t disturb the 
community nearby. If geothermal energy projects do not minimize noise and odor, 
geothermal energy sources will not improve nor be accepted by local communities, 
which will keep geothermal energy limited only to a few sites. This is the reason 
why some experts chose minimizing noise and odor as the most important goal. 
Experts found also creating new job opportunity as one of the most important fac-
tors for successful geothermal energy projects in Oregon since geothermal projects 
will improve the economy and more job opportunities will be available for the peo-
ple. Meanwhile, more public dollars will be available, and job opportunity is benefi-
cial in terms of economic and environmental value. Bringing these two things 
together from a public policy standpoint is beneficial for society as a whole. 
Geothermal energy projects need different job skills during discovery, construction, 
and maintenance after the completion of geothermal energy projects, and these 
skills already exist. Staff can already do this kind of work, and this level of worker 
skill set leads to better and cleaner energy power.

Minimizing capital cost was found to be one of the most important goals chosen 
by the experts because the investment in geothermal energy projects is so expensive. 
Right now, most research on geothermal energy in Oregon focuses on low- temperature 
geothermal projects since these projects are less expensive and require less funding 
than research focusing on high-temperature geothermal projects. These high-temper-
ature projects require a lot of funding because the deep drilling needed for reaching 
high-temperature projects will carry greater risk and may not find a good source of 
geothermal energy. For this reason, experts are more willing to find the best way to 
generate geothermal energy through the development of technology at a lower cost. 
The development of improved equipment manufacturing is in the middle of the most 
important goals because the experts found that their national laboratories are putting 
in a lot of effort to produce better equipment. Lately, many small manufacturing 
companies are merging with big companies. Even though big companies in the USA 
specialize in geothermal equipment and are motivated to improve the equipment to 
be used in geothermal energy, the technology for updating the equipment and the 
systems in the USA is not the same as for the international market. The international 
market has created better improvements in geothermal equipment than the USA.

4.6.1.3  Evaluation of Alternative

The success of geothermal energy projects depends on developing the technology 
that works within the geothermal field to obtain greater benefits from alternative 
geothermal energy. The HDM showed that geothermal electricity was ranked the 
most important alternative with a value of 0.43, direct use of geothermal heat was 
ranked the second important alternative with a value of 0.31, and GHP was ranked 
the least important alternative with a value 0.26. These results were discussed with 
the experts to understand why they ranked the alternatives of geothermal energy the 
way that they did.
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Geothermal electricity was ranked as the most important alternative for develop-
ing geothermal energy sources in Oregon. Experts explained that geothermal elec-
tricity was the most important resource for supplying more electricity to Oregon. At 
the same time, communities are increasing in population, and more new buildings 
are constructed as compared with previous years. Therefore, the growth of commu-
nities requires planning for a greater capacity of electricity. Also, having electricity 
generated from a geothermal field will not harm the environment, and it will bring 
a good amount of electricity to the community, and there are many places like 
Klamath Falls that already have geothermal electricity that is of great value. This is 
the reason why the experts encouraged the use of geothermal electricity to improve 
the geothermal field in Oregon.

Experts ranked direct use of geothermal heat as the second important alternative 
for developing geothermal energy sources in Oregon. Direct use of geothermal heat is 
considered the best option economically, but it cannot work everywhere so direct use 
of geothermal heat is limited to certain geographic areas. Direct use for geothermal 
heat works well within a large building area but not within a small building area, and 
for this reason direct use of geothermal heat sources is only available as local resources 
for large buildings. At the same time, electrical heat is oftentimes less efficient or there 
are many heat applications that depend on natural gas. A huge amount of natural gas 
is used for heating applications, including industrial processes. For this reason, direct 
use of geothermal heat is more efficient and can supply a large number of buildings 
with heating. Experts encouraged developing the direct use of geothermal heat 
because it is not only more efficient but will also not harm the environment.

Geothermal heat pumps (GHPs) were ranked the least important alternative for 
developing geothermal energy sources in Oregon. The USA has a national history 
of failure in both the technical and the economic sector for using GHP. GHP is more 
in efficient homes that use a ductless heating system, but there is a problem with 
how to connect GHP with home buildings. Recently, GHP has become more suc-
cessful in regulating temperature. While energy efficiency for the heat pump is 
going up and the prices for the heat pump are going down, experts chose GHP as the 
least important alternative because GHP needs more research and professional geo-
thermal experts to improve the technology to gain better efficiency from GHP.

4.6.2  Challenges Accompanying Geothermal Energy Projects

Even though geothermal energy projects are a good investment and are economi-
cally, politically, environmentally, technically, and socially beneficial, there are 
many challenges that still accompany geothermal energy from discovering 
sources and the construction of sites to the continued maintenance of the sites 
after construction. In order to gain better efficiency from geothermal energy proj-
ects in Oregon, many improvements are required to expand the use of geothermal 
energy, and the process of improvement requires focusing on solving the obsta-
cles that accompany geothermal fields, and these obstacles are explained below.
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The cost of geothermal energy projects is still high as compared with other renew-
able energies like wind, solar, and so forth. Geothermal energy projects are consid-
ered expensive because even though the investors spend a huge amount of money for 
exploration and trying to locate right resources of geothermal energy, they may not 
get the right resources and may ultimately lose their investment. The problem of cost 
will be solved if researchers know how to find the right location, manage the explora-
tion of resources, and estimate the drilling for required depth. Right now, many 
researchers are trying to find a critical plan for the resources of geothermal energy 
projects because the initial start-up cost of an investment in the geothermal field is 
still high, and this scares many investors. For this reason, experts found that reducing 
the cost of investment in geothermal energy projects will generate more investors in 
this sector of renewable energy, and investment will also be cheaper when more 
researchers are available for the development of geothermal energy.

Public relations and awareness are two of the biggest challenges because most 
people do not even know what geothermal energy is, and even when they are told 
about geothermal energy, they do not think geothermal is necessary like solar, wind, 
etc. At the same time, people are afraid of the seismic activity that can happen dur-
ing the construction of geothermal projects because this issue is one of the factors 
that need to be heavily managed. For this reason, greater education and awareness 
are needed in the community to make them understand what the benefits from geo-
thermal projects are and to clarify the ways or methods that will be used to manage 
seismic activity if that happens during construction.

There is also a lack of information in the research of geothermal energy in Oregon 
as compared with California and Nevada. In addition, the level of professional people 
in Oregon is limited although good researchers are available at the Oregon Institute 
of Technology (OIT). Researchers still have difficulties in estimating the cost for 
long-term investment. Oregon still needs more support to increase the progress in the 
technology for achieving a higher efficiency of geothermal energy projects.

Regulatory issues are one of the main factors that are holding geothermal energy 
back. Public policy works to protect the environment from any negative impact, so 
for this reason the power of renewable policy over the long term is stronger in 
Oregon than California. As mentioned before, Oregon has strong environmental 
ethics, and these ethical issues prevent the development of research in the geother-
mal field since ethical considerations restrict the research and discovery of geother-
mal sources in some locations.

4.6.3  Opportunity for Successful Geothermal Energy Projects 
in the Future

Even though geothermal energy projects are accompanied by some obstacles that 
can make the improvement of the geothermal field very slow in Oregon, there are 
many opportunities to make the geothermal field successful especially with more 
progress in the research of geothermal energy technology. Oregon can take 
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advantage of the research in the geothermal field to achieve more efficiency in this 
field of renewable energy and have the opportunity for better improvement of geo-
thermal energy projects in the future.

Oregon needs to focus on the economic prospective and support the adoption of 
geothermal energy projects with financial investment research, community out-
reach, and environmental protection. This support will make geothermal energy 
projects successful since the price of other renewable energies like solar, wind, etc. 
is still cheaper. For this reason, experts chose reducing the expense of investment in 
energy projects as one of the most important objectives in successful development 
of geothermal energy sources in Oregon. In California, there is a lot of research 
done with deep drilling in the geothermal field, and this research will help Oregon. 
Right now, geothermal energy with technology today looks very good. Over the past 
few years, technology has improved within power plants, and geothermal energy is 
one of the least expensive renewable energies if people are looking at the investment 
as a long-term one. Researchers in geothermal field have done some recent work 
with enhanced geothermal system (EGS) in Oregon, and there are many attempts 
from researchers in geothermal field to produce big EGS. If big EGS happened, this 
good technology will be available in Oregon.

Compared with other states, Oregon is ready now for improvement, and Oregon 
is already an ideal spot for both direct use of geothermal heat and GHP. If technol-
ogy develops a little bit better right now, the power production will be reliable as 
well. Now is the best time for developing geothermal energy sites and working to 
manage the cost of geothermal energy. In addition, if the climate crisis continues, 
geothermal energy will be a good resource since additional resources will be 
required for reducing the negative impact on the climate and geothermal energy 
sources are a good candidate for solving this issue. It is important for Oregon to 
keep developing more research into geothermal energy sources to be ready for any 
crisis in the climate.

Researchers need support from public policy to be able to move forward. 
Encouraging new associations to participate in the research of geothermal energy 
sources is very important in Oregon, and all utilities are interested in geothermal 
energy projects that will lead to achieve full benefit from geothermal field in Oregon.

4.7  Limitations and Future Research

4.7.1  Assumptions and Limitations of the Research Model

A number of expert panelists who have the knowledge to and who can supply the 
data validation of the outcome will contribute to building and evaluating the research 
model. This process of evaluation will have a positive impact on the development of 
the model because the model will be more accurate in the decision-making process. 
In addition, there are many other factors that can be used to improve the research 
model. These factors contribute in different ways: relevant expertise within the 
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research area, the availability and willingness to participate, and balanced perspec-
tives and biases. All of these factors were discussed in the previous chapters. Even 
though these factors are important and must be applied and used in the panel to have 
an accurate outcome, it is still a challenge to generate the best result without biases. 
For solving this process of uncertainty in the decision-making, different procedures 
and methods will be used in the research model to create validity measures. All of 
this process for this research study was discussed in previous chapters. Using suit-
able tools and techniques and selecting the right experts to provide feedback will 
reduce the ambiguity in some parts of the research. Having accurate information 
will lead to different perspectives for better decision-making.

In general, the outcome of the research model is dependent on the context and is time 
dependent. That means any change in the future in terms of any driver such as the techni-
cal, economic, social, political, and environmental sectors will have a large effect on the 
electrical system. In addition, any change will be impacted by the changes in the utility 
goals and objectives, which are represented by the decisions made about the develop-
ment of geothermal energy resource alternatives in Oregon. From this, it is clear that it’s 
hard to predict future changes, and this affects the decision-making process.

The value of geothermal energy resources relies on the market, the technology, 
and the variability of utility available in Oregon. For example, the demand for geo-
thermal energy in the market is not stable, and that is because of many factors like 
the availability of suitable technology that contributes to use the source of geother-
mal energy and the price of using source of geothermal as compared with other 
energy sources. All of these factors participate in changing the value of geothermal 
energy in the market. In addition, these factors can change at any time. For example, 
the value of geothermal energy resources will not be the same area to area. When 
the research model applies the process to another region other than Oregon, the 
decision-making process will be significantly different. It is clear that the research 
model was created to support the electrical system in Oregon. The research model 
can be developed and used in other regions by changing it according to the market 
requirements, the available technology, the utilities, and the possibility for success. 
Finally, the research model can be applied to all types of geothermal electricity 
plants (dry steam, flash steam, and binary). These types of geothermal electricity 
plants were discussed in the previous chapters on the comparisons of which technol-
ogy is the best for generating electricity. Unlike the previously mentioned technolo-
gies, the research model works to support the electrical system through depending 
on the geothermal process that uses the heat pump, direct use of geothermal heat, 
and geothermal electricity.

4.7.2  Expected Contributions

The expected contribution of the research model will lead to better knowledge and 
more accuracy in the decision-making process. The following steps outline expected 
project contributions. First, the research model will contribute to the evaluation of 
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geothermal energy resource alternatives with respect to the effect on the utility 
objectives and goals. From the literature review, it is clear that no research model 
can work with more than one dimension (economic, technical, social, political, and 
environmental) and go in detail for each aspect (utility objective and goals). Utility 
objectives and goals are very important in the process of decision-making because 
they constitute the variables in the research model, which requires a trade-off in the 
analysis of decision process. This trade-off makes decisions easy to take in the field. 
In addition, the literature review showed that it’s important to have diversity in the 
use of geothermal energy resources in different applications as was mentioned in 
the previous chapters. The literature review also showed the effect of this diversity 
in terms of supporting the electrical system and how the successful use of technolo-
gies and alternative sources of geothermal energy in different regions in the world 
can also be successfully used in Oregon. From the literature, it is important to have 
a connection between utility objectives and goals for geothermal energy resource 
alternatives, as this will increase the level of knowledge and understanding for cre-
ating accurate decisions in the field, and to gain greater benefits from geothermal 
energy sources.

The HDM model is important to use for finding which geothermal energy 
resource alternative is the best with respect to utility objectives and goals. The HDM 
method depends on judgments that require increased knowledge and understanding 
of the important criteria in the decision-making process and provide feedback from 
the experts to generate a more accurate decision. The HDM method has the ability 
to deal with multiple perspectives and to analyze each perspective with respect to 
utility objectives and goals, which helps in obtaining a better decision.

The decision to use alternative sources of geothermal energy is a good invest-
ment, and the probability of success is very high if these types of projects are con-
sidered a long-term investment. There are many criteria (technical, environmental, 
social, economic, and political) that are changing with the times that will have an 
impact on these types of investments over the long term. It will require a recalcula-
tion and updating of the materials and equipment that are used in these investments, 
which will have an impact on the whole electrical system.

In general, the research model will contribute to an increased level of knowledge 
for using geothermal energy resource alternatives and to knowing which decision is 
suitable for reaching the full benefit from this source of energy. In addition, the 
research model will help to build the right structures for developing a strategy that 
will improve the decision-making process. The outcome from the model will be the 
best way to support the electrical system in Oregon.

4.7.3  Future Research

This research study focuses on the use of one of the alternative sources of geother-
mal energy for supporting electrical system. The purpose of this case study is to 
evaluate the electrical system in Oregon because of the many criteria that have been 
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already discussed in the previous chapters. The hierarchical decision model (HDM) 
method was used for this purpose. This method has the ability to expand the research 
because this method depends on the collection of information from the literature 
review. In addition, this information increases the ability to know what the require-
ments are for developing the model in future research because our case study is 
about the state of Oregon. The requirements for developing geothermal energy 
alternatives in this state are different from other regions, and all of the used utility 
objectives and goals are for Oregon. There is no guarantee that these utility objec-
tives and goals can be successful if applied to other locations around the world for 
supporting electrical systems because not everything that we found in the literature 
can be successfully used in Oregon. The utility objectives and goals in the research 
model are matched with the requirements for development of geothermal energy 
resources in Oregon. The research model can be improved for use in future research 
for other regions, and from this research model, one can look for what is not neces-
sary, what is missing, and what is required to keep from the criteria that were used 
in the Oregon case study.

The research model may or may not change in future work because this research 
was built with the dependence on the current research from the literature review 
and the current market and end use. That means the utility objectives and goals 
can change, and the selection of geothermal energy resource alternatives can 
change depending on the technology available in the market and the diffusion of 
end use.

For future research, it is important to create a diversity of scenarios to look at 
how each scenario interacts in the research model, how this impacts the utility 
objectives and goals, and what is the outcome from the process of scenario analysis 
in the decision-making process. From that, scenario analysis is necessary to calcu-
late the impact for future work, and the importance of the analysis for each scenario 
creates a better development of the model. The development of the model will be 
perfected if the scenarios are discussed with the experts to know which criteria are 
necessary for the development of the model, and from this information the best 
outcome is reached for end use, which leads to the improvement of the electrical 
system in Oregon.

Sensitivity analysis is necessary in the research model for understanding better 
decision choices according to the utility goals and objectives. This will help to cre-
ate different scenarios for future planning and will help to estimate the best way to 
deal with each scenario if it is applied in the real world and what the outcome will 
be based on the chosen decision.

The research model can be connected with an optimization program for gain-
ing the best benefits from geothermal energy resources as output for future 
research.
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 Appendices

 Appendix A: Instruments for the Invitation of Experts

 Appendix A1: The Invitation of Experts for Participation in My 
M.S. Thesis Research

Dear ………………………,

My name is Ahmed Alshareef and I am an M.S. student from the Department of 
Engineering and Technology Management at Portland State University. I am writ-
ing to invite you to participate in my research study called “Technology Assessment 
Model of Developing Geothermal Energy Resources for Supporting Electrical 
System: The Case for Oregon.” This research study is being conducted in partial 
fulfillment of the requirements for a master’s degree in engineering and technology 
management at Portland State University.

You’re eligible to be in this study because you are an expert from either academia 
or industry and have enough experience to provide feedback on the criteria in the 
model I am researching.

Your participation in my research is important to developing a framework, mea-
surement system, and metric for reaching the best benefit of geothermal energy 
resources. My research looks at the problem from different perspectives and dimen-
sions with respect to utility objectives and goals.

The proposed research model that I developed requires participation of experts 
who have knowledge and opinions in the topic area of geothermal energy resources. 
Participation in the online survey/evaluation will take approximately 30  min to 
complete. This will help to further construct the model and establish a weight for 
selecting elements that require further development.

If you decide to participate in this study, you will make judgments on different 
criteria, using paired comparison between two elements, deciding which element is 
more important between the two. Remember, this is completely voluntary. You can 
choose to be in the study or not.

If you’d like to participate or have any questions about the study, please email or 
contact me at aalsha2@pdx.edu or call me at (503) 867–9279.

If you have any concerns or problems about participating in this study or your 
rights as a research subject, please contact the PSU Office of Research Integrity, 
1600 SW 4th Ave., Market Center Building Ste. 620, Portland, OR, 97201 (phone 
(503) 725–2227 or 1 (877) 480–4400).

Thank you very much.
Sincerely,
Ahmed Alshareef
M.S. Student
Department of Engineering and Technology Management
Portland State University
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 Appendix A2: Informed Consent Form

Informed Consent Template: Online Survey Consent

You are invited to participate in a research study entitled “Technology Assessment 
Model of Developing Geothermal Energy Resources for Supporting Electrical 
System.” The study is being conducted by me, Ahmed Alshareef, a graduate student 
from the Department of Engineering and Technology Management at Portland State 
University. The study is under the supervision of my advisor, Tugrul Daim.

The purpose of this research study is to examine which technologies are impor-
tant for developing geothermal energy. Your participation in the study will contrib-
ute to a better understanding of the different criteria with more knowledge to know 
which criteria in the model require developing and more research work to cover it 
from a different perspective. This project is being conducted in partial fulfillment of 
the requirements for an M.S. degree under the supervision of Dr. Tugrul U. Daim. 
You are invited as a potential participant due to your expertise in the area of energy 
sector due to your qualification and professional experience. You are free to contact 
the investigator at the above address and phone number to discuss the study. You 
must be at least 18 years old to participate.

If you agree to participate, the evaluation will take approximately 30 min of your 
time, and you will complete an activity about Developing Geothermal Energy 
Resources for Supporting Electrical System.

There are no known risks for participating and all the information will be kept in 
my laptop, and I will destroy the information after 1 year of graduation. There are 
no costs for participating, nor will you personally benefit from participating. Your 
name and email address will be collected during the data collection phase for track-
ing purposes only. Identifying information will be stripped from the final dataset.

Your participation in this study is voluntary.  You may decline to answer any 
question and you have the right to withdraw from participation at any time. 
Withdrawal will not affect your relationship with Portland State University in any 
way. If you do not want to participate, either simply stop participating or close the 
browser window. I may send study reminders about participation in the study. If you 
do not want to receive any more reminders, you may email me at aalsha2@pdx.edu.

If you have any questions about the study or need to update your email address, 
contact me, Ahmed Alshareef, at 503–867-9279 or send an email to aalsha2@pdx.
edu. You may also contact my advisor, Tugrul Daim, at ji2td@pdx.edu.

If you have questions about your rights or are dissatisfied at any time with any 
part of this study, you can contact the Human Subjects Research Review Committee 
at hsrrc@pdx.edu, Market Center Building, 6th Floor, 1600 SW 4th Ave., Portland, 
OR 97201.

If you agree to participate, click on the following link [HTTP://LINK TO STUDY 
URL].

Thank you.
Please print a copy of this document for your records.
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 Appendix A3: Content Web Survey

Dear ……..,

Thank you so much for accepting the invitation to complete the survey for my thesis 
research (Technology Assessment Model of Developing Geothermal Energy 
Resource for Supporting Electrical System). I have attached the link of the survey, 
the instructions, and the explanation of the research. You can see the details of each 
node in the model of the survey by pointing your cursor over the node. Each node 
had been explained in the instruction document.

Thank you very much.
Sincerely,
Ahmed Alshareef
M.S. Student
Department of Engineering and Technology Management
Portland State University

 Appendix A4: Content Questionnaire Survey
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 Appendix A5: Content Instructions and Explanation of Nodes

The figure below shows the proposed research model. This figure will be used to 
establish the weight of each element and analyze the model.
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Based on a comprehensive literature review and by validating the proposed 
research model with my advisor Dr. Tugrul U. Daim, this research model will be 
used for asking experts to establish their weighted output relative to geothermal 
energy resources. The data collection will be created from this research model to 
establish the final results of this study.

All the development of the proposed research model will stay in the same frame 
of the human subject research, and it will not change the HSRRC application. In 
addition, the goal and objective of the research will be kept from any change.

The objective of the proposed research is to develop the assessment model frame-
work that can be used for supporting cost-effective renewable energy in Oregon by 
the development of geothermal energy sources. A mission-oriented model, hierar-
chical decision-making (HDM), will be used to determine the goal that represents 
the case for Oregon.

HDM is the approach that will be used for analyzing the research objective and 
criteria used to inform decision about how to inform geothermal energy since HDM 
works with complicated processes and looks at the problem from different perspec-
tives. All the development occurred to the proposed research model works through 
criteria, sub-criteria, and alternatives, and this research model comes from a com-
prehensive review of literature.

The purpose of the data collection is to ensure the relative importance of decision 
elements through a numerical quantification process. Using the pairwise compari-
son method between two elements to evaluate distributional balance is necessary in 
order to know which element is more important than another. A pairwise compari-
son will use 100 points scale to make the balance. Defining each element will be 
clarified below.

Encourage community to support geothermal energy project: Using geothermal 
energy project will make future customer life easier and more convenient; the 
result of using these geothermal energy projects will encourage customers to 
support geothermal projects. Also, it will increase the adoption and development 
of geothermal energy.

Minimize environmental impact: Using geothermal energy will have a positive 
impact on the environment since it does not consume a huge amount of fuel.

Reduce expense of investment energy projects: Different technologies that accom-
pany geothermal energy resources will change the expenses of investment if 
more attention and effort are given to this area of alternative energy.

Technical option improvement for geothermal energy projects: There is a possibility 
to develop the process in the future by quickly responding to any changes in the 
market and in the requirements of customers.

Minimize the negative impact on the general public: Reducing the negative impact 
on the general public and public spaces ensures that these geothermal projects do 
not interact with other projects in the same area.

Create new job opportunity: When geothermal energy resources are constructed, 
this construction will require a diversity of skills to complete.

Social acceptance: The continued commitment to expand and improve federal lands 
for the use of geothermal resources will lead to an increase in production.
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GHG emissions: Due to lower GHG emissions, geothermal energy projects have 
less impact on the environment compared with other sources of energy.

Land requirement: Geothermal fields require fewer acres compared with other 
sources of energy.

Seismic activity: While the extraction of geothermal energy can lead to seismic 
activity, this event would most likely be less than magnitude of 2.5 on the Richter 
scale (earthquakes usually cannot be felt under 3.5).

Using the land for other purposes: When the activity of a power plant is completed, 
the land can be rehabilitated and used for livestock grazing or other agriculture 
purposes.

Minimize the capital cost: Projects of geothermal energy resources have the potential 
to reduce the cost of investments if the investments are made over a long period.

Minimize operation cost: Geothermal projects can increase the energy production 
and reduce the cost.

Economy boost: “Geothermal projects have the potential to enhance the economies 
through increased tax revenues, the creation of new businesses and local jobs, 
and enhanced community involvement” [321].

Minimizing the demand of critical resources: Geothermal projects reduce the 
demand on traditional resources like oil, coal, and natural gas.

Increasing the capacity of the energy system: Using geothermal energy resources 
will minimize the load on the electrical system and will simplify the challenges 
associated with increased energy load.

Equipment manufacturing development: In spite of the variety of geothermal energy 
equipment in the market, this equipment still needs more development to increase 
the geothermal energy efficiency, and for that technologies will need to be devel-
oped to be used in the manufacturing of this equipment.

Minimize noise and odor: It is important for geothermal energy projects to work 
without negatively impacting the general public by avoiding and reducing noise 
and odor as quickly as possible.

Minimizing property damage for reducing impact on lifestyle: It is important for geo-
thermal energy projects to minimize the routes to and from the site to avoid any 
conflicts or obstacles to the movement of residential and commercial activities.

Geothermal heat pump: “Is a central heating and/or cooling system that transfers 
heat to or from the ground. Geothermal heat pumps use the natural insulating 
properties of the earth from just a few feet underground to as much as several 100 
feet deep, offering a unique and highly efficient renewable energy technology for 
heating and cooling” [322].

Direct use of geothermal heat: “refers to the immediate use of the energy for both 
heating and cooling applications. It is the use of underground hot water to heat 
buildings, …and for many other applications. District heating applications use 
networks of piped hot water to heat buildings in whole communities” [323].

Geothermal electricity: “Geothermal power plants use steam produced from reser-
voirs of hot water found a few miles or more below the Earth’s surface to produce 
electricity. The extremely high temperatures in the deeper geothermal reservoirs 
are used for the generation of electricity. The steam rotates a turbine that acti-
vates a generator, which produces electricity” [324].
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The mission of this model is to assess geothermal energy resources for support-
ing the electrical system. This process will require weighting objectives, criteria, 
and alternatives. A pairwise comparison is required for this purpose to rate criteria 
(objectives) with respect to each other. As the model is built based on HDM, “a 
pairwise comparison helps you work out the importance of a number of options 
relative to one another. This makes it easy to choose the most important problem to 
solve, or to pick the solution that will be most effective. It also helps you set priori-
ties where there are conflicting demands on your resources. The tool is particularly 
useful when you don’t have objective data to use to make your decision” [325]. This 
process for technology assessment model of developing geothermal energy 
resources requires having a scale with 100 points distributed between these main 
criteria. The criteria with high points result from experts choosing this criterion, 
while the criteria with low points result from few experts choosing this criterion. 
Also, the score of 0 will not be valid and the score for this situation must be at least 
1 point.

This is an example of how to weight, evaluate, and compare:
Considering two objectives, “Objective A” and “Objective “B,” choose the point 

value that you think is necessary. Since the system is based on 100 points, this can 
be weighted as A = 55 and B = 45.

 1.1 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of encouraging community to support geothermal energy to 
minimize the environment impact:

 

 1.2 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of encouraging community to support geothermal energy to 
reduce expense of investment energy project:
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 1.3 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of encouraging community to support geothermal energy to 
technical option improvement for geothermal energy project:

 

 1.4 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of encouraging community to support geothermal energy to 
minimize the negative impact on general public:

 

 1.5 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of minimizing the environment impact to reduce expense of 
investment energy project:

 

 1.6 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of minimizing the environment impact to technical option 
improvement for geothermal energy project:
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 1.7 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of minimizing the environment impact to minimize the negative 
impact on general public:

 

 1.8 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of reducing expense of investment energy project to technical 
option improvement for geothermal energy project:

 

 1.9 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of reducing expense of investment energy project to minimize 
the negative impact on general public:

 

 1.10 100 points must be distributed between the following pairs of geothermal 
energy objectives to reflect your judgment on their relative importance to the 
overall goal for this study.

The importance of technical option improvement for geothermal energy project 
to minimize the negative impact on general public:
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 Appendix B: Judgment Quantifications

 Appendix B1: Judgment Quantification for the Objectives Level 
with Respect to the Mission

The table below shows the ratio of judgment quantification, as explained in the 
example: using CS 70 and IC 30, this will be written as CS/IC = 70, and 30 will not 
appear in the table.

Encourage community to support 
geothermal energy projects, CS
Minimize environmental impact, EI
Minimize investment cost, IC
Technical option improvement for 
geothermal energy projects, TI
Minimize the negative impact on 
the general public, NI

CS/EI CS/IC CS/TI CS/NI EI/IC EI/TI EI/NI IC/TI IC/NI TI/NI

Expert 1 50 50 50 50 40 40 60 50 75 75
Expert 2 42 42 18 42 46 50 44 35 60 63
Expert 3 10 55 75 40 80 75 80 20 20 49
Expert 4 18 21 58 50 71 74 86 65 39 60
Expert 5 50 50 70 70 20 20 70 50 70 80
Expert 6 59 50 32 51 41 62 34 89 52 18
Expert 7 70 35 80 45 50 75 35 40 45 20

 Appendix B2: Judgment Quantification for the Goals Level with Respect 
to Objectives

The table below shows the ratio of judgment quantification, as explained in the 
example: using JO 70 and SC 30, this will be written as JO/SC = 70, and 30 will not 
appear in the table.

Encourage Community to Support Geothermal Energy Projects

Create new job opportunity: JO
Social acceptance: SC

JO/SC

Expert 1 60
Expert 2 40
Expert 3 70
Expert 4 12
Expert 5 90
Expert 6 67
Expert 7 75
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Minimize Environmental Impact

GHG emission: GE
Land requirement: LR
Seismic activity: SA
Using the land for other purposes: UL

GE/LR GE/SA GE/UL LR/SA LR/UL SA/UL

Expert 1 50 75 75 75 75 50
Expert 2 72 55 78 50 32 63
Expert 3 99 50 90 10 40 50
Expert 4 70 10 75 10 45 80
Expert 5 50 80 60 89 20 10
Expert 6 43 22 16 29 50 71
Expert 7 5 30 85 15 50 85

Reduce Expense of Investment Energy Projects

Minimize capital cost: CC
Minimize operation cost: OC
Economic boost: EB

CC/OC CC/EB OC/EB

Expert 1 50 80 80
Expert 2 58 84 66
Expert 3 70 25 20
Expert 4 80 95 95
Expert 5 95 90 70
Expert 6 50 50 50
Expert 7 65 60 75

Technical Option Improvement for Geothermal Energy Projects

Minimizing the demand of critical resources: CR
Increasing the capacity of energy system: CS
Equipment manufacturing development: ED

CR/CS CR/ED CS/ED

Expert 1 40 50 60
Expert 2 35 15 31
Expert 3 90 70 20
Expert 4 50 80 95
Expert 5 25 50 70
Expert 6 31 38 66
Expert 7 25 30 25
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Minimize the Negative Impact on the General Public

Minimize noise and odor: NO
Minimizing property damage for reducing impact on lifestyle: PD

NO/PD

Expert 1 50
Expert 2 66
Expert 3 80
Expert 4 75
Expert 5 99
Expert 6 50
Expert 7 90

 Appendix B3: Judgment Quantification for the Alternatives Level 
with Respect to Goals

The table below shows the ratio of judgment quantification, as explained in the 
example: using GE 70 and DH 30, this will be written as GE/DH=70, and 30 will 
not appear in the table.

Geothermal electricity: GE
Direct use of geothermal heat: DH
Geothermal heat pump: GH

Alternatives: create new job opportunity

GH/DH GH/GE DH/GE

Expert 1 60 40 25
Expert 2 29 71 91
Expert 3 65 40 39
Expert 4 65 35 30
Expert 5 90 10 5
Expert 6 50 50 50
Expert 7 20 15 50

Alternatives: social acceptance

GH/DH GH/GE DH/GE

Expert 1 60 60 50
Expert 2 30 48 77
Expert 3 30 40 56
Expert 4 60 50 20
Expert 5 50 20 10
Expert 6 50 50 50
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GH/DH GH/GE DH/GE

Expert 7 50 50 50

Alternatives: GHG emission

GH/DH GH/GE DH/GE

Expert 1 50 35 35
Expert 2 42 67 68
Expert 3 25 85 70
Expert 4 70 50 30
Expert 5 80 10 1
Expert 6 50 50 50
Expert 7 50 50 50

Alternatives: land requirement

GH/DH GH/GE DH/GE

Expert 1 50 50 50
Expert 2 53 65 51
Expert 3 50 25 40
Expert 4 70 50 70
Expert 5 80 13 5
Expert 6 50 50 50
Expert 7 10 10 10

Alternatives: seismic activity

GH/DH GH/GE DH/GE

Expert 1 75 90 75
Expert 2 45 62 69
Expert 3 49 50 50
Expert 4 50 50 50
Expert 5 50 50 50
Expert 6 50 50 50
Expert 7 5 5 50

Alternatives: using the land for other purposes

GH/DH GH/GE DH/GE

Expert 1 50 50 50
Expert 2 50 35 35
Expert 3 60 70 60
Expert 4 75 50 20
Expert 5 50 20 10
Expert 6 50 50 50
Expert 7 10 5 50
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Alternatives: minimize capital cost

GH/DH GH/GE DH/GE

Expert 1 40 40 50
Expert 2 22 22 72
Expert 3 60 30 20
Expert 4 40 70 70
Expert 5 50 20 10
Expert 6 50 50 50
Expert 7 30 30 35

Alternatives: minimize operation cost

GH/DH GH/GE DH/GE

Expert 1 50 50 50
Expert 2 37 26 54
Expert 3 61 25 20
Expert 4 30 50 60
Expert 5 75 10 5
Expert 6 50 50 50
Expert 7 35 20 30

Alternatives: economic boost

GH/DH GH/GE DH/GE

Expert 1 50 25 25
Expert 2 30 33 64
Expert 3 65 60 60
Expert 4 65 50 30
Expert 5 50 40 30
Expert 6 50 50 50
Expert 7 10 5 40

Alternatives: minimizing the demand of critical resources

GH/DH GH/GE DH/GE

Expert 1 50 50 50
Expert 2 50 67 68
Expert 3 30 60 80
Expert 4 50 15 15
Expert 5 50 40 25
Expert 6 50 50 50
Expert 7 30 30 50
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Alternatives: increasing the capacity of the energy system

GH/DH GH/GE DH/GE

Expert 1 40 20 25
Expert 2 50 63 63
Expert 3 50 30 15
Expert 4 50 30 20
Expert 5 80 1 1
Expert 6 50 50 50
Expert 7 50 50 50

Alternatives: equipment manufacturing development

GH/DH GH/GE DH/GE

Expert 1 25 10 25
Expert 2 26 28 54
Expert 3 60 40 30
Expert 4 70 50 35
Expert 5 70 30 1
Expert 6 50 50 50
Expert 7 50 5 15

Alternatives: minimize noise and odor

GH/DH GH/GE DH/GE

Expert 1 50 10 10
Expert 2 43 65 76
Expert 3 55 30 30
Expert 4 50 50 50
Expert 5 70 20 11
Expert 6 50 50 50
Expert 7 50 50 50

Alternatives: minimizing property damage for reducing impact on lifestyle

GH/DH GH/GE DH/GE

Expert 1 25 25 50
Expert 2 50 50 50
Expert 3 50 25 20
Expert 4 50 50 50
Expert 5 50 20 10
Expert 6 50 50 50
Expert 7 30 20 40
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 Appendix C: Calculations (Overall Weight)

Objectives

Goals GHP Direct heat
Geothermal 
electricity

Local Global Local Global Local Global Local Global

Encourage 
community to 
support 
geothermal 
energy project

0.17 Create new job 
opportunity

0.59 0.1 0.25 0.025 0.3 0.04 0.45 0.045

Social 
acceptance

0.41 0.07 0.29 0.02 0.32 0.022 0.39 0.027

Minimize 
environmental 
impact

0.26 GHG emission 0.3 0.078 0.3 0.023 0.3 0.023 0.4 0.03

Land 
requirement

0.2 0.053 0.28 0.014 0.3 0.016 0.42 0.02

Seismic 
activity

0.32 0.083 0.34 0.028 0.36 0.03 0.3 0.024

Using the land 
for other 
purposes

0.18 0.046 0.29 0.013 0.27 0.012 0.44 0.02

Reduce 
expense of 
investment 
energy 
projects

0.21 Minimize 
capital cost

0.51 0.107 0.23 0.024 0.33 0.036 0.44 0.047

Minimize 
operation cost

0 28 0.059 0.22 0.013 0.29 0.018 0.49 0.028

Economic 
boost

0.21 0.044 0.27 0.012 0.3 0.014 0.43 0.018

Technical 
option 
improvement 
for 
geothermal 
energy 
projects

0.18 Minimizing 
the demand of 
critical 
resources

0.28 0.05 0.27 0.013 0.35 0.018 0.38 0.019

Increasing the 
capacity of the 
energy system

0.39 0.07 0.24 0.016 0.23 0.017 0.53 0.037

Equipment 
manufacturing 
development

0.33 0.06 0.22 0.013 0.22 0.014 0.56 0.033

Minimize the 
negative 
impact on the 
general public

0.18 Minimize 
noise and odor

0.73 0.131 0.27 0.035 0.27 0.036 0.46 0.06

Minimizing 
property 
damage for 
reducing 
impact on 
lifestyle

0.27 0.049 0.23 0.011 0.29 0.014 0.48 0.022

0.26 0.31 0.43
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 Appendix D: Objectives Weight for Different Characteristics 
of Experts

Objectives weight for different characteristics of experts: background of organization

Objectives and goals Utility Consulting
Research 
lab University

Encourage community to support geothermal 
energy project

0.15 0.16 0.25 0.16

Create new job opportunity 0.43 0.65 0.9 0.67
Social acceptance 0.57 0.35 0.1 0.33
Minimize environmental impact 0.28 0.34 0.12 0.16
GHG emission 0.23 0.5 0.31 0.1
Land requirement 0.2 0.2 0.23 0.18
Seismic activity 0.46 0.19 0.05 0.46
Using the land for other purposes 0.11 0.11 0.42 0.26
Reduce expense of investment energy projects 0.19 0.17 0.28 0.31
Minimize capital cost 0.56 0.35 0.86 0.33
Minimize operation cost 0.33 0.29 0.08 0.33
Economic boost 0.11 0.36 0.06 0.33
Technical option improvement for geothermal 
energy projects

0.18 0.19 0.26 0.1

Minimizing the demand of critical resources 0.21 0.47 0.21 0.2
Increasing the capacity of the energy system 0.38 0.25 0.57 0.51
Equipment manufacturing development 0.41 0.28 0.22 0.29
Minimize the negative impact on the general 
public

0.2 0.14 0.08 0.27

Minimize noise and odor 0.77 0.65 0.99 0.5
Minimizing property damage for reducing impact 
on lifestyle

0.23 0.35 0.01 0.5

Objectives weight for different characteristics of experts: background of organization
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Objectives weight for different characteristics of experts: position

Objectives, and goals Management Planning Policy Environment

Encourage community to support geothermal 
energy project

0.18 0.135 0.25 0.13

Create new job opportunity 0.49 0.53 0.9 0.7
Social acceptance 0.51 0.47 0.1 0.3
Minimize environmental impact 0.28 0.175 0.12 0.5
GHG emission 0.22 0.26 0.31 0.61
Land requirement 0.26 0.2 0.23 0.03
Seismic activity 0.41 0.35 0.05 0.26
Using the land for other purposes 0.11 0.19 0.42 0.1
Reduce expense of investment energy projects 0.21 0.255 0.28 0.08
Minimize capital cost 0.53 0.44 0.86 0.25
Minimize operation cost 0.36 0.33 0.08 0.13
Economic boost 0.11 0.23 0.06 0.62
Technical option improvement for geothermal 
energy projects

0.16 0.21 0.26 0.12

Minimizing the demand of critical resources 0.27 0.16 0.21 0.65
Increasing the capacity of the energy system 0.44 0.38 0.57 0.07
Equipment manufacturing development 0.29 0.46 0.22 0.28
Minimize the negative impact on the general 
public

0.17 0.225 0.08 0.17

Minimize noise and odor 0.72 0.58 0.99 0.8
Minimizing property damage for reducing 
impact on lifestyle

0.28 0.42 0.01 0.2
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Objectives weight for different characteristics of experts: education

Objectives and goals
Bachelor’s 
degree

Master’s 
degree

Ph.D. 
degree

Encourage community to support geothermal 
energy project

0.1 0.17 0.21

Create new job opportunity 0.12 0.61 0.78
Social acceptance 0.88 0.39 0.22
Minimize environmental impact 0.47 0.26 0.14
GHG emission 0.15 0.38 0.2
Land requirement 0.07 0.23 0.2
Seismic activity 0.68 0.27 0.26
Using the land for other purposes 0.09 0.12 0.34
Reduce expense of investment energy projects 0.18 0.18 0.3
Minimize capital cost 0.7 0.42 0.6
Minimize operation cost 0.28 0.32 0.21
Economic boost 0.02 0.26 0.19
Technical option improvement for geothermal 
energy projects

0.12 0.2 0.18

Minimizing the demand of critical resources 0.36 0.3 0.2
Increasing the capacity of the energy system 0.59 0.26 0.54
Equipment manufacturing development 0.05 0.44 0.26
Minimize the negative impact on the general 
public

0.12 0.19 0.17

Minimize noise and odor 0.75 0.72 0.75
Minimizing property damage for reducing impact 
on lifestyle

0.25 0.28 0.25
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Objectives weight for different characteristics of experts: education

Alternatives Bachelor’s degree Master’s degree Ph.D degree

GHP
Direct 
heat

Geo. 
elect. GHP

Direct 
heat

Geo. 
Elect. GHP

Direct 
heat

Geo. 
elect.

Goals Create new job 
opportunity

0.31 0.19 0.5 0.245 0.3825 0.375 0.24 0.18 0.575

Social acceptance 0.35 0.17 0.48 0.2975 0.415 0.29 0.235 0.22 0.54

GHG emission 0.41 0.18 0.41 0.325 0.3925 0.28 0.2 0.17 0.62

Land requirement 0.43 0.33 0.25 0.255 0.3475 0.3925 0.235 0.185 0.575

Seismic activity 0.33 0.33 0.33 0.35 0.375 0.2775 0.33 0.33 0.33

Using the land for 
other purposes

0.42 0.13 0.46 0.2775 0.33 0.39 0.235 0.22 0.54

Minimize capital 
cost

0.36 0.47 0.18 0.1975 0.36 0.4475 0.235 0.22 0.54

Minimize operation 
cost

0.24 0.48 0.28 0.22 0.2825 0.4925 0.22 0.185 0.59

Economic boost 0.39 0.19 0.42 0.2175 0.3375 0.4425 0.305 0.285 0.405

Minimizing the 
demand of critical 
resources

0.13 0.13 0.74 0.29 0.4375 0.2725 0.3 0.275 0.42

Increasing the 
capacity of the 
energy system

0.22 0.18 0.6 0.27 0.2725 0.4575 0.175 0.17 0.655

Equipment 
manufacturing 
development

0.42 0.19 0.39 0.155 0.2475 0.5975 0.255 0.18 0.56

Minimize noise and 
odor

0.33 0.33 0.33 0.2525 0.2825 0.465 0.26 0.21 0.525

Minimizing 
property damage 
for reducing impact 
on lifestyle

0.33 0.33 0.33 0.2 0.3175 0.48 0.235 0.22 0.54
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Chapter 5
Technology Assessment: Demand Response 
Technologies in the Pacific Northwest

Judith Estep and Tugrul U. Daim

5.1  Introduction

The goal of this research is to develop a decision model that can be used to identify 
the technology transfer potential of a research proposal. An organization can use the 
model to select the proposals whose research outcomes are more likely to move into 
application. The model begins to close the chasm between research and applica-
tion  – otherwise known as the “valley of death.” A hierarchical decision model, 
along with desirability curves, was used to understand the complexities of the 
researcher and recipient relationship, specific to technology transfer. In this research, 
the evaluation criteria of several research organizations were assessed to understand 
the extent to which the success attributes that were identified in literature were con-
sidered when reviewing research proposals. The quantified model was validated 
using a case study involving demand response (DR) technology proposals in the 
Pacific Northwest.

While there are voluminous amounts of information about technology transfer 
and attributes of successful technology transfer, there is a lack of information about 
how to assimilate these success attributes – in other words, a framework for how 
successful technology transfer occurs. It is not enough to just develop a technology 
that solves an energy-related problem. Utilities are also faced with a challenge of 
integrating the technology into an existing infrastructure and doing so, reliably and 
seamlessly. In order for a solution to be effective and have an impact, the technology 
needs to be applied – without the technology transfer component, energy strategies 
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cannot be realized. Therefore, there is a need to understand the difficulties associ-
ated with technology transfer.

Figure 5.1 represents how technology transfer will be understood for the pur-
poses of this research. The players are the research organizations (national labs, 
universities, nonprofit collaborators, and private industry) and the technology 
recipient.

5.2  Literature Review

5.2.1  Attributes of Successful TT

A comprehensive literature review was conducted to understand what is necessary 
for successful technology transfer. Is there a special “recipe” that will guarantee a 
successful technology transfer? What should the research organization focus on to 
be successful? Should the technology recipient focus on similar attributes? Or do 
something different instead? How should the researcher and the technology recipi-
ent interact to emphasize the relationship element of technology transfer? The goal 
of this literature review section is to identify and define the success attributes. 
Initially, the technology transfer literature was organized using Reisman’s taxon-
omy. Organizing the literature this way was helpful to identify ways of 

Fig. 5.1 How technology transfer is understood for this research
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conceptualizing the voluminous amount of technology transfer literature. Reisman’s 
taxonomy categorizes technology transfer into four main factors: the actors, trans-
action types, motivations, and disciplines involved in the technology transfer [1]. 
The first factor describes the actors  – who is involved in the transfer process? 
Subgroups include scientific discipline, geographic locations, etc. Next are the 
transaction types that are important to frame the transfer process – does the process 
include internal or external elements, joint venture opportunities, or intellectual 
property, etc. As implied, motivations describe the reasons for executing the tech-
nology transfer. The discipline factor helps to understand if the technology transfer 
discussion is related to economics, management, etc.

5.2.1.1  Organizational

Organizational elements emphasize actions or processes within an organization that 
are necessary for successful technology transfer. Resounding themes in literature 
are developed in subsequent paragraphs. Researchers agree that less bureaucracy, 
close proximity between the researcher and the technology recipient, and the bene-
fits of the two organizations having a similar makeup in terms of size and mission 
objectives and overall having organizational homogeneity, are beneficial for tech-
nology transfer. Literature also discusses the need to have a flexible budget as ben-
eficial for technology transfer. Understanding the technical and stakeholder 
organizational complexities is also important to consider for technology transfer 
success.

Agreements or contracts are necessary for research and subsequent technology 
transfer. However, the degree of process or bureaucracy related to these agreements 
has an impact on successful technology transfer. Big or small, all organizations have 
a certain amount of agreements or contracts that are a necessary part of technology 
transfer. Bureaucracy is associated with any organization. Franza and Greiner sug-
gest that organizations that have long times to contract or are otherwise bureaucratic 
in their processes is not good for technology transfer [2]. The impact of too much 
process is also described by Bozeman when he discusses Cooperative Research and 
Development Agreements (CRADAs). A CRADA agreement provides a quick and 
unique access to extensive government-funded R&D resources that can be pooled 
with your own money to yield powerful research results, while providing intellec-
tual property protection as you move swiftly to commercialization [3]. Franza, 
Rogers, and Bozeman agree that the length of time to execute agreements and 
extensive bureaucracy is not desirable for technology transfer.

Ham and Mowrey say that flexible budgets are necessary for successful technol-
ogy transfer. Working with the government labs, flexible budgets allow for a gradual 
ramp-up of a project. However, too much time to negotiate the contracting mecha-
nism can stall the research and potentially change the project goals [4]. Bozeman 
states the inflexible budgets and managerial processes make the CRADA ineffective 
with requirements of technology development projects that must meet a tight sched-
ule for success [3]. Another way of defining budget flexibility is with requiring cost 
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share as part of the project funding. The Bonneville Power Administration, along 
with other Department of Energy research organizations, requires research partners 
to share in the financial responsibility of funding a project. There are varying 
degrees of cost share required, but the purpose is to create a collaborative work 
environment between the researcher and technology recipient. This is done through 
a shared investment.

The proximity between the researcher and the technology recipient is an impor-
tant characteristic for successful technology transfer. Mora-Valentin et al. hypothe-
sized that the closer the two entities are the better for technology transfer. Closer 
geographic locations facilitate face-to-face communications among team members 
and encourage relationship building. However, their research results were not con-
clusive [5]. In contrast, Franza et al. identify geographic proximity as a “difference 
maker.” As defined, a difference maker is a set of attributes that were present in the 
successful transfers they researched and tend to be absent in the failed transfer 
attempts [6].

Boulter and Bendell look at the contributions of firm size, high degree of institu-
tionalization, similar experiences for success, the mission of the organization, and 
similar agendas to successful technology transfers [7]. They describe these similari-
ties as homophily or organizational homogeneity – they allow people to communi-
cate better based on the degree of similarity. When there are disparities, especially 
with the expectations for success, there could be difficulties in successfully transfer-
ring the technology. One example of different expectations would be with national 
labs. Typically, the national lab culture is described as slow to change, with a basic 
research focus. This is in sharp contrast to private firms, which are characterized by 
speed, a quick decision-making, and fast returns on investments [8, 9]. Establishing 
common goals is a foundation for building collaborative relationships, which are 
fundamental to successful technology transfer. Grant and Franza researched 19 
technology transfer actions from the US Air Force lab. The 19 actions or projects 
included failed and successful technology transfer. Of these, 92.9% of the successes 
had technology transfer between similar industries and 100% had similar composi-
tion [6]. Research results from Ham and Mowrey, Balachandra, Bozeman, Wen-
Hsiang, and Greiner and Franza support the concept of similarities between the 
research organization and the technology recipient as contributing to successful 
technology transfer. The concept of organizational homogeneity can be extended to 
include risk propensity. Risk propensity is defined as the level of research risk the 
researcher and technology recipient are willing to manage. Perry states that national 
labs are risk averse – their target is to by 80–90% successful. Compare this risk 
inclination to a start-up where the expectation is an 80–90% failure rate; these 
mind-sets are in stark contrast. The expectations for success are very different so the 
likelihood of successful technology transfer is diminished [10]. Greiner and Franza 
specify technical risk adversity as a barrier to technology transfer. In their research, 
operators are comfortable with the status quo, which creates an unwillingness to test 
or accept the new technology [2].
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Finally, complexities related to technologies and stakeholders are considered 
relative to successful technology transfer. In order to ensure a sense of ownership is 
created with the research, stakeholders need to be considered during the R&D 
phase. Their contributions during the R&D phase will facilitate a successful tech-
nology transfer. A common theme related to organizational cultures is the need for 
stakeholder engagement. Balachandra states, “…a climate for stimulating innova-
tion and facilitating meaningful technology diffusion is created by…stakeholders” 
[8]. Painuly identifies critical elements necessary for a successful technology trans-
fer to include mechanisms to realize and encourage stakeholder involvement. 
Stakeholders are also pivotal to the identification and navigating barriers to success-
ful outcomes [11]. Related to technical complexities, the more complex technology 
requires higher cooperation between transferor and transferee in order to make the 
best utility in the technology. Technologies that are more complex will incite more 
interest and interest in obtaining the technology from the researcher [12].

Table 5.1 summarizes the organizational strategies that are necessary for suc-
cessful technology transfer.

Table 5.1 Organizational success attributes

Attribute: literature 
defined Description Source

Bureaucracy This attribute considers the level of detail 
and duration of setting up agreements/
contracts between the researchers and 
technology recipients

Bozeman [13], Franza 
et al. [14], and 
Lutzenhiser [15]

Budget flexibility The ability to have budget flexibility is 
preferred for successful technology transfer. 
In this context, budget flexibility is defined 
as allowing budget to move between fiscal 
years, amount of discretionary funding or 
cost share required to fund a project, and the 
personnel level that is authorized to release 
funding

Franza and Grant [6], 
Ham and Mowery [4], 
Balachandra et al. [8], 
and Bozeman [13]

Geographic 
proximity

Refers to the geographic proximity between 
the researcher and technology recipient

Franza and Grant [6], 
Bozeman [13], Greiner 
and Franza [2], Mora- 
Valentin et al. [5], and 
Boutler and Bendell [7]

Technical and 
stakeholder 
complexities

This attribute refers to the number of 
impacted stakeholders/project team and the 
number of research areas (road map topics) 
addressed by the proposal

Wen-Hsiang and Tsai 
[12], Mueller and 
Wallace [16], and Greiner 
and Franza [2]

Organizational 
homogeneity

Similar strategic alignment, high degree of 
institutionalization, similar industries and 
composition of personnel, size of firms, 
motivations for doing research, and similar 
expectations for success

Franza and Grant [6], 
Ham and Mowery [4], 
Balachandra et al. [8], 
Bozeman [13], Wen- 
Hsiang and Tsai [12], 
Lutzenhiser [15], and 
Greiner and Franza [2]
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5.2.1.2  Technological

This perspective considers actions related to the technology as important for suc-
cessful technology transfer. Actions include the researcher’s previous cooperative 
experience and ability to demonstrate the technology, understanding of the recipi-
ent’s technology needs, and the existence of and ability of the Technology Transfer 
Office to be effective at marketing the technology. The literature review summary 
that follows supports this perspective definition.

Some technology transfer barriers are related to the maturity of the technology. 
Technologies that are immature, or lower on the technology readiness level (TRL) 
scales, are associated with basic research and not yet likely to be considered for 
application. However, technologies that have higher TRLs (levels 8–9) are ready for 
demonstration; the concept of technology readiness levels was introduced in Chap. 1. 
Mueller, M, et al., Shove, E, and Luiten, E. et al. state that the interest in a technology 
is elevated when there have been successful demonstration projects [16]. Successful 
demonstrations minimize the risk of investing in an otherwise unknown technology, 
communicate the benefits of using the technology, help to develop interoperability 
standards [17], and provide an opportunity for user feedback that could be included 
in future revisions. In fact, these demonstrations help to create a market, or demand, 
for the technology. These demonstrations set the stage for a “market-pull” environ-
ment, where technology transfer is more likely to occur. The researchers suggest that 
successful demonstration projects help to establish the market, and this market is 
made up of individuals who will be technology recipients. Demonstration projects 
are helpful to minimize the public’s perception of the “invisibility of energy mea-
sures” [2]. In other words, the public is less likely to adopt a technology if they can-
not appreciate the net benefit. The technology must address the question, “What’s in 
it for me?” Specific to energy efficiency innovations, communication is vital to 
increase user acceptance or encourage people to use the technology. One way of 
communicating is through demonstrations or technology publications.

It is important to understand the needs of the technology recipient. This knowl-
edge helps to proactively address the question of “what’s in it for me.” The public’s 
willingness to change has the potential of stifling technology transfer. They don’t 
want to change their lifestyle (e.g., turning back their hot water heater or turning up 
their air conditions in demand response scenarios), they are skeptical of new innova-
tions, and there is a feeling that the public opinion was not considered when design-
ing products. In these cases, a market was not created [11, 13].

The existence of a dedicated technology transfer office is identified as a “differ-
ence maker,” when considering successful attributes. Franza et al. research [6] was 
to identify attributes most strongly associated with successful technology transfer. 
Franza identified “difference makers” as essential elements that were included in the 
majority of successful transfers. The existence of a dedicated TT Office was fore-
most. It is a necessary conduit moving from research into application. Given the 
existence of a TTO, it should be staffed with marketing experience, and dedicating a 
portion of the budget to marketing and technology transfer activities is seen as essen-
tial to create a market that is willing to accept the technology [18]. Franza states that 
emphasis should be placed on advertising to the relevant industry [6]. In fact, Siegel 
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suggests that the TT Office should be staffed with marketing personnel [18]. A mar-
ket pull is more easily created if the needs of the adopters are understood.

Technology elements do not refer to the technology itself, in terms of its ability 
to meet technology specifications (e.g., durability, etc.). Rather the focus is on set-
ting up an environment for technology transfer to occur. In addition, an emphasis is 
placed on activities that create a market that is ready to accept the technology. 
Therefore, technological elements are defined as creating these opportunities. 
Table 5.2 summarizes the technological success attributes.

5.2.1.3  Social

The social perspective is the view of the situation from the eyes of the individual(s) 
and involves actions related to people. A common theme among the researchers is 
creating an atmosphere of trust – having transparent, effective communication is 
pivotal for success. This involves a heightened cultural awareness as necessitated by 

Table 5.2 Technological success attributes

Attribute: literature defined Description Source

Cooperative experience How much experience does the researcher 
have working with others? Are they new 
(no cooperative experience) or are they 
very familiar working with other 
organizations on R&D. More cooperative 
experience implies higher likelihood of 
technology transfer because they are 
familiar with potential barriers based on 
their previous experience

Wen-Hsiang and 
Tsai [12], and 
Mora-Valentin et al. 
[5]

Understanding the 
recipient

Understand perceptions of adopters; how 
familiar is the research organization with 
the customer requirements and/or market 
needs

Sharma [19], 
Balachandra et al. 
[8], and Isaacs et al. 
[20]

Educate/demonstrate 
technology

How many successful technology 
demonstrations does the organization 
have (for the case study)? As an example, 
assuming the case study is for demand 
response technologies, how many 
demonstrations of heat pump water 
heaters has the researcher been involved 
with – more technology demonstrations 
are better for successful technology 
transfer. Demonstrations are one way to 
educate others about the technology

Balachandra et al. 
[8], Wen-Hsiang and 
Tsai [12], Greiner 
and Franza [2], and 
Spann et al. [21]

Dedicated TTO Does the research organization have a 
dedicated TTO that can coordinate 
activities between the researcher and the 
technology recipient

Franza and Grant [6]

TTO marketing experience Literature suggests that the TTO should 
be staffed with personnel who have 
marketing experience

Siegel et al. [18]
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an ever-developing global economy. The policies around how many people are ded-
icated to the technology transfer effort and the willingness of the researcher to 
“loan” personnel are desirable for successful technology transfer. Finally, recogniz-
ing success with a reward system is cited as beneficial for technology transfer. These 
themes will be developed and substantiated with literature citations.

An atmosphere of trust is created by effective and frequent communication 
throughout the R&D process. Communication within or to an organization is also 
significant as technology moves from research and development to the early stages 
of technology transfer. Consistent throughout the literature was the significant influ-
ence communication had on the technology transfer process, especially when dis-
cussing energy innovation. L.M. Murphy et al. state that “…reducing information 
gaps between public and private sectors…” and “…ensuring access to data knowl-
edge…” are essential [22]. Other authors discuss the higher the trust, the more will-
ing an organization is to share information – the trust is established via effective and 
active communication [4]. “Trust is crucial in aiding the process involved with the 
transfer of all types of knowledge” [23]. Lai and Tsai state that the technology trans-
fer process faces many skills related to the interaction of the stakeholders [12]. 
Therefore, a clear, positive, and understandable message facilitates technology 
transfer. Mora-Valentin verified that there was a correlation between higher levels of 
trust and a positive influence on technology transfer [5].

The idea of developing a relationship by creating an atmosphere of trust between 
the researcher and the recipient is complementary to the success attribute of cultural 
awareness. The global world economy provides opportunities to interface with 
other cultures. Being sensitive to communication styles and different heritages and 
being cognizant of the diversity of technology recipients are necessary for success-
ful technology transfer. Lai and Tsai state “…cultural awareness is seen by research-
ers as necessary for successful technology transfer. Cultural differences have a 
significant impact on the success or failure of TT. Also, it is obvious that the higher 
similarity of cultures for two parties, the greater facilitation to the TT’s perfor-
mance…” [12]. Boulter and Bendell agree by stating “…attitude towards outsid-
ers…find a common ground to be able to communicate effectively about multiple 
interests to seek a shared sense of purpose, goals, and rewards…” [7]. Regarding 
university technology transfer, Siegal says that work to eliminate cultural and infor-
mational barriers which are an impediment to technology transfer process [18].

Personnel involved in the technology transfer process, whether they be dedicated 
to integrate the technology or whether the research organization has a favorable leave 
policy, is beneficial for technology transfer. Related to university technology transfer, 
Siegal suggests devoting extra resources to the process [18]. Franza et al. suggest that 
the technology recipient should dedicate personnel over the life of the transfer project. 
This is one of the seven “difference makers” Franza identifies for successful technol-
ogy transfer [6]. The research done by Mora-Valentin et al. says that more commit-
ment has a positive influence on technology transfer [5]. Finally, E.M. Rogers suggests 
that the favorable entrepreneurial leave policies of the federal labs encourage technol-
ogy transfer. By allowing researchers to be loaned to the technology recipient they are 
being used as a technology transfer mechanism, in essence, the movement of technol-
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ogy through people. This is a common practice in Japan. E.M. Rogers et al. use a case 
study to illustrate the effectiveness of “shuko” – a Japanese term that describes the 
temporary transfer of personnel knowledgeable about the technology to work with the 
technology recipient. This process encourages tacit knowledge transfer which is seen 
as having the potential for greater payoffs than tangible products [24].

Acknowledging successful transfers by having an established reward system 
encourages more innovative thinking as well as suggests the researchers have 
knowledge and experience with those attributes necessary for successful technology 
transfer. Siegal states that if universities want to foster an atmosphere of commer-
cialization, one area of focus should be on developing a rewards system [18]. This 
practice is also in place at national labs and industry with the appointment of “fel-
lows.” This is a way of recognizing technical excellence in support of the organiza-
tion’s mission statement. To encourage research not being done in their “spare 
time,” the CHI panel discussion encourages a reward system [25].

The balance between the public’s disdain for new technology and realizing the 
benefits of the technology is precarious. The relationships between national labs and 
private firms are on similar footing. The consensus among the researchers is that 
sharing of information, personnel, and using opportunities for transparency are fun-
damental for successful technology transfer. Table 5.3 summarizes the social suc-
cess attributes for technology transfer.

Table 5.3 Social success attributes

Attribute: 
literature defined Description Source

Atmosphere of 
trust

Fundamental to successful technology 
transfer is establishing a trusting 
relationship between the research and 
technology recipient. This can be 
accomplished by frequent communication, 
structured project management, cooperative 
risk assessments, etc.

Franza and Grant [6], 
Wen-Hsiang and Tsai [12], 
Greiner and Franza [2], 
Rogers et al. [24], Mora- 
Valentin et al. [5], and 
Boulter and Bendell [7]

Cultural 
awareness

Personnel that are more aware of and have 
more experience interacting with different 
cultures are more successful at technology 
transfer

Wen-Hsiang and Tsai [12], 
Greiner and Franza [2], 
Mora-Valentin et al. [5], and 
Boulter and Bendell [7]

Personnel 
involvement

This attribute refers to the degree that 
researchers are involved in the hand-off 
process. When do the researchers start to 
consider technology transfer and start to 
involve end users/technology recipients

Ham and Mowrey [4] and 
Rogers et al. [26]

Manpower 
flexibility

The willingness to “loan” researchers to 
help with technology transfer was cited as 
necessary for technology transfer; favorable 
leave policies

Balachandra et al. [8] and 
Perry [10]

Rewards system Does the research or technology recipient 
organization have systems in place to 
recognize innovative thinking? Literature 
suggests that having a reward system in 
place facilitates technology transfer

Franza and Grant [6], 
Wen-Hsiang and Tsai [12], 
Greiner and Franza [2], 
Rogers et al. [24], and 
Mora-Valentin et al. [5]
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5.2.1.4  Market

The last perspective to consider when identifying technology transfer success attri-
butes is market. As the name implies, these success elements emphasize those attri-
butes that are necessary to create a market that is willing and ready to accept the 
technology. These attributes include creating a business plan, having common stan-
dards and government incentives to encourage transfer, and establishing that the tech-
nology is financially feasible – think making a business case for solar panels. Related 
to people within the technology recipient organization, a supportive champion and the 
level of interest from top management can have an impact on technology transfer suc-
cess. Each of these assertions is developed to include references from literature.

The adoption of solar panels is a good example of how financial feasibility, using 
government incentives, works to create a viable market for the technology. Initially, 
solar was too expensive for widespread adoption by the consumer. However, as the 
technology matured and incentives were implemented, the business case improves 
and adoption increases. Examples of government incentives include the 2009 
Recovery Act, which invested billions into energy research. At the consumer level, 
the Ashland, OR, “Bright Way to Heat Loan” encourages solar-based water heating. 
The latter incentive is targeted to residential customers in the form of rebates or 
access to interest-free loans. In a market dominated by incumbent technologies, the 
researchers agree that, in order to realize widespread diffusion of a new technology, 
policies that encourage adoption are necessary. L.M. Murphy et al. state “…govern-
ment activities to promote sustainable energy technologies must include both a sup-
ply push and a demand pull…” [22]. This environment is created by effective 
government policies. Fred Gordon, Energy Trust Oregon, suggested that in order to 
transform the market, the government agencies need to inject supply chain features 
when developing a technology as well as to provide training skills to help market 
adoption. Related to green buildings, Kok et al. provides evidence that the “…diffu-
sion of energy efficient technologies is more responsive to energy prices…” [27]. 
Incentives to help create financial feasibility are also supported by Balachandra, “…
government activities to support…adoption include both supply-push and demand- 
pull policies during the period spanning pre-commercialization…” [8]. Lai and Tsai 
state that, “…government policy is always a crucial factor in influencing technology 
transfer. The integrity of law…will stimulate or facilitate technology transfer 
 activities” [12]. Franza identifies having a business plan for commercialization as 
one of his “difference makers” and serves as the basis for determining financial 
feasibility [6]. Grant and Franza’s research, which examined 19 technology transfer 
activities, shows that an adequately funded project was present in 71% of successful 
transfers and having a business plan in place was identified in 80% of successful 
transfers [6].

Related to the need for support within the technology recipient organization, the 
CHI panel discussion stated, “…people, not papers, transfer technology. Technology 
transfer is a grass roots effort and requires buy-in and active participation.  
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It requires support from the top” [25]. Lai and Tsai state that the technology recipi-
ent’s support is an important factor for successful technology transfer [12]. 
Carayannis et al. examined five successful technology transfer cases, and the pres-
ence of an internal champion and their commitment through the transfer process 
was vital; a strong champion was identified as a bridge between the research and 
technology application [28]. In Balachandra’s research, top management support 
was a component in 100% of all successful technology transfers [8]. Bozeman sup-
ports the need for active support from management, “…Projects were more likely 
to transfer if they were initiated by either the R&D managers or top managers in the 
company…” [13].

The Table 5.4 summarizes the market related success attributes.

Table 5.4 Market success attributes

Attribute: literature 
defined Description Source

Business plan Clearly defined need is created; technology 
recipient has a business plan for 
commercialization; diffusion process needs to 
be induced; does a comprehensive business plan 
exist that supports the technology in the 
recipient organization?

Franza and Grant [6] 
and Balachandra 
et al. [8]

Government 
incentives

Incentives are seen as a way to entice a market 
to invest in technology. Examples include 
rebates for purchasing LED lightbulbs or tax 
credits for wind farms

Balachandra et al. [8]

Financial feasibility Has financial feasibility been determined? 
Examples include price point of solar panels for 
the residential market have not been completely 
realized and is seen as one of the barriers to 
their widespread adoption in the USA

Sharma [19] and 
Franza and Grant [6]

Organizational 
technology 
champion

A dedicated champion in the recipient 
organization is fundamental to successful 
technology transfer. The champion can shepherd 
the technology through organizational barriers; 
a sense of ownership is created

Balachandra et al. 
[8], Bozeman [13], 
and Painuly [11]

Level of top 
management interest

Technology transfer initiated and having top 
management involvement is necessary for 
technology transfer
The top management in the organization needs 
to see the value of the technology. Their support 
is required for successful technology transfer

Bozeman [13]

Common standards Common standards help to facilitate the 
introduction of multiple but similar technologies 
into the market. Common communication 
protocols are examples of standards that help to 
facilitate demand response technologies

Neshati [29] and 
Balachandra et al. [8]
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5.3  Development of the Research Model

This research relies heavily on expert opinion of perspectives, success attributes, 
and methodologies related to technology transfer. Model weights are determined 
and desirability curves are developed by quantified expert judgments.

Each panel participant was contacted via email or personally to determine his or 
her ability and willingness to participate. The face-to-face or voice communications 
were helpful to describe the objective of the research and to discuss the level of the 
model they were asked to assess. The inconsistency and disagreements in the model 
results suggest that this was an effective means to clarify expectations.

Those who agreed to participate returned the necessary signed consent forms. 
Once these were received, the researcher sent a link to a Survey Monkey assessment 
tool to obtain their quantified judgment. Table 5.5 shows how the breakdown of 
each panel, their job titles, and the organizations they represent.

Table 5.5 Expert panels

Expert Background P0 P1 P2 P3 P4 P5 P6

E1 Program Director, DOE x x
E2 R&D Chief Officer, Utility x x x
E3 Vice President, Utility R&D Cooperative x x
E4 Vice President, Utility R&D Cooperative x
E5 Sr. Vice President, Utility x
E6 Executive VP, Utility x
E7 Sr. Research Scientist, National Lab x x
E8 R&D Executive, CAISO x
E9 Sr. Technology Transfer Manager, National Lab x
E10 Technology to Market Advisor, DOE x x
E11 Vice President Technology Management, 

Utility R&D Cooperative
x x

E12 Sr. Analyst, NW Power Council x
E13 Sr. Analyst, Utility x
E14 Executive VP, Utility x x
E15 Policy Strategist, Utility x x
E17 Manager, Power Resources, Utility x
E18 Public Utilities Specialist, Utility x
E19 Director of Retail Programs, Utility x
E20 Sr. Public Utilities Specialist, Utility x x
E21 Project Manager, Industry x x
E22 Project Manager, Utility x x
E23 Project Manager, Consulting Services x x x,x
E24 Project Manager, Industry x x
E25 Professor, University x x

(continued)
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Table 5.5 (continued)

Expert Background P0 P1 P2 P3 P4 P5 P6

E26 Sr. Instructor, University x x
E27 Project Manager, Industry x x
E28 Project Manager, Industry x x
E29 Project Manager, Industry x x x,x
E30 Project Manager, Utility x x
E31 Project Manager, Consulting Services x x
E32 Project Manager, Industry x x
E33 Project Manager, Utility x x x x,x
E34 Demand Response Program Manager, Utility x
E35 Principal Investigator, Utility x
E36 Technical Executive, Utility R&D Cooperative x x
E37 Assistant Prof, University x
E38 Principal Investigator, Utility x
E39 Assistant Prof, University x x
E40 Principal Investigator, Utility x
E41 Principal Investigator, Utility x x
E42 Principal Investigator, National Lab x
E43 Principal Investigator, Utility R&D Cooperative x
E44 R&D Manager, Utility x
E45 Technology Transfer Manager, Utility R&D 

Cooperative
x

E46 R&D Executive Consultant x
E47 Sr. R&D Technical Advisor, Utility R&D 

Cooperative
x

E48 Professor, University x
E49 R&D Manager, Utility x
E50 R&D Manager, Utility x
E51 R&D Manager, Utility x
E52 R&D Manager, Utility x
E53 R&D Manager, Utility x
E54 Sr. R&D Technical Advisor, Utility R&D 

Cooperative
x x

Total 18 11 13 11 13 9 9

The output is a quantified model with the associated weights for perspectives and 
success attributes. The model is presented at the end of the chapter. Inconsistency 
and disagreements are discussed as appropriate. Figure 5.2 summarizes the output 
of expert judgment quantification. The most important perspective is market with a 
value of 0.39, and the corresponding most important success attribute is determin-
ing financial feasibility by assessing the ROI (0.23). This is followed closely by 
level of top management interest (0.22). In order of contribution to developing a 
technology transfer score, technological, social, and organizational are next 
 important. Within each perspective, the associated success attribute with the highest 
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score supports the concept described in literature as important, that is, building a 
relationship is necessary for successful technology transfer. For example, in organi-
zational perspective, technical and stakeholder complexities are most important. In 
the technological perspective, describing the technology benefits ranked highest. 
Finally, in the social perspective, project team meetings to facilitate communication 
and develop trust is the most important success attribute.

5.4  Analysis Case Development

As previously described, this research focuses on moving (research) from a demon-
stration stage (TRLs 6–7) to the commercialization stage (TRLs 8–9). The model is 
validated using a case study of demand response technologies.

Demand response technologies were selected for the case study because they 
provide solutions for Pacific Northwest Utility needs, which are renewable energy 
integration, load growth, and alternatives for an aging infrastructure. In addition, 
they are typically more mature technologies. This criterion (mature technologies) 
was also mentioned as increasing the technology transfer potential. Specific infor-
mation about the research organization (e.g., name, technology characteristics) will 
remain anonymous.

Table 5.6 lists the general technology that is being tested, participating organiza-
tions, and the potential energy impact. The TRLs for these projects are 7–9 (e.g., 
ready for application). A more thorough discussion of each technology, and how it 
can be used as a resource for demand response, follows the summary table.

Proposal 1 This proposal is testing large battery storage that can be used by a util-
ity. The utility can use the battery system to store energy when the production of 
renewable energy exceeds energy consumption by the consumer. The battery can 

Table 5.6 Research proposals

Proposal 1 Proposal 2 Proposal 3

DR technology Utility scale battery 
storage

Consumer heat pump 
water heaters 
(HPWH)

Retail supermarket 
refrigeration

Participating 
organizations

Industry
Utility partner

University
Collaborative partner
National lab

National lab
Industry

Potential energy 
impact

1 MWh storage Not stated – will be 
measured as part of 
research

Not stated – will be 
measured as part of 
research

Objectives Develop control strategies 
to maximize storage 
potential and 
demonstration of a 
500-kW, 1-MWh storage 
system at the utility scale

Develop protocols for 
DR testing of HPWH 
and fully characterize 
the energy storage 
potential

Develop control 
strategies and 
evaluate the strategies 
in supermarket field 
tests
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store renewable energy when it is produced; typically, wind energy production is 
highest at night, a time when energy demand is low. It acts as a DR technology 
because it can be used by the participating utility to reduce peak load demand by 
dispatching the stored energy during the peak demand.

The research proposal has identified a utility in the Pacific Northwest that is willing 
to partner to test the storage and demand response potential of the battery system.

Proposal 2 The inherent characteristics of heat pump water heaters (HPWH) make 
them an ideal candidate for DR.  They contribute significantly to peak demand 
because people use hot water for showers in the morning, a peak demand time and 
because HPWHs have the ability to store and release heat energy over time.

This proposal aims to increase or decrease water heater electric loads in response 
to a communication signal via the homeowner’s WiFi. The HPWH will be allowed 
to heat to 160°F but there are mechanisms in place to deliver the water no hotter 
than 130°F. The HPWH will be allowed to charge when the demand is low (typi-
cally overnight) in anticipation of usage in the morning. The benefit is that it will 
reduce peak load in the morning, since it will already be charged during the night.

The proposal will work with end-use customers to understand the ability of 
HPWHs to respond to DR signals as well as get feedback from the customers 
regarding how they perceive the technology. For instance, was there any interrup-
tion to the quality of your hot water? Or, were there any interface issues with the DR 
signal equipment?

Proposal 3 The objective of this proposal is to use supermarket refrigeration for 
DR. Typically, supermarket refrigeration systems are “energy hogs” and represent a 
substantial load for a utility. As well, energy costs cut into the already slim profit 
margins for a supermarket. If the system can be used for DR and to control the load, 
there is a benefit for the utility as well as the operator.

There are many components in a refrigeration system. These include compres-
sors, condensers, lighting, fans, and defrost equipment. If one or many of these can 
respond to a DR event, then there is the potential to balance system loads for a util-
ity, and for the supermarket, it allows them to operate the system more predictably 
and at potentially higher temperatures; one test was to ensure food integrity and 
safety. In this case, a DR event is defined as cooling the refrigeration system or turn-
ing off cooling capacity.

The next chapter applies the model to these use cases and conducts four scenario 
analyses to understand the model’s sensitivity to perturbations. Project performance 
and reasons for including the projects in the portfolio will be considered in combina-
tion with the technology transfer score. During the model validation phase, experts 
would be asked to verify 1. if a technology transfer score was used, would these pro-
posals have been selected and 2. based on the project performance, would technology 
transfer scores provide an insight into what is actually happening in the project now? 
As an example, if a weak communication plan was identified as part of assessing the 
technology transfer score, how is the actual project communication occurring?

Relative to the other proposals, the strengths of Proposal 1 (utility scale energy 
storage) are that they have the most years of combined research experience, most 
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technology publications, and best awareness of recipient needs  – their proposal 
includes ten technology benefits. The weaknesses of their proposal are they require 
more cost share, and there is some support from middle management but it is not 
consistent (Table 5.7). The strengths and weaknesses of Proposal 1 and the corre-
sponding desirability curve values are provided:

Proposal 2’s (heat pump water heaters for demand response) strengths include 
the least technical complexity; therefore, the researchers are able to have very 
directed focus and not worry about the interface of many technology characteristics. 
The proposal has the best description of project team meetings – weekly meetings 
and site visits are planned. There is support, but not consistent, from executives 
within the organization. It also is the only proposal that dedicates a portion of the 
project budget to technology transfer activities. Its weakest area is in their personnel 
loan policy  – one does not exist (Table  5.8). The strengths and weaknesses of 
Proposal 2 and the corresponding desirability curve values are provided:

Proposal 3 (Supermarket Refrigeration) characteristics are similar to Proposal 2 
except that Proposal 3 has a personnel loan policy and recommends diversity 
events – each of these supports successful technology transfer. However, this pro-
posal has the most amount of stakeholder complexity, which could be a barrier to 
successful technology transfer. This weakness could be offset by the number of 
project team meetings they have proposed (Table  5.9). The strengths and weak-
nesses of Proposal 3 and the corresponding desirability curve values are provided:

Table 5.7 Proposal #1 strengths and weaknesses

Proposal 1 Success attribute Success attribute score
Desirability 
value

Strengths Combined research 
experience

47 years of combined experience 85

Technology 
publications

45 publications 100

Technology benefits 10 technology benefits 100
Weaknesses Cost share 62% 40

Level of management 
interest

Some support by middle mgmt 
but it is not consistent

32

Table 5.8 Proposal 2 strengths and weaknesses

Proposal 2 Success attribute Success attribute score
Desirability 
value

Strengths Technical complexity 1 technology characteristic 100
Project meetings Weekly meetings and site visits 100
Level of management 
interest

Execs are aware but their 
engagement is not consistent

43

Budget allocated to TT 5% of R&D budget is allocated  
to TT

57

Weaknesses Personnel loan to 
recipient

Researchers are not loaned  
to TT recipient

0
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For all proposals in the case study, an ROI was not available. It’s not that one 
cannot be calculated; rather, it is about one not being determined for each proposal. 
Therefore, the score of ROI is zero for all three proposals and the corresponding 
desirability value is also zero.

The desirability values for each of the success attributes were captured for each 
proposal. These values were multiplied by the relative weights and the perspective 
weight to determine the technology transfer score. Table 5.10 shows the technology 
transfer score for each proposal.

The highest possible score for each proposal, based on the perspective priorities 
and corresponding weights for the success attributes, is 100.00. None of the propos-
als had a high technology transfer score. One of the analysis scenarios will discuss 
how a proposal can improve the technology transfer potential.

Proposal 2 had the highest technology transfer score. Looking at the desirability 
curve values, along with the success attribute and perspective prioritization to under-
stand the resulting technology transfer score, Proposal 2 had executive engagement 
in the market perspective; market perspective was the most important perspective as 
determined by the expert panel (0.39). The executive engagement was not consis-
tent, however. Nonetheless, this set the proposal apart for Proposal 1 were there was 
only middle management support. The next most important perspective was techno-
logical (0.23). Within the technological perspective, the most important success 
attribute was technology benefits (0.32). Proposal 2 had a high number technology 
benefits identified. Proposal 2 also had personnel assigned to the TTO. The social 
perspective is where the biggest differences are for Proposal 2. Relative to the other 
two proposals, Proposal 2 has the best project meetings value. Their proposal identi-
fied weekly team meetings and site visits. These attributes are important to facilitate 
communication and subsequently trust among the project team.

Proposal 1 scored the lowest of all three (proposals). One difference was the level of 
top management support. This success attribute is associated with the highest ranked 

Table 5.9 Proposal 3 strengths and weaknesses

Proposal 3 Success attribute Success attribute score
Desirability 
value

Strengths Technical complexity 2 technology characteristics 83
Project meetings Weekly meetings 90
Level of management 
interest

Execs are aware but their 
engagement is not consistent

43

Personnel loan to 
recipient

Researchers are loaned up to 1 year 77

Diversity events Recommended 22
Weakness Stakeholder complexity 7 stakeholders 3

Table 5.10 Baseline technology transfer scores

Baseline analysis Proposal 1 Proposal 2 Proposal 3

Technology transfer score 37.6 47.7 45.7
Rank 3 1 2
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perspective (market, 0.39) and it corresponds to the second highest ranked success attri-
bute (level of top management interest, 0.22) – so if a proposal scores low in this area, it 
is bound to have an impact on its overall technology transfer score. In fact, it does. Of the 
three proposals, this one only had middle management support and it was inconsistent.

To improve the baseline score, the level of top management support needs to 
improve. It could improve by more dedicated meetings with the management team 
to understand their resistance to the technology and to clarify any misgivings or to 
emphasize the benefits of the technology. The next area of improvement would be 
to have dedicated people assigned to the TT office. However, because the company 
sponsoring the proposal is a small private organization, a dedicated TT Office might 
be a challenge from a resource or financial perspective. Assigning dual roles to the 
project team members could improve the TT potential but it may also be a distrac-
tion for the team trying to allocate time to many project activities.

For each of the individual extreme scenarios previously identified, Proposal 1 
could emphasize other success attributes to improve their TT score. For the 
Technological focus, the proposal scored high in the number of technology benefits, 
but they would need to have some percentage of the R&D budget dedicated to TT 
activities; currently there is no budget allocated.

If the extreme scenario is a social focus, Proposal 1 could improve their score by 
having more frequent project team meetings; of the three proposals, this one had the 
fewest interactions. Regarding loaning researchers, this is a small company so loan-
ing researchers might detract from other projects or work and would not be feasible. 
Likewise, if the extreme scenario is an organizational focus, having a more focused 
proposal (e.g., fewer technology characteristics) and fewer stakeholders would 
improve their TT score. A similar analysis is done for Proposal 3. Proposal 3 had 
similar market success attribute scores as Proposal 2 (the highest TT score). 
However, there is room for improvement in the other perspectives and success attri-
butes. Having more consistent engagement from executives would be beneficial for 
the TT score; this is the highest weighted perspective (market) and the highest rated 
success attribute (level of top management interest). In a technological focus 
extreme scenario, increasing the number of technology publications and the number 
of technology benefits would improve the TT score; Proposal 3 had the lowest num-
ber of technology benefits identified of the three proposals. For a social focus, 
Proposal 3 could increase the number of team meetings and the number of person-
nel dedicated to the TTO. Proposal 3 would benefit from decreasing the number of 
impacted stakeholders in an organizational focus extreme scenario. Proposal 3 had 
the highest number of impacted stakeholders (7). The effort to maintain effective 
communication among so many stakeholders would be significant.

A summary of the changes is shown in Table 5.11. The table shows the baseline 
TT score as well as the impact of making incremental changes to improve desir-
ability value. The incremental impacts are represented by the “better success attri-
bute score,” and the corresponding TT score and percent increase over the baseline 
TT score are shown. Also, the impact of increasing to the best success attribute 
score is provided. However, it may or may not be possible to increase the values this 
significantly (e.g., decreasing the number of impacted stakeholders or increasing 
the number of personnel dedicated to TT), but the outcome is shown for the best 
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potential increase. Note that the changes in desirability values and subsequent TT 
scores are only considered for the highest success attributes. Increases in other suc-
cess attributes would also incrementally improve the TT score.

5.5  Conclusions

This research focused on identifying what attributes should be the focus to facilitate 
successful technology transfer and development of a technology transfer score that 
can be used to inform the selection of the most promising research proposal. The 
model framework and literature defined success attributes were determined appro-
priate for assessing the technology transfer potential of a research proposal by an 
extensive expert panel. The qualitative results of the model are consistent with lit-
erature findings. That is, technology transfer is more about building and maintaining 
an effective relationship between the researcher and technology recipient.

The results of this research will provide valuable information to organizations 
that sponsor research. Knowledge is power – by identifying those attributes which 
contribute to successful technology transfers, an organization could take a proactive 
approach by ensuring that those elements are implemented and effective in their 
organizations. While the case study focus is on the utility industry, the model can 
easily be applied to any organization that solicits technology research proposals, 
and the TT score can be incorporated appropriately in an assessment methodology.

The criterion-related validation confirmed that this model would be useful as an 
additional input into the proposal evaluation process. If the model had been used, 
would Proposal 3 have been selected? If so, it would have identified potential issues 
with management support that could have been addressed, instead of the project 
being removed from the portfolio.
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Chapter 6
Landscape Analysis: What Are the Forefronts 
of Change in the US Hospitals?

Amir Shaygan

6.1  Introduction

Compilation of information is increasingly becoming more important for health 
organizations from financial and time aspects. By methodical study of adaptive sys-
tems, healthcare organizations can gain new insights of burdensome issues within 
the organization as well as healthcare delivery management. These actions have 
become more important with the changes in the healthcare environment in the last 
couple of decades where several external entities have impacts on healthcare orga-
nizations directly and/or indirectly. One of the most onerous tasks ahead of organi-
zations is to anticipate these changes and prepare for them. Knowing the external 
environment can be the key to leading a successful and competitive health system. 
However, identifying and behaving toward all the external changes pose great time 
and resource challenges for organizations. Health organizations can posit the ques-
tion of “what are the current external changes that have the power to affect them?” 
This study will take a look into emerging extrinsic changes for the US healthcare 
environment in different areas. A literature review will be performed in order to 
pinpoint the different contemporary change perspectives and their sub-criteria. In 
order to better illustrate these issues, Ishikawa diagram (cause-and-effect diagram) 
is used in this study.

Since the legislation of prospective payment system (PPS) in the beginning of 
1983, the healthcare industry in the United States has had a rise in being a volatile 
and hard to manage environment [1, 2]. Some of the factors influencing this capri-
ciousness are the changes in legislative direction with each election, domestic and 
global economic climate, social changes, and emergence and improvement of 
related technologies which can affect the healthcare delivery dramatically. In the 
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light of these changes, healthcare manager’s task of comprehending the surrounding 
environment and, hence, preparing the organization to cope with or strategically 
take advantage of the changes in it become vital. Since the changes in the healthcare 
industry in the early 1980s, managers have found out that focusing solely on finan-
cial aspects of planning is not enough and health organizations should be dynamic 
in order to deal with the dynamic environment [3]. Thus, the constant analysis and 
assessment of strategy is imperative to healthcare organizations in the United States. 
In order to do this, managers should have a clear understanding of the prospective 
changes in order to act proactively and plan ahead. However, since the dynamic 
healthcare environment is affected by multiple elements, identifying these changes 
poses a big challenge to organizations. The question is, with respect to the limited 
time and financial resources, what are the issues and change forefronts that health-
care managers in the United States are currently facing and need to anticipate? One 
of the ways to bolster the identification and investigation of current changes is to 
perform environmental analysis. Environmental analysis helps companies position 
themselves effectively in a capricious environment. Based on Ginter, one of envi-
ronmental analysis’s goals is to classify and order the problems and changes gener-
ated by outside environment [2]. The mentioned book proposes a partial list of 
influencing perspectives based on literature, government reports, and expert domain. 
The emerging extrinsic changes can be categorized in “economic,” “political,” 
“social,” and “technological” and “competitive” perspectives. This paper will take a 
closer look at each of these perspectives and their sub-criteria in order to help hos-
pitals better position themselves in the current healthcare environment and mitigate 
their inability to anticipate the looming changes. For this goal, a literature review is 
performed to identify and classify the changes, their implications, and sources. As 
the first step, a cause-and-effect diagram is used to demonstrate the change perspec-
tives and their sub-criteria.

As future study, a model can be developed to prioritize and rank these criteria in 
order to help health organizations plan accordingly and strategically. Moreover, 
solutions on how managers can deal with these challenge causing changes can be 
proposed.

6.2  Healthcare External Environment

In the turbulent environment of US healthcare – as any other business or organiza-
tion – identifying ways to add more value compared to competitors in order to gain 
vying advantage is an important task and challenge [4]. This is a big problem for 
care organizations as value creation is the perceived relationship between content-
edness and price [5]. Going through a smooth appointment and billing system, high 
quality of professionals and equipment, good insurance alliances are just some of 
the ways health organizations can create value internally [4, 6]. However, concur-
rent to these internal issues and opportunities, care organizations should pay 
immense attention to the factors happening and changing in their external 
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environment. Out-of-date management styles, disregarding demographic changes, 
and emerging legislations and technologies are some of the telltales of organizations 
which are either unable to anticipate changes, ignoring them or resisting them 
before their imminent demise [7]. Although completely predicting the looming 
changes and opportunities is not feasible, health organizations and managers can 
bolster their chances of dodging or taking advantage of changes by keeping abreast 
of the possible changes in the healthcare environment. Perera and Peiro (2012) pro-
pose “analyzing the external environment” as the first stage in strategic planning for 
health organizations [8].

It is important to mention that different entities existing in a healthcare environ-
ment have impacts on each other and can affect healthcare organizations both 
directly and indirectly. Figure 6.1 shows the interrelationships of different compo-
nents of healthcare’s external environment. As an example of these interrelation-
ships, government institutes regulate laws for businesses and education while 
funding some research institutions, while research institutions provide R&D for 
businesses and chance of better quality or access to individuals. Education institutes 
provide researchers for research institutes and have the power to raise care aware-
ness for individuals. Businesses provide the government with tax money and 

Fig. 6.1 External components of healthcare environment
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researchers, hospital and education establishments with real-life data, sponsorship, 
and funding as well as jobs, products, and services for individuals. Individuals 
shape the demographic aspect of the environment in general while providing reve-
nues and workforce for business, tax money for governments, individuals for educa-
tion, and data for research centers. Other than the government’s regulative impacts 
(Department of Health and Human Services, Centers for Medicare & Medicaid 
Services), organizations such as “Department of Public Health,” “State Health 
Planning and Development Agency,” “Joint Commission on Accreditation of 
Healthcare Organizations,” and “Council on Education for Public Health” have 
regulatory and planning impacts on healthcare organizations. These interrelation-
ships would pose great impacts on hospitals and healthcare organizations in both 
direct and in indirect manners. Hence, a better look into these approaching changes 
in order to better understand and consequently prepare to mitigate their harms or 
benefit from them is critical to health organizations. For this purpose, impactful 
perspectives and their sub-criteria will be explained in the following sections.

6.3  Methodology: Cause-and-Effect Diagram

As a brainstorming method, the cause-and-effect diagram assists decision-makers 
in identifying and categorizing causes of an effect, as well as pinpointing the rela-
tionships of causes [9]. Being one of the seven basic tools used in quality problem- 
solving processes [10], the cause-and-effect diagram has been proven to be a 
beneficial solution in cases where the justification behind an effect is ambiguous.

Construction of a cause-and-effect diagram requires several steps. An effect is 
identified first and its potential causes are uncovered through brainstorming, litera-
ture review, and interviews with experts in that domain. The potential causes are 
classified as major causes, as well as their sub-causes. Figure 6.2, Cause-and-effect 
diagram [11], represents the cause-and-effect diagram structure. The diagram is 
shaped as a fishbone. The effect is represented as the fish-head, and major causes are 
delineated as branching bones from the main bone. Each bone corresponds to a 
major cause and is further branched to represent sub-causes; hence, a hierarchy is 
created. The diagram is used by Wong (2011) to establish and describe the causes of 
crucial problems in clinical settings [12]. Hasin et al. (2001) demonstrate the essen-
tial features regarding customer satisfaction by using a cause-and-effect diagram 
created from surveys, questionnaires, and interviews, which are consequently used 
in finding the correlation among factors and essential features of dissatisfaction in 
healthcare quality [13]. The cause-and-effect diagram is also used by White (2004) 
to develop a method for identifying causes for underperformance in an emergency 
department by analyzing risk management files [14]. Furthermore, Testik et  al. 
(2017) utilize the cause-and-effect diagram to identify healthcare improvement 
projects by constructing an analytical hierarchical process in a hospital setting in 
Turkey [11].
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6.4  External Change Perspectives

It is a difficult task to categorize the different perspectives affecting healthcare orga-
nizations due to the complexity and interrelationships of different categories and 
criteria. Schuman (2001) points out that more studies have focused on external per-
spectives causing concern in health organizations compared to the distress caused 
by internal environment of the respective organizations (such as management styles 
and policies) [15]. However, literature on healthcare external environmental analy-
sis is not an abundant one. Casalino et al. (2003) discuss the effects of incentives, 
IT, and structured process in order to bolster the quality of care for chronic patients 
[16]. Also Ginter (2013) groups the external change categories as “legislative,” 
“economic,” “technological,” “social,” and “competitive” [2]. Although this book 
mentions some of the subcategories relating to the perspectives, it does not offer 
clear explanations on what those sub-criteria are. Santilli et  al. also identify the 
trends affecting decision-making processes and roles in healthcare organizations in 
order to bolster firms’ ability to act better in market transformations [17]. This study 
continues to use the perspectives from Ginter and Santilli while exploring the cur-
rent change catalysts falling under each category.

6.4.1  Legislative/Political Changes

The legislative and political changes can significantly affect the environment for 
healthcare organizations, and each change in administration or swing in senate 
power can mean big changes coming healthcare’s way. The passing of the Affordable 

Fig. 6.2 Cause-and-effect diagram
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Care Act (ACA), for instance, undoubtedly restructured the role of healthcare stake-
holders. Healthcare providers have a more serious role in terms of contributing to 
savings, risk, and establishing relationships compared to the time before ACA.

Also politics have significant effects on the lack of balance socioeconomic health 
[18]. Changes brought up by elections and union densities have the power to affect 
labor markets and welfare states resulting in income and socioeconomic disparities 
and consequently impacting healthcare and the organizations in that area. This 
means that not only legislations and politics can have direct effects on healthcare, 
but also they can have indirect impacts by influencing other change perspectives 
such as social/cultural.

6.4.1.1  Possible Changes Threatening Affordable Care Act

Since being passed on March 23, 2010, the Patient Protection and Affordable Care 
Act has had significant impacts on the healthcare environment in different ways. 
The bill tended to transform hospitals’ way of doing things financially, technologi-
cally, and clinically in order to achieve better quality of care and its accessibility at 
less costs. As an example, ACA paved the way for the emergence of accountable 
care organizations, switching from fee-for-service to bundled payments [19], 
Hospital Readmissions Reduction Program [20], and new insurance standards, 
among other things. Also it has had great impact on the technological structures of 
hospitals due to cost/quality initiatives in terms of electronic health/medical 
records. In 2013, about 93% of hospitals had certified EHR technology, increasing 
by 29% since 2011 [21]. This number rose to 96% percent by 2015 in terms of EHR 
systems with functionality, capability, and security measures of the Department of 
Health and Human Services [22]. The Medicare and Medicaid EHR Incentive pro-
grams incentivize professionals, eligible hospitals, and critical access hospitals 
adopting and implementing and meaningful use of certified EHR technology. As 
mentioned in the previous section, ACA rebuilt the role of healthcare organizations 
by giving them a bigger role in terms of contributing to savings, risk, and establish-
ing relationships. A more efficient system would allow hospitals to cut costs by 
focusing on preventive care and wellness in long term. ACA has also paved the way 
for more trends such as consumers with stronger roles, more structured quality 
measures, and healthcare consolidations which will be discussed in the next sec-
tions [17]. Also post-ACA, the attention has switched to outcomes as quality met-
rics such as the success rate of treatments, morbidity rate, length of hospital stay, 
and patient satisfaction, among others. Healthcare organizations must learn to deal 
with the constant challenge of providing the right mix of care concurrent to earning 
revenues for it [23].

Although ACA has had many great impacts on the way healthcare is provided in 
the United States and its shift from transaction-based rewards to outcome-based 
ones, it is definitely not a panacea for the problems in the healthcare structure and 
needs reforms. Although ACA greatly has mitigated the rise in the percentage of 
healthcare in US GDP (0.124% increase from 2010 to 2014 compared to 1.863% 
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from 2005 to 2010 [24]), it has been the constant target for the Republican Party 
with hopes of repealing it. While the Republican Party’s American Health Care Act 
(AHCA) was proposed to replace ACA in 2017 and failed miserably on March 24, 
2017, that does not mean that ACA will have a safe spot for years to come. This 
poses a great uncertainty for healthcare organizations in terms of strategic manage-
ment and finding ways of achieving competitive advantage in a highly volatile polit-
ical environment. The changes inherent in legislative reforms offer stakeholders 
numerous opportunities and threats which have to be analyzed and ways to prepare 
for them or take advantage of them thought through. As an example, the proposed 
elimination of individual mandate by the GOP healthcare bill would have changed 
the healthcare environment. Executive, legislative, and judicial branches of US gov-
ernment will all have effects on future bill changes, and companies should pay great 
amount of attention to changes and prepare themselves in terms of strategies for 
different outcomes. What makes a change in a legislation such as ACA so important 
is the inevitable effects it will have in different change perspectives for healthcare 
companies in terms of external environment.

6.4.1.2  Increase in Governance Accountability

The continuous evaluation of organizations in terms of effectiveness in order to gain 
trust in them by the public has become an increasingly important issue [25]. Through 
the years, legislations have been introduced to cope with reports of fake revenues 
and hidden liabilities from balance sheets in order to understate debts and related 
expenses. Scandals of Lehman Brothers in 2008 and Enron in 2001 are perfect 
examples of these problems. One of these legislations is the Sarbanes-Oxley Act of 
2002 which imposed stricter financial reporting for companies [26]. The act included 
holding company officers accountable for the accuracy of financial report; increased 
the fine and sentence for defraud attempts, forcing them to be more transparent in 
order to gain public trust; and mandated external audits for financial reports for all 
US publicly traded companies, subsidiaries of foreign companies in the United 
States, and private companies preparing initial public offerings. For hospitals, this 
passage and any passage similar to it means that they have to implement a series of 
actions. According to SOX Act, healthcare organizations should develop criteria for 
board member selections as well as bolster internal control which can lead to less 
risk to investors by having a better system for selecting board members [27]. The 
risk for change again here is that through the years, SOX has had its supporters and 
oppositions, but the general direction is toward increase in governance accountabil-
ity which can affect the healthcare environment. Literature suggests considerable 
limitations for policy makers’ efforts in improving governance of nonprofit hospi-
tals but the interest in growing [28]. Through different administrations, different 
changes can be made to level of transparency imposed on organizations (President 
Obama’s JOBS Act). These possible changes pinpoint the importance for healthcare 
managers to keep abreast of the ongoing political atmosphere and possible changes. 
With the whole transition to the age of information, companies must learn to use 
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governance accountability as a source for advantage. The borders of confidential 
and public information should be redefined by companies in terms of qualitative and 
quantitative data. In order to use accountability to their advantage, companies must 
understand the importance of transparency from their stakeholders and internal 
management’s viewpoint [29]. Legislations such as ACA emphasize meaningful use 
for accountable care organizations, and this can be a great opportunity for organiza-
tions to improve patient experience and quality measurement by creative use of 
these new legislations and technologies.

6.4.2  Economic Changes

Issues such as increasing average age of population, healthcare and treatment costs, 
and changes in the number of insured people can have effects on country’s economy 
and certainly be affected by it. Many of the changes that have led to a managed care 
system can be traced back to economic changes. The increasing cost of healthcare 
in the United States is signified both by per capita payments and also by measuring 
healthcare expenditures as a percentage of the gross domestic product (GDP) [30, 
31]. The US care spending has grown from $3708 (per capita) to $9990 from 1996 
to 2015 which is about 70 times bigger than the per capita health spending of $141 in 
1996 [32]. Moreover, faster growth in total healthcare spending in 2015 was caused 
by bigger growth in private health insurance, hospital care, and physician and clini-
cal service expenditures and the growth in Medicaid and retail prescription drug 
expenditures.

Many of the factors that have had impacts on this growth can be rooted back to 
other change perspectives such as social, technological, and legislative. US popula-
tion has had an increase of 79.25% between 1960 and 2015 [33], and based on 
Kinsella and Gist (1995), the percentage aged 65 and older in the United States will 
be tripled from 1944 to 2033 [34, 35]. Some of the other factors which affect the 
economic perspective and consequently the healthcare environment are the rise in 
cost of insurance, increase in alliance of healthcare organizations, improvements in 
technology, and rise in malpractice insurance and case settlements [30].

6.4.2.1  Changes in Insurance Costs

As the cost of providing health insurance grows, employers struggle in terms of 
keeping up. Furthermore, many plans are covering less and include higher deduct-
ibles and co-pays. This leads to some employers to be able to cover a less amount of 
people and even the burden of this increase to employees. At some point certain 
companies may prefer to pay the fine of not insuring their employees as it would be 
more cost effective than paying for their insurance [2]. The trade-off here is that 
from one side decrease in existing plan values negatively impacts employees, but 
from the other side, being able to maintain insurance costs helps to cover more 
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people even if their coverage is only for very serious illnesses. Another problem is 
that as the prices for insurance goes higher due to health systems’ consolidations, 
they go under the pressure of not raising premiums [17]. This will lead them to 
choose less expensive hospitals and physicians and will pass fewer selection options 
to their employees or narrow their networks and building alliances. Consequently 
narrower available networks will be formed, and shared risk will become more pop-
ular through accountable care organizations (ACO). This is not necessarily a nega-
tive thing as ACOs are heralded as improving care and access, lessening 
complications, and effective in terms of money and time. However, while the pre-
mium will be kept lower this way, it would cause problems for the covered patients 
in terms of access as they have to deal with out-of-network bills [36].

From another aspect, narrower networks and more consolidated healthcare sys-
tems lead to less bargaining power for insurers. This is due to the fact that physi-
cians and hospitals now can negotiate the prices together as a bigger entity. The 
Kaiser Family Foundation and Health Research & Educational Trust’s Employer 
Health Benefits 2013 Annual Survey and Access Market Intelligence analysis of 
commercial trends depicts that the number of fully insured commercial health plans 
have dropped from 89.1 to 68.8 million members from 2008 to 2013, while self- 
financing commercial health plans account for 60% of health plans [37]. Moreover, 
as a social transformation, patients are more wary of and involved in their healthcare 
choices as well. This again points out the fact that all these different change perspec-
tives are interrelated indicating the complication of the healthcare environment.

6.4.2.2  The Shift From Fee-for-Service to Value-Based Reimbursement

One of the biggest areas of competition between healthcare providers is fueled by 
the pressure of cutting costs and bolstering quality of care. These demands are forc-
ing organizations to realize the advantages of value-based health models over the 
traditional volume-based fee for service. This means that financial incentives and 
penalties are dependent on measured performance, improvement and performance 
thresholds, and cutoffs [17]. In other words, payers are responsible for paying for 
the value of delivered care instead of the number of visits and tests [38]. Again due 
to the social change perspectives and the fact that the overall population in the 
United States is aging, Medicare costs are going to increase, and due to the legisla-
tive perspective, the continuation of Medicaid depends on the survival of ACA.

Furthermore, this shift poses a great financial challenge as value-based models 
are still mostly nascent (mostly dependent on Medicare Shared Savings Program) 
making the monitoring and tracking of care systems using both the traditional FFS 
and the new value-based model a daunting one. Moreover, in order to be compatible 
with the value-based model, organizations should use data analytics in order to mea-
sure their financial and quality metrics (technological change perspective). Lastly, 
companies can have a fall in revenue due to learning curve and adoption diffusion 
of value-based models, and the thing that makes this a bigger challenge is that the 
diffusion of adoption of value-based model has an unknown time-span (Fig. 6.3).
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In order to take advantage of this change, health organizations and managers 
should leverage the power data analytics (big data and data warehousing?) to make 
sure they are getting the possible incentives, shared savings, and bonuses (concur-
rent to lowering costs and improving quality of care). Furthermore, health managers 
should have a great understanding of the ways they can improve costs of operation 
while bolstering the quality of care. Concepts like kaizen, waste management, and 
lean management can be considered by managers in order to improve organizational 
and care quality. Radnor et al. (2012) explore the possibility of lean in healthcare 
organizations and argue that the future of lean in healthcare lies in developing struc-
tures, mindsets, and systems capable of ensuring that the significant investment in 
lean is justified [39]. The mentioned paper continues to discuss that lean concept as 
a process improvement tool has a lot to offer in healthcare operations in the right 
context (application of manufacturing concept in service context). Stonemetz et al. 
(2011) also study the reduction of regulated medical waste using lean sigma and 
how companies can leverage it to gain financially [40]. Finally, with reduced costs 
and waste and improvement in quality of care, organizations can accept a bigger 
amount of patients and can be seen as a better candidate in forming alliances by the 
other healthcare organizations in the environment leading to being positioned in 
better networks (as mentioned in the previous sections). This would also lead to a 
bigger volume of employers to select the organization as their care provider for their 
employees. Although facing a great amount of barriers, the shift from FFS to value- 
based models seems inevitable. According to a 2013 Wolters Kluwer Health Survey, 
nine of ten physicians cited shifting reimbursement models and the financial man-
agement of practices as their top challenges (better alignment of payment and goals 
of clinical quality) [41]. Some of the new models are being implemented by modify-
ing the fee-for-service payment instead of substituting it, possibly curbing their 
potential to be truly transformative. The favorable outcomes of value-based models 

Fig. 6.3 The revenue mix for transition from FFS to value-based models [38]
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may be in the hands of its early adopters on recognizing and consolidation of their 
experiences [42].

6.4.3  Social/Demographic Changes

In 1991 Stromborg pointed out the dramatic change that is going to happen in the 
balance of the American population [43]. This change in composition of population 
in terms of social and demographic diversification is happening much faster today. 
As an example the Hispanic population has gone from around 6 to 52 million from 
1960 to 2012 and Asian and Pacific Islander population from 980 thousand to 15 
million in the same time frame [44, 45]. From the age aspect, based on Day (1992), 
from 2010 to 2030 the population of 65 and over is estimated to go from about 40 
to 70 million accounting for more than 20% of the population [46]. With the increase 
in the number of insured people in the Obama Administration, many people who 
were added to the insurance pool had a lot of health conditions due to avoiding 
medical care for the sake of their costs. Some people also needed time to adapt to 
and learn the system, and this experience curve costs money and time. Although in 
short term the number of increased insured people has had a dramatic effect on the 
cost of care, it will become smoother as time goes by. These shifts will pose great 
demands on US healthcare organizations. In a 2010 report issued by the Institute of 
Medicine, healthcare workforce is estimated to be too small and under-equipped to 
satisfy the demands of the rising and aging population [47].

6.4.3.1  The Aging Population

The growing age of the baby boomers’ generation is going to make an impact on the 
healthcare environment. It is estimated that by 2050, 20.2% of the US population 
are going to be 65 and older [48]. This demographic change will drastically increase 
the demand for healthcare services, and the projected healthcare workforce and 
equipment are thought to be insufficient in order to cope with the rising demand. In 
order to deal with this change, healthcare organizations may, as mentioned before, 
consolidate and smaller healthcare units integrate into more structured units (even 
with embedded insurance companies) [49]. This type of change can lead companies 
to form more alliances with both providers and payers in order to construct an 
extended healthcare system. They have to focus on diseases that older demography 
are more prone to (chronic and palliative diseases and hospice) in terms of equip-
ment, training, and professionals. Again, this is healthcare managers’ responsibility 
to successfully anticipate the needs and changes that aging population brings and 
manage the change into a direction that can give the organization a competitive 
advantage. Although the rise in demand seems formidable, it may be a great edge 
factor for health organizations.
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6.4.3.2  Increase in Racial and Socioeconomic Diversity

One of the other occurring social changes is the rise in racial diversity in the United 
States. As mentioned before, Hispanic population has been multiplied by 8.6 times 
to 52 million from 1960 to 2012 and Asian and Pacific Islander population 15 times 
to 15 million in the same time frame [44, 45]. Furthermore, the African American 
population now accounts for more than 12.6% compared to 10% in 1960 [50]. Also 
due to this increase in diversity, the number of interracial people has increased as 
well making diversity more complicated. In terms of states, some are more diverse 
which should be taken into account by health organizations. As an example, 
California has 27.8% Latinos (even in 1986, over 50% of the population in California 
consisted of Hispanic, African Americans, and Asians [51]) followed by Texas with 
18.7% and Florida by 8.4% [52]. Although this concentration pattern may be help-
ful, it should be taken into account that many minority groups are moving through 
country in order to find jobs and cheaper or better quality of life. There are some 
important information connected to these scattered population groups that can prove 
to be important for healthcare organizations in terms of seeing and preparing for 
change. Certain racial ethnicities have predispositions to certain diseases and also 
would be more likely to be in certain socioeconomic groups with specific needs 
[43]. As an example, Hispanics have more need to be given information in Spanish 
and are more likely to have better care experience with a Spanish-speaking profes-
sional. Another example can be Asian Americans which experience lower rates for 
many malignancies compared to Whites and African Americans, while there are 
certain types of cancers that Asian Americans are more prone to compared to the 
other groups [53–55]. However, Stromberg (1991) argues that socioeconomic status 
plays a more vital indicator of community health [43]. The poverty rate in the United 
States (based on data from the US Census Bureau) has remained at 13.5% from 
1990 to 2015 and decreased from 15.1 in 2010. African Americans are the ethnic 
group with the highest population in the poverty cluster in 2015, with an amount of 
24.1% (followed by 21.4% Hispanics) with an income below the poverty line. In 
comparison to that, only 9.1% of the White (non-Hispanic) population were in the 
poverty cluster in 2012 (United States; US Census Bureau; 2015). In addition to 
these socioeconomic and racial factors, religious diversity can have impacts on the 
healthcare environment in a geographical basis as well. In some religions, there is a 
need for a female professional to examine female patients. Also, in terms of cultural 
remedies, there are risks of conflict between the medicine used and the used cultural 
alternative remedies in addition to fasting months which should be taken into 
account.

All in all, there will be a continuation in racial diversity change in the United 
States due to changes in immigration laws (both legal and illegal), economy, jobs, 
etc., and health organizations must be informed and up to date with the genetic pre-
dispositions, risk factors, socioeconomic status, religion, and culture of their 
region’s demographic and regularly evaluate their community’s makeup in order to 
be responsive and respectful to specific health needs and circumstances and possi-
bly gain competitive advantage.
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6.4.3.3  More Informed Patients

The conventional healthcare model of behaving toward serious diseases is trans-
forming into a model with rising concentration on the patient, disease prevention, 
and management of chronic illnesses. The new structure in healthcare market lets 
patients to chaperone their healthcare in a more involved way. Access to data and 
information enables patients to get more involved in decisions about diagnosis and 
treatment alternatives. Better estimation of costs beforehand gives patients a better 
understanding in terms of deciding on a blend of cost and quality in evaluating their 
care alternatives. Furthermore, market exchanges for health insurance enables to 
choose from a spectrum of insurance coverage plans leaving them with more finan-
cial responsibility and, hence, more diligent in reevaluating how and when to spend 
on healthcare services [17]. Fronstin et al. (2014) argue that this attention is more in 
people using consumer-directed health or high deductible health plan compared to 
people using other types of insurance plans [56]. The study continues to mention 
that patients are asking more about generic drugs and are more price aware and in 
charge of their healthcare expensing management and tracking. Epstein et al. (2010) 
stress the importance of establishing national policy in areas such as patient- centered 
care in order to increase disease outcomes and quality of life other than having large 
impacts on addressing socioeconomic and racial disparities [57]. Moreover, Bechtel 
(2010) emphasizes on the importance of asking patients about what they really want 
and need from healthcare organizations in order to bolster communication and coor-
dination with their patients while supporting and empowering them [58].

All these would mean that patients are no longer passive elements of healthcare 
decision-making, and studying patient behavior, finding ways to maintain less 
insurance cost in balance to growing healthcare costs, having a better understanding 
of their rising demands and expectation, and learning how to be responsive to them 
can grow into a great intangible asset for healthcare organizations and managers.

6.4.4  Technological Changes

With all the changes in population and demand, healthcare organizations are in 
necessary need of leveraging the value of technology advancements in order to be 
cost-effective, competitive, and responsive. Technological tools assisting decision- 
makers in analyzing data and leveraging the power of big data and information 
technology systems have become pillars of improving quality of care, identifying 
trends, anticipating changes, and controlling costs. Electronic health records (EHR) 
have shown to have great benefits in increasing outcomes for healthcare organiza-
tions in 92% of studies in the literature despite low patient engagement numbers 
[59, 60].

Healthcare organizations should leverage the developments in technology and 
computing in order to increase patient engagement and satisfaction, reduce costs, 
anticipate changes, and learn to develop intangible assets in order to integrate and 
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intelligently use their resources. Based on a report published by the Institute of 
Medicine (IOM) of the National Academy of Sciences, the quality of healthcare in 
the United States is weaker compared to biomedical knowledge and that this gap in 
quality is due to organizational incompetency, rather than of individual physicians 
[16, 61–63].

Every year new technologies are emerging focused on empowering patients and 
providers in order for organizations to better manage changes and costs. Furthermore, 
innovation in biotech and pharmaceutical industries have led to faster market entry 
and stronger research and development pipeline. As an example, a sudden change of 
speed in cost per genome has occurred in 2008 reflecting the transition from Sanger- 
based sequencing to next-generation genome sequencing technologies [64]. In addi-
tion, rare diseases have gained more attention from pharma companies due to 
significantly less time needed in terms of patient testing, government financial 
incentives, and higher approval rates from the US Food and Drug Administration 
(FDA) [65].

It is healthcare managers and organizations’ duty to leverage, coordinate, and 
manage emerging technology tools to bolster increased data transparency and 
patient involvement. This perspective can be impacted by and simultaneously affect 
other change perspectives such as legislative, social, competitive, and economy is a 
great way as mentioned before.

6.4.4.1  Information Technology Innovations

Innovations in computing and big data services are causing transformation in the 
manner that health data is stored and transferred among patients and providers. 
Healthcare organizations are embracing technologies and innovations such as EHRs 
and EMRs, clinical documentation tools, big data, and telemedicine devices in order 
to improve the process of health information collection and consumption. Wearable 
technology, mobile health, and big data analytics are becoming progressively valu-
able in healthcare delivery systems. Although these new innovations and technolo-
gies will significantly facilitate diagnosis, prevention, and treatment more efficient, 
they dramatically increase the need for organizations to care about the security of 
their data [66]. However, Lyon et al. (2014) suggest that as more patients adopt new 
information technologies, the importance of data analysis for organizations sur-
passes the privacy and security concerns [67].

As for big data analytics, the healthcare environment is one of the areas which is 
going to be mostly affected by it. The cost of healthcare in the United States is unde-
niably high (approximately 17.6% of the nation’s GDP increasing from 8.9% in 
1980) [68, 69]. It is also estimated that one third of that spending is due to waste 
caused by (as listed by the Institute of Medicine) unnecessary services, administra-
tive waste including unproductive and duplicate documentation, inefficiently deliv-
ered services, high prices, fraud, and missed prevention opportunities [68]. In 
addition to that, the current reimbursement model favors a number of patients over 
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treatment effectiveness: “physicians have been compensated under a fee-for-service 
system that only considers treatment volume, not outcomes,” and patients have “lit-
tle responsibility for the cost of the health care services they demand” [70]. On top 
of the financial loss, other consequences of this problematic system include statis-
tics such as: “one out of five elderly patients are readmitted within 30 days of dis-
charge for no known reason” [68]. Big data analytics may hold the key to solving 
some of these issues. Barham (2017) conducts a literature review on how big data 
can create value for organizations and discusses the challenges hindering its adop-
tion [71]. Health organizations leverage the power of big data in order to gain com-
petitive advantage in terms of being more cost and time effective and improve their 
quality and experience of care for their patients. Barham (2017) recommends com-
panies to acquire experienced data scientist, learn from successes and failures of 
other organizations, embrace the benefits of data integration and sharing with part-
ners, and finally work closely with software developers to develop more user- 
friendly applications for patients and professionals.

Like in other developed countries, the public sector of the United States has 
started to take action with regard to big data in order to leverage its potential in 
overcoming various complex challenges. In 2012, for instance, the Obama 
Administration invested $200 million in the “Big Data Research and Development 
Initiative.” with goals including advancing state-of-the-art core technologies of the 
big data era, accelerating the pace of discovery in science and engineering, strength-
ening national security, and transforming teaching and learning and expanding the 
workforce needed to develop and use big data technologies [72].

In the recent years, the government is bolstering the ease of data release and 
accessibility, which enables better access to and standardization of public data of 
patients, clinical trials, and health insurance [69]. Moreover, ACA has also started 
the process of fundamentally reshaping the industry and the interrelationships 
between healthcare entities. The private sector is also being affected. Hospitals, 
providers, clinics, insurance companies, pharmaceutical companies, researchers, 
physicians, nurses, and patients are all impacted by the changes that the use of big 
data is bringing into the industry. Meanwhile, traditional pharmaceutical retailers 
such as CVS Health are developing internal Digital Innovation Labs that are roll-
ing out Apple Watch apps and facilitating the process of filling medications 
remotely [73].

All in all, new IT innovations can give health organizations in terms of insight 
and advantage. However, managers and organizations leveraging the fruits of these 
new innovations should manage the ethical, security, and privacy risks that come 
along with them. The use of data and analytics in patient care opens up new oppor-
tunities for boosting care effectiveness and efficiency despite the fact that the full 
realization of the importance of data-driven insights has been clouded by some bar-
riers. US health information technology website lists some of these barriers as cur-
rent data input and output limitations of medical record systems, scarcity of robust 
business models for interoperable data exchange across organizations, and wider 
organizational barriers that require coordinated solutions across stakeholders [74].
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6.4.4.2  Increase in Specialty Drug Use and Equipment Cost

Specialty drugs are used to treat rare, complex, or chronic diseases and demand 
great level of involvement from the healthcare provider. In addition to special stor-
age and shipping, they may need access to these drugs which can be limited, and 
they are becoming important for health organizations as they are starting to enter the 
market at a faster speed as the research pipeline continues to expand. This becomes 
a more interesting topic due to its high costs. Despite the fact that 4% of patients use 
specialty drugs, a quarter of the total US drug spending is due to specialty drugs 
[75].

Diagnostics, drugs, and equipment keep driving the total care spending. In the 
short term, due to the uncertainty revolving around the bio-similar market and the 
fast-paced innovation in personalized medicine, the concentration of pharmacy ben-
efit managers will carry on being on unit cost savings, whereas in the long term, the 
focus is on commercial and self-funded plan sponsors, along with how best to man-
age the economic risk in the long term. This problem can solely change the structure 
of insurance product offerings and patient coverage [76]. Kumar (2011) discusses 
the reasons behind the lack of effect of digital revolution in healthcare cost reduc-
tion and the need for a measurement of the proportion of patients who do not have 
access to healthcare because of costs of care [77].

Another issue is that patients can access infused drug therapies in different places 
(hospitals, infusion centers, physician’s office, and patient’s home) at very different 
costs [78]. As an example, the costs for a standard dose of a rheumatoid arthritis 
infused medicine can change from $3259 for the medicine itself and $148 for 
administration costs when administrated at the patient’s house, whereas the drug 
and administration cost will rise to $5393 and $425, respectively, when imple-
mented as an outpatient procedure at a hospital according to Santilli (2015) [17]. 
This shows that, surprisingly, the hospital setting is the least cost-effective health-
care center for infused drugs. Regardless, according to a recent CVS report, infused 
drugs are increasingly being administrated in hospitals leading to highest costs and 
least cost efficiency [79].

In general, a lot of things are happening in terms of drugs and equipment cost. As 
tools, technology, applications, and new practices are being introduced at a faster 
rate, companies should be well abreast of all the changes. By seeing all the higher 
cost of doing infused drugs at hospitals as opposed to homes, healthcare organiza-
tions can increase the shift of those practices to homes.

There have also been new improvements in personalized medicine which can 
have great effects on healthcare industry [80]. Due to the dramatic reductions in 
DNA sequencing following the development of second-generation sequencing plat-
forms in 2008, molecular diagnostics are increasingly being considered to be cost 
effective enough to be used as a standard medical test, both prospectively for risk 
assessment and for confirmation of diseases. Among the technological advance-
ments, one that has undoubtedly had a great influence on this economic shift is 
DNA sequencing which is mapping of the human genome. Since 25 years ago, the 
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cost of sequencing a human-sized genome has fallen dramatically from $100 mil-
lion to $1000 [81].

Since the Second World War, the main driver of costs in healthcare has been the 
higher price of newer technologies which has also been impacting the insurance 
cover average costs as well [82]. Again we can see the impact of different change 
perspectives on each other. The legislative aspects have effects on technological 
aspects in terms of R&D funding and consequently the cost of those incoming tech-
nologies and eventually people in specific demographics and socioeconomic 
status.

6.4.4.3  Social Media

In the second decade of the twenty-first century, social media has become a signifi-
cant part of many industries and organizations, and the healthcare environment is 
not an exception. Vance et al. (2009) hint at the increasing evidence showing that 
social media use among patients and health professionals is rising significantly [83]. 
Personal social network use between health professionals and physicians-in- training 
reflects the general trend in the environment, and as for the patient-doctor interac-
tions, the majority of them are initiated by patients which demonstrates the level of 
awareness and interest from patients’ perspective.

There is also a growth in online social media awareness in Western European 
hospitals, but different countries have applied social media to address different 
issues. Van der Belt et al. (2012) mention that other than the Netherlands and the 
United Kingdom, there is a small proportion of hospitals using social media among 
European countries. As an example, hospitals use LinkedIn in order to hire profes-
sionals. Again, there is a need for further research in order to define metrics and 
connect the effects of social media in healthcare quality improvement [84]. Chou 
et al. (2009) suggest that new technologies such as social media are reshaping the 
patterns in communication in the United States [85].

A very important issue in leaning toward social media for health organizations is 
the consideration of targeted group’s age, socioeconomic status, and racial ethnicity 
in order to assure sufficient awareness and interest among that specific target. In 
more rural structured areas, there may be less inclination, awareness, and confi-
dence by patients to use social media. This inertia, however, can be mitigated by 
education and promotion of the benefits and conveniences of using social media. 
Clinicians also use online social networks, specifically the newer generation of cli-
nicians, for both personal and reference aims.

However, a big portion of respondents have a cynical attitude toward the online 
interactions and see them as being ethically problematic [86]. Quantification of 
social media effects is a nascent area of research due to lack of used terminology 
and research methods [87]. Antheunis et  al. (2013) argue that the literature has 
mostly focused on the benefits of social media on healthcare and suggest that their 
study has found dis-concordance in patients’ and professionals’ motives, barriers, 
and expectations regarding health-related social media use [88]. Hawn (2009) 
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 discusses the impact of social media on healthcare and its benefits such as “improv-
ing quality through “better communication” and “empowering patients” resulting in 
happier patients”. The study also pinpoints the privacy, standard, and cost down-
sides of social media in healthcare [89].

In sum, health organizations and managers should carefully monitor the potential 
effects and implications of social media in the environment and industry in order to 
be prepared for the challenges and clinch opportunities in order to reach or manage 
competitive advantage.

6.4.5  Competitive Changes

Last change perspective reviewed in this study is the competitive change perspec-
tive. As the healthcare environment is becoming a harsher vying one for providers, 
there is significant pressure for providing better quality of care at a lower cost. As 
mentioned before, these changes are causing a paradigm shift from the conventional 
fee-for-service models to value-based ones and focus on quality of care as supposed 
to quantity of services provided. This pressure is stronger in areas with more demand 
which there is buyer power. According to a report by Stanford Medicine, physician 
practices in less vying areas cost more for office visits compared to more competi-
tive areas of care [90]. From another aspect, these pressures are leading to consoli-
dation of healthcare entities in order to increase efficiency, cost-effectiveness, and 
share risks. Although there is research evidence for the benefits of consolidation of 
healthcare entities in terms of information sharing and flow, there is not much sup-
porting the same effect for cost-effectiveness. Dranove and Lindrooth (2003) finds 
robust, significant, and persistent results showing that consolidations into systems 
does not create, savings whereas acquisitions and mergers generate savings from 
3rd and 2nd consolidation years, respectively [91]. However, if these consolidations 
lead to prevention in medical errors, avoidable hospital admissions and readmis-
sions, and/or improved hospital efficacy, increase of shared decision-making and 
improvement of targeting costly services, achieving better quality at lower costs, 
may be possible [92]. Other change sub-criteria such as healthcare networks becom-
ing narrower and health quality measure becoming tighter will be discussed in this 
section.

6.4.5.1  Expansion of Healthcare Organizations and Shrinkage 
of Networks

One of the consequences of increase in competition in terms of costs and quality has 
been the consolidation of some healthcare organizations. The mentioned consolida-
tion is typically regional and national health organizations forming bigger systems 
with other health entities to gain competitive advantage [93] . This trend is similar 
for regional hospitals as they are inclined to gain more local power by joining forces, 
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acquiring more physicians, and getting bigger. Some of the reasons behind these 
consolidations can be organizations’ move toward more standardization, gaining 
more negotiating power as a bigger entity, and finally bigger financial power in 
order to make efforts to raise quality of care and decrease cost of care. Furthermore, 
consolidation would enable healthcare organizations to be more versatile in their 
offerings and target a wider spectrum of market segments. Most of these consolida-
tions tend to be horizontal ones as a larger hospital acquires smaller independent 
health centers or when integrated providers join forces with other health systems in 
order to penetrate new product, service, or regional markets or expanding the cur-
rent ones. This has led to a decrease in the number of independent hospitals in many 
states as they integrated into bigger systems. According to the American Hospital 
Association and Irving Levin Associates Inc. in its 2014 report, 1307 healthcare 
transaction had taken place which was 25% higher than 2013 as multi-billion 
healthcare deals were struck almost weekly [94].

Healthcare consolidations tend to be increasing as organizations are seeking a 
bigger scale to deal with complex market and government volatilities, reimburse-
ment policies (ACA, Acceleration of Medicaid enrollments), emerging technologi-
cal innovations, legislations, financial needs, changes in patient care, and other 
issues which hand in hand have made the healthcare environment and organiza-
tional independence in it more daunting [95]. Healthcare consolidations enable a 
better coordination among different practitioners and organizations leading to a 
greater market power (decrease in insurance company bargain power) which can in 
turn cause higher prices [96]. From another aspect, the shift from FFS to value- 
based models is connecting reimbursements more strongly to quality, safety, reduc-
tions in avoidable readmissions, and other critical measures, and in order to achieve 
those, healthcare organizations must possess reliable information infrastructures to 
track compliance with federal regulations and document their performance. 
Therefore, organizations will keep growing in order to gain access to the IT systems 
and advantages needed to keep on complying with healthcare reforms [38]. There is 
also a term called consolidation lite which refers to affiliation of healthcare entities 
for a specific goal which are increasing due to expanding market and legislative 
pressure [95].

Moreover, with the increase in specialty practices, hospitals may increase out-
sourcing patients to outside specialty physicians [97]. Casalino (2004) suggests that 
the increase in specialty groups’ efficiency may give them the possibility of cutting 
overall costs of care. In Casalino (2003) an important question is asked from hospi-
tals which is “Should they cooperate or compete with specialists owning specialty 
facilities?” while proposing that each route is rife with risks [98].

Gaynor and Haas-Wilson (1998) discuss the changes that healthcare structural 
transformations would have on healthcare industry in terms of insurance, services, 
and professionals markets [99]. The working paper continues to emphasize that 
only the structure that bolster efficacy and quality will survive as opposed to the 
ones with biggest market power.

Another implication of healthcare consolidations is that due to the price pres-
sures put on insurance company (because of consolidated centers bargaining power), 
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they implement their own consolidations. Based on Santilli (2005), Memorial 
Hermann Physician Network teamed up with Blue Cross Blue Shield of Texas in 
2013  in order to form an accountable care organization for more than a million 
Houston area Blue Cross members [17, 100]. In order to minimize the risk because 
of healthcare environmental changes, Memorial Hermann has also struck account-
able care organization deals with firms like Aetna (in order to save $1.2 million in 
saving, reduce the costs of surgery by 40%, 8.4% fewer hospitalizations, $8.07 
lower monthly member claims, and 6.6 saved physician hours) and accepted and 
formed alliance with many insurance affiliates (medical home model with Humana) 
[101]. Despite the fact that narrower networks will mitigate high premium prices, it 
can cause unintentional out-of-network bills for patients (70% of exchanged plans 
are in narrow or ultra-narrow networks which can cause access problems for 
patients) [102].

To sum it up, as costs and revenue constraints are becoming alarming issues for 
many health organizations, health systems are consolidating in horizontal integra-
tions through hospital mergers and acquisitions. The bigger size of systems could 
lead to more efficiency, risk sharing, and less costs across the enterprise [103]. 
However, companies must answer some serious questions (as posed by Casalino 
(2003)) and avoid driving up costs due to bigger market shares. In addition, compa-
nies must focus on enhancing their efficacy and quality of care in order to gain 
competitive advantage as opposed to focus solely on market power.

6.4.5.2  More Structured Quality Measures

As mentioned before, the shift from FFS to value-based models enables care orga-
nizations to be incentivized for the quality of the provided service as opposed to the 
number of service given. This change magnifies the importance of quality measure-
ment and improvement for providers. Although some organizations develop their 
own set of metrics and quality measurement tools, there are some public and private 
metrics for healthcare quality such as the ones included in the Centers for Medicare 
& Medicaid Services and the Agency for Healthcare Research and Quality and pub-
lic measure developers such as nonprofit private developers that include the Joint 
Commission and the National Committee for Quality Assurance. Other health qual-
ity measurement professional societies include the American Heart Association, the 
American College of Cardiology, the Society of Thoracic Surgeons, and the 
American College of Surgeons (through guidelines, publications, members societ-
ies, and industry relations) [104].

Healthcare providers can use these metrics to evaluate their draft measures. 
Companies should clearly determine what they are trying to measure as quality can 
be a quite fuzzy term. Some of the steps suggested in the literature are defining 
clinical metrics and reviewing evidence-based literature in order to pinpoint the best 
practices for the relevant area of care [105, 106]. Also compliance with proved clini-
cal solutions and treatment guideline is becoming more important as implications of 
not following guidelines can cost health organizations in terms of penalty. 
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Transparency also plays a significant part in quality metrics as private health firms 
need to provide real information on their performance to their sponsors and stake-
holders [17].

While the quality in the past meant meeting and exceeding customer experience 
in healthcare, currently there are added regulatory, sponsor, and competitive expec-
tations to be met as well. To make matters more complicated, definition of customer 
and stakeholders and the criteria for quality are far more complicated in healthcare 
context compared to other industry [107]. Another way that healthcare organiza-
tions seek competitive advantage is by obtaining certifications and winning presti-
gious quality awards (healthcare related or standardization ones (ISO)) resulting in 
more patient confidence and eventually stronger market presence. Some other orga-
nizations used methods such as Six Sigma for quality improvement as a systematic 
and project-oriented management strategy which comprises total quality manage-
ment (TQM) philosophy, strong customer focus, and advanced data analysis [108, 
109]. Six Sigma as a project-based methodology often deploys statistical methods 
and scientific tools during the whole project life cycle, from earlier project defining 
efforts until to the project closure. Since Six Sigma approach is very useful in 
decreasing variability, eliminating waste, and improving processes, it has gained a 
significant popularity in organizational management [110].

In conclusion, there is rising concentration on single measures that are beneficial 
throughout healthcare settings and are more lined up with the whole patient course 
of treatment. Narrowing down the large number of similar but different quality mea-
sures to more efficiently apply change for better clinical and economic results has 
gained more importance in the past few years. The application quality measures are 
growing and escalating the demand for new, innovative care-delivery measures that 
can deliver needed care performance for both sponsors and patients. Healthcare 
organizations may be able to gain competitive advantage by leveraging the power of 
methods such as Six Sigma, control charts, cause-and-effect diagrams, etc. com-
bined with great attention to details in changes in regulations and incentives and 
quality requirements.

6.4.5.3  Intensified Competition

Despite the unsatisfactory quality and high costs of healthcare, it is surprising that 
US healthcare is subjected to more competition compared to anywhere else in the 
world [111]. Patients in the United States are typically not satisfied with healthcare 
costs and quality deficits and worried about the increase in the amount of uninsured 
people (due to potential legislative changes). Enthoven (2005) argues that the right 
type of competition can lead organizations to provide for those deficiencies [112]. 
Enthoven (2005) continues to suggest high-quality, efficient, integrated delivery 
systems and delineates Porter’s (2004 [111]) model which focuses on individual 
provider competition as not useful in solving the industry’s problems. Although 
competition between organizations has been seen as a solution to increase value for 
patients, there are a number of complex issues and relationships related to 
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competition in the healthcare industry which should be taken into account by orga-
nizations. Rivers et al. (2008) study six types of relationships between competition 
and other variables in a healthcare organization [113]. Rivers et al. (2008) conclude 
that with the increase in level of competition in an environment, things like patient 
satisfaction and quality of healthcare increase, while healthcare system costs 
decreases. Furthermore, patient satisfaction will be bolstered by cost cuts and 
increased quality of care. Finally, as the health system costs increases, the quality of 
healthcare will increase (as seen in Fig. 6.4).

Rivers et al. (2008) add that a more intense competition environment leads to a 
rise in hospitals becoming different in the process of growth or development, and 
stronger push for price per share increases specializations [113, 114]. However, in 
another study in the United Kingdom, higher competition rate is associated nega-
tively with quality of care and tends to result in higher death rates while suggesting 
that the overall effect of competition on quality is not significant [115]. Another 
outcome of increased competition as suggested by Kessler and Geppert (2005) is 
that higher vying health environment leads to more attention to high-risk patients 
and consequently leads to better treatment and results for them [116]. Gowrisankaran 
and Town (2003) conclude that increasing competition in health maintenance orga-
nizations leads to price cuts, better quality of care, and improved healthcare, while 
the same change tends to be detrimental in terms of quality and welfare for 
Medicare [117].

To conclude, as literature suggests, the impacts of increase competition on qual-
ity of care is rather a case-specific one and is not necessarily beneficial or detri-
mental to it. As Rivers et  al. (2008) argue, the vagueness revolving around the 
effects of competition on quality, cost, welfare, and healthcare environment in gen-
eral is due to the fact that these issues have not been studied in a collective and 
simultaneous way.

Govermental
Regulations

Health Care
Competition

Strategic
Mission
& Goals

Quality of
Health Care

Patient
Satisfaction

Health
System Cost

Political
Technology

Percieved
Perfomance &
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Fig. 6.4 Competition and patient satisfaction [113]
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6.5  Conclusion

Accumulation of information is becoming more significant for health organizations 
[118]. The methodical study of adaptive systems, healthcare organizations can pro-
vide managers with great insights and assistance of the preparation for emerging 
issues within the organization as well as healthcare delivery management [119, 
120]. In this sense, being familiar with the external environment can be the key to 
leading a successful and competitive health system [2].

Due to the involvement of several volatile change perspectives, the healthcare 
environment is currently a very erratic one making the extrinsic environmental anal-
ysis a daunting task for health organizations and managers. This study aims at con-
templating on emerging extrinsic changes happening in the US healthcare 
environment in different areas. A literature review is performed in order to define 
and identify the different current change perspectives and their subcategories. In 
order to better illustrate these issues, Ishikawa diagram (cause-and-effect diagram) 
is used in this study as shown in Fig. 6.5. Five perspectives were identified (politi-
cal/legislative, economic, social/demographic, technological, and competitive), and 
each of their sub-criteria was studied.

An interesting finding of this study is the interdependence of different change 
perspectives through literature, and in order to better reflect that finding, some mod-
ifications were applied to the cause-and-effect diagram with aims of better showing 
the effectiveness of change perspectives on each other (Shown in Fig. 6.6).

Healthcare industry in general is a very complicated and dynamic industry as 
there are many nascent trends and potential political changes emerging and happen-
ing nationally and globally. This is even a bigger issue in the United States which is 

Political/Legislative Economic Social/Demographic

CompetitiveTechnological
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Increase in Racial and
Socioeconomic Diversity

More Informed
Patients

Changes in cost of
Insurance

Shift from FFS to Value
Based ModelsIncrease in Govermance

Accountability

Changes
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Information Technology
Innovations

Increase in Specialty Drug
Use and Equipment Cost

Social Media Increase in Competition
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Extrinsic Change in
Healthcare

Environment

More Structured Quality
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Fig. 6.5 Cause-and-effect diagram for extrinsic change in healthcare environment
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facing waves of political, social, economic, competitive, and technological changes. 
Healthcare organizations need to be better prepared in predicating, identifying, 
adapting, being proactive, and taking advantage of these changes and cope with the 
potential harms coming their way. They should be vigilant in sensing valuable tan-
gible and intangible assets, seizing them in an efficient way, and finally be flexible 
enough as an organization to transform and mold these resources to their advantage 
[121].

In the same sense, healthcare organizations should sense the changes, seize the 
opportunities or dodge the threats, and develop organizational flexibility in order to 
reconfigure themselves and gain competitive advantage in the industry through 
learning mechanisms, alliances, innovation, and being cognizant of surrounding 
changes on national and global levels. As Eisendhardt (2000) suggests, in the high 
dynamic environments (such as healthcare) no matter how valuable, rare, inimita-
ble, and non-substitutable the resources (such as tacit and explicit knowledge), they 
are going to give companies fleeting and finite competitive advantage as opposed to 
a sustained one, and the important thing is how firms reconfigure their “best prac-
tices” in unique ways [122]. Health managers need to sense new opportunities and 
threats, seize them for the advantage of company, and reconfigure them in order to 
provide organization with sustained competitive advantage [121].

As future research, more study can be put into how healthcare firms can develop 
and leverage “dynamic capabilities” in order to mitigate the damage caused by envi-
ronmental changes and even take beneficial advantages of them by being proactive 
in the “healthcare industry.” Moreover, future studies can dig deeper into the inter-
relationships among perspectives and even sub-criteria existing in different change 
perspectives using techniques such as fuzzy cognitive maps (FCM) in order to indi-
cate their positivity or negativity and strength of these causal relationships. FCM 
can also be used to understand how a change or even elimination in one issue would 
affect the other causes in the environment [123].

Finally, by using decision-making models such as the analytical hierarchical pro-
cess (AHP) or hierarchical decision model (HDM), the prioritization and ranking of 
these perspectives and criteria can be studied for case-specific healthcare firms in 
order to provide empirical literature on this subject.
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Chapter 7
Technology Assessment: Patient-Centric 
Solutions for Transfer of Health Information

Paul Atkinson, Shabnam Jahromi, Paweena Kongsansatean, and Leong Chan

7.1  Introduction

A significant contributor to high-quality healthcare is current, accurate information 
about the patient. With an increase in use of electronic health records in the United 
States, one might be forgiven for imagining that missing or tardy health data is a 
thing of the past, but there is a problem. Health information is stored in silos, and 
information transfer is sometimes difficult, even in 2014. Technologies exist that 
can improve the portability of electronic health records, and this study surveys a few 
of those technologies from the patient perspective to determine which is most likely 
to meet the need.

Personal health information, whether electronic or paper, is often fragmented 
and stored in different places. Relocations, changing health providers, using per-
sonal health monitoring tools, or having specialty care can result in disparate health 
information in multiple locations [1]. Patients’ health information is usually iso-
lated in hospitals, clinics, and laboratories. Effective and efficient healthcare can-
not be provided with fragmented health information. Individuals want their health 
providers to have access to their health information anytime and from anywhere. 
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They also expect the transfer of health information from one provider to another to 
occur with little latency, securely, and accurately to receive the highest-quality 
healthcare [1].

Health information exchange (HIE) has been recognized by policy makers and 
researchers as a solution to the problem above and is defined as “the electronic 
transfer of patient-level information between organizations” [2]. The American 
Recovery and Reinvestment Act of 2009 requires electronic health records (EHR) to 
be “connected in a manner that provides … for the electronic exchange of health 
information to improve the quality of healthcare.” Although the act is fairly new, the 
efforts to facilitate interoperability of health information and an adoptable solution 
have been going on for over two decades with results that are less than promising 
[2]. Whether exchange of health information through EHRs is the most efficient and 
effective solution is still not determined, and policies by themselves cannot guaran-
tee the adoption of a technology.

In this study, we identified four health information management solutions and 
assessed each one with regard to their interoperability and other criteria that are 
important from the patient’s perspective with regard to transfer of health informa-
tion. We identified six criteria from literature and conducted a Delphi survey to 
ascertain the weights of each criterion. Three different scenarios were considered 
based on possible changes in the US healthcare policy; respondents were asked to 
weight the criteria in each different scenario. Further we used TOPSIS (Technique 
for the Order Preference by Similarity to Ideal Solution) to select the preferred 
solution.

7.2  Literature Review

7.2.1  Health Information Exchange

The US healthcare industry has been experiencing significant growth in the past few 
years, especially around the implementation of information technology to enhance 
the efficiency of service. In 2009, the US government invested around 19 billion 
dollars to digitize US health records [3]. Health information exchange (HIE) is the 
process of sharing electronic patient information between different organizations 
[1]. HIE has been adopted in the United States for a while; however, there is more 
to resolve around HIE including issues of interoperability, privacy, security, and so 
on [4]. HIE allows the healthcare stakeholders such as doctors, nurses, pharmacists, 
other health providers, and of course patients to access data appropriately and to 
transfer and share electronic health data securely. Hence, HIE can improve the qual-
ity, speed, safety, and cost of patient care [5]. HIE can help to replace paper-based 
information which may cause problems such as storage difficulties, lost or damaged 
records, and so on. Since HIE can improve the speed of sharing of data, it can pro-
vide better decision making support which can help providers to avoid errors, 
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improve diagnoses, and decrease duplicate testing of patients [5]. There are cur-
rently three key forms of HIE [5]:

• Directed exchange – health providers are able to transfer information from and 
to other health providers.

• Query-based exchange – health providers are able to request patient records from 
other health providers. This form often happened for unplanned care.

• Consumer-mediated exchange – patients can get directly involved to aggregate 
and control the use of data among providers.

Healthcare Information and Management Systems Society or HIMSS catego-
rizes three models of HIE: centralized, federated, and hybrid [4]. The model com-
prises sharing clinical information such as imaging studies, medication lists, lab 
results, and demographics of the user. These data will be transferred across stake-
holders, e.g., physicians, specialists, and patients themselves.

 1. The federated or decentralized model
Healthcare records are distributed across regions under a framework of data 

sharing, so the healthcare provider owns the data, and a record locator service 
manages the information. Updates and access to the data are only provided per 
request. Since the healthcare provider owns the data, the boundary of responsi-
bility is clear, and it is easy to identify authorized personnel which can reduce 
conflicts of ownership. Moreover, if the system were to fail, it will not affect the 
whole system. The downside of this model is a high cost to local organizations 
to implement the system and a lack of a guarantee of data control and availability 
due to the limit of providers. To modify or transfer data requires patient consent; 
without an opt-in, the data cannot be legitimately accessed. Moreover, the stan-
dard form needs to be concerned in order to perform in the common practice [4].

 2. The centralized model
Patients’ records are collected from local sources and stored in a central 

repository. If a record is requested, the transaction will be transferred through the 
central repository. The advantage of this model is the speed with which it 
responds to queries because the data is centrally stored. Since data is centrally 
collected, it can facilitate community-wide data analysis, and so it is effective to 
manage as a central resource. However, it needs to be carefully managed in order 
to prevent duplicate data, and it needs a large central database system. The cen-
tralized model is likely to be expensive in technical and organizational imple-
mentation [4].

 3. The hybrid model
The hybrid model contains aspects of both the centralized and decentralized 

models. Data is locally produced and stored where it is produced, but only some 
of the data is duplicated to the central data repository. The central database will 
store a “minimum clinical data set” of the patient which comprises information 
such as current medications, current diagnoses, and allergies [4]. This model 
does not allow data to be fully controlled by the patient, and it does not have clear 
boundaries of data ownership.

7 Technology Assessment: Patient-Centric Solutions for Transfer of Health Information



248

7.2.2  Technology Assessment Tools

There are many tools to assess appropriate technologies, but in this paper we will 
focus on using the Delphi technique to weight our criteria and TOPSIS to make the 
selection, and we did so under three distinct scenarios – we were curious whether 
US Government policy on healthcare would have an impact on which candidate 
technology would be chosen.

7.2.2.1  Delphi

Delphi refers to a process of iteratively asking questions to identified experts so that 
experts may lead themselves to a consensus [6]. The technique involves identifying 
a group of experts and submitting to them a carefully designed questionnaire to 
gauge group opinion. Once the results of this survey are tallied by the researcher(s), 
a measure of consensus can be made, and the process completes when the experts 
are in consensus.

Each round of questioning that produces a lack of consensus prompts a new 
round during which the survey participants receive feedback from the previous 
round. Feedback may include answers from other survey participants (either raw or 
aggregated), explanations or rationales for others’ responses, and the subject’s own 
previous responses, among other data. The goal is to help each participant under-
stand the position of the other participants in the survey group until they converge 
on value that represents the best considered judgment of the group.

Because the Delphi technique is at its heart a measure of opinion, it is useful in a 
limited set of circumstances. Hasson et al. (2000), referencing previous work on 
Delphi, enumerate the following areas in which Delphi is appropriate [7]:

• To explore or expose underlying assumptions or information leading to differing 
judgments

• To seek out information which may generate a consensus on the part of the 
respondent group

• To correlate informed judgments on a topic spanning a wide range of disciplines
• To educate the respondent group as to the diverse and interrelated aspects of the 

topic

7.2.2.2  TOPSIS

TOPSIS, the Technique for Order of Preference by Similarity to Ideal Solution, 
refers to a method of multi-criteria decision making (MCDM) that expresses a result 
geared to be closest to an ideal solution while simultaneously maintaining an opti-
mal distance from a worst or negative ideal solution. TOPSIS was first described by 
Yoon (1980) and can be used to select the best of a set of scored options based on 
weighted criteria [8].
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Among MDCM methodologies, TOPSIS is useful when decision makers have 
reasonably good information about how to score each attribute, where the scores are 
cardinal rather than ordinal and where those scores are either increasing or decreas-
ing steadily relative to their value to the end solution. Values that are not monotoni-
cally increasing or decreasing (such as criteria whose optimal value is in the center 
of a scale, with both larger and smaller values representing suboptimal solutions) 
are not appropriate to measure with TOPSIS unless they can be mapped onto a 
monotonic scale [9].

7.2.2.3  Scenario Analysis

Finally, we performed our analysis under multiple scenarios. Scenario analysis is 
useful when expert opinion might help gauge future macroeconomic or policy 
impacts on a current decision [10]. This kind of analysis is predictive in nature and 
helps to promote the long perspective; it is also a way of incorporating input regard-
ing future regulatory issues or politics into an otherwise purely descriptive 
process.

7.3  Gap Analysis

This section provides the problem statement and the gap analysis for technology 
assessment. As previously discussed, the problem statement is as follows:

• Fragmented health information and storage due to relocation, multiple providers, 
personal health monitoring tools, and specialty care

• Need to access information anytime and anywhere
• Latency in data transfer that impacts quality of healthcare provided
• Lack of connection between personal health information gathered by patient and 

EHR
• Isolated health information in hospitals and clinics and lack of patient control on 

health information data

The technical, organization, and personal needs for health information manage-
ment solutions that facilitate health information transfer and exchange are as follows:

Technical:

• Secure and reliable infrastructure
• Privacy control mechanism

Organizational:

• Trust among health provider on the health information that is exchanged.
• Adopt common standards on the health information records.
• Health information model that is cost-efficient and patient-centric.
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Personal:

• One source of truth for all the information.
• Access anytime and anywhere.
• Privacy and security of health information.
• Ease of use.
• Quality of healthcare: avoid redundant tests.

The next step is to determine the capabilities in each category:

Technical:

• Cloud-based infrastructure and technical ability to store and maintain humon-
gous data (“Healthcare Big Data Debate,” n.d.)

• Privacy, security protocols

Organizational:

• Government policies and incentives that promote the adoption of health informa-
tion technology toward a “meaningful use” of electronic health records and that 
also include ability of health information exchange.

• Transferrable data.
• Acknowledge the gap and make initiatives, e.g., S&I framework (http://www.

siframework.org/).

Personal:

• Availability of personal health information management tools like Microsoft 
Vault, iHealth, etc.

• Patient empowerment and educating patients to get more involved with their 
healthcare and health information management

Gap analysis is by looking into the current capabilities and the needs that are yet 
to be addressed. The technical, organizational, and personal gap for a health infor-
mation management solution that would cover the above need is as follows:

Technical:

• Reliable, secure, and private infrastructure that is also not isolated; cloud-based 
solutions are still not perceived as a secure solution to store patients’ health 
information

Organization:

• Trust among different health providers; health providers should trust the health 
information that is being transferred.

• Adopt a solution model that enables widespread transfer of health information 
(As of 2009, only 11.9% of hospitals have either a basic or comprehensive elec-
tronic health record).
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Personal:

• Cognitive burden on managing of health information; health information can 
grow rapidly and becomes a burden for patients and especially individuals who 
are responsible for managing information of a household.

• Different needs; an effective solution may vary for each patient depending on 
their needs, cognitive capacities, preferences, goals, and environments 
(Table 7.1).

7.4  Literature Analysis

7.4.1  Criteria

We selected the criteria for a solution to fulfill the gap in health information man-
agement and its interoperability that was discussed above based on literature review. 
Table shows each criteria and the frequency each one has been mentioned as impor-
tant factors when it comes to health information management solutions (Table 7.2).

Table 7.1 Gap analysis summary

Needs Capabilities Gap

Technical –   Secure and reliable 
infrastructure

–   Privacy control 
mechanism

–   Cloud-based 
infrastructure

–   Big data
–   Privacy, security 

protocols

–   Reliable 
infrastructure 
(people still do not 
trust cloud)

–   Privacy protocols
Organizational –   Trust among 

different health 
providers

–   Health information 
mgmt Model that is 
cost-efficient and 
patient-centric

–   EHR standards
–   Transferrable data
–   Acknowledge the 

gap and make 
initiatives, e.g., 
S&I framework

–   Build trust among 
different health 
providers

–   Adopt a common 
health information 
model

Personal –   One source of truth 
for all the health 
information

–   Access anytime and 
anywhere

–   Privacy
–   Security
–   Ease of use
–   Quality of 

healthcare: avoid 
redundant tests

–   Personal health 
information 
management tools

–   Involved more 
with personal 
health information

–   Cognitive burden on 
managing lots of 
health information

–   Different needs
–   Distrust cloud
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7.4.2  Technology Alternatives

We identified four solution models as our technology alternatives for health infor-
mation management and how health information is transferred or accessible through 
other interested parties in each model. This section describes each solution model 
and the way health information is transferred from one health provider to the other 
in each one of them.

 1. Alternative one: EHR Portal

Currently health providers give patients access to their information through web 
portals. Patients can view their lab results, prescription, or next doctor appointment. 
Kaiser Permanente portal is an example of accessing and viewing health informa-
tion that reside at health provider facilities through a portal or an application. All the 
information is stored and maintained by the health provider, and therefore, it is pri-
vate and secure. Health information at the clinics and hospitals are subject to many 
regulations and policy in terms of information disclosure and patient’s information 
privacy. Patients can only view the information and do not have the ability to update 
any of that. If patients switch health provider, they may need to subscribe to the new 
health provider portal.

Yet, not all EHR solutions have interoperability capabilities, and it might be 
limited. If a health information transfer is required from health provider A to health 
provider B, patient needs to be involved and approve the transfer and the time it 
takes for the information to be transferred may vary depending on the EHR solution 
used by each party. The health information transfer can only be done nationwide.

 2. Alternative two: Private Cloud Storage

With emergence of cloud technology, the cloud-based personal health informa-
tion management also became available. These solutions are fairly new and with 

Table 7.2 Criteria selection

Literature A B C D E F

Criteria
Security ✓ ✓ ✓ ✓ ✓
Ease of use ✓
Availability of solution ✓
Privacy ✓ ✓ ✓ ✓ ✓ ✓
Trust and accuracy ✓ ✓ ✓ ✓ ✓
Portability ✓ ✓ ✓ ✓
(a) J. Vest, L. Gamm (2010) [1]
(b) A. Hoerbst, E.Ammenwerth (2010) [11]
(c) R Agrawal et al. (2004) [12]
(d) S Simon et al. (2008) [13]
(e) K Unertl et al. (2013) [14]
(f) HIMSS HIE Guide Work Group (2009) [4]
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low adoption rate [15]; however, they provide patients with more control on their 
data and can integrate with different health monitoring tools to capture results, and 
physicians can transfer lab results directly to those. Unlike alternative one, patients 
can insert and update their health information, and they can aggregate their health 
data from different places to one source. Patients can allow access to their physician 
if required, and health information transfer can be done instantly. An example of 
these solutions is Microsoft Vault, a free-of-charge online PHIM tool by Microsoft. 
The software can integrate with over 200 medical devices and other health informa-
tion management systems if the patient sets it up accordingly.

Despite the benefits that cloud-based solutions provide in terms of being a once 
source of truth for fragmented health information that can be accessed anytime and 
anywhere, there are serious security and privacy concerns involved with these solu-
tions. There is news from time to time of serious cloud security breaches [16] which 
increases the security concerns in cloud-based solutions. Another concern with this 
solution model where patient has the power to insert and update data is trust in health 
information accuracy and making sure patient would not input invalid data. Although 
patient inserts the data, the owner of the data is the cloud service provider.

 3. Alternative three: Private Storage

This solution model has similarities with alternative two; all fragmented health 
information can be stored in one storage managed and maintained by patient. 
Example of this solution model is iHealth, which is an Apple health information 
management and monitoring tool. The tool gathers health information, and patient 
can view, insert, update, and delete those information. Patient is also responsible for 
security of the health information, and for those who are not tech savvy, this could 
be a concern, e.g., choosing no password or a very simple one for their device, yet 
more secure than cloud-based solutions. Using a private storage is also more private 
than the cloud-based solution as the patient is the owner of the data.

The transfer of health information can be very simple with this solution model as 
patient is carrying information with them and is able to provide them to the required 
parties. The transfer can also be done internationally.

 4. Alternative four: Public Storage

Alternative four is the public storage; health information is stored by a third party 
that is trusted by different healthcare providers and physicians. Similar to alterna-
tive one, patient can only view its health information and have limited control of it.

An example implementation of such solution model is RHIO (Regional Health 
Information Organization) which “is a type of health information exchange organi-
zation (HIO) that brings together healthcare stakeholders within a defined  geographic 
area and governs health information exchange among them for the purpose of 
improving health and care in that community” [17].

Public storage is private and secure and trusted by all health providers involved. 
The transfer of health information is very fast as there is one source that different 
health providers can access and view the required information. The main challenge 
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in these solutions is its scalability; it’s an expensive solution. RHIOs are currently 
only regional and limited to specific geographical areas.

This table summarizes the discussion above and shows the characteristics of 
each alternative (Table 7.3).

7.5  Methodology

In trying to weigh the criteria, we needed to poll a group of experts to determine 
what aspects of an EHR portability solution would be most important by using the 
online survey tool “Qualtrics.” Because our research was attempting to get at this 
from the patient perspective, the group of experts needed to consist of anyone who 
has used the US healthcare system. Participants with some knowledge of EHR stor-
age technology would be an advantage, but the opinions of any patient were rele-
vant. Hasson, discussing previous use of Delphi in the health and social space, 
makes a point of ensuring the participants meet a minimum level of expertise [7], 
and for our topic this was a relatively low bar.

The criteria weight obtained from the Delphi survey needs to be in consensus; 
there are many ways to measure consensus in a Delphi survey, but one that was 
relevant and easy to apply given our five-point Likert scale measurements was the 
use of a variance threshold of 0.5 [18].

Table 7.3 Summary of alternatives

Solutions
EHRs Private cloud Private storage

Public 
repositoryAttributes

Owner Hospital/health 
provider

Cloud service provider Patient Trusted 
third 
party

Patient 
control

View only View/enter/augment View/enter/augment View

Portability Limited: 
dependent on 
organization 
process

Limited: may not 
subscribe

High High

Low trust High trust
Fair trust Low trust International National
National only International Low latency Regional
High latency Low latency Very low 

latency
Cognitive 
burden for 
user

Low High High Low

Privacy Fair Low High Fair
Security High Far Low Fair
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Then we will use TOPSIS to calculate the most appropriate HIE alternative. 
TOPSIS works when each criterion is either steadily increasing or decreasing to 
represent a better outcome, and our criteria worked well with that. We were con-
cerned early in our project about whether we would be able to use the same scale for 
each criterion, but that is not a problem for a TOPSIS evaluation.

7.6  Analysis

We used the online Delphi survey question in five-point Likert scales to identify 
criteria weight. The experts give the rank of importance of each criterion with regard 
to three different scenarios: the ACA is forced, the ACA repealed, and single payer. 
The criteria in the questions come from the literature review analysis, and we want 
to identify which criterion is the most important toward experts’ opinions.

7.6.1  Criteria Weighting

The survey question was distributed for two rounds because the result from the first 
round was not consensus. From the first round, we received 53 responses from tar-
get groups who reside in the United States. (See Appendix A for detail.) The vari-
ance of most criteria scores are over threshold, which is 0.5 meaning the result is not 
consensus. The feedback from the first round suggested the team to write more 
explanation for each scenario.

The survey question was modified and resend to those responses regarded to 
given email addresses. The result from the first round was attached in the second 
round survey in order to motivate the direction of opinions. We have 25 responses, 
but the variance is still over the threshold. Therefore, the team identified the outlier 
response and decided to eliminate this opinion as a result of unified opinions. While 
we could have chosen to employ a third round asking the one participant to justify 
his answers given their divergence from everyone else’s, a response that is suffi-
ciently far from the others can sometimes be disregarded. We relied on the work of 
Seo (2006) who evaluated six different methods of detecting and removing outlier 
data and, using the decision tree he provided (symmetric normal distribution with-
out a large gap or masking problem), chose the most permissive method that suited 
our data distribution [19]: data outside three standard deviations was omitted. This 
method identified a single respondent as an outlier in more than one response area, 
so that respondent was omitted from the final result (see Appendix A for detail) 
(Table 7.4).

The criteria weight from the final round is shown in the below table. The result 
indicates that experts ranked criteria as security, trust and accuracy, privacy, ease of 
use, availability of solution, and portability, respectively, in every scenario 
(Table 7.5).
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Table 7.4 Convergence of opinions (the variance of 0.5 is the consensus threshold)

Security Ease of use
Availability 
of solution

Trust and 
accuracy Portability Privacy

R1 R2 R1 R2 R1 R2 R1 R2 R1 R2 R1 R2

Scenario 
1

0.71 0.15 0.73 0.26 0.70 0.17 0.21 0.11 0.78 0.49 0.78 0.20

Scenario 
2

0.67 0.08 0.72 0.22 0.63 0.25 0.42 0.08 0.77 0.35 0.64 0.11

Scenario 
3

0.87 0.11 0.74 0.17 0.80 0.30 0.60 0.08 0.98 0.49 0.83 0.20

Table 7.5 Criteria weights

Criteria Security
Ease of 
use

Availability of 
solution

Trust and 
accuracy Portability Privacy

Scenario 1 4.833 4.000 3.917 4.875 3.667 4.750
Scenario 2 4.917 3.958 3.917 4.917 3.500 4.875
Scenario 3 4.875 4.000 4.042 4.917 3.667 4.750

During our research into EHR options, a new congress was elected in the United 
States, consolidating congressional power into the hands of the Republican Party. 
Republicans have been trying for years to repeal the Affordable Care Act, and with 
this election it became at least marginally more likely they might succeed (though 
the prospect of a presidential veto means the new, higher chance is still somewhat 
remote). This could be a significant change to US healthcare policy, and we were 
curious whether the decisions people made would be impacted by the ACA. For the 
sake of completeness, we included a third scenario: the advent of national, single- 
payer health coverage.

These represented unambiguous, nonintersecting scenarios that we felt might 
affect the criteria weights submitted in our survey, and they certainly fit the stan-
dards for scenario analysis laid down by Huss [10].

7.6.2  Solution Selection Analysis

TOPSIS was implemented in this step to assess and select the proper technology 
platform for HIE. The team managed to give scores of alternatives with respect to 
the criteria by using the results from literature review and the expertise of team 
members in the HIE realm. This paper proposed four alternative technology plat-
forms of HIE regarding the data transfer model:

 1. Portal – the data is stored locally and managed by a health provider or hospital. 
This model allows patients to view only, so patients cannot modify or augment 
records. Health providers or hospitals own the patient data, so the data is quite 
accurate and trustworthy. To request data transfer, patients must explicitly grant 
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consent; therefore, this model is highly secure and private. There are some limi-
tations for portability among providers because the data is managed locally, and 
interoperability among EHR portal platforms is limited.

 2. Private cloud service – the data is uploaded to a private cloud provider. Patients 
have some control over their data which may feel like ownership, but in practice 
the cloud providers own the data once it is uploaded. Therefore, there is a chance 
of data exploitation from cloud providers that can be seen as harmful to the secu-
rity and/or privacy of the data. This model allows users to augment their data, 
creating a more complete health record. Providers such as Microsoft HealthVault 
or Google Health (now defunct) exist in this space, and their service offers good 
portability as a centralized source of data.

 3. Public storage – the data is stored in a public repository controlled by a Regional 
Health Information Organization (RHIO) or equivalent agency. An RHIO is typi-
cally a public-private partnership that helps to support information exchange 
among providers in order to enhance quality of HIE. RHIOs may adopt any HIE 
architectural model, e.g., the centralized database, the federated database, or the 
hybrid [1]. This model is quite safe for privacy and security of data, but patients 
will not have flexibility to augment data. Since the data is stored publicly, other 
health providers can access data more easily.

 4. Private storage – the data is stored in the private device such as a mobile phone 
or tablet, thereby allowing patients almost complete control of their data and an 
exceptional level of portability. However, the issue of trust and accuracy can be 
raised in the absence of any certificate or guarantee by a third party as to the 
accuracy or provenance of the data.

We evaluated these options using a weighted MCDM model and a TOPSIS 
 analysis (Table 7.6).

Then, we used the normalized weight of each criteria to be coefficient value to 
calculate the proper alternative which is most close to the positive ideal solution 
(PIS) and avoid the negative ideal solution (NIS) (Table 7.7).

The results show that the portal which is currently used, is still the most proper 
alternative with regard to criteria even if it has a low score in the portability criterion. 
We can assume that the portal is the most suitable alternative for every scenario and 
it satisfies the important criteria that patients are concerned about. However the 
quality can be improved by increasing the capability of portability.

Table 7.6 Alternative scores

Security
Ease 
of use

Availability of 
solution

Trust and 
accuracy Portability Privacy

EHR Portal 10 5 10 10 4 10
Private cloud 
service

3 10 10 8 8 1

Public storage 9 3 3 10 7 8
Private storage 6 7 7 4 10 10
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7.7  Conclusions and Recommendation

The vital population of today that relocates periodically needs accessibility to health 
information anytime and from anywhere. An efficient and effective healthcare ser-
vice can only be provided when the health information is easily transferred to the 
right person at the right time.

Patient’s health information is currently fragmented and isolated in different 
health provider’s health information management tools. There is a need for a 
health information management that facilitates transfer of health data and provides 
instant and easy accessibility to those information to both patient and the required 
party.

In this study, we identified four alternative solutions for health information man-
agement and assessed each one based on the important criteria for health informa-
tion transfer. The result revealed that EHR is still a preferred method for health 
information management and transfer from patient perspective. The second pre-
ferred method is private storage followed by public storage and cloud-based one. 
Despite the limitations that exist in transferring of data in EHRs, it is still the most 
private, secure, and trusted solution for healthcare, which are the top three most 
important criteria from patient’s perspective.

The personal storage is the second most preferred solution and is aligned with 
the recent emphasize on patient empowerment. The main barrier of adopting such 
solution could be trust and accuracy of the data. Despite the accessibility and trans-
ferability of data in cloud-based solutions, the security and privacy concerns are still 
strong barriers in adopting these solutions by patients.

7.8  Limitations and Future Research

7.8.1  Methodology Limitations

The combination of Delphi, TOPSIS, and scenario analysis is very flexible and per-
mitted us to use a broad base of experts to produce reasonable data for multiple 
scenarios in a fairly short period of time.

Table 7.7 TOPSIS result

Scenario1: ACA in 
force

Scenario2: ACA 
repealed

Scenario3: single 
payer

1. Portal 0.67 0.68 0.68
2. Personal storage 0.59 0.59 0.59
3. Public storage 0.54 0.55 0.54
4. Private cloud 
service

0.47 0.46 0.47
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We can see that there were ways in which we could improve our methodology, 
specifically by using fuzzy TOPSIS and/or improving how we scored our options. 
Nevertheless the project results appeared fairly stable. The respondents did not dis-
tinguish much among the three scenarios, but they came into consensus quickly 
with Delphi (all but one person). Adjusting our data by dropping the outlier was one 
way to resolve to consensus, but we had to question ourselves – and the literature – 
before deciding that was valid.

Another method we might have chosen is AHP [20], originally by Saaty but 
evolved since then into additional methods. AHP permits additional complexity in 
terms of hierarchy levels but is difficult to compute for large numbers of criteria; 
further, it recommends the closest to optimal without regard to the distance from a 
negative optimal solution, which was among our goals.

In conclusion, this methodology is sound for the work we were doing. In the 
future, we’d make similar choices, though we might adjust slightly in favor of fuzzy 
TOPSIS if the scores are ambiguous. Fuzzy Delphi was an alternative we evaluated 
before settling on Delphi. In fuzzy Delphi, each participant is asked to provide mul-
tiple opinions each round, including what they believe to be an upper bound (“max”) 
and lower bound (“min”) to each question [21]. This is better suited to predictive 
questioning than attempting to determine current attitudes, and so we stuck with 
traditional Delphi.

 Appendix

 Appendix A: Delphi Survey

We used Qualtrics (www.qualtrics.com) to present a survey to a group of experts to 
gather data about weighting our criteria.

 Round 1

 Criteria

The first round defined the criteria as follows (presented as is; there were a couple 
of typos in the first-round survey):

Security
The solution guarantees that health information data is secured and prune to any 

unauthorized access.
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Ease of use
The solution is intuitive and easy to use

Availability of solution
The solution is available to all users, required infrastructure is in place and any 

tools to use it is easily obtainable.

Privacy
Patient's information is only available by those that patient approves and used for 

the purposes that patient has approved.

Trust and accuracy
The solution guarantees that the health information being transferred is accurate.

Portability
The ease of data transfer through the solution i.e. how much process is involved, 

how vast the transfer can be, i.e., regional, national, international

 Questions

The respondents were asked to rate each on a five-point scale, i.e., Unimportant, 
Slightly Unimportant, Moderately Important, Very Important, and Critically 
Important. They were asked to do this once for each scenario.

 Round 2

 Updated Introduction

In the second round, we provided some feedback on the first-round outputs. The 
second round was presented as follows:

The questionnaire below is intended for our Technology Assessment course project 
titled “Technology Assessment for patient-centric solutions for transfer of health 
information.” The goal of the questions below is to understand the importance of 
each criterion with respect to health information management solutions and how 
health information can, from a patient’s viewpoint, be transferred among health 
providers.

We are using the Delphi method, which is a well-established technique to come to 
a consensus among survey participants. Delphi works by mathematically mea-
suring the level of consensus in the answers and allowing participants to learn 
the results of each round, changing their answers based on others’ responses if 
they so desire. This is the second round and so will contain the first round’s 
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results in each question. Please review this before selecting your second 
answers.

Electronic health records (EHR) are becoming more common, but it is not always 
easy for you to access your own medical records or ensure your data is trans-
ported to each doctor you see. With regard to services or technologies that can 
store your data and allow you to view it or transport it from provider to provider, 
please rate your opinions regarding the importance of each criterion.

 Criteria

The criteria for the second round were corrected for typos but otherwise barely 
changed:

Security
The solution guarantees that health information data is secured and not prone to 

any unauthorized access.

Ease of use
The solution is intuitive and easy to use

Availability of solution
The solution is available to all users: required infrastructure is in place and any 

tools needed to use it are easily obtainable.

Trust and accuracy
The solution guarantees that the health information being transferred is accurate.

Privacy
Sensitive information is only available to those that patient approves and is only 

used for the purposes that patient has approved.

Portability
How easy it is to transfer information between providers, e.g., how much process is 

involved; who accepts and uses the system (hospitals, clinics, pharmacies, oth-
ers); whether transfer is easy regionally, nationally, or internationally.

 Questions

Each question in the second round was introduced including the previous round’s 
results and an enhanced description of the scenario, as follows:

Scenario 1: Assume there are no changes to current US government healthcare 
policy, e.g., that the Affordable Care Act (ACA)/Obamacare is still in force.
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This scenario implies such conditions as (1) private health insurance is still the most 
common way Americans pay for healthcare, (2) medical practitioners have 
 limited government mandates to collect EHR but limited incentives to share it, 
(3) the uninsured population is relatively small, and (4) preexisting conditions 
are not relevant to obtaining coverage.

Given a value of 1 for Unimportant and 5 for Critically Important, the results from 
53 responses in the first round were:

Criteria Mean
Unimportant/ 
slightly Moderate Very important Critically important

Security 4.43 2 6 12 33
Ease of use 3.96 2 11 26 14
Availability 3.91 4 9 28 12
Privacy 4.38 3 5 14 31
Trust and accuracy 4.79 0 1 9 43
Portability 3.74 2 23 15 13

Based on these responses from your fellow patients, how would you rate the 
importance of each of the following criteria in this scenario?

 Demographics

In the first round, we received 53 valid responses. These fell to 24 for the second 
round. A demographic breakdown of both groups is presented here:
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 Appendix B: TOPSIS Calculation

Option scoring matrix

Security Ease of Use Availability Trust and Accuracy Portability Privacy
Portal 10 5 10 10 4 10
Private Cloud 3 10 10 8 8 1
RHIO 9 3 3 10 7 8
Personal Storage 6 7 7 4 10 10  

 Scenario 1

Weight matrix

Criteria Security Ease of Use Availability Trust and Accuracy Portability Privacy
Weights 4.833 4.000 3.917 4.875 3.667 4.750  
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Normalized ranking

Security Ease of
Use Availability Trust and

Accuracy Portability Privacy

Portal 0.665 0.370 0.623 0.598 0.264 0.614
Private Cloud 0.200 0.739 0.623 0.478 0.529 0.061
RHIO 0.599 0.222 0.187 0.598 0.463 0.491
Personal Storage 0.399 0.517 0.436 0.239 0.661 0.614  

Weighted ranking

Security Ease of 
Use Availability Trust and 

Accuracy
Portability Privacy

Portal 3.215 1.478 2.438 2.913 0.969 2.918
Private Cloud 0.965 2.957 2.438 2.331 1.938 0.292
RHIO 2.894 0.887 0.732 2.913 1.696 2.334
Personal Storage 1.929 2.070 1.707 1.165 2.423 2.918  

Ideal and negative ideal solutions

Security Ease of Use Availability Trust and Accuracy Portability Privacy

A*
3.215 2.957 2.438 2.913 2.423 2.918

A'
0.965 0.887 0.732 1.165 0.969 0.292  

Distance from positive ideal

Security
Ease of

Use Availability
Trust and
Accuracy Portability Privacy D*

Portal 0.000000 2.185792 0.000000 0.000000 2.113537 0.000000 2.073482
Private Cloud 5.065020 0.000000 0.000000 0.339509 0.234837 6.896462 3.540597
RHIO 0.103368 4.284153 2.913464 0.000000 0.528384 0.340566 2.858310
Personal Storage 1.653884 0.786885 0.535126 3.055580 0.000000 0.000000 2.455906  

Distance from negative ideal

Security
Ease of

Use Availability
Trust and
Accuracy Portability Privacy D'

Portal 5.065020 0.349727 2.913464 3.055580 0.000000 6.896462 4.275541
Private Cloud 0.000000 4.284153 2.913464 1.358036 0.939350 0.000000 3.081396
RHIO 3.721239 0.000000 0.000000 3.055580 0.528384 4.171934 3.387792
Personal Storage 0.930310 1.398907 0.951335 0.000000 2.113537 6.896462 3.505788  
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Final rank

Portal 0.67
Private Cloud 0.47
RHIO 0.54
Personal Storage 0.59  

 Scenario 2

Weight matrix

Criteria Security Ease of 
Use Availability Trust and

Accuracy Portability Privacy

Weights 4.917 3.958 3.917 4.917 3.500 4.875  

Normalized ranking

Security Ease of
Use Availability Trust and

Accuracy Portability Privacy

Portal 0.665 0.370 0.623 0.598 0.264 0.614
Private Cloud 0.200 0.739 0.623 0.478 0.529 0.061
RHIO 0.599 0.222 0.187 0.598 0.463 0.491
Personal Storage 0.399 0.517 0.436 0.239 0.661 0.614  

Weighted ranking

Security Ease of
Use Availability Trust and

Accuracy Portability Privacy

Portal 3.271 1.463 2.438 2.938 0.925 2.995
Private Cloud 0.981 2.926 2.438 2.351 1.850 0.299
RHIO 2.943 0.878 0.732 2.938 1.619 2.396
Personal Storage 1.962 2.048 1.707 1.175 2.313 2.995  

Ideal and negative ideal solutions

Security Ease of Use Availability Trust and Accuracy Portability Privacy

A*
3.271 2.926 2.438 2.938 2.313 2.995

A'
0.981 0.878 0.732 1.175 0.925 0.299  

P. Atkinson et al.



267

Distance from positive ideal

Security
Ease of

Use Availability
Trust and
Accuracy Portability Privacy D*

Portal 0.000000 2.140492 0.000000 0.000000 1.925764 0.000000 2.016496
Private Cloud 5.241181 0.000000 0.000000 0.345337 0.213974 7.264210 3.614513
RHIO 0.106963 4.195365 2.913464 0.000000 0.481441 0.358726 2.838302
Personal Storage 1.711406 0.770577 0.535126 3.108036 0.000000 0.000000 2.474903  

Distance from negative ideal

Security Ease of
Use Availability Trust and

Accuracy Portability Privacy D'

Portal 5.241181 0.342479 2.913464 3.108036 0.000000 7.264210 4.343889
Private Cloud 0.000000 4.195365 2.913464 1.381349 0.855895 0.000000 3.057135
RHIO 3.850664 0.000000 0.000000 3.108036 0.481441 4.394399 3.440136
Personal Storage 0.962666 1.369915 0.951335 0.000000 1.925764 7.264210 3.531839  

Final rank

Portal 0.68
Private Cloud 0.46
RHIO 0.55
Personal Storage 0.59  

 Scenario 3

Weight matrix

Criteria Security Ease of
Use Availability Trust and

Accuracy Portability Privacy

Weights 4.875 4.000 4.042 4.917 3.667 4.750  

Normalized ranking

Security
Ease of 

Use Availability
Trust and 
Accuracy Portability Privacy

Portal 0.665 0.370 0.623 0.598 0.264 0.614
Private Cloud 0.200 0.739 0.623 0.478 0.529 0.061
RHIO 0.599 0.222 0.187 0.598 0.463 0.491
Personal Storage 0.399 0.517 0.436 0.239 0.661 0.614  
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Weighted ranking

Security Ease of 
Use

Availability
Trust and
 Accuracy Portability Privacy

Portal 3.243 1.478 2.516 2.938 0.969 2.918
Private Cloud 0.973 2.957 2.516 2.351 1.938 0.292
RHIO 2.919 0.887 0.755 2.938 1.696 2.334
Personal Storage 1.946 2.070 1.761 1.175 2.423 2.918  

Ideal and negative ideal solutions

Security Ease of Use Availability Trust and Accuracy Portability Privacy

A*
3.243 2.957 2.516 2.938 2.423 2.918

A'
0.973 0.887 0.755 1.175 0.969 0.292  

Distance from positive ideal

Security
Ease of

Use Availability
Trust and
Accuracy Portability Privacy D*

Portal 0.000000 2.185792 0.000000 0.000000 2.113537 0.000000 2.073482
Private Cloud 5.152724 0.000000 0.000000 0.345337 0.234837 6.896462 3.553781
RHIO 0.105158 4.284153 3.102397 0.000000 0.528384 0.340566 2.891480
Personal Storage 1.682522 0.786885 0.569828 3.108036 0.000000 0.000000 2.479369  

Distance from negative ideal

Security Ease of
Use Availability Trust and

Accuracy Portability Privacy D'

Portal 5.152724 0.349727 3.102397 3.108036 0.000000 6.896462 4.313855
Private Cloud 0.000000 4.284153 3.102397 1.381349 0.939350 0.000000 3.115646
RHIO 3.785675 0.000000 0.000000 3.108036 0.528384 4.171934 3.405001
Personal Storage 0.946419 1.398907 1.013028 0.000000 2.113537 6.896462 3.516867  

Final rank

Portal 0.68
Private Cloud 0.47
RHIO 0.54
Personal Storage 0.59  
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Chapter 8
Technology Assessment: Nosocomial Infection 
Solutions

Chris Imondi, Arundhati Shastri, Tom Shott, Jayanth Siddappa, 
and Tugrul U. Daim

8.1  Introduction

This study presents a technology assessment for reducing nosocomial infections. 
Nosocomial infections (also known as hospital-acquired infection or HAI) present 
numerous problems for healthcare institutions including increased costs, increased 
use of hazardous cleaners, and patient reluctance toward treatment. The goal is to 
incorporate more than the traditional economic point of view in evaluating alterna-
tives for reducing infections. The Analytical Hierarchy Process is used to assess the 
feasibility of candidate technologies. Traditional criteria such as infection reduction 
and cost are used in addition compatibility with existing procedures, and staff 
acceptance was used for evaluating technologies. Infection reduction and staff 
acceptance were determined to be the most important criterion through expert inter-
views. The analysis established that utilizing RFID for handwashing compliance 
was the superior technology given its superior reduction in HAIs and good staff and 
patent acceptance.
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The increase in nosocomial infections has drawn tremendous attention in the 
healthcare industry and from the public. The industry is concerned with the growing 
problem of multidrug-resistant strains. Healthcare administrators are looking for 
ways to reduce nosocomial infection rates and costs while not contributing to 
increases in multidrug-resistant strains. Any technology solution has to meet strin-
gent regulations, with respect to quality and effectiveness in controlling nosocomial 
infections. It has to be cost-effective, but to be integrated into the existing system it 
must be easy to use and compatible with existing processes. The authors of this 
paper believe that the increasing trend in hospital-associated infections has provided 
the impetus to examine technology solutions for the problem.

This paper latches onto the momentum described above and hopes to further 
explore the assessment of four technology solutions toward infection rates in the 
USA, both in terms of capabilities and impediments to implementation. The 
Analytical Hierarchy Process (AHP) is used to evaluate a number of candidate tech-
nologies. Interviews with infection control professionals were used to validate the 
proposed methodology and establish the relative importance of the selection 
criteria.

8.2  Study Methodology

The reminder of this paper proceeds to establish the problem and evaluate alterna-
tive technological solutions.

A literature review examines the current problem of HAIs, existing solutions, 
methods for technology acquisition, and assessment (TAA) in healthcare and the 
application of multicriteria models to healthcare. The analysis of the literatures 
identifies key areas that play an important role in reducing hospital-acquired 
infections.

The problem of HAIs was considered in detail, and a gap analysis was used to 
evaluate the problem from multiple perspectives. From the gap analysis and previ-
ous healthcare studies, an AHP model was developed. Selection of a technology for 
reducing hospital infections is a complex problem involving qualitative and quanti-
tative decisions; we used a hierarchical decision model (HDM) to aid hospitals in 
determining the right technology to meet their objective. HDM is a tool to present a 
large decision problem as a hierarchy of smaller and less complex decisions [1].

A list of proposed technologies applicable to solving the problem was developed 
through scanning the literature.

The model and solution set were validated with selected experts, and an inter-
view script was developed to interview experts in hospital infection control. Expert 
pairwise comparisons were used to compare criteria and subcriteria two at a time in 
order to determine their value relative to each other.

The experts input were used to evaluate the relative importance of the model 
criteria and the solutions.

Using the AHP model, the selected technologies were evaluated and the results 
analyzed.
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8.3  Literature Review

To understand the problem of HAIs, existing literature was examined. We investi-
gated the current problem of infections and current solutions. We reviewed methods 
for healthcare TAA, AHP, and the use of AHP multicriteria models in healthcare.

8.3.1  Hospital Infections

The Center for Disease Control (CDC) estimates that roughly 1.7 million hospital- 
associated infections, from all types of bacteria combined, contribute to 99,000 
deaths each year [2]. The increase of antibiotic-resistant bacteria is a worrisome 
trend, with few options to control the growth of these bacterial strains. The cost 
increase attributable to managing an episode of multidrug-resistant Staphylococcus 
aureus (MRSA) compared with managing nonresistant strain ranges between $2500 
and $17,422 [3]. Litigation costs are also skyrocketing. Medicare announced that it 
will no longer pay for treatment of nosocomial infections effective October 2008, 
thereby making hospitals fiscally responsible for reducing the occurrence rate of 
these infections. Also there is an increasing awareness of the bacteria problem 
among consumers. Hospitals and other healthcare providers could gain a differen-
tial advantage by more effectively addressing this problem.

The US Department of Health and Human Services estimates the national health 
expenditures in the USA to increase at an annual average growth rate of 6.3% 
between 2009 and 2019 [4]. With an average cost per infection of $15,275 [5], hos-
pitals feel the incentive is to put preventative controls in place.

8.3.2  Infection Prevention

Hospitals currently use a wide range of treatments and preventative measures to counter 
nosocomial infections. For certain procedures, prophylactic antibiotic treatment is used. 
This a preventative measure to prevent bacterial growth during or after the procedure. 
However, the overuse of prophylactic antibiotics can lead to the creation of drug-resis-
tant organisms [6]. Patients are also given antibiotics posttreatment if signs of infection 
occur. This approach can also contribute to the creation of drug-resistant organisms.

8.3.3  Healthcare Technology Assessment and Acquisition

Much of the previous work in TAA in healthcare (Health Technology Assessment 
(HTA)) has focused on regulatory compliance and evaluating technologies using 
single criteria economic analysis of alternatives or expected mortality rate [7]. In 
this study, a larger set of criteria was considered so an AHP model was developed.
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8.3.4  Analytical Hierarchy Process

AHP was developed to consider a devise set of criteria for selecting the best of a set of 
alternatives. It’s been widely used in many areas. An overview can be found in [8, 9]. 
In a survey of TAA methodologies [10], it was one of the primary methods used for 
evaluating alternatives. As an example in [11], it was applied to technology choices in 
the energy sector to select the best candidate fusing multidimensional criteria. A vari-
ant of AHP is HDM – very similar but uses a pairwise raying scheme [12].

8.3.5  Analytical Hierarchy Process in Healthcare

AHP has been used in healthcare, although not for technology assessment. Liberatore 
and Nydick [13] reviewed the use of AHP in the health field – finding many examples. 
Since 1988 the number of papers published has been increasing to about three per year. 
In their article, they reviewed over 50 papers using AHP in the health field. They show 
examples for both patient care decisions (best type of treatment, diagnostic decisions) 
and for hospital management decisions (project evaluation, operational assessment). In 
an interesting series of papers by Dey [7, 14, 15], it was used to develop a multifactor set 
of criteria to rate intensive care units. In an area related to technology assessment, it has 
been used to evaluate alternative medical equipment selection. In [16] AHP was used to 
select the most appropriate diagnostic equipment for the types of procedures the hospital 
performed, and in [17] it was used to evaluate alternative neonatal ventilators.

It was used in [18] to select the most suitable medical waste disposal method for 
hospitals in developing countries. Meetings were held in multiple locations to brain-
storm on the criteria and interactively determine the weighting criteria. Then the 
groups jointly evaluated the selected technologies. Although surveying the experts 
individually reduces the biases effect of influential contributors, the joint develop-
ment of the decision model improves buy-in to the solution selected.

Although there are papers on evaluating the best medical device to purchase or 
for assisting in defining what product development projects to pursue [19, 20], no 
prior uses of AHP for technology acquisition and assessment were found.

8.4  Problem

8.4.1  Gap Analysis

A gap analysis was conducted, arranging the problem into the following categories: 
technical, organizational, and personal. Solution needs were first established 
through literary review. Once compiled, the needs were verified through expert 
interviews. With the needs established, additional research was conducted to match 
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existing capabilities to the need. The capabilities were then evaluated to determine 
gaps in the current solutions. For example, the need to reduce infection rates has 
been stated by several sources [6]. The same sources listed prophylactic antibiotic 
treatment as the primary existing solution. This information was then verified with 
several interviewed experts. Finally, the gap of increased drug resistance was given 
by both literature and expert sources (Figs. 8.1–8.3).

8.4.1.1  Criteria/Metrics

Through the literature review, a list of major criteria and subcriteria was established 
for use in the model. These criteria were verified through initial expert interviews. 
Several items were added after the expert interviews. An expert who was 

Fig. 8.1 Gap analysis (technical)

Fig. 8.2 Gap analysis (organizational)
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interviewed, for example, stated that one of significant problems they are facing is 
the excessive waste due to personal protective equipment. When traveling on rounds, 
students are less likely to enter the patient’s room to observe the doctor’s work 
because they need to put on a large amount of protective equipment. This equipment 
must then be taken off and thrown away by all students once the doctor leaves the 
room [21]. The complete list of criteria and subcriteria can be found below:

• Infection reduction

 – % reduction in infection rate of process
 – Ability to prevent creation of drug-resistant bacteria

• Cost

 – Initial cost
 – ROI

• Compatibility with existing policies and procedures

 – Hospital
 – FDA, OROSHA

• Level of training required

 – Hospital worker acceptance
 – Patient acceptability

• Environmental impact

 – Minimal environmental waste
 – Occupational safety: risk to workers

Fig. 8.3 Gap analysis (personal)
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8.5  Technical Solutions

8.5.1  Biomimicry Solution

This emerging area of engineering thought and design principles could be described 
as an innovation method that seeks to solve engineering problems by seeking sus-
tainable solutions inspired by nature’s processes and strategies [22]. By emulating 
natural models, using the principles of biomimicry results in new product designs 
that coexist with the natural ecosystems around us and utilize the strategies that 
nature has developed over billions of years of evolution. By looking to nature to 
solve design problems, engineers engaged in biomimicry strive to follow nature’s 
principles such as building from the bottom up, optimizing rather than maximizing, 
and utilizing ecologically friendly materials and processes [23].

Sharklet Technologies (SLT) markets surface technologies that inhibit microor-
ganism growth without the use of chemicals. The company’s core product, called 
Sharklet SafeTouch, emulates the functionality of Galapagos shark skin denticles 
which enable the animal’s surface to remain bacteria-free despite the fact that it is 
slow-moving underwater. SafeTouch, a breakthrough cost-saving surface technol-
ogy, provides an incremental, nonchemical, passive, and persistent defense against 
the spread of bacteria and nosocomial infections including antibiotic-resistant 
strains, by inhibiting bacterial growth. SafeTouch is a no-kill, nontoxic surface 
designed to inhibit bacterial growth including methicillin-resistant Staphylococcus 
aureus (MRSA), E. coli, Staph a., Pseudomonas aeruginosa, vancomycin-resistant 
enterococci (VRE), and a host of other bacteria. The SafeTouch durable skin surface 
is topography of billions of tiny raised, microscopic diamond-shaped patterns called 
Sharklet. This unique microtopography is inhospitable for bacterial growth and 
inhibits bacterial biofilm development. The Sharklet pattern has been shown to 
reduce bacterial growth by 86% versus an untreated surface [24].

Though using the SafeTouch product is easy, it requires time and energy to apply, 
inspect, maintain, and replace the product when necessary. This surface has proven 
effective at inhibiting bacterial colonization for up to 21 days. Primary users of the 
product include anyone who comes in contact with the SafeTouch product, such as 
patients and families, physicians, nurses, janitors, and equipment technicians. 
Administrators are not only the primary decision makers, but also approvers and 
buyers. In addition, government health agencies, like the FDA, will enforce product 
regulations for using these in healthcare facilities.

8.5.1.1  Costs and Pricing

For hospitals, the opportunity to reduce hospital-related nosocomial infections 
helps control costs associated with treating these infections. The product guidelines 
suggest replacing SLT SafeTouch skins on average every 3  months. There is no 
upfront capital cost required for this solution. The price per square foot for SafeTouch 
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is $12.36 (see the Appendix: Tables 8.4 and 8.5 for price, cost-saving calculations). 
According to Ken Chung, the product director at SLT, five square feet of SLT skin 
is sufficient to cover the high-traffic area of a single-patient room.

8.5.2  RFID Solution

One of the new technologies being applied to reduce hospital infections is RFID. There 
have been numerous papers on the use of RFID in healthcare [25– 27]. These authors 
have suggested using RFID for tracking patents, equipment, and staff to improve 
workflow, efficacy, and patient safety. They have even suggested tracking surgical 
sponges so they are not inadvertently left in the patent during surgery [28].

To reduce infection RFID can be used to monitor handwashing compliance, to col-
lect data for post-infection analysis, and to prevent infections by tracking if equipment 
has been properly sanitized before being used on the next patient. Papers by Do and 
Jain et al. [29, 30] have proposed the idea of using RFID to monitor handwashing.

One limited trial found a significant increase in handwashing compliance resulting 
in a 22% reduction in HAIs [31]. While the $1500–$2000 capital per room to install the 
systems [32] is relatively expensive, a typical infection can cost $15,000–$20,000.

8.5.3  Silver Catheter Technology Solution

Urinary tract infections compose 35–45% of all nosocomial infections. Nearly all of 
these infections are caused by catheter-related infections [6]. Another solution that is 
showing promise in the fight to reduce hospital infections is the application of nano-silver 
coatings on medical devices. Samuel notes that contaminated catheters are responsible 
for over 40% of nosocomial sepsis in acute-care hospitals. Sepsis is a severe bacterial 
infection of the bloodstream, resulting in blood pressure drops and patient shock.

He proposes a solution to the problem: nano-silver-coated catheters.

This technology describes an even distribution of billions of nanoparticles (3–8 nm) of silver 
(0.8–1.5 wt.%) in the catheter matrix (polyurethane, silicone) on a carrier, preferably barium 
sulphate (Fig. 8.2). Free silver ions are liberated on the surface exhibiting a strong antimicrobial 
activity against a variety of organisms irrespective of their resistance to antibiotics. Various proto-
types have been manufactured with an increasing surface of silver0. Presently, a catheter with a 
surface of silver0 nanoparticles of 2500 cm2/g polyurethane or silicone is manufactured. [33]

The stated benefits of silver catheters vary greatly. Tables 8.6 and 8.7 in the 
appendix outline several studies and list their impact. While catheters cost roughly 
25% more on a per-unit basis, they yield a 7% median reduction in infection rate 
[34]. Another stated benefit of the silver catheter technology is that it is effective 
against existing drug-resistant bacteria. This is important for any solution, as drug- 
resistant bacteria are increasing in prevalence. The selected solutions must address 
this problem in some way.
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8.5.3.1  Costs and Pricing

As stated, catheter costs increase with silver technologies. In one case, a per-unit 
cost of $16.78 for traditional catheters increases to $20.87 for silver alloy ure-
thral catheters [35]. While this increases the costs for hospitals, the 7% reduction 
in procedure infection rate more than makes up for the increased costs [34].

Silver catheters show promise as a potential technology to reduce nosocomial 
infections. They have shown to be effective against bacterial growth and do not 
contribute to the creation of drug-resistant bacteria. However, the catheters have a 
much higher cost when compared to their traditional counterparts. This problem 
must be resolved if they are to see more mainstream use.

8.5.4  Targeted Cleaning Solution

As reported by prior research [36–38], environmental contamination is observed dur-
ing regular healthcare services through multiple room surfaces. These organisms are 
very resistant to antibiotic and result in longer hospital stays and further expenses.

Although the goal of environmental cleaning and disinfection is not sterilization, 
adequate cleaning requires sufficient removal of pathogens to minimize patients’ 
risk of acquiring infections from hospital environments. This is particularly true in 
areas serving high-risk patients, such as intensive care units (ICUs). Although the 
Centers for Disease Control and Prevention recommends that “close attention be 
paid to cleaning and disinfecting high touch surfaces in patient care areas” and that 
hospitals “ensure compliance by housekeeping staff with cleaning and disinfecting 
procedures” [39], the literature findings identified that there are areas of substantial 
improvement to achieve thoroughness of cleaning in the hospitals.

Given the need to achieve this increased thoroughness of cleaning in the hospitals 
without having to go too far from the regular norm of cleaning process, target cleaning 
technology was identified as the best fit. The targeting solution consists with an envi-
ronmentally stable, nontoxic base to which a chemical marker is added so that it fluo-
resces brightly when exposed to ultraviolet light. Also, it is developed so that it would 
be inconspicuous, dries rapidly on surfaces, remains environmentally stable for sev-
eral weeks, and can be easily removed with water-based disinfectants. Although the 
dried marking solution resists abrasion, once it is moistened, it can be completely 
removed by wiping with a damp cloth for less than 5 s using light, fingertip pressure.

The target solution is applied on “high- touch objects” (HTO), which includes, 
toilet handles, horizontal surface of toilet bowls, bedpan flushing devices, horizontal 
surface of sinks adjacent to a faucet, doorknobs (or push/grab plates), toilet area 
handholds immediately adjacent to the toilet, bedside tables, telephone receivers, call 
buttons, overbed tables, seats of patient chairs, and frequently contacted areas on 
bedrails [40].

Studies have indicated that, in general, hospitals maintain consistently high 
cleaning rates (between 80% and 90%) for sinks, toilet seats, bedpans, and tray 
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tables, but the rest of the HTOs have a very low cleaning rate. The results of clinical 
trials in ten hospitals which used target solution to clean showed that at least two 
types of HTOs had a cleaning rate of more than 90% [37] (Table 8.1).

8.6  Model

8.6.1  Hierarchical Decision Model

The design of the hierarchical decision model (HDM) must satisfy the goal of devel-
oping a model that will allow hospitals/healthcare institutions to choose a technol-
ogy that will help reduce the hospital-acquired infection (HAI) rate. The model 
developed in this paper consists of four levels as shown in Fig. 8.4.

There are many technological solutions available for the hospitals which address 
the issue of reducing hospital-acquired infections. Each technology has their unique 
advantages and functionalities for addressing the infection growth. Often accessing 
these functionalities in accordance to a hospital requirement can be a complex, 
time-consuming, and mostly subjective decision. HDM can be used to quantify a 
subjective decision process, and by doing so, it reduces the complexity of accessing 
various technologies. HDM is very commonly used tool and model for ranking 
alternatives with complex criteria.

The criteria for the model were determined through literature studies and also 
from the expert interviews. The survey questionnaire can be found in Appendix 
II. The top level represents the goal of reducing HAI. The last level is represented 
by the four alternative technologies available to achieve the goal. The criteria of 
selecting the technology should meet the requirements of hospital/healthcare insti-
tutions in five major categories, reduction in infection rate, cost, compatible with 
existing policies and procedures, level of training required, and environmental 
impact. Thus, these criteria were assigned to the level just below the top level.

Criteria Sub-Criteria RFID Spot Cleaning Silver Catheter Biomimicry

Reduce Infection rate 22% 10% 3% 12%
Drug Resistance No No No No

Initial Cost $1,300 No No No
ROI < 3 Months Positive Positive < 2 Months

Fit Existing 
Procedures

Very Somewhat Very Somewhat

Regulations 
(OROSHA/FDA)

Yes Yes Yes Yes

Staff Yes Yes Very Maybe
Patients Very Yes Yes Maybe
Toxicity No No Some Some

Minimal Waste Yes Yes Yes Some

Infection

Cost

Compatibility

Acceptance

Environment

Table 8.1 Summary of solutions
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The third level constitutes the subcriteria of these major criteria. Under reduction 
in infection rate, the subcriteria included are the percentage in reduction rate and 
prevention of furthering drug-resistant bacteria. The cost includes capital cost and 
return of investment (ROI). The compatibility with existing policies and procedures 
might vary between institutions and states and may include hospital, Federal Drug 
Administrative (FDA), and Oregon Safety and Health Administration (OROSHA) 
regulations. Under acceptance, the new technology must be acceptable to both hos-
pital workers as well as to patients. The environmental impact might also vary 
between institutions and states, but they mainly include environmental waste and 
occupational safety of workers (Fig. 8.4).

8.6.2  Weights for Criteria from Experts

The survey was administered to various hospital heads for infectious disease con-
trol. These surveyed hospitals are mostly located in Portland metro area. The survey 
was designed as a judgment quantification instrument in the collection of informa-
tion in the relative importance of the different criteria and subcriteria that can impact 
the decision of choosing the right technology.

The respondents were asked to compare different subcriteria for each major cri-
terion with respect to their relative importance and to compare the major criteria to 
each other. In each comparison, a total of 100 points should be allocated between 
two elements in pair to indicate a judgment of how much one element is more 
important than the other element.

Fig. 8.4 Hierarchical decision model (HDM) for reducing hospital-acquired infection
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PCM™ software was used to calculate the relative weights of each major crite-
rion and the weights of each subcriterion under each major criterion. The summary 
of the calculated weights for the model is shown in Table 8.2.

8.6.3  Solutions and Weights

To more precisely define the preferences for the decision criteria and subcriteria, we 
surveyed our experts again and calculated utility scores. The survey questionnaire 
can be found in Appendix II.

Each alternative was compared against each other to find their preferred score. 
The preference for each subcriterion was measured based on expert’s preference for 
each of the different subcriterion types. The preference for cost was measured based 
on expert’s preference between capital cost and return of investment. To determine 
the infection reduction attribute, we used percentage in reduction of the infection rate 
in a hospital and at the same time not to increase the creation of drug-resistant bacte-
ria. For the compatibility attribute, the preference was measured based on the hospi-
tal policies and the Oregon State Occupational Safety and Health Association 
(OROSHA) and US Food and Drug Administration (FDA). The preferences for 
acceptance of the new technology should have both employee and patient. To deter-
mine the preference for environment, the new technology should produce minimal 
waste and also should not be environmentally toxic to both the personal that is using 
it and for the environment itself.

Criteria Weight Relative Final
Reduce Infection 0.27

Infection Rate 0.57 0.1539

Not Increase Drug Resistance 0.43 0.1161

Cost 0.12
Capital Cost 0.44 0.0528

ROI 0.56 0.0672
Compatibility 0.16

Fits Existing Procedures 0.202 0.0323
Regulatory Approved 

(OROSHA/FDA)
0.798 0.1277

Acceptance 0.26
Staff 0.482 0.1253

Patients 0.518 0.1347
Environment 0.19

Not Environmentally Toxic 0.58 0.1102
Minimal Waste 0.42 0.0798

Table 8.2 Summary of final 
weights for the model
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8.6.4  Results

In order to determine the best technology to reduce hospital infections based on the 
model, each of the alternatives was compared against one another, and the alternative 
with the highest preference score is recommended below. The final preference scores 
for each alternative were calculated by multiplying the relative weight of each criteria 
and subcriteria with the utility values of each attribute for the alternative and adding up 
all the values – resulting in one final score for each alternative based on their attributes. 
The total possible preference score is 1.0, indicating that the alternative perfectly 
matched all desired criteria. Table 8.3 below shows the scoring for all alternatives.

It can be seen from the Table 8.3 that all the alternatives scored very closely. 
Even though RFID obtained the highest score, silver ion and spot cleaning were not 
too far behind. RFID obtained the best infection reduction score even though it had 
worst cost of all the alternatives. Silver ion managed to get highest acceptance score 
and managed to maintain a good scoring for the rest of the criteria. Spot cleaning 
had the worst infection reduction but managed to get good score in all the other 
criteria. Biomimicry was the least expensive in terms of capital cost but had poor 
scores in acceptance and environmental criteria.

8.7  Analysis

The results of our analysis using the AHP model show that RFID was a somewhat 
superior technical solution to reducing hospital infections but that silver ion cathe-
ters and spot cleaning are also viable solutions.

Table 8.3 Alternative scoring

Criteria RFID Spot cleaning Silver ion Biomimicry

Infection 0.084429 0.058266 0.061344 0.065961
Reduce infection rate 0.055404 0.029241 0.032319 0.036936
Not increase drug resistance 0.029025 0.029025 0.029025 0.029025
Cost 0.019344 0.032016 0.026592 0.041376
Minimal initial cost 0.000528 0.020592 0.01584 0.01584
ROI 0.018816 0.011424 0.010752 0.025536
Compatibility 0.040646 0.040646 0.042584 0.036124
Existing procedures 0.008721 0.008721 0.010659 0.004199
Regulations (OSHA/FDA) 0.031925 0.031925 0.031925 0.031925
Acceptance 0.07327 0.063935 0.083983 0.037559
Staff 0.028819 0.027566 0.047614 0.020048
Patients 0.044451 0.036369 0.036369 0.017511
Environmental impact 0.059394 0.057798 0.05339 0.02052
Minimal toxic 0.03306 0.03306 0.028652 0.01653
Less waste 0.026334 0.024738 0.024738 0.00399
Total 0.277083 0.252661 0.267893 0.20154
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The RFID-enabled handwashing system was the highest-rated technology. RFID 
systems with 28% reduction in patent infections had the greatest infection reduction 
which was the most heavily weighted criteria. For the second highest criteria, accep-
tance it was in the middle of the solutions with it having the highest patent accep-
tance. Although it was the only solution that had a capital cost, cost was not an 
important criterion.

Silver-Ion catheters were the second highest-rated solution. It had the highest 
acceptance, especially among hospital staff. For all the rest of the areas, it showed 
moderate results.

The spot cleaning technology had the worst infection reduction of all the solution 
but was moderately good in all over categories.

Of all the data for the model, ROI data was the least accurate due to the difficulty 
in estimating costs for future solutions. But the cost was also the least important 
criteria so it’s likely that the results would show little difference with more accurate 
cost information (Fig. 8.5).

8.8  Conclusion

This paper presented results for technology assessment of four solutions alterna-
tives. Healthcare administrator opinions were used to rank the criteria to the AHP 
model. The best option among the solutions was the RFID solution. The interesting 
part is this was the solution with the most upfront cost for installation. This solution 
scored best in terms of reducing MRSA levels while not further contributing to 
aggravating the problem and also in terms of acceptance by hospital personnel.

Based on the analyses, additional should be identified as part of future research. 
These include:

• UV room cleaning: In this solution an empty hospital room could be decontami-
nated with UV rays for a timed exposure to minimize MRSA levels of bacterial 
colonization.

Fig. 8.5 Technical Solutions
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• Data mining: This was recommended by several experts. Data mining systems 
keep stringent records on all patients before and after procedures. If a patient 
develops an infection after they have left the hospital, the system will link that 
infection to the associated procedure. This allows hospitals to keep more effec-
tive records on infection rates for procedures.

• Education and training: This happens to be the most traditional and deep-rooted 
solution that most experts believe would solve the problem. The experts believe that 
the solution is all about embedded culture and mindset toward clean practices.

8.8.1  Future Work

For future improvements, we would consider revising our model by removing and 
refining some criteria.

An improved economic analysis by collecting additional cost data from local 
hospitals and existing infections rates would help refine the methodology. Extending 
experts used for expert input via online surveys and additional contact with Portland 
APIC chapter would provide more accurate datasets for analysis.

The economic analysis assumes no interaction among solutions and the same start-
ing point for all hospitals. The analysis does not use time value of money calculations. 
Net present value calculations for each of the solutions would be more effective for 
capital costs and return on investment. By incorporating these changes, one can easily 
adjust the model, and it will provide more accurate financial estimate.

 Appendix

 Appendix I: Tables

Table 8.4 Biomimicry infection reduction

SafeTouch reduces MRSA by 86%
% of hospital infections caused by surfaces/environment = 13%
Overall infection reduction = 86% × 13% = 12%
1% in infection reduction saves 250$/year/room
SafeTouch solution total cost savings = 12% × 250 = 3000$/year

Table 8.5 Biomimicry SafeTouch ongoing costs

Price per kit: $12.36 × 5 sq.ft = $61.78
Price of materials per year = $61.78 × 4(quarters) = ~$ 247
Price of labor for applying per year = ~$ 247 (assumed equal 
to price of materials)
Total cost per year = $ 494
Payback period < than 2 months
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Study, Year (Reference)
Test Group,      

n/n
Control Group,      

n/n
Risk Ratio                                                               
(95% CI)

Risk Ratio                     
(95% CI)

Absolute Risk 
Reduction, %

Nitrofurazone
Maki et al., 1997 (30) 8/170 14/174 0.58 (0.25-1.36) 3
Al-Habdan et al., 2003 (27) 0/50 18415 0.08 (0.00-1.33) 12
Lee et al., 2004 (32) 14/92 19/85 0.68 (0.36-1.27) 7

Silver (pre-1995)
Lundeberg, 1986 (28) 9/51 24/51 0.38 (0.19-0.73) 29
Liedberg et al., 1990 (23) 3/30 25/60 0.24 (0.08-0.73) 32
Liedberg and Lundeberg, 1990 (24) 6/60 22/60 0.27 (0.12-0.62) 27
Liedberg and Lundeberg, 1993 (29) 8/75 23/96 0.45 (0.21-0.94) 13

Silver (post-1995)
Maki et al., 1998 (31) 64/407 94/443 0.74 (0.56-0.99) 5
Verleyen et al., 1999A (25) 6/12 8/15 0.94 (0.45-1.96) 3
Verleyen et al., 1999B (25) 5/79 12/101 0.53 (0.20-1.45) 6
Karchmer et al., 2000 (14) 154/5398 189/5634 0.85 (0.69-1.05) 2
Thibon et al., 2000 (26) 9/90 13/109 0.84 (0.32-1.87) 0.5

Table 8.7 Silver catheters (infection reduction) [34]
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 Appendix II: Expert Pairwise Questionnaire

Infection Reduction Criteria A B

Reduce Infection Cost

Reduce Infection Compatibility

Reduce Infection Acceptance

Reduce Infection Environment

Cost Compatibility

Cost Acceptance

Cost Environment

Compatibility Acceptance

Compatibility Environment

Acceptance Environment

Reduce Infection A B

Reduce Infection Not Increase Drug Resistance

Cost A B

Initial Cost ROI (Return On Investment)

Compatibility A B

Fits Existing Procedures
Regulatory Approved
(OHSA / FDA)

Acceptance A B

Staff Patients

Environment A B

Not Environmentaly Toxicity Generate Little Waste

Sum to 100
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 Appendix III: Expert Solutions Preference Questionnaire

Reduce Infection Rate A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Not Increase Drug Resistance A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Initial Cost (Capital) A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

ROI A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry
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Existing Procedures A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Regulations (OHSU & FDA) A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Staff A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Patients A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry
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Environmental Toxicity A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry

Waste A B

RFID Spot Cleaning

RFID Silver Ion

RFID Biomimicry

Spot Cleaning Silver Ion

Spot Cleaning Biomimicry

Silver Ion Biomimicry
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Chapter 9
Technology Assessment: Study of User 
Preferences for Weight Loss Mobile 
Applications Both Globally and in the United 
States

Ahmed Bohliqa, Apisit Charoensupyanant, Daria Spatar, Jejung Ha, 
Selen Yilmaz, and Tugrul U. Daim

9.1  Introduction

People can be classified being overweight by using the number called body mass 
index (BMI). BMI correlates with the amount of body fat of people, and it can be 
calculated by dividing weight in kilograms with height in meter squared [1]. For 
adults who are classified overweight have a BMI between 25 and 29.9 and those 
who have BMI of 30 or greater are classified obese [1]. There are many causes lead-
ing people to become overweight and obesity in the USA: for example, (1) high-fat 
food intake such as fast food that contains high sugar and fat is the most organized 
cause, (2) the absence of physical activity for energy expenditure, and (3) lack of 
sleep which is associated with weight gain [2, 3]. In the present, there are many 
adults in the USA who are classified overweight. According to the prevalence of 
overweight, obesity, and extreme obesity among adults: USA trends 1960–1962 
through 2009–2010 report from the National Center for Health and Statistics 
(NCHS), it has shown that there are 33% of the US adults who are classified over-
weight and the average trend has remained the same without a significant decline 
[4]. With the large percentage of overweight adults and the increase in number of 
dieters from Gallup survey by 33% from 2004 to 2010, the number of dieters could 
be anticipated to reach 108 million with 86 million of them are trying to lose weight 
by themselves. With the increase of number of dieters, the total of US weight loss 
market is also estimated to grow 4.5% to $65 billion in 2012 which is higher than 
the 2% growth from the last year [5].
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There are many risks and health problems associating with being overweight 
which lead to several reasons why overweight people should reduce their weights. 
One major reason is to increase their hearth health. Being overweight can cause 
greater risks for heart disease due to its side effects such as diastolic blood pressure, 
systolic blood pressure, high blood pressure, and cholesterol, according to the 
American Heart Association. The second reason is losing weight can greatly reduce 
prediabetes and type 2 diabetes [6, 7]. Third reason is being overweight also leads 
to other health risks and diseases such as stroke, hypertension, kidney disease, met-
abolic disorder, and some forms of cancers. Fourth reason is people want to change 
their appearance. Final reason is people expect to earn other life benefits from being 
healthy weight more than being overweight [7].

At the present, there are many solutions available that overweight people can 
choose from to lose their weight, for example, (1) following complete diet plans 
from diet providers such as Weight Watcher and Diet-to-Go, (2) controlling calo-
rie intake and burnout by yourself, (3) proceeding surgery, (4) taking dietary pills 
and supplements, and (5) utilizing technological solution such as tracking devices, 
e.g., Nike FuelBand; playing console games, e.g., Wii Fit and PS Active; using 
website and communities, e.g., SparkPeople; and using mobile applications on 
smart devices such as phones and tablets. As the rates of mobile technology adop-
tion and numbers of mobile applications are increasing, it is now becoming a new 
technological solution for overweight people [8, 9]. There are over 150 weight 
loss and exercise applications found on iOS and Android platforms with 10% 
share of weight loss applications and 34% of exercise applications, Appendix 
A.  The number of weight loss and exercise applications eclipses other health 
mobile applications with more than 24 million downloads [9]. After reviewing 
and searching in mobile application market on both iOS and Android platforms, 
weight loss mobile application can be subcategorized into five types: (1) calorie 
tracker, (2) activity and workout tracker, (3) building habits, (4) social and moti-
vation, and (5) building awareness. Calorie tracker is a type of weight loss mobile 
application that functions on tracking calories that users consume from food, 
while activity and workout tracker functions mainly for the tracking calories that 
users burn out from physical activity. Building habits is a type of weight loss 
mobile application that helps user to improve their habits for losing weight. Social 
and motivation is a type of weight loss mobile application that helps users to lose 
weight more effectively by talking and getting advices from other people who 
have successfully lost weight and get motivated. Building awareness is also 
another type of weight loss mobile application that helps users to be aware of high 
calories food, and it also suggests users a better choice. Weight loss mobile appli-
cation offers many advantages over other solutions mentioned earlier:

 1. Weight loss mobile application is very portable and can be downloaded and 
installed in smart devices which allow users to access it anywhere and anytime 
they need.

 2. It requires no purchase or costs significantly less than other weight loss solu-
tions, Appendix B.

 3. It is easy to use due to user-friendly interface and visualization.
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 4. Most importantly, it is also very effective to help users lose weight since many 
applications deploy science-based methods, and more applications are being 
integrated with social components which are proved to have a significant impact 
on weight loss [10, 11].

In this paper, we will examine the adoption factors of weight loss mobile applica-
tion to identify user preference by focusing on the first two types of weight loss 
application, calorie tracker and activity and workout tracker which are proved to be 
the most effective ways to lose weight, and they have been downloaded and used by 
several people. The second part of the paper presents the literature review. The third 
part provides the research methodology and data collection. The fourth part presents 
the discussion of the results affecting the adoption of weight loss mobile applica-
tion. The final part discusses the conclusions with reflects of this study and future 
work of this paper.

9.2  Literature Review

9.2.1  Technology for a Healthy Lifestyle

The growth of mobile phones in recent years has allowed new methods for health- 
related applications to reach out to and assist users. Technology has the ability to 
promote a healthy lifestyle and enhance public health initiatives [12]. One of study 
looked at whether improvements were made in keeping a diet record using a mobile 
phone versus a more traditional paper and pencil format. Results from this study 
suggest that additional training in using this new technology may improve user 
cooperation and provide an accurate, inexpensive, easy-to-use method for diet [13]. 
Using technology such as mobile application to improve self-monitoring of diet 
intake is a natural fit for success and has been shown to improve adherence to self- 
monitoring. This should be encouraging to people looking to make better health- 
related lifestyle choices.

However, mobile applications for healthcare, especially weight loss, have some 
limitations such as limited function, requirement of high level of motivation, and 
inaccurate information and only rely on user date entry and so on [14]. In fact, these 
problems might come from in terms of users who have specific diseases such as 
insulin resistance syndrome. But while we think of weight loss mobile applications 
as the perspective of wellness and fitness, these kinds of mobile application could 
have a specific function and effectiveness.

9.2.2  The Type of Weight Loss Applications

These applications contain a large number of tools useful to the user and provide a 
portable and relatively easy method to enable users to perform personal health 
tracking and diet management. We categorized weight loss mobile applications into 
five types in terms of the main function and characteristic:
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• Calorie trackers
• Activity and workout trackers
• Building habits
• Social and motivation
• Building awareness

In each category of mobile applications, we selected the representative applica-
tion in terms of the number of download in app market to look into the features [15].

My Fitness Pal [calorie trackers] has largest food database in calorie counter – 
over 2,000,000 foods and growing daily. It provides easy and fast entry to remember 
the user’s favorite food. User can add multiple foods at once. User can add friends 
and easily track and support each other’s progress. It has functions to create user’s 
own customized foods and exercises. User can track all major nutrients and progress 
reports with customized goal that is based on own diet profile.

Fitness Buddy [activity and workout trackers] provides various workouts to sat-
isfy user’s goal. User can choose workouts that are suit for needs. This app has over 
1000 unique exercises with detailed pictures and descriptions to make exercise eas-
ily. It can track user’s fitness progress – easily checking how much user lost weight 
in each part of body.

Habits Pro [building habits] is a life-changing app which is based on the scien-
tifically proven principle. It takes a continuous chain of 21 days for user to create a 
new habit or replace an existing habit with a new one. User starts by adding all the 
habits that is needed to acquire. The app has also a function to create a calendar to 
check the habit to follow.

Nexercise [social and motivation] provides motivation for exercise. The experi-
ence points that are given are used to level up user’s score. User can choose the vari-
ous activities including aerobics, biking, running, boxing, yoga, or rock climbing. 
This app has a function to do self-reporting and reward system. If every time user 
works out for at least 2 min and submit the results, user is able to be given the vari-
ous free coupons based on location. User also receives points for every workout.

Fooducate [building awareness] shows the information for healthy food in app’s 
extensive database over 200,000 unique products and growing daily. User can use 
mobile’s camera to effortlessly scan UPC barcode. It also provides scientific algo-
rithms grade each food with simple, concise explanations. In particular, the grading 
system is developed by scientists, dietitians, and concerned parents for each food.

In this report, we have a goal to give guidelines in developing and upgrading 
mobile for weight loss mobile applications in terms of user’s perspective.

9.2.3  Model

In order to build our model, we used technology acceptance model (TAM) created 
by Fred Davis as base [16]. According to TAM, one’s intention to adopt an informa-
tion system is determined by two variables: perceived ease of use and perceived 
usefulness [16]. Perceived ease of use is defined as the degree of effort, which a 
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person believes to put in order to use a particular system. Davis indicates that effort 
is a finite resource that a person may allocate to the various activities for which he 
or she is responsible, so people would prefer a system free of effort [16]. Perceived 
usefulness is defined as degree of performance improvement that a person believes 
to achieve by using a particular system [16]. According to Davis, a system high in 
perceived usefulness, in turn, is one for which a user believes in the existence of a 
positive use-performance relationship [16].

In TAM, also, all other external variables are mediated by perceived usefulness 
and perceived ease of use [16, 17] (Fig 9.1).

Mobile application users would prefer an application that meets their desires and 
needs. Therefore, to develop the most preferable mobile application requires a 
research on users’ needs, requirements, and preferences. For this purpose, we 
adopted the Analytic Hierarchy Process (AHP), developed at the Wharton School of 
Business by Thomas Saaty, allowing decision-makers to model a complex problem 
in a hierarchical structure showing the relationships of the goal, objectives (criteria), 
sub-objectives, and alternative [18]. AHP determines individual weights of multiple 
attributes of a main goal so that they can be compared in a simple way. Then, it 
simplifies decision-making in the selection process [19]. According to Basoglu and 
Daim, there are a lot of AHP applications in the healthcare field; for example, AHP 
is used to develop a human resource planning model for hospital laboratory person-
nel; also it was used as an approach to select a magnetic resonance imaging vendor 
by using the criteria like price, service, and technology [19].

The structure of our AHP model contains the main goal, which is “user prefer-
ences,” at the top level and the main criteria that are easy of use, usefulness, and 
external factors at the second level. At the bottom level, we have the sub-criteria, 
which will evaluate the main criteria (Fig. 9.2).

9.2.4  Criteria Selection and Description

After researching several studies about technology adoption factors in online services 
and healthcare industry, we decided our sub-criteria. Technology adoption factors in 
online services and healthcare applications are widely explored in the literature. For 
example, Basoglu et  al. [17] looked at product design parameters in nutrition and 
dietetics as well as endocrinology and metabolism deficiencies, applying technology 

Perceived 
Usefulness

Perceived Ease Of 
Use

Attitude

Behavioral 
Intention

Fig. 9.1 Technology acceptance model
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acceptance model as a base. In our study, flexibility impacting ease of use and accu-
racy impacting usefulness were chosen according to their study. Also, in “Determining 
Patient Preferences for Remote Monitoring” [19], authors look for patient needs for 
an application in remote health monitoring. Input quantity and type, motivation, secu-
rity, and cost were selected based on their health information service adoption taxon-
omy [19]. Davis developed and validates new scales for perceived usefulness and 
perceived ease of use, in the paper “Perceived usefulness, perceived ease of use, and 
user acceptance of information technology” [16]. We selected ease of learning and 
effectiveness according to Davis and Schoeffel’s findings [20]; we selected ease of 
learning and effectiveness impacting, respectively, perceived ease of use and per-
ceived usefulness. Remaining sub-criteria such as sharing, reviews, and user interface 
were selected according to HIMSS (Healthcare Information and Management System 
Society)’s report evaluating the usability of medical applications [21].

Explanation of the Criteria

• Ease of use: application is easy to learn, the user interface is understandable, 
search and input are convenient:

 – Flexibility means that you can configure the application according to your 
preferences, e.g., set language, and choose between metric and English units 
and set targets according to your goals.

 – Ease of learning means that you don’t have to put much effort while starting 
to use new application; it also includes availability of manual, help button, 
hints, etc.

 – Input quantity and type means the amount and type of data you are required 
to input every time you use the application, e.g., food choices and amount, 
daily activities, etc.

 – User interface means that the application is convenient to use; graphs, bot-
toms, and input fields are appropriate; and the overall feel of the application 
is satisfactory.
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 – Search ability means that the application has a database suitable for your 
needs, for example, contains many products and brands and allows to choose 
a predefined exercise.

• Usefulness means that the application is helpful for your purposes, e.g., it moti-
vates you, makes you eat less/better, makes you exercise more, etc.:

 – Effectiveness means that the app is assisting you to eat wisely, to improve 
your eating habits, to exercise more, and to get results.

 – Motivation means that the application encourages you stick to your weight 
loss plan, e.g., shows motivation pictures, displays reminders, allows you to 
compare results with friends, etc.

 – Accuracy means that the application shows reliable data, e.g., calorie infor-
mation of food and exercise and correct calculations.

 – Sharing means the application allows you to share your activities and weight 
loss progress with other users via social networks, for example, through 
Facebook or Twitter.

 – Security means that your data is protected and won’t be shared with others 
without your permission.

 – History means that the application keeps records to show your progress.

• External factors are cost and reviews:

 – Cost that application is free to use or required to purchase before installing 
into your mobile device.

 – Review means that the rating and review of application by other users on the 
app market influence your decision to use weight loss application.

9.3  Analysis

In the hierarchical decision model of our study, the main criteria are compared in 
pairs; then, contributions to user preferences are calculated. Similarly, all the sub- 
criteria are compared in pairs and their contribution to the upper level are 
determined.

To evaluate the criteria, we used pairwise comparison method, which is an expert 
judgment estimation technique that uses a relative size comparison of multiple enti-
ties. For pairwise comparison, experts distribute a total of 100 points between the 
two elements of each pair to indicate our judgment of the ratio between the relative 
contributions of each element of the pair to the upper level.

In order to collect data, three surveys were created in a Qualtrics survey tool:

 1. Comparing high-level categories (usefulness, ease of use, and external factors) 
and two external factors (cost and users’ reviews)

 2. Comparing usefulness sub-criteria
 3. Comparing ease of use sub-criteria

The surveys were sent to people who took part in Healthy U Wellness Challenge 
organized by Portland State University’s Recreation Center (PSU REC) in Winter 
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2012, as well as members of Russian livejournal community ru_healthlife, and 
friends and family members (Fig. 9.3).

9.3.1  Respondents Profiles Analysis

Overall more than 200 responses were received. These responses represent 133 
unique individuals1 from 15 countries around the world: Australia, Belarus, Canada, 
Estonia, Germany, Israel, Latvia, Nepal, Netherlands, Russian Federation (27.8% of 
total respondents), Spain, Thailand, Turkey, Ukraine, and the USA (41.4% of total 
respondents).

The results show that the most adopted weight loss mobile applications (WLMA) 
are those of “calorie trackers” (51% of total respondents) and “activities and work-
out trackers” (33% of total respondents) types. Appendix C shows the usage of 
WLMA based on their types. It also shows that there is only an 18% difference 
between the number of those who used WLMA and those who never did.

• Global respondents’ profiles

Surveys also show that there are major similar personal characteristics between 
those who used a WLMA before and those who did not. More than half of the 
respondents actually have a body mass index (BMI) between 18.5 and 24.9, which 
is considered normal weight [1]. The other 43% are overweight (21% of total 
respondents), obese (15% of total respondents), and underweight (7% of total 
respondents). This could be interpreted as that the majority of weight loss apps users 
use them to maintain their weight rather than lose it. Other major similar character-
istics were group of age and gender. The majority were females (80% of total 
respondents) and between ages of 25 and 34 years old (59% of total respondents). 

1 Certain individuals filled out all three surveys, and therefore their responses were counted once in 
the unique individual count.

Fig. 9.3 Example of the survey question
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Males were only 20% of the total respondents even though our surveys were not 
targeted toward a specific gender type. There are different hypotheses to explain this 
result. It could mean that females are more tech-savvy than males when it comes to 
weight loss and maintaining their weights. This is because the majority of our sur-
veyed audience used a technology-based platform. PSU REC’s challenge used an 
online points tracker, and the Russian health forum is also online. More details 
about respondents’ answers are shown in graphs in Appendix C.

• Global user and nonuser profiles based on WLMA usage

We also examined the responses on a deeper level based on whether they used a 
WLMA before or not. However, since females were the overwhelming majority of 
each segment, we excluded males from the following data to be able to give even 
more accurate analysis. Appendix D shows profiles for each female segment: those 
who used a WLMA and those who did not. It shows that the previously mentioned 
major respondents’ characteristics still hold in each segment. However, the second 
largest representation for those who did use a WLMA was obese between the ages 
of 35 and 44 years, while for those who did not use them, it was also between 35 and 
44  years old but overweight instead of obese. This says that 70% of the 17% 
 overweight females of the overall respondents did not use WLMA, whereas 58% of 
the obese females of the overall respondents used WLMA. This could be mean that 
WLMA are being used as a last resort to help in losing weight, and users wait until 
they reach obesity level to start using them.

• US respondents’ profiles

We also examined the data in regard to geographic region of respondents, namely, 
the USA. Interesting enough the major personal characteristics are similar to the 
global ones with an expected increase in the obesity segment. According to our lit-
erature review, obesity is an increasing problem in the USA [4]. Similarly, the dif-
ference in percentages between those who use WLMA in the USA and globally is 
small, yet there is a more diverse distribution in ages between our US surveyees and 
global ones, shown in Appendix E. More than half of the respondents from the USA 
have a body mass index (BMI) between 18.5 and 24.9, which is considered normal 
weight, and are females between the ages of 25 and 34 years old.

• US user and nonuser profiles based on WLMA usage

We did a similar analysis in this section to the one we did for the global WLMA 
user and nonuser profiles. The only were noticeable differences between our US 
respondents and global ones are in the exact percentages. However, the major trends 
are still the same. The majority of respondents are normal-weight females between 
the ages of 25 and 34 years old.

The second representations of personal characteristics in the US user and non-
user profiles are also very similar to the global ones, shown in Appendix F. Table 9.1 
summarizes the highlights of exact percentages differences between US WLMA 
user and nonuser profiles and global ones. These differences show that our US 
respondents are older and have higher BMI than global ones.
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9.3.2  Calculation of Factors’ Weights

PCM software was used to calculate the weight of each criterion. Responses with 
inconsistency levels higher than 0.1 were removed from the analysis [18]. In order 
to calculate normalized weights of subfactors, their values were multiplied with the 
weight of a major criterion.

Part 1 Major Criteria and External Factors Sub-criteria
Out from 90 responses, only 42 persons used weight loss software.

 1. Usefulness
 2. Ease of use
 3. External factors (Fig 9.4)

Disagreement among respondents is 0.195. This can be explained by the fact that 
people from different countries, age, and occupation took part in the survey.

External factors criterion has the biggest loading, 47%, while ease of use and 
usefulness practically equally share remaining 53% having 29% and 24%, respec-
tively. The possible reason for such weight distribution is that cost and reviews 
affect initial decision to use the WLMA. If a potential user is neither satisfied with 
the price nor convinced by the reviews, then he or she most likely will not install an 
app. Ease of use and usefulness criteria affect the decision whether to continue 
using the application or not.

External Factors (Table 9.2)
On average both cost and reviews got practically equal values. Interestingly, stan-
dard deviation of responses is 0.29 which means that respondents had very different 
opinions, i.e., for some people, cost is much more important while for others reviews 
play the major role. This outcome can be explained by the fact that people from dif-
ferent countries, backgrounds, and occupation took part in the survey; thus, their 
perceptions differed as well.

Table 9.1 Highlighted differences between US WLMA user and nonuser profiles and global ones

Global BMI US BMI Global age US age

User 17% obese
7% under 
weight

24% obese
0% under weight

52% 25–34 years 
old
24% 35–44 years 
old
7% 45–54 years 
old

33% 25–34 years 
old
33% 35–44 years 
old
14% 45–54 years 
old

Nonuser 21% under 
weight
9% obese
62% normal 
weight

26% overweight
15% obese
56% normal 
weight

60% 25–34 years 
old
5% 45–54 years 
old
33% 35–44 years 
old

48% 25–34 years 
old
11% 45–54 years 
old
19% 35–44 years 
old
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Part 2 Ease of Use Sub-criteria
The number of people who took part in the survey was 60, 60% of whom used 
weight loss software.

Initial Results

 1. Flexibility
 2. Ease of learning
 3. User interface
 4. Input
 5. Search (Fig. 9.5)

From 23 responses, 11 were inconsistent and were removed (Fig.  9.6 and 
Table 9.3).

Ease of learning was found to be the most important factor under ease of use 
criterion, having 32% in this category. After a person has installed an application, he 
or she starts using it. If a user faces difficulties during the initial phase and doesn’t 
understand how to use the app, it can result in a decision to stop using it or delete it. 

Fig. 9.4 Major criteria pairwise comparison results

Table 9.2 External factor weights

External factors Sub-criteria Results Name

0.47 0.49 0.23 Cost
0.47 0.51 0.24 Reviews
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If acquaintance with an app went well, such characteristics as flexibility (20%) and 
user interface (21%) come into play as a user tries to customize an application and 
form the attitude toward the interface. And finally a person starts to use an app’s 
functionality, e.g., input meals every day and track activity.

Fig. 9.5 Ease of use sub-criteria pairwise comparison results

Fig. 9.6 Ease of use sub-criteria results after removing inconsistent results
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Part 3 Usefulness Sub-criteria
The number of people who took part in the survey was 55, 60% of whom used 
weight loss software.

Initial Results

 1. Effectiveness
 2. Motivation
 3. Accuracy
 4. Sharing
 5. Security
 6. History (Fig. 9.7)

After taking out inconsistent responses, nine comparisons were left (Fig. 9.8 and 
Table 9.4).

The most important factor is sharing (37% in a category). Studies [6, 22] prove 
that social support is of great benefit during weight loss process. Motivation (18%) 
is the second important factor. Weight loss apps help users to stay on track, as they 
provide motivational pictures, quotes, and other people success stories. Effectiveness 
(13%), security (13%), accuracy (11%), and history (9%) hold the third place. Most 
respondents do not see weight loss apps as a tool that directly affects their results. 
Also according to our study, people are not concerned about security issues, e.g., 
leakage of their data to public access.

Overall results are presented in a chart below (Figs. 9.9 and 9.10).
Those who haven’t used any weight loss mobile application were asked about the 

reason.
The following answers were given (Fig. 9.11):
The most common reason is a doubt that an app is helpful. Also people who feel 

that they do not need to lose weight are not interested in such type of applications. 
Here there is an opportunity for marketers to attract new users by convincing them 
in importance of these apps for maintaining healthy weight.

If users have reasons different from proposed, they were asked to input them. 
Below is a list of the answers:

• My smartphone probably doesn’t provide this app or at least I don’t know they’re 
providing it.

• I’m currently using another mobile application – Gym Book on android.
• Applications are not applicable to my trainings.

Table 9.3 Ease of use sub-criteria weights

Ease of use Sub-criteria Results Name

0.29 0.20 0.06 Flexibility
0.29 0.32 0.09 Ease of learning
0.29 0.21 0.06 User interface
0.29 0.16 0.05 Input
0.29 0.11 0.03 Search
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Fig. 9.7 Usefulness sub-criteria pairwise comparison results

Fig. 9.8 Usefulness sub-criteria pairwise comparison consistent results

Table 9.4 Usefulness sub-criteria weights

Ease of use Sub-criteria Results Name

0.24 0.13 0.03 Effectiveness
0.24 0.18 0.04 Motivation
0.24 0.11 0.03 Accuracy
0.24 0.37 0.09 Sharing
0.24 0.13 0.03 Security
0.24 0.09 0.02 History
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Fig. 9.9 AHP model with factor weights
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Fig. 9.10 Factor weights

• It takes a bit of time to enter stuff into the phone.
• I haven’t really thought to download one. I probably would not use it.
• Ironcare [I don’t care], and I am lazy.
• Another application only used to calculate calories for my reference.
• I used calorie tracker on the website and “Runkeeper” mobile app and also their 

social network on the website to choose and track activities.
• I successfully control my weight.
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• I can control this process by myself.
• Haven’t had an interest in using one yet.
• I haven’t found an app that meets my needs.
• I do not know about these apps.
• I don’t know much about such applications. If someone taught me how to use a 

free application that would be helpful for me to lose some weight, I would use it. 
I also want one that calculates sugar and carbohydrate monitoring.

• Want a free app and I haven’t made time to find one and set it up.

Some of them indicate that there is a lack of awareness about weight loss mobile 
application among potential users.

• Analysis of US responses (Table 9.5)

The same calculations as for the previous analysis were made. The results are 
presented in a chart below (Figs. 9.12 and 9.13).

As opposed to the previous analysis, US-only respondents gave nearly equal 
values to three main criteria: ease of use, usefulness and external factors, 32%, 33%, 
and 35% accordingly. But distribution in groups is similar:

• Under usefulness criterion, the most important factor is flexibility, 24%, and then 
ease of learning and user interface, both 21%; input quantity and type has 19%, 
and the least important is search capability, 15%.

• Under ease of use criterion, sharing has the biggest value as well, 20%; although 
the difference with the second place is not that big, only 2% as accuracy and his-

21.50%

3.74%

17.76%

22.43%

15.89%

18.69%

0.00% 5.00% 10.00% 15.00% 20.00% 25.00%

I do not need to lose weight

I do not want to share personal information

I do not have a smart phone

I do not believe applications would help me to
lose weight

Another reason

I'm currently using another weight loss
solution (not a mobile application)

Fig. 9.11 Reasons of not using WLMA

Table 9.5 US responses

Part Number of responses
Number of consistent 
responses

Part 1 12 12
Part 2 8 6
Part 3 6 2
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tory have both 18%, effectiveness has 17%, and motivation, 15%; the least 
important factor in this category is security, 12%.

• In the previous analysis, reviews and cost share nearly equal values, 49% and 
51% respectively.
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Fig. 9.12 AHP model with weights for US responses
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9.4  Conclusion

As the advance in mobile technology moves rapidly, the rate of mobile usage and 
mobile application adoptions are increasing significantly. The adoption of weight 
loss mobile applications is related to user acceptance which relies on user prefer-
ence. This study adopted technology acceptance model (TAM) and modified the 
model with factors that related to the adoption of weight loss mobile application by 
users in order to create the AHP model that is suitable for this research. The surveys 
were developed and conducted to collect the data from several sources with the total 
of more than 200 responses, 133 respondents from 15 different countries. In order 
to calculate the local weights of the main criteria and the sub-criteria, PCM software 
was used, and the global weights were identified.

The results show that there are 41% of respondents who have used weight loss 
mobile applications with the majority of females and 59% of respondents who 
never use the applications. The types of weight loss mobile application that 
respondents have used most are calorie tracker and activity and workout tracker 
as we expected. Respondents who have used weight loss mobile applications 
have the average age of 24–35-year-olds with 63% of normal-weight people, 
13% of overweight people, and 17% of obese people. This shows that people use 
weight loss mobile applications to maintain their weight rather than loose it. The 
result shows that price and review in external factor criteria have the most influ-
ence effecting user’s adoption followed by ease of use and usefulness, respec-
tively. Price and review have practically the same importance since they both 
have very similar weight values. The possible explanation is that users have a 
high tendency to adopt the applications if the price is low or free and they tend to 
avoid the applications that require high purchase. User’s decision of adoption 
also relies mainly on the review according to the result. Review becomes a trend 
that most users always look first before making decision to download mobile 
applications. Sharing and ease of learning are the second important criteria that 
affect user’s adoption. The possible explanation is that users prefer to have 
weight loss mobile applications with integrated sharing function because they 
would like to share their progress via social networks or the same applications 
with other people who are also trying to lose weights. Users also prefer weight 
loss applications that are easy to learn with minimal effort to understand the 
applications. User interface and flexibility are also major factors that affect user’s 
adoption and long-term using of the applications. Interestingly, the result also 
shows that most users use weight loss applications for maintaining their weight 
rather than losing weight. This finding can be justified by the reason that most of 
the respondents are females with normal weight.

The result of this study also revealed the reasons that negatively affect user’s 
adoption of weight loss mobile application by analyzing the group of respon-
dents who refuse and never used weight loss mobile applications. From the 
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 analysis of the result, the possible reasons can be explained as follows. The major 
reason is most people do not believe the weight loss mobile applications would 
help them lose weight. The second reason is they prefer not to lose weight since 
they are normal weight. The third reason is some people find that the weight loss 
mobile applications are not suitable for their preference and they do not provide 
the desired features which result in preferring self-weight losing and using other 
solutions. The fourth reason is there are some people who do not own smart 
devices which makes it incompatible to install the applications. The final reason 
is the lack of user’s awareness of weight loss mobile applications results in lower 
user’s adoption.

The results of this study give the better insights of user preference to assist 
mobile application developers to better develop weight loss mobile applications 
according to user preferences. It is clear that sharing and ease of learning play major 
roles and application developers need to pay attention. Developers should consider 
integrating sharing function in the weight loss mobile application since many users 
utilize social networks and weight loss applications to share their activities and 
progress to other people. This finding can be supported by the fact that social com-
ponent indeed helps people to lose weight more effectively and it is also one of the 
criteria that good weight loss mobile application should be integrated with this com-
ponent. Developers also need to emphasize on developing weight loss mobile appli-
cations that are easy to learn and use by improving user interface and flexibility. 
Moreover, these results show that cost and review play the most important roles and 
they are also a barrier for users to adopt the weight loss applications. This finding 
can assist weight loss mobile application markets to pay special attention on setting 
the price point according to the user preferences. Indeed, users prefer to use low 
price and free applications rather than high purchase-required applications. Markets 
also need to establish an action to increase user’s awareness of weight loss applica-
tions since the finding shows that the lack of awareness negatively affects the user 
adoption. Review from other users also needs to be considered since users tend to 
adopt weight loss applications that have excellent reviews and high ratings if the 
applications function according to their preferences. Finally, the surveys’ analysis 
identified the target customers of weight loss mobile applications to be 25–34-year- 
old females of normal weight. It also identified “Calories trackers and Activities and 
Workout trackers” as the most adopted types of weight loss mobile applications.

9.5  Limitation and Future Research

PCM software shows that there were number of respondents who provided responses 
with high inconsistent. This could be caused by such a reason that some respondents 
missed understand some of the questions in the surveys. Redesigning the surveys 
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with clear-to-understand questions could potentially solve this problem and could 
result in achieving higher numbers of data and providing better and more accurate 
results.

Various data collected from different BMI, genders, and countries in the surveys 
led to diverse and inconsistent results. Consideration of conducting the same study 
with specific groups of study by BMI, gender, and country could provide more 
accurate results and better insights for each specific group.

With the majority of respondents on normal-weight females over males and the 
results of this study revealed that most of the males were not concerned about their 
weight as much as females. Conducting new surveys targeting male specifically to 
test the new hypothesis whether or not males were not actually concerned about 
their weight is also considered to be interesting for the future work.

 Appendices

 Appendix A: Percentage of Health Mobile Applications 
by Category: iOS and Android
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 Appendix B: Cost Comparison of Weight Loss Solutions

Weight loss solutions Cost

BistroMD $179.95/week
eDiets $169.95/week
Diet-to-Go $95.99/week
Weight Watcher Est. $30 to join, plus weekly fees
Loss weight plan $4/week
Stimulant-free dietary supplement $51.25/order
Weight loss mobile apps Free – $9.99/purchase

A. Bohliqa et al.



317

 Appendix C: Global Individual Respondent Data Graphs
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 Appendix D: Global User Profiles
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 Appendix E: US Individual Respondent Data Graphs
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 Appendix F: US User Profiles
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 No: Profile
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Chapter 10
Landscape Analysis: The Electric Car  
(Is It a Viable Alternative?)

Henry Janzen, Deepak Yasaswi Kancherla, Sridhar Paneerselvam, 
Shiva Ram Reddy, and Tugrul U. Daim

10.1  Introduction

Cleaner air, renewable energy, and domestic energy use are the primary reasons to 
drive electric cars.

This report evaluates the battery electric vehicle (BEV) as an alternative to the 
internal combustion engine (ICE) vehicle to achieve cleaner air, renewable energy 
sources, and domestic energy. Although these are the main initial drivers for chang-
ing to BEVs, there is the realization that products don’t become mainstream viable 
alternative unless there is a cost, performance, or utilitarian benefit. This report 
focuses on the cost, performance, and utilitarian benefit to drive BEVs.

10.1.1  Electric Car History

The electric car has been proposed as an alternative to the internal combustion 
engine for some time. In fact in the early years of the automobile industry, 
1830s–1900s, electric cars were a substantial percentage of the market. Internal 
combustion cars then became the dominant power train, for good reason. The model 
“T” was introduced in 1908 by Ford which reduced the price of gasoline cars sig-
nificantly. The introduction of the electric starter in 1912 eliminated a major safety 
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concern of the hand engine cranking. These and the inherent energy density of gaso-
line moved the ICE to become the dominant power train by 1930. The 1970s brought 
an electric car renaissance. The Environmental Protection Agency was created in 
December of 1970. The oil embargo of 1973 caused US oil shortages and gasoline 
price spikes. These events drove the reintroduction of BEVs. Hybrid cars are estab-
lished as high-volume mainstream cars. But hybrids have two power trains, and it is 
questionable how much reduction in fossil fuels will be achieved with hybrids. 
Hybrids do reduce the amount of fuel consumed, but plug-in battery electric cars 
have a greater potential to achieve the goals outlined. For this reason this report 
focuses on BEV automobiles.

With IC engines being successful for 100 years, the switch to electric cars, if at 
all, will have some hurdles. First of all, there is an inherent love for internal combus-
tion cars, especially in the North American culture. The raw power developed from 
combustion has a visceral connection with North Americans. The familiarity with 
the internal combustion car compared to the unfamiliarity with the electric car is 
also a deterrent to purchase BEVs. Finally the performance and cost need to be 
comparable. The cost and performance do not need to be a one to one equal or bet-
ter, since electric cars in some cases will be better than ICE and vice versa, but 
combination of total cost of ownership, performance, and convenience needs to be 
such that an individual will prefer to purchase an electric car.

10.1.2  Current Electric Car Market

With the increased interest of consumers in electric vehicles, most of the automobile 
manufacturers are focusing on developing electric vehicles. After Nissan released 
the first LEAF in 2010, there has been significant improvement in the market share 
of battery electric vehicles. The LEAF has brought considerable awareness among 
the consumers. In the current BEV market, there are around 12 models from major 
manufacturers like Ford, GM, Nissan, BMW, and Tesla. The number of electric 
vehicles has increased in the recent years, and this is likely to continue. Considering 
the Nissan LEAF, after its release in 2010, the 2014 LEAF has improved range, 
torque, top speed and power. This proves that organizations are not just trying to 
increase the number of vehicles but also improving the vehicle performance to make 
them more efficient. The image below shows the current battery electric vehicle 
models, their acquisition price, range, and the charging duration.

The zero-emission vehicle (ZEV) program was initiated with an objective to 
achieve the US long-term emission reduction goals by mandating states to offer 
specific numbers of the cleanest technologies available. ZEV regulation was first 
adopted in 1990 as a part of Low Emission Vehicles I standards and has undergone 
many significant modifications since then. ZEV regulation was that 2% of vehicles 
sold in California in 1998 and 10% of vehicles for sale in California in 2003 must be 
zero-emission vehicles. The early version of the ZEV program was the LEV (light 
emission vehicles) which had regulations for the emission levels of the vehicles. 
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The ZEV program accounted for 98% more cleaner environment compared to the 
average new 2003 model year vehicle. The states including Connecticut, California, 
Maryland, Massachusetts, New York, Oregon, Rhode Island, and Vermont signed a 
memorandum of understanding (MOU) to support the zero- emission vehicle pro-
gram by involving in the implementation task force [1]. In May 2014, the task force 
published a ZEV action plan identifying some priority actions that help in accom-
plishing the goals of MOU, including deployment of at least 3.3 million ZEVs and 
adequate EVSE infrastructure within the member states by 2025. Research [1] 
shows the forecast of the ZEVs from 2015 to 2025. It shows the total number of 
ZEVs in 2015 is just above 60,000 and will be able to reach above 550,000 by 2025. 
This program has spurred and enabled the auto manufacturers to focus on the 
improvement and development of the BEVs. In addition the ZEV program has 
increased consumer awareness, helping ZEV market growth.

10.2  Methodology

We performed an in-depth literature review and shortlisted key drivers that play a 
prominent role in the development and market growth of electric vehicles. Deloitte 
identified the following key factors for electric vehicle adoption [3]:

• Range
• Charge time
• Acquisition price
• Total cost of ownership (TCO)

These requirements are also reflected as key factors in a number of other reports 
[4]. We have also added emissions as the fifth key factor since environmentally 
conscious consumers would also switch to electric vehicles. To this end we identi-
fied whether emissions from electric vehicles were really lower compared to 
gasoline- powered vehicles. Based on literature review, the following factors were 
considered as key consumer drivers for widespread adoption of electric vehicles:

• Range
• Acquisition price
• Charging
• Total cost of ownership
• Emissions

We have analyzed the key drivers from the perspective of a customer to find out 
the real needs of the market. The current status for each of the drivers was reviewed 
to determine the gap between market need and current status. Technologies that 
affect the drivers were also identified. For example, the range of electric vehicles is 
mainly dependent on battery technology. We studied these technologies that impact 
the key customer drivers to identify factors (e.g., battery cost, size, and density). We 
looked at the journals, industry reports, and news websites to learn about any new 
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improvements on current technologies or any future innovations that could help the 
companies overcome the gap identified for each of the factors. We have identified 
the minimum requirement for each of the drivers and also whether they have already 
exceeded those requirements. Finally Sect. 10.7 summarizes the key drivers and 
recommendations that are made for industry and government to improve or close 
the gap between market need and current status (Fig. 10.1).

10.3  Analysis

The analysis reviews four key customer requirements, range, total cost of owner-
ship, charging, and acquisition price. The social and soft consumer driver of emis-
sion reduction is also analyzed.

10.3.1  Range

10.3.1.1  Customer Needs

Required range is reviewed based on average vehicle miles traveled per day, vehi-
cles per household, battery capacity reduction through life of the battery, and 
charging.

10.3.1.1.1 Vehicle Daily Miles Traveled

Key to the required range is the average daily vehicle miles traveled per day. Two 
sources were reviewed to determine this value: the National Household 
Transportation Survey (NHTS) [5] and the Ecotality journal [6]. See appendix B for 

Fig. 10.1 Methodology
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more information on the NHTS. The NHTS 2009 US survey found that average 
vehicle distance traveled is 29 miles. The Ecotality journal reported on a survey 
conducted by ODOT in 2000 that 50% of Oregonians in metropolitan regions trav-
eled 50 miles or less per day.

10.3.1.1.2 Vehicles Per Household

The number of vehicles a household has also factors into the required range. As 
reported in [6] 80% of US households have two or more vehicles. Having more 
than one household vehicle allows one vehicle to be an ICE that can be used for 
longer trips.

10.3.1.1.3 Charging Capacity Reduction

The battery capacity reduces as the battery charges and discharges. The Idaho 
National Laboratory conducted battery capacity reduction testing [7] on four 2012 
Nissan LEAFs. Two were tested using a level 2 charger, and two used DC fast 
charging with results as per [7]. The level 2 charging had an average 25% battery 
reduction after 50,000 miles. The DC fast charging had an average 27% battery 
capacity reduction after 50,000 miles. This is a very small sample size; further test-
ing with increased the sample size is required to improve statistical confidence.

10.3.1.1.4 Charging Method

Finally the method of charging is considered. It is assumed that BEV owners will 
install a home level 2 charger. This is an assumption made by a number of the 
reports, [8] being one of them. This allows the vehicle to be charged every night. 
Typical charge time for 100 miles using a level 2, 30A charger is 6–7 h. Typically 
the average miles traveled will be less than the maximum. A 75 mile charge time 
would be approximately 4–5 h. This makes home overnight charging for a daily 
vehicle miles traveled of 75 very convenient.

10.3.1.2  Current Status

The typical battery range for the current market is shown in Table 10.1

Table 10.1 Typical battery 
range for 2014 models

Model (2014) Range (miles)

Nissan LEAF 84
Ford Focus 75
Chevrolet Spark 80
Tesla S 208
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10.3.1.3  Future Development

There is currently extensive battery development being carried out. Most of the bat-
tery developments are focused on lithium ion, looking at different compositions of 
the metal oxide lithium cathode, high capacity anode, and new electrolyte with high 
oxidation potential [29, p. 35]. One promising technology uses a solid-state inter-
face between the cathode and the anode. Near-term goals to achieve $150kWh bat-
tery are thought to be achievable with the current lithium-ion battery developments 
[29, p. 30].

10.3.2  Charging

10.3.2.1  Customer Need for Charging

A survey was conducted by Deloitte [30] among 17 countries on global electric 
vehicle study, and it shows that around 41% of US residents want their electric car 
to get fully charged within 4 h or less.

10.3.2.2  Current Status

Charging stations can be classified into three levels:

 (a) Level 1 chargers: These chargers run on 120 Volts and are mostly included with 
the car. They are portable, but they take around 11–20  h of charging time. 
Usually, these are not preferred on a regular basis because of the charging time. 
If the charger is not included with the car, the basic price for this car starts from 
as low as $99 and ranges up to $850, depending on the functions of the 
charger.

 (b) Level 2 charging station: These charging stations run on 240 volts and need to 
be installed by an electrician. They are not portable and they need to be installed 
in places such as garage. They take around 3–8 h for charging and hence these 
are commonly preferred. These are commonly used for home, parking garage, 
and curbside parking.

 (i) Home charging stations: The basic price starts from as low as $450 and can 
range up to $1000, depending on the functions of the charging station. Apart 
from the charger, electrical materials cost around $50–$150. Installation of 
the charging station may cost around $50–$200. Calculating the above 
work, an electrician may charge around $100–$350. Sometimes, depending 
on the state, permitting charges may also be levied which range from $0 to 
$100. The total cost for home charging station, including installation, is 
$650–$1800. State tax rebates may be available depending on the state.
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 (ii) Public charging stations: Unlike home charging stations, public charging 
stations require additional costs for wire, conduit, and breaker points. 
Around 60–80% of the total cost include only these materials. Charging 
station installation at garage costs less than that of charging stations at 
curbside because of the extra labor for drilling, boring, etc. These charging 
stations are further classified into single as well as multi-port depending on 
the demand. Multi-port charging stations are usually economical because 
of the reduction in conduit as well as the wire.

 (i) Parking garage charging stations: The basic price for parking garage 
charging stations starts from $1500 and may range up to $2500 depend-
ing on the various functionality like alerts, LED screen, etc. Apart from 
the charging station, electrical materials cost around $210–$510, and 
installation of the charging station may cost around $250–$500. 
Calculating the above work, an electrician may charge around $1240–
$2940. Unlike home charging stations, parking garage charging sta-
tions also include other labor costs for boring, trenching, etc. 
Sometimes, depending upon the state, permitting charges may also be 
levied which range from $50 to $200. The total parking garage charg-
ing station installation cost ranges from $3550 to $7500. State tax 
rebates may be available depending on the state.

 (ii) Curbside charging stations: The basic price for curbside charging sta-
tions starts from $1500 and may range up to $3000 depending on the 
various functionalities. Apart from the charging station, electrical 
materials cost around $150–$300, and installation costs around $250–
$500. Unlike parking garage charging stations, curbside charging sta-
tions charge less for electrical materials because of the ease of breaker 
box location which in turn helps in the reduction of wire and conduit 
materials. But other charges such as directional boring and trenching 
are quite high. Permitting charges may also be levied from $50–$200 
depending upon the state. The total curbside charging station installa-
tion cost ranges from $5300 to $13,150. State tax rebates may be avail-
able depending on the state.

 (c) Public DC fast charging stations (level 3): These charging stations run on 480 
volts. They may in the future successfully replace the usage of level 2 charging 
stations. They are not portable and need to be installed by an electrician. The 
current cost for these chargers ranges from $12,000 to $35,000. These charging 
stations require an additional transformer which range in cost from $10,000 to 
$25,000. Electrical materials range in cost from $300 to $600, installation 
charges from $600 to $1200, and electrician labor from $1600 to $3000. Other 
materials required for boring, trenching, etc., may be required, costing from 
$100 to $400. Permitting charges may also vary from $50 to $200 depending 
upon the state. The total cost that takes for a DC fast charging is $29,650–
$80,400 [31]. State tax rebates may be available depending on the state.
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10.3.2.3  Future Development

 1. Home charging: Upcoming technologies like solar panel charging are further 
more encouraging the use of clean energy at home. These solar panels are 
installed on the top of each garage at home; by doing so a part of electricity used 
for charging electric cars is made of clean solar energy. Companies like Tesla 
have formed an alliance with SolarCity for the installation of solar panels. Also, 
for encouraging this purpose, SolarCity has even come up with $1000 rebate 
option for Tesla customers. [http://solar.solarcity.com/promotions/tesla/]

 2. Public charging: Upcoming technologies like superchargers, battery swap [32], 
and changes in battery such ultrafast charging technologies [31] are helping in 
the charge time reduction. Superchargers can charge an 85 KWh battery in 
40 min. Electric vehicles with a minimum of 60 KWh can be charged at these 
stations. Battery swap is another technology that is introduced by Tesla. For this 
technology various swapping stations need to be located similar to gas stations. 
It is an alternative for charging. Instead of charging the battery, it is replaced with 
a fully charged battery in 90 s. Apart from changes in charging stations, there are 
also technologies that are upcoming in battery for reduction in charging time 
such as ultrafast charging technology invented by Nanyang Technological 
University. They replaced the use of graphite with a new titanium dioxide mate-
rial which charges an average electric vehicle battery to 70% in 2 min. These 
studies suggest that there are potential technologies for charging stations and 
batteries to significantly reduce charging time.

10.3.3  Acquisition Price

We have compared the acquisition price of different electric vehicles in the market 
with that of a IC vehicle to analyze the price difference. The MSRP prices of the 
vehicles are used since the net final price which a customer pays varies among dif-
ferent states. Section 10.3.4 analyzes the total cost of ownership using acquisition 
price of the Nissan LEAF and Honda Civic LX because these two vehicles can be 
classified into the same “small car segment” and the Honda Civic is a popular com-
pact car [9, 10].

10.3.3.1  Consumer Need

The acquisition price of electric vehicles (excluding Tesla, which is in the luxury 
segment) ranges from $23,800 to $50,700. The high sticker price is a main purchase 
deterrent for potential electric vehicles buyers [11]. Consumers are not willing to 
pay a premium on purchase price for electric cars [3].
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10.3.3.2  Current Status

The main driver of the incremental cost increase between an ICE and a BEV is the 
cost of the lithium-ion battery [12]. Cost of a lithium-ion battery kilowatt hour 
ranges between $500 and $650, making up a large portion of an electric vehicle’s 
cost [13]. For example, the Nissan LEAF, which has a 24 kWh battery, costs approx-
imately $12,000–$15,000 [14]. The MSRP price of Nissan LEAF is $29,800; thus 
the battery pack would alone represent about 40–50% of the acquisition price. Thus, 
the cost of battery is very likely to be reduced in the future, resulting in the acquisi-
tion price of electric vehicle to be comparable to gasoline-powered vehicles.

10.3.3.3  Future Development

There are different forecasts of battery cost per kWh from various agencies. For 
example, the Department of Energy has a battery cost target of $150/kWh by 2020 
[15]. In the 2009 Electrification Roadmap and the 2010 Fleet Electrification 
Roadmap articles, the Electrification Coalition forecasted battery cost per kWh 
would decline to $325–$350 per kWh by 2020 [12]. As per these predictions, the 
battery cost would halve by 2020, which could reduce cost of battery pack which 
was similar to ones used in Nissan LEAF to $6000–$7000. This reduction in cost of 
battery pack would significantly reduce the acquisition price, which is one of the 
key requirements for a consumer to purchase an electric vehicle.

10.3.4  Total Cost of Ownership

We have calculated the total cost of ownership for Nissan LEAF S and Honda Civic 
LX to determine if the Nissan LEAF is cost competitive when compared to a Honda 
Civic LX.

10.3.4.1  Consumer Need

We have already seen under acquisition price that consumers are not willing to pay 
a premium price for electric cars [8]. TCO will become an important consumer 
driver in the near future [3]. Expectations from average consumer would be to have 
a lower or comparable TCO for BEVs [16].

10.3.4.2  Current Status

Below are the assumptions used to calculate TCO for both Nissan LEAF S and 
Honda Civic (Table 10.2).
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The most recent electricity rates (Sep 2014) and gas prices (Nov 2014) were 
considered for the calculation of TCO. There are different models of electric vehi-
cle support equipment (EVSE) available in the market, with prices ranging from 
$500 to 6000. A charging infrastructure model (level 2), which costs around $1500, 
which was recommended by major automakers Ford and Toyota was included in 
the analysis [13 sr19]. The MSRP prices were included for both Honda Civic LX 
and Nissan LEAF S, which were $18,490 and $28,650, respectively [10, 19]. The 
$7500 federal tax incentive was deducted from the LEAF purchase price [20]. 
Maintenance costs for Honda Civic LX were obtained from a Portland dealer. 
Nissan LEAF S costs were sourced from Edmunds.com [21]. To calculate fuel cost, 
mpg for Honda Civic is taken as 32mpg. For BEVs, companies publish kWh 
required for their cars to travel 100 miles. Published energy required for the Nissan 
LEAF S to travel 100 miles is 30 kWh [19]. Based on kWh required for 100 miles, 
electricity cost per kWh, and the number of miles traveled, energy cost has been 
calculated. The below chart represents the total cost of ownership calculated based 
on these assumptions (Fig. 10.2).

The total cost of ownership for Nissan LEAF S and Honda Civic LX were 
$28,491 and $31,168, respectively. TCO over 120,000 miles for Nissan LEAF S is 
lower or comparable to that of Honda Civic LX.  When higher electricity prices 
(18c/kWh in California) are used, the TCO increases to $30,313. However, it is still 
comparable with Honda Civic LX.  Research done by EPRI also shows that the 
financial factors should not be a deterrent to a BEV purchase for most buyers due to 
current incentives and prices [22]

10.3.4.3  Future Development

With the improvements in battery technology, the purchase price is anticipated to 
become significantly lower in the future. Hence, TCO for electric vehicle would 
become considerably lower compared to gasoline-powered engines.

10.3.5  Emissions

The transportation sector currently accounts for nearly 30% of the US energy usage, 
and motor gasoline accounts for 20% of the US greenhouse gas emissions [23].

Table 10.2 Assumptions for 
TCO calculation

Category Value

Electricity price 12.94c/kWh [17]
Gasoline price $2.821/gallon [18]
Miles traveled 120,000
EVSE price $1500
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10.3.5.1  Consumer Need

Electric vehicles emit zero tailpipe emissions, but the electricity they use would 
have contributed to greenhouse contributions due to some electricity utilities using 
fossil fuels to generate electricity. Thus, it is necessary to find out whether the elec-
tric vehicles have lower emissions compared to gasoline-powered vehicles. 
Consumers require electric vehicles to lower emissions, which would reduce global 
warming.

10.3.5.2  Current Status

Anair and Mahmassani have developed a method to compare emissions from elec-
tric vehicles and gasoline vehicles. They determined how many miles per gallon a 
gasoline-powered vehicle would need to achieve in order to match the emissions of 
an BEV due to utility electric energy generation [24]. Global warming emissions 
that would result at the power plant from charging an electric vehicle with a specific 
amount of electricity are calculated. Then the estimate is converted into a gasoline 
mile-per-gallon equivalent known as MPGghg, where ghg stands for greenhouse 

Fig. 10.2 Total cost of ownership for Nissan LEAF S and Honda Civic LX
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gases. When the electric vehicle MPGghg value is equal to that of a gasoline- 
powered vehicle mpg, then both vehicles would emit equivalent amounts of green-
house gases for every mile they travel (Table 10.3).

Authors have assumed Nissan LEAF’s efficiency to calculate the MPGghg value. 
From the table, the MPGghg value for coal-generated electricity would be 30. Thus, 
the gasoline-powered vehicle should have 30 mpg to emit the same amount of 
greenhouse pollutants as an electric vehicle. However, the mpg value rises consider-
ably when using electricity from renewable sources such as hydropower. For exam-
ple, gasoline-powered vehicles would need to have mpg of 5800 to have same 
emissions of an electric vehicles that use electricity from an electrical utility using 
hydroelectric generation. Based on the electricity mix in different regions [24], 
authors have calculated MPGghg value for those regions.

The mpg value shown for different region is the combined city/highway fuel 
economy rating of a gasoline-powered vehicle that would have emissions equivalent 
to an electric vehicle. For example, if we consider northwest (NWPP) region, the 
mpg for internal combustion vehicle would need to be 73 to match the emissions 
from an electric vehicles, which in that region is primarily hydro-generated electric-
ity. Based on these values, it can be concluded there are no regions in the country 
where a gasoline-powered vehicle could emit lower global warming pollutants com-
pared to an electric vehicle.

10.3.5.3  Future Development

EIA’s forecast indicates that the emissions intensity of the country’s electricity grid 
would decline by 11% by 2020 versus 2010 [23]. Thus, the government is commit-
ted to decreasing global warming pollutants through implementation of renewable 
energy electric power generation. The industry is also creating innovative ideas such 
as rooftop charging for electric vehicles to reduce emissions. Thus, global warming 
pollutants would decrease in the future even further with the changes in electric 
generation mix.

Research from Becker, Sidhu, and Tenderich also supports this fact that when 
powered by nonpolluting sources of electricity, electric vehicle deployment results 
in a 20–69% decline in 2030 greenhouse gas emissions from US light vehicles over 
2005 levels [21].

Table 10.3 Well-to-wheel 
EV miles per gallon 
(MPGghg) [24, p. 5]

Coal 30
Oil 32
Natural gas 54
Solar 500
Nuclear 2000
Wind 3900
Hydro 5800
Geothermal 7600
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10.4  Government Support

Government support from all three levels, federal, state, and local, provides support 
for the BEV market growth through enabling efforts and financial incentives.

One example of enabling is the Oregon Public Utility Commission # 12–13 
which allows the reselling of electricity for the purposes of providing energy to 
electric cars. All other applications do not allow companies to resell electricity in 
Oregon.

Below are examples of Oregon state and federal incentives to grow the BEV 
market.

10.4.1  Oregon Tax Credit for Residents

Residents of Oregon can receive a 25% tax credit of up to $750 for installing resi-
dential charging infrastructure. Fuels, such as gasoline blends, electricity, natural 
gas, etc., are eligible for this program. According to oregonlaws.org, this act will be 
employed until late 2017.

10.4.2  Oregon Tax Credit for Businesses

Companies and other organizations are eligible for a 35% of tax credit for the instal-
lation of alternative fuel infrastructure. These include facilities for vehicles which 
operate on renewable sources such as electricity, gasoline blends with a minimum 
of 85% ethanol, hydrogen cells, and other fuels as agreed upon by the Department 
of Energy. According to the oregonlaws.org, this act will be employed until late 
2018.

10.4.3  Zero-Emission Vehicle Program

There are various states across the USA which have adopted the implementation of 
ZEV (zero-emission vehicle) program such as Oregon, New York, Vermont, etc. 
The main mission of this program is to deploy around 3 million of ZEVs and pro-
vide sufficient renewable sources by 2025. This program supports all states by pro-
viding data helpful for ZEV program such as number of ZEVs and number of 
charging stations.
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10.4.4  American Clean Energy and Security Act

This bill was originally introduced in 2009. Its main mission is to reduce green-
house gases by setting a maximum level allowed per year. These allowances are 
then converted into credits and sold to the companies. If a company’s automobile 
emits more greenhouse gases, the company needs to buy credits at a higher price. 
This bill will simultaneously decrease gas prices as well as increase the market 
growth of electric vehicles.

10.5  Market Adoption and Forecast

In order for a new disruptive product to become mainstream, especially to disrupt 
the huge entrenched ICE automotive market, three main items are required:

 1. The superseding product needs to have equivalent or better performance and 
utility.

 2. The superseding product needs to have a lower total cost of ownership with near 
acquisition cost.

 3. Product awareness and product knowledge.

A tool to analyze new technology adoption is the Rogers diffusion of innovation 
as described in [25]. It is a time-proven model. This model will be used to assist the 
timeline prediction for BEVs to achieve 5% market share. Once 5% market share is 
reached, it is very likely that there will be further advancements in BEV technology 
and infrastructure that may well allow this classic S curve to be reapplied for further 
BEV market share growth.

Using Roger's model and setting the target market share at 5%, below shows the 
market share at the end of each of the phases.

Innovators:  5% × 0.025 = 0.125%
Early adopters: 5% × 0.15 = 0.75%
Early majority: 5% × 0.50 = 2.5%
Late majority: 5% × 0.84 = 4.2%
Laggards: 5% × 1.0 = 5%

The start of commercially available BEVs occurred in 1996 through to 2010. 
Battery electric vehicles introduced in this phase were the GM EV1, Ford Ranger 
EV, and Toyota RAV4 EV. The period from 1996 to 2010 can be considered the 
“innovators” phase. The launch of the Nissan LEAF to the US market in December 
2010 and proliferation of more than 13 other BEVs in recent years have grown the 
market share. With the market share at 0.5%, the market growth is somewhere in the 
“early adopters” phase.

With the TCO, initial acquisition price (with tax rebates), charging, and range 
being acceptable for many of the consumer needs, the third component “product 
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awareness and product knowledge” becomes an important factor for market share 
growth. The means to which customers gain product awareness is identified in paper 
[26] in which three main mechanisms are identified.

Many consumers also do research on the internet finding valuable information 
from blogs, technical papers, and information from BEV interest groups [8].

Most of the literature forecast that BEVs will become more popular and grow in 
market share. Only three reports were found to make a forecast. One forecast (done 
in 2010), has 2.5% BEVs by 2015, 18% by 2020, and 63% by 2030 [8].

A second forecast (done in 2011) of the West Coast region [27] predicts a US 
BEV market share of 2.5% by 2018. The third forecast (done in 2011) has fore-
casted US BEV adoption [6].

10.6  Results and Discussions

10.6.1  Range

Taking into consideration the US average vehicle daily driving distance of 29 miles, 
double that to account for when more than average is driven, add an additional 
25 miles for battery capacity reduction, and add 20% reserve; the total comes to a 
100 mile range. Navigant Research survey [28] and a number of other surveys and 
journals have also identified that 100 miles is the threshold for BEVs to advance 
market share.

10.6.2  Charging

Keeping customer’s expectation in view, the minimum charging time acceptable by 
41% of the customers is 4 h or less in the USA [30]. Even though current charging 
stations take 4–8 h of time for charging, there are upcoming future technologies 
such as superchargers, battery swap, ultra-charging batteries, etc. that can signifi-
cantly reduce the time of charging.

10.6.3  Acquisition Cost

Considering the fact that consumers are not willing to pay a premium for electric 
vehicles, the price of electric vehicles needs to be at a comparable level to those of 
gasoline-powered vehicles available in the segment. Our analysis shows that elec-
tric vehicles were priced higher due to the high cost of the battery pack. With the 
future developments in battery technology, the cost of battery would at least come 
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down by 40–50% in the future (different forecast ranging $150–300/kWh versus 
$500/kWh in 2012–2013). This would lower the acquisition cost of electric vehicles 
significantly in the future.

10.6.4  Total Cost of Ownership

The total cost of ownership is already lower for electric vehicles than internal com-
bustion vehicles. TCO is lower due to current incentives, lower maintenance, and 
electricity price. For widespread adoption of electric vehicles, the government 
should continue its financial incentives. Industry could also provide some benefits 
like free charging to lower TCO of electric vehicles further.

10.6.5  Emissions

Electric vehicles already have lower emissions compared to gasoline vehicles based 
on the current electricity generation mix. The government is taking steps to lower 
the dependence on electricity generated from nonrenewable sources. The change in 
electricity mix toward renewable sources would further widen the gap of emission 
level between electric and internal combustion vehicles.

10.6.6  Market and Adoption

All of the papers and journals predict that the BEV will continue to be an option in 
the current automotive market. There is considerable variation in the volume fore-
casts, as would be expected for new technology. There is a consistent conclusion 
that the BEV market will grow, and by our estimate, 5% of the car and light truck 
would be a conservative estimate. More research would need to be done to make a 
scientific prediction of when the 5% would be reached, but understanding that the 
BEV market is in a growth mode, a conservative estimate would be a doubling of 
market share every 5 years. The market share is currently at 0.5%. A doubling every 
5 years would have 1% market share in 2019, 2% in 2024, and 4% in 2029, with a 
final 5% market share in 2030 (Table 10.4).

10.7  Key Findings and Recommendations

There are five key drivers that we identified in this study and three of the five met 
the current requirement of the consumers.The two key drivers that need further 
development to meet the requirement of the consumers are:

H. Janzen et al.



343

Range: The present range of the midsized electric Nissan LEAF is 84 miles. But 
the 2015 version of LEAF has higher range (125 miles) which means that the range 
is also going to meet the consumer needs by 2015. Range can also be improved if 
the solid-state and lithium-air batteries will be able to reach the market soon as they 
are already under study.

Acquisition cost: The acquisition cost of the Nissan LEAF is higher than the 
Honda Civic by $2660 after applying the $7500 federal tax credit. It is a fact that 
batteries constitute the majority of the vehicle total cost, and as discussed earlier, 
new battery technologies will result in further reductions of BEV’s acquisition cost.

Table 10.4 Key conclusions and recommendations

Key drivers Requirement Status Industry Government

Range 100 mile Li-ion improvements

Evolve li-ion 
technology – solid state, 
lithium air

$ 2.48 – American 
Recovery and 
Reinvestment Act

Minimum Create charging 
infrastructure
Provide low-cost rental 
car for long trips

Provide incentives for 
charging infrastructure 
development

Charging  
time

Home charging Home charging 
technology development

3–4 h level 2 Investigate alternative 
battery swap technology

Continued tax rebate for 
charging infrastructure 
installation

for 100 mile
Acquisition 
cost

Comparable to 
ICE

Battery improvement will 
translate into lower cost

Continued and expanded 
tax rebate for new BEV 
purchases
Provide grants for 
battery development

Total cost of 
ownership

BEV to have 
lower TCO

Free charging Provide discounts for 
off-peak electricity

Battery improvement will 
translate into lower cost

Collaborate with 
industry to provide free 
charging

Emissions Lower emissions 
compared to ICE

Pursue renewable energy 
sources
Battery OEMs to invest in 
battery technology 
development

Provide monetary 
incentives to grow 
renewable energy
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10.8  Conclusion

The increasing interest in battery electric vehicles and consumer adoption has 
enabled the manufacturers to invest in the BEV industry. Through this study, we are 
able to conclude that:

• The Nissan LEAF has a total cost of ownership that is lower than a Honda Civic 
over 120,000 miles.

• Current available range for a typical battery electric vehicle, such as the Nissan 
LEAF with 84 miles, is suitable for a small percentage of the market. A range of 
100 miles would be suitable for a considerably larger portion of the market.

• Anticipate that battery electric vehicles will become a mainstream viable alterna-
tive with at least 5% of the car and light truck market share by 2030.

• Market adoption will be significantly impacted by battery technology improve-
ments and gasoline price fluctuations.

Acknowledgments We would like to thank John MacArthur, Research Associate at Portland 
State University, for answering our questions on battery electric vehicles and giving guidance for 
next steps in the early stage of the research project.

 Appendix A

Comparison of acquisition cost of electric vehicles and Honda Civic LX

Vehicle name Price ($)

EMW i3 42,300
Chevrolet Spark EV 27,500
Ford Focus Electric 36,000
Mitsubishi i-MiEV 23,800
Smart Electric Drive 25,700
Tesla Model S 81,000
Toyota RAV4 EV 50,700
Mercedes B-Class Electric Drive 42,400
Fiat 500e 32,600
Kia Soul EV 34,500
Tesla Model X 80,000
Volkswagen e-Golf 36,300
Nissan LEAF 29,800
Average EV cost (ex Tesla) 38,467
Honda Civic LX 18,490
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 Appendix B

The NHTS was originally the National Personal Transportation Survey (NPTS), 
which conducted its first survey of US transportation behavior in 1969. In 2000 the 
NPTS combined its survey efforts with American Travel Survey and changed the 
name to National Household Travel Survey. The 2009 NHTS included 150,000 
households and 300,000 people representing a cross section of the USA.
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Chapter 11
Technology Roadmap: A Roadmap for Tesla

Yasaswi Deepak Kancherla and Tugrul U. Daim

11.1  Introduction

By the increased use of fossil fuels on day-to-day life, there is a huge impact on 
the environment because of the carbon emissions emitted from these vehicles. 
Hence, there increased a need for alternate energy for vehicles. To help the cause 
of adopting the electric vehicle in the market, this report helps in enlightening the 
need for replacing the conventional vehicles by electric cars in the current world 
of technology and also extends it by constructing the roadmap for the pioneer of 
electric vehicles – Tesla motors. The competitors for Tesla are not just electric 
vehicles but they are bigger firms such as Audi, Mercedes, etc. which manufacture 
a higher range of comfort cars which run on conventional energy. One of the big-
gest hurdles faced by the electric vehicle market is the lack of running the EV 
vehicle for a long range on a single charge and replacement of conventional vehi-
cles in the market by electric cars. The goal is to analyze the current situation of 
electric car adoption, to analyze the current status of the EV technology, and to 
prepare a roadmap on how they are going to reach their goal of successfully being 
a pioneer in automobile industry.

The most prominent motive of driving an alternative vehicle like electric car is 
to make use of clean, eco-friendly, and renewable energy. For the electric vehicles 
to become a mainstream alternative, there are certain milestones that they have to 
cross such as performance, cost, and benefits for driving an electric vehicle. This 
report helps in assessing the current technology of battery electric vehicle, and it 
also extends by developing a roadmap plan for the batteries used by Tesla motors 
for the coming 10 years.
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11.2  History of Electric Vehicles

Electric cars were quite focused in the market in the early years of the 1800s. Soon, 
a small-scale electric car was developed after the concept of developing the electric 
motor from an electric battery. An early electric carriage was developed in this same 
time by a British inventor named Robert Anderson. In the late nineteenth century, 
few practical electric cars were released in the market by French and English inven-
tors. In the United States, an inventor named William Morrison released a six-seater 
electric car with speed of 14 mph which helped in growing interest among people 
for electric cars [1].

Gasoline engine was also introduced along with the electric cars which had quite 
few of defects such as smelly residue, manual crank starter, and too noisy. Electric 
cars on the other hand never had these issues, so they became quite popular with 
urban residents and people who wanted to travel less number of miles. At that par-
ticular time, lot of entrepreneurs observed this increasing technology and scope in 
electric cars and started to release their own such as Ferdinand Porsche released a 
car called as P1. At the same time, Henry ford along with Edison developed an elec-
tric car. But later, the mass production of Henry Ford’s internal combustion car 
called as Model-T gave a serious blow to electric car. The car which was released 
had less deficiencies and was affordable compared to all the IC cars that were 
released previously. New routes were discovered in the United States, and by 1920 
there were better roads connecting cities. People wanted to explore and travel to 
new cities. Further, crude oil was discovered in Texas which made gas cheap. In the 
end IC engines outgrew electric vehicles, and slowly electric vehicles started to 
decline and entirely disappeared by 1935.

11.3  Current Electric Market

With the increasing trend and advanced technology, various automobile entrepre-
neurs have started to focus on manufacturing electric vehicles. Nissan has launched 
its first battery electric vehicle called as leaf in 2010 which accounted for the 
increase in the market share of electric vehicles. There are currently 24 prominent 
electric cars in the world from manufacturers like Nissan, Chevrolet, Hyundai, 
Mercedes Benz, Tesla, etc. All of these electric vehicles face a unified problem 
which is the range. The range of the electric car depends upon the battery that has 
and the consumption of electric vehicle. However, Tesla motors have the most 
advanced battery technology which helped in increasing the range of Model S and 
Model X by 240 miles on an average. By looking at the Tesla release of Model S in 
2005 with an updated model in 2006, we can say that there are even advancements 
in technology apart from just considering the number of electric cars in the market 
[2]. The current challenges that the electric vehicle industry faces are the lack of 
range on running an electric vehicle on single charge and the cost of making the 
battery as it is the most expensive part of an electric vehicle.
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11.4  Literature Review

According to the union of concerned scientist organization, 30% of all the US global 
warming emissions are produced by the transportation through conventional vehi-
cles [3]. Plug-in electric vehicles help in reducing the emissions by 70% if conven-
tional fuels are used for the production of electricity and lower all the fuel costs by 
80% [4].

In any given sector, always an electric energy has efficient use of energy than 
conventional energy. Specifically in electric vehicles, it is around 80% efficient 
compared to the conventional engine which is 20% efficient [5].

The US Environmental Agency has plans to reduce the carbon emissions drasti-
cally by 2025 which also includes encouraging alternative clean energy vehicle 
usage. It also includes offering benefits for the deployment of advanced technology 
in the transportation sector. Over the period of the lifetime of vehicles sold in years 
from 2012 to 2025, it plans to cut 6 billion metric tons of GHG [6].

According to the US Energy Information Administration in 2015, the United 
States imported 9.4 million barrels per day of petroleum from 82 countries, and 
27% of the oil is imported from other countries [7].

Government also started providing funding, tax relief, and incentives to 
encourage the use of clean energy in automotive industry. It offers consumers a 
tax rebate of $7500 for electric vehicles in rebate. It also plans to invest in further 
R&D of electric cars and reward communities that invest in the electric vehicle 
technology [8].

According to the Roland Berger Strategy Consultants, their value chain reveals 
that cathodes are the most expensive part in Li-ion batteries, but it is predicted that 
from new developments the cost of the batteries goes down from $650 USD/kWh to 
$270 USD/kWh in 2020 [9].

The average cost of electricity in the United States is $1.22 per gallon in E, while 
the average cost of gasoline in the United States is around $2.78 per gallon [10].

Even if we neglect the value of money, the contribution to the environment in 
terms of emissions is prominent [11].

11.5  Technology Roadmapping

Technology roadmap is a strategic plan for an organization which is used to meet 
the short- and long-term goals [30]. It was first introduced in the 1970s to support 
the alignment between technology and product development [31].

Technology roadmapping can be used in several industries; Hilary Martin and 
Dr. Tugrul Daim represented a new approach in a nanocentric system rather than 
being in macrocentric system. This project represents and provides a great produc-
tion support of one trillion dollars along with providing employment opportunities 
in the next 10 to 15 years. Dr. Timothy, R. Anderson, and Rinne helped in creating 
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a roadmap for virtual innovations and factories and how knowledge of these pat-
terns helps in the detection of employment opportunities in innovation [32]. Allen 
et  al. [33] provided a roadmap technology for semiconductors to confront the 
changes in Moore’s law and its R&D needs over a span of 15-year horizon. 
McDowall and Eames constructed a roadmap for the energy sector of the hydrogen 
and help in researching into the future of hydrogen energy [34]. I.J. Petrick and 
A.E. Echols constructed a roadmap which helps the firms for product development 
based on concentrating on technological trajectories by combining technology 
roadmapping, information technology (IT), and supply chain management [35].

From the above literature review, it can be suggested that:

 1. Technology roadmap can be used for short-term or long-term planning.
 2. It can be used in either national level or corporate level technology planning.
 3. It can be used for having strategic priorities across the timeline.
 4. It can be used to help in effective communication and strategic planning.

The following steps have been taken in this project to successfully implement the 
technology roadmap:

 1. Identification of needs and market drivers
 2. Identification of corresponding products and services for satisfying these drivers 

and needs
 3. Identification of corresponding technologies for these products
 4. Formation of linkages among the three steps described above and providing 

proper color coding for linkages among them to form a roadmap.

11.6  Market Drivers

After performing a literature review and analysis of the various reports, the areas 
that need to be concentrated are the technology currently used in the electric vehi-
cle battery technology industries including Tesla motors, universities which play 
a significant role in breakthrough technologies, and independent researchers. 
From the literature review and by the PEST Analysis, various drivers were 
deduced which are:

 1. Business Needs
According to the “eco watch,” the price of solar PV cells and wind energy 

project capital cost have gone down, whereas the price of coal, crude oil, and 
natural gas has gone up in an increasing trend by 2015. This opens up an oppor-
tunity for several entrepreneurs. Initially investing on the solar PV cells or wind 
energy would cost a fortune with minimal profit, but according to the statistics, 
the price of the alternative energy is getting reduced, whereas conventional fuels 
are increasing gradually so there is huge scope for the business in alternative 
energy in the future [12].
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According to the recent findings from the Rocky Mountain Institute 
Organization, if there is a significant change of conventional vehicle to electric 
vehicle, the United States will have an additional of 1.9 million jobs by 2030. 
Considering the present time, even companies like EnerDel started hiring 1400 
additional jobs for lithium ion battery plant [13]. Furthermore, business needs 
can be split into various subdrivers such as:

 (a) Market position: Maintaining top market position/brand name is quite 
important. According to the Forbes, Tesla has a unique market position as it 
concentrates not only selling automobiles but it also sells technologies. 
Right now it is in a position where it dominates all other electric vehicles in 
the market and produces electric vehicles which dominate other electric 
vehicles in luxury, high capacity, and range [14]. There might be competitors 
in the electric vehicle business once any revolution in the technology is 
released. Hence, being a pioneer in electric vehicle business is quite impor-
tant for Tesla for its future success.

 (b) High capacity: The biggest challenge according to the Forbes for Tesla is not 
electric cars in the market but the conventional vehicles. To overcome the 
competition and become the pioneer in automobile industry, Tesla EV vehi-
cles should have higher power and get more market share by designing 
family- friendly vehicles [14].

 (c) Greater performance: Electric motors should be developed parallelly to sus-
tain the high-capacity batteries while giving its maximum performance such 
as higher speed, longer range, and faster acceleration.

 (d) Longer range: Range is one of the biggest challenges that EV industry faces. 
At present, Tesla vehicles have the longest range among all the other electric 
vehicles in the industry. It should be constantly concentrated and needs to be 
increased further such that they overcome the range gap between internal 
combustion vehicles and electric vehicles.

 (e) Low production cost: According to International Business Times, Tesla has 
plans to build a $5 billion factory called as “Gigafactory” which will help 
in lowering the costs of battery production. By doing this, it will not only 
be able to manufacture vehicles in lesser time but it will fetch in gaining 
profits [15].

 (f) Less charging time: According to the survey done by Deloitte, the need for 
2 hours or less charging time is required by the people. Tesla has already 
reached this stage of full charge with the help of super chargers, but for 
attracting more consumers in the future, Tesla should also concentrate on 
reducing the charging time eventually.

 (g) Lower charging service cost: Even though tesla’s battery swap program is 
pretty much dead, it needs to find alternatives for replacing the higher charg-
ing service cost for making it affordable.

 (h) Appealing automobile: Along with all other technical features, appeal should 
also be considered for attracting “Everyday Joe” which leads to higher mar-
ket share in EV.
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 2. Technology Advancements

 (a) Research assistance: Universities such as Nanyang Technology University 
are developing new technology batteries which are far more superior to the 
usual Li-ion batteries [16]. These universities and private researchers need 
monetary assistance for developing revolutionary technologies.

 (b) Lithium replacement: Lithium batteries are very costly to dispose, and there 
is a need for replacing these lithium-based batteries with other batteries 
which are less harmful to the environment, give higher performance, and 
have low manufacturing cost.

 (c) Battery charge by renewable sources [4]: Electric vehicles release about 
70% lesser carbon emissions than conventional vehicles when charged with 
the help of conventional fuels, but if renewable sources are used for charging 
the electric vehicle, there won’t be any carbon emissions.

 (d) Pioneering in inventions: Tesla has not only the luxurious class of vehicles 
in electric vehicles but also contributes a lot to new innovations in electric 
vehicle industry. A constant timely innovation would help it to prevail as a 
pioneer in electric vehicle industry.

 3. Social Trends

 (a) Low carbon footprint: Emerging markets and consumers are becoming more 
aware of the carbon footprint. Tesla should keep reducing its sources which 
cause emissions and find alternative sources.

 (b) Greener everything: Electric vehicle contributes to a cleaner environment, 
but not all parts of manufacturing or recycling are in favor of a cleaner envi-
ronment. So, parts like Li-ion should be properly manufactured in an eco- 
friendly way and so should the recycling be eco-friendly.

 4. Regulations

 (a) Stringent regulations: There are certain stringent regulations in each state 
that need to be followed either on manufacturing or recycling of batteries.

11.7  Products and Corresponding Technologies

The products were categorized into four main classes which are:

 1. Comfort
 2. Convenience
 3. Safety
 4. Technology innovation

Furthermore, various technologies have been mapped to these to form a techno-
logical structure as follows:
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 1. Comfort

 (a) Health monitoring: By the increasing healthcare costs and medications, peo-
ple are concentrating on taking care of their health on regular basis. This can 
be a future scope of adding such kind of devices with the automobile.

 (b) Family friendly: Tesla manufactures just comfort cars as of now, but for 
being more family friendly, it can further concentrate on wagons, vans, 
SUVs, etc.

 (c) Wi-Fi hotspot: Cellular data transfer has become quite deficit in the recent 
times. Demand is outweighing the supply and the allocation of electromag-
netic spectrum is reducing. Hence, there is a scope for a Wi-Fi hotspot which 
allows multiple devices to connect to a Wi-Fi network to reduce the usage of 
cellular data [17].

 (d) Reconfigurable body panels: According to recent advancements and concept 
cars, fewer automobile industries have begun to concentrate on reconfigu-
rable body panels such as converting a full size into a pickup truck, etc. 
Instead of owning multiple of such cars having a convertible car would be an 
advantage and provide quite an appeal to the consumers. Companies such as 
Toyota have already started to build such kind of concept car to their electric 
car to attract more consumers [18].

 2. Convenience

 (a) Wireless charging stations: Humans have always found ways to make life 
simpler from the early man making wheels to the wireless charging technol-
ogy currently to reduce the hassle of wired components. Just by parking a 
car in a parking space without any hassle, the electric car gets charged. A 
firm called as plugless has started producing wireless level 2 charging for 
limited cars. As of now, it only supports fewer cars such as Tesla models, 
etc., but there can be a huge scope in the future to construct wireless super-
chargers by tesla.

 (b) Portable charging equipment: One of the challenges that electric car industry 
faces is being unable to reach as many miles as an IC vehicle and having the 
same convenience as an IC vehicle for fuel. According to current technolo-
gies, there are portable charging equipment which can be used at any time in 
a 240-volt socket plug to charge an electric car. Tesla should manufacture or 
should have tie-ups with firms like TurboCord which will help the vehicles 
to conveniently charge [19].

 (c) Service network expansion: Since there is a minimal need of service stations 
for electric cars, there are not as many around which can even help in road 
side assistance. Having an ample amount may satisfy the consumer to feel 
secured which can be started by Tesla as an initiative.

 (d) Faster-charging batteries: According to tesla’s chief technology officer, J B 
Straubel, Tesla started to work on batteries which could charge in 5–10 min 
in the coming year, but there will be several other advancements in the future 
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to reduce this charging time. According to the MIT Technology Forum, for 
achieving this 5 min charging time, entire battery system such as electric 
grid, cooling system, etc. should also be changed which would certainly take 
couple of years for advancements in technology [20].

 3. Safety

 (a) Facial recognition: According to the Insurance Information Institute 
Organization, around 689,527 vehicles were reported stolen in 2014 
[21]. To avoid further more auto theft, security enhancements must be 
made such as facial recognition. Automobile firms such as Ford and 
Volvo have already started to test facial recognition systems in automo-
biles which will help in increasing security as well as taking an intruder’s 
photo and sending it to the smartphone of the driver if in case of auto 
theft [22].

 (b) Anti-hack technology: Apart from the pros with a wide variety of computer- 
operated and technology-related advancements in vehicles, there are cons 
to it as well. According to the article in the International Business Times 
by various cybersecurity firms, a car with higher technology can be prone 
to a hack, and with it a hacker can even control the steering, engine, brakes, 
and headlights which can be a potential threat. So, these technologies 
should be completely made with antivirus and anti-hack technologies 
which should be prominent in Tesla as well because of high technology 
adoption rate in Tesla.

 (c) Night vision: Automobile firms like Audi embed such night vision technolo-
gies into the automobiles for avoiding accidents especially when it is dark. 
Tesla should implement such kind of technologies in the future to provide 
the safety for the driver and to attract more consumers.

 (d) Remote vehicle control: Remote vehicle control is operated either by smart-
phones or by a simple remote to navigate the automobile easily out of com-
plicated parking spaces, and instead of having faith in another driver, one 
can simply control the vehicle from hundreds of miles. Firms such as Ford 
started to exploit such kind of technology [23]. Tesla should also try to 
implement such kind of technology in the future.

 4. Technology Innovation

 (a) Solar charging panels: Solar charging panels should also be adopted with 
electric chargers and cars to be energy efficient and also to avoid any produc-
tion of electricity by nonrenewable energy sources.

 (b) Batteries: By recent innovations and changes in the battery science, a low- 
cost yet high-capacity battery is expected to be introduced every year with 
an increase of 5% in capacity. Tesla should aim for this benchmark every 
year for being a successful pioneer in the automobile market.

 (c) Hybrid with clean fuel: Tesla currently aims at just electric vehicle market, 
but there are much more clean fuels when combining with electric power 
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which makes a hybrid car. Automobile firms such as Mercedes Benz aim to 
introduce such a hybrid car with electric and hydrogen as fuel [24]. To gain 
more market share, Tesla should expand their electric fleet into other hybrid 
vehicle markets.

 (d) Lithium-free batteries: Lithium is highly flammable, and according to recent 
advancements, materials such as aluminum graphite can be used as cathode 
in the batteries which are not flammable [25]. Also, lithium is considered to 
be toxic, flammable, and explosive material. For future safety, Tesla should 
consider lithium-free batteries.

 (e) High-efficiency motors: Rather than having two inverter and two motor con-
figurations in electric car, a single-stator, dual-rotor induction motor drive by 
single power inverter can be used for having simple drive train of the electric 
car and a low cost for manufacturing can be obtained [26]. Tesla should 
concentrate on manufacturing and embedding such motors in electric cars to 
reduce the overall cost of vehicle.

 (f) Low-cost battery: One of the main drawbacks of an electric vehicle is that its 
price is higher than that of an internal combustion engine because of the bat-
tery. In 2007, the battery price was $1000/kwh, but in 2014 it reached to 
$300/kwh and is expected to go further down by 2020 according to the study 
made by Nature Climate Change [27].

 (g) Recyclable batteries: According to Tesla’s closed-loop battery recycle pro-
gram, it has partnered with Umicore for a battery recycling process which 
recycles about 70% of the battery [28]. Lithium is considered to be one of 
the dangerous and flammable components which even causes environmental 
pollution; if lithium is not replaced with a different cathode, then Tesla 
should aim at a recycling process which can make the battery 100% recy-
clable and environmentally safe.

Thus, 15 drivers and 19 product technologies were identified and are mapped 
together to form a driver and product analysis grid. Thus, technologies that are yet 
to be adopted in the future were identified, and a detailed product gap analysis was 
developed in three phases that are 2016–2017, 2018–2020, and 2021–2025.

11.8  Methodology

11.8.1  SWOT Analysis

A detailed SWOT Analysis was performed in order to understand the factors which 
affect Tesla motor’s performance in the future. Drivers were analyzed from the per-
spective of a consumer to find out the real needs in the market, and also an extensive 
literature review helped in deducing these drivers along with the future products that 
needed to be added to the electric cars.
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11.8.2  Defining Market Drivers and Products

The main drivers for the market were identified and weightage was given to each of 
them. The weightage was given on a scale of 1–10. The market drivers and products 
were defined and labeled. Drivers were divided in four categories, namely, business 
needs, technology advancements, social trends, and regulations. For ease of use, 
these different drivers were named from D1 through D15. A roadmap was formu-
lated by segmenting these categories across three timelines, i.e., 2016–2017, 2018–
2020, and 2021–2025 (Fig. 11.1).

11.9  Product Gap Analysis

Products that were related to the drivers were mapped and analysis grid was formed. 
The mapped drives and product were given the weightage that was initially given to 
the drivers. The weights for each of these product-driver unions were added. The top 
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eight unions with the highest weightage were chosen and given a ranking. This 
procedure was done for all three timelines. The highest-ranked products were color 
coded with red being the highest and white being the lowest. A driver-product road-
map was generated considering the rankings of the products across every timeline 
(Figs. 11.2, 11.3, and 11.4).

11.10  Technology Gap Analysis

Each of the products that was identified was analyzed if supporting technologies 
were available in the market. In places where gaps were identified, new technolo-
gies were recommended (Figs. 11.5, 11.6, and 11.7).
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11.11  Technology Roadmap

The technologies were categorized into three subcategories, namely, battery 
technology, charger technology, and motor technology. The technologies needed 
to implement were found out using gap analysis. Based on the ranking in the 
product gap analysis, the technologies were prioritized. These are depicted in 
the roadmap using different color schemes. The roadmap has been developed 
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Fig. 11.4 Product gap 2021–2025 [29]

combining the driver, product, and technologies. The gap analysis was used to 
determine which technologies would create the right avenues to keep the prod-
uct viable in the market. The roadmap below has three levels, and each of these 
levels has multiple sublevels. Each sublevel describes the roadmaps for the 
product timelines. The driver, product, and technology levels are connected to 
illustrate a roadmap on a 9-year timeline. For ease of use and to make the road-
map easier to understand, different color schemes were used to indicate the 
relation between product and the technology categories. Drivers, products, and 
technologies were labeled and sublabeled which made it easier to interpret the 
relation between them (Fig. 11.8) [29].
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11.12  Conclusion

With the increase of human population, there is also an increasing demand in the 
need of energy. This is the area where our supply is not being able to meet the 
demand, and by the usage of fossil fuels, we are deteriorating the environment and 
thereby our living. Since, 30% of the environmental pollution is caused by the usage 
of transportation from conventional energy, there is an immediate need of replace-
ment of these vehicles with a cleaner fuel energy such as electric vehicles. This is 

Fig. 11.5 Technology gap 2016–2017 [29]

Fig. 11.6 Technology gap 2018–2020 [29]
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possible with firms such as Tesla which are not only the pioneer of their electric 
vehicle industry but encourage adoption of new technology to make electric cars 
more sustainable in the market. Not only the electricity is cheaper when compared 
to the gasoline but they are efficient. With upcoming inventions and technologies in 
the coming years, there would be electric cars which will be better than compared 
to the conventional vehicles. With this achievement, not only it would help the envi-
ronment; it also would make the country energy independent.

The main objective of this report is to develop a roadmap for the Tesla motors 
and to assess the current state of electric cars in the market. This research report 
considers all factors and integrates drivers, products, and relevant technology 
together to form into a roadmap.

This report helps in assessing the current state of battery electric vehicles 
and where the industry is at. It also provides a roadmap for Tesla motors for a 
span of 10  years and helps in forecasting the technologies that need to be 
adopted in the future for satisfying the consumers and to overcome the hurdle 
between conventional vehicles and electric vehicles. The gaps were also 
included in this report for products and what level of technology is needed to 
reach that particular product for adoption with the help of SWOT Analysis. 
However, the Porter’s Five Force Analysis helped to identify the current threat 
level of the electric industry.

This roadmap is usually constructed by considering all the present factors and 
forecasting technology for the future. However this particular roadmap was made 
free of arrows which are used for linkage rather it is constructed based on the color 
code and the sublabels attached to it. This would make the roadmap easier for add-
ing or deleting any technology. With new challenges in the market, new technolo-
gies also should be added to the roadmap to overcome these and to make Tesla a 
pioneer in the entire automobile industry.

Fig. 11.7 Technology gap 2020–2025 [29]
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 Appendices

 Appendix A

 Basic Working Principle of an Induction Motor

It has two main components which are rotor and stator mainly. The rotor is a shaft 
with copper rods running through it, whereas the stator is attached primarily to the 
car and the rotor rotates in it (Fig. 11.9).

 Appendix B

Three analyses have been used to understand the electric cars as well as Tesla 
motors’ position in the current market and future market. These are, namely, SWOT 
Analysis, PEST Analysis, and Porter’s Five Force Analysis.

 B.1 SWOT Analysis (Fig. 11.10)

 B.2 Porter’s Five Force Analysis (Fig. 11.11)

 B.3 PEST Analysis

Based on the PEST (Political, Economic, Social, and Technological) Analysis, sev-
eral market drivers were deduced which affect the market condition of electric cars. 
It is a part of analysis which helped in extensive market research and which helped 
to deduce these factors which affect the company status.

Fig. 11.9 Basic working principle of an induction motor
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Strengths Weaknesses

● Brand Recognition
● Higher Performance
● Advanced Battery Technology
● Environmental Friendly

● Expensive Vehicles
● Low profit
● Longer Charging Time
● Lower Range
● Lesser Charging Stations and 

supercharging stations

Opportunities Threats

● More research in EV technology
● Increasing prices of conventional 

fuels
● Greater benefits and tax breaks 

from government
● Increasing concern about global 

warming causing to increase the 
opportunity

● Introduction of new startups in 
the EV industry

● Other renewable source of 
energy and hybrid energy 
technology

Fig. 11.10 SWOT analysis

Suppliers
Battery 

manufacturers like 
Panasonic

Competitors
Nissan, Mercedes, 

BMW, etc.

Buyers
Consumers (residents)

Substitutes
Hybrid vehicles, other

renewable vehicles

Potential 
Entrants

Fig. 11.11 Porter’s five force analysis
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Chapter 12
Technology Assessment: Emerging Automotive 
Technologies for the Future

Aurobindh Kalathil Puthanpura, Rafaa Khalifa, Leong Chan, 
and Husam Barham

12.1  Introduction

The continuous increase in human population is accompanied with more transporta-
tion demand. As a result, the pressure on transportation infrastructure has increased 
beyond the ability of infrastructure to catch up, leading to increased number of traf-
fic incidents and road congestions [1, 2]. In the USA, there are more than 6 million 
traffic accidents, including fatality accidents that kill more than 30 thousand people 
every year [3]. Also, road congestion leads to a cost of about 4.8 billion hours of 
time, 1.9 billion gallons of wasted fuel (equivalent to 2 months operation of the 
Alaska Pipeline), and $101 billion in combined delay and fuel costs, aside from cost 
associated with travel time and dependability [3–5].

In the past 125 years since the first automobile was invented around 1885 [6], 
people have never stopped seeking new means to improve vehicles, traffic, transpor-
tation systems for efficiency, safety, environmental sustainability, and comfort. The 
advancements in information and communication technologies have been utilized 
as part of those efforts, leading to the rise of the intelligent transportation systems 
(ITS) [7]. 

Using information and communication technologies, vehicles have increasingly 
effective driver assistance and protection mechanisms. Various onboard controls 
and information sources allow the driver to customize her driving experience and 
remain up to date on the vehicle status. Recent technological developments, wire-
less communication, notably in mobile computing and remote sensing, are now 
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pushing intelligent transportation systems (ITS) toward a major leap forward. 
Vehicles are already integrated with sophisticated computing systems and onboard 
sensors each dedicated to one part of the car’s operation. The new elements include 
addition of new wireless communication, computing and sensing capabilities. 
Interconnected vehicles not only collect information about themselves and their 
environment, but they also exchange information in real time with other nearby (in 
principle) vehicles [8].

Considering the problems and development in the automotive industry, this 
research developed and applied scenario-based multi-attribute decision-making 
(MADM) methodology for the selection of automotive technology. This would be 
the main focus of the paper and reminder of this paper is organized in six sections. 
Section 12.2 reviews the literature. Section 12.3 describes the methodology that was 
used to conduct the study, candidate technology, data collection, and scenario analy-
sis explanations. Section 12.4 details the empirical results of the analysis and fol-
lowed by discussion of the results; conclusion and future research are outlined.

12.2  Literature Review

In this section, a summary of literature review including the current challenges 
 facing the automotive industry related to the automotive technologies is offered. 
A description of the technologies that emerged in response to those challenges, and 
the current status of those technologies are also provided.

12.2.1  Current Automotive Challenges

The ever-increasing number of people and vehicles on the roads is causing several 
societal challenges related to safety, pollution, and economy [3, 9–13]:

 – Safety: As described earlier in the introduction, in the USA alone, there are more 
than 6 million traffic accidents, including fatality accidents that kill more than 30 
thousand people every year [3]. Accidents are caused by vehicle collisions and 
vehicles hitting road elements or hitting pedestrians. Statistics indicates that 
human error is the dominant reason for accidents.

 – Environment and health pollution: The fossil-fueled vehicle’s engine is a main 
source of environment and health hazards; it emits nitrogen oxides, particulate 
matters, carbon monoxide, CO2, and other green gases which contribute to cli-
mate change and have health impacts on humans and all living beings. So, vehi-
cles have environment and health impact just by being on the road, not to mention 
the extra time vehicles spent on the road due to traffic congestions.

 – Economy: The ever-increasing number of vehicles on the roads has major eco-
nomical costs. The US Department of Transportation estimates that the average 
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American spends a week of commuting every year [5]. Extra driving time due to 
traffic congestions and parking search results in more fuel cost and time wastage 
for businesses and people. Furthermore, adding more infrastructure capacity to 
handle the increased traffic is very expensive.

 – Government regulations: In many countries, including the USA, regulations 
are being enacted to enforce better fuel efficiency. For example, the Energy 
Policy and Conservation Act (EPCA) which established mandatory fuel econ-
omy standards for all new automobiles sold in the USA [10] along with the 
Corporate Average Fuel Economy (CAFE) was designed to increase the incen-
tive for automotive producers to improve fuel efficiency beyond that dictated 
by market forces.

12.2.2  Intelligent Transportation Systems (ITS)

According to the US Department of Transportation (DOT), intelligent transporta-
tion systems (ITS) are the application of advanced information and communications 
technology to surface transportation in order to achieve enhanced safety and mobil-
ity while reducing the environmental impact of transportation [14]. So, the idea 
behind ITS is to create management mechanisms with learning capabilities, based 
on cognitive networking principles, to offer insights and analytics that can be 
actively used to manage the traffic and influence driving decisions and behaviors 
[15, 16].

This will lead to several benefits including [15–18]:

 – Reduction of traffic congestions and commute time wastage by effectively man-
aging the traffic and guiding cars to optimal routes from source to destination 
based on real-time feedback on traffic and road element conditions

 – Minimizing the risk of accidents or at least reducing the severity of accidents 
using technologies like incident management and collision avoidance

 – Increasing safety for pedestrians, by adding smart capabilities to vehicles to 
identify and avoid pedestrians

 – Reduce environment pollution by reducing average traffic time and applying 
complex analysis to in order to create better environment traffic patterns, for 
example, by spreading the traffic around the city and making sure diesel-based 
vehicles are not condensed in certain areas and so on

 – Achieve cost savings, since reducing commute time means more work time and 
less fuel consumption

 – More efficient use of infrastructure, which means less need to add more, expen-
sive, traffic capacities

To effectively create the needed analytics, ITS leverage on technology and 
communication- based infrastructure to acquire comprehensive traffic data. This 
data would be generated using sensors and computing capabilities embedded in cars 
and road elements, as well as data generated from communication and interactions 
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between cars and between cars and transportation infrastructure [11, 16, 18, 19]. 
The addition of wireless communication systems offers a powerful and transforma-
tive opportunity to establish transportation connectivity that further enables coop-
erative systems and dynamic data exchange using a broad range of advanced 
systems and technologies [20].

12.2.3  Automotive Technologies Under ITS

As explained earlier, ITS benefits include offering mechanisms to make driving 
more safe and efficient (less traffic congestions and better use of traffic infrastruc-
ture), as well as reducing environmental pollution and cost. Moreover, offering 
needed capabilities to enable autonomous cars. However, to effectively achieve 
such benefits, cars need to have the ability, not just to harness information within the 
vehicle only but also to connect and communicate with each other and the infra-
structure, using a ubiquitous communication system [21].

Such system relies on several technologies that can be grouped into three catego-
ries: within the vehicle, between vehicles, and between vehicle and infrastructure 
[15, 18, 19].

First, technologies within the car itself: Technologies and controls offer protec-
tion and driving assistance to drivers, by enabling the driver to be informed about 
the status of the car, provide passive safety against road adversaries, and assist in 
driving the car. Such technologies aim to reduce traffic incidents and increase driv-
ing efficiency. Technologies within the car are paving the way for autonomous driv-
ing. Examples of technologies within the car, that are already available commercially, 
include GPS-based navigation, anti-lock braking, collision avoidance, object detec-
tions and auto braking, rear cross-traffic alerts, blind spot monitoring, adaptive 
headlights, drowsiness detection, park assist (automatic, rear cameras, back sen-
sors), and so on [9, 22–25].

Second, vehicle-to-vehicle (V2V) communication technologies: A driver typi-
cally relies on other driver’s reaction to know about and respond to emergency situ-
ations. For example, drivers typically rely on the tail brake light of the car 
immediately ahead to decide on braking actions. However, this is not always the 
best collision avoidance strategy [26]. Furthermore, as noticed and reported in some 
previous research, in many cases, the ability to detect emergency event occurring at 
some distance ahead is limited by the inability of drivers to see past the vehicle in 
front of them.

So, V2V technologies have emerged to help drivers respond to road conditions 
by allowing cars to share safety messages. It depends on vehicular ad hoc networks 
(VANETs) that disseminate safety messages for nearby cars [27, 28].

Third, vehicle-to-infrastructure (V2I) communication technologies: These pro-
vide information and suggestions about vehicles and drivers related to safety and 
infrastructure, to impose certain behaviors on the road as a whole. These informa-
tion and suggestions are provided in real time; it is personalized, more accurate, and 
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reliable than that currently provided on VMS, radio, etc. V2I depends on vehicle and 
road elements’ sensors reporting information to a central location, as well as preex-
isting information about the road that can then be used together as a source for traf-
fic control measurement [21, 29]. V2I technologies are being developed now to not 
just address safety and current traffic conditions but also to offer suggestions and 
controls on the roads that help the environment as well [30]. Appendix A Table 12.1 
lists several technology advances under ITS.

12.2.4  Autonomous Cars

Autonomous technologies have been developed over several decades to support 
human drivers. Some of these technologies include anti-lock brake system, traction 
and cruise control, warning systems, and parking assist – to provide some level of 
autonomy. The RAND Corporation report on autonomous vehicle research indi-
cates that these systems have indeed helped to reduce road crashes to a great extent. 
However, all these advancements still require the driver to provide a level of control 
and monitoring while on the road in order to stay safe – which means regardless of 
the kind of new features, which are added to assist the driver – driver decision is 
very much required during driving [31].

Even with some of the advances made in developing safety technologies in cars, 
public records from the USA show that in 2011, 39% of road fatalities had some-
thing to do with alcohol [31, 32]. This trend shows that the existing advancements 
still essentially are not close to fixing the road crash fatality issues due to alcohol.

With today’s automotive intelligence technologies, the driver is the one at helm, 
including which road to travel, where to park, and at what speed to accelerate on a 
highway. Since the driver might be wrong in his judgment in all these decisions, it 
is apparent that fuel usage is not efficient since the driver might not know which 
roads are busy or which parking spot is available. Research shows that several gal-
lons of fuel are wasted everyday looking for parking spot [32]. Again, there is evi-
dence suggesting that driving practices of uniform acceleration help to efficiently 
burn fuel; the question to answer is “Does the current level of vehicle automation 
ensure the optimal consumption of fuel?” [31]. Thirdly, the past and present vehi-
cles are made with heavy metals to keep them stable for safety reasons. If we can 
develop automobiles, which can ensure enhanced safety using intelligent sensors or 
other connected communication technologies, 20% of weight decrease corresponds 
to 20% fuel efficiency [32]. The inefficient use of fuel leads to greenhouse gases 
which have a tremendous cost implications in terms of threat of this planet and 
associated cost to decrease emissions; for instance, the Environmental Protection 
Agency (EPA) estimates the annual cost of greenhouse gases for the USA alone is 
about $41 billion [31].

The tasks associated with operating a vehicle that requires effortful process-
ing can drain a driver’s cognitive resources, leading to the stress of the driver. In 
fact, considering all aspects of the driving task, one might argue that the com-
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plexity of operating a modern automobile has outstripped the capability of the 
human nervous system. But as long as there is still the action of the driver and 
sometimes for long distances, it is still stressful and is a contributing factor to 
several road accidents [33].

It is estimated that at least one out of four North American and European citizen 
will be over 65 by 2020 and might have some kind of disability which can impact 
their driving capabilities. The existing autonomous car technologies do not take into 
consideration the aging population and the disabled [34].

As can be seen from this discussion, autonomous cars held the promise of 
answering many automotive challenges. And in recent years, there was a great deal 
of progress to introduce autonomous cars, fueled by the advancement in ITS tech-
nologies [35]. For example, autonomous cars by Google hit the roads in 2009 and 
by March 2016 reached 1.5 million miles of autonomous driving [36]. Furthermore, 
most major car manufacturers are now conducting research on autonomous cars and 
expect to have it on the streets by the early 2020s [37].

12.2.5  Current Situation

The development of vehicle communications is more active in Europe, the USA, 
and Japan. For example, in Europe E-safety research program from EU Intelligent 
Car Initiative and industry-driven project V2V Communication Consortium are 
some of the lead actors; in the USA, the V2I technology and the California Partners 
for Advanced Transit and Highways (PATH), and in Japan, the Advanced Safety 
Vehicle (ASV) program, are notable, and some testing has been conducted in this 
regard. Among the ASV technologies, adaptive cruise control (ACC), lane keeping 
support system, automatic braking system for reducing injury, curve overshooting 
preventing support system, and nighttime forward pedestrian advisory system are 
now available in market. While some new technology ideas are under research, oth-
ers are at driving test stage [38].

12.3  Methodology

Multiple-attribute decision-making methodology is the process of finding the best 
option from all of the possible alternatives. In almost all such complications, the 
multiplicity of criteria for judging the alternatives is pervasive. That is, for many 
such problems, the decision-maker wants to solve multiple criteria decision-mak-
ing (MCDM) problem [39]. One such methodology is Technique for Order 
Preference by Similarity to Ideal Solution (TOPSIS). TOPSIS is used to rank the 
best alternative from three different alternatives. The methodology is extended to 
include scenario analysis to mimic real-life situations. Since information avail-
able to decision-makers may vary in quality and scale, it becomes challenging to 
make real-life decisions.
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TOPSIS is a simple ranking method in conception and application developed by 
Hwang and Yoon in 1981. It is an extension of the theory of ideal solutions devel-
oped by Zeleny [40] in 1974. The basic principle governs that the chosen alternative 
should have the shortest distance from the ideal solution and the farthest distance 
from the negative ideal solution [41]. The positive ideal solution maximizes the 
benefit criteria and minimizes the cost criteria, whereas the negative ideal solution 
maximizes the cost criteria and minimizes the benefit criteria. TOPSIS is a tech-
nique that combines quantitative attribute (such as price, distance, time, and so on) 
and qualitative attributes (such as quality of relationship, quality of assurance, and 
reliability) and compares all alternatives together based on these attributes [42]. 
TOPSIS also provides cardinal ranking of alternatives, making apt use of attribute 
information, and does not require attribute preferences to be independent.

12.3.1  Technique for Order Preference by Similarity to Ideal 
Solution (TOPSIS)

TOPSIS methodology is created using a series of steps described below [43].

Step 1 Calculate the normalized ratings
Normalizing the attribute value information as it is available in different scales. 

The normalization converts dimension attributes to non-dimension attributes allow-
ing comparison across attributes.
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where rij is the normalized score matrix and xij is the score of the jth indicator for ith 
alternative and there are n attributes and m alternatives.

Step 2 Calculate the weighted normalized ratings
The weighted normalized matrix is calculated as

 
a w rij j ij=  

where wj is the weight of the jth attribute.

Step 3 Identification of positive ideal and negative ideal solution
Positive ideal solution (PIS) is found by finding the maximum aij value for each 

set of benefit attribute and minimum aij value for each set of cost attribute whereas 
negative ideal solution (NIS) is found by finding the minimum aij value for each set 
of benefit attribute and maximum aij value for each set of cost attribute.
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NIS {( | ) ( | |= Î Î = ¼min , max ) , , }a j j a j j i mij ij1 2 1

 

where j1 is set of benefit attributes, j2 is set of cost attributes, and j1 + j2 = n (total 
number of attributes).

Step 4 Calculate separation measures
The separation measure between attributes is measured by the n-dimensional 

Euclidean distance. The separation of each alternative from the positive ideal solu-
tions, D+, is given by the formula:
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The separation from the negative ideal solutions, D− is given by the formula:
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Step 5 Calculate similarities to positive ideal solution
Similarities to positive ideal solution are calculated using the formula:

 

R
D

D D
i mi

i

i i

*
-

+ -
=

+( )
= ¼, , ,1

 

Note 0 1£ £*Ri , where Ri
* = 0  when Di = D− and Ri

* = 1  when Di = D+.

12.3.2  Candidate Technology

12.3.2.1  Vehicle to Vehicle (V2V)

Vehicle to vehicle (V2V) is an automotive technology that is designed to allow 
automobiles to communicate with each other. The V2V system uses dedicated 
short-range communication (DSRC) which is in the 5.9  GHz frequency. This 
frequency is also used by U-NII devices (Unlicensed National Information 
Infrastructure).

Federal Communications Commission (FCC) has allocated spectrum for use 
by DSRC technologies that are part of DOT’s ITS research program. Allocation 
involves segmenting spectrum used for wireless communication into bands of 
frequencies that are allocated for use by particular types of services. FCC man-
ages spectrum use for non-federal users, including private, commercial, and 
state and local government users; the Department of Commerce’s National 
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Telecommunications and Information Administration manages spectrum for 
federal users (47 U.S.C. §§ 303, 305) [44]. Specifically, in 1999, FCC allocated 
75 megahertz (MHz) of spectrum1  – the 5.850–5.925 gigahertz (GHz) band 
(5.9 GHz band) – for the primary purpose of improving transportation safety 
and adopted basic technical rules for DSRC operations.2 In 2003, FCC estab-
lished licensing and service rules for the 5.9 GHz band to provide short-range, 
wireless link for transferring information between vehicles and roadside sys-
tems.3 However, the president and Congress have responded to the growing 
demand for wireless broadband services by making changes in the law to pro-
mote efficient use of spectrum, including the bands previously set aside for use 
by DSRC-based technologies.

The communication technology will enable vehicles to exchange vital informa-
tion ten times per second, about location, acceleration, speed, and braking. Cars will 
be able to calculate the hazard risks within about 300 meters and alert their drivers 
or even take automatic collision-avoidance action [45].

12.3.2.2  Vehicle to Infrastructure (V2I)

V2I is defined as a communication and cooperative exchange of data between vehi-
cles via wireless technologies, within a range that can vary from a few meters to a 
few hundred meters. In order to improve road safety, quality, efficiency, and when 
necessary increase the capacity of the road, this technology has been conceived to 
deal with a small time interval: even through an accident has occurred at a distance 
which would make it difficult for the driver to react promptly, the information is 
rapidly transmitted to the vehicle, and if required an automatic system intervenes, 
possibly without the driver’s involvement, to prevent the accident or other conse-
quential accidents [46].

The V2I computing, communication, and sensing equipment and user interfaces 
will be, in most cases, new with respect to the current onboard equipment. In terms 
of sensing and user interface hardware and software, V2I technology and its sys-
tems will leverage the array of equipment vehicles currently carry; for example, 
data concerning the vehicle operation will be obtained via the corresponding or 

1 In the Matter of Amendment of Parts 2 and 90 of the Commission’s Rules to Allocate the 5.850–
5.925 GHz Band to the Mobile Service for Dedicated Short-Range Communications of Intelligent 
Transportation Services, Report and Order, 14 FCC Rcd 18,221 (1999).
2 Radio frequencies are grouped into bands and are measured in units of hertz, or cycles per second. 
The term megahertz (MHz) refers to millions of hertz and gigahertz (GHz) to billions of hertz. The 
hertz unit of measurement is used to refer to both the quantity of spectrum (such as 75 MHz of 
spectrum) and the frequency bands (such as the 5.850–5.925 GHz band).
3 Amendment of the Commission’s Rules Regarding Dedicated Short-Range Communication 
Services in the 5.850–5.925 GHz Band (5.9 GHz Band); Amendment of Parts 2 and 90 of the 
Commission’s Rules to Allocate the 5.850–5.925 GHz Band to Mobile Service for Dedicated Short 
Range Communications of Intelligent Transportation Services; WT Docket No. 01–90, ET Docket 
No. 98–95, Report and Order, 19 FCC Rcd 2458 (2004) (FCC 03–324).

12 Technology Assessment: Emerging Automotive Technologies for the Future



376

upgraded onboard interfaces. In general, V2I technology will not be developed from 
scratch; rather, as ongoing projects show, mature and well-understood components 
and their variants will be the basis [9].

The new objectives of transport systems and mobility concerns are quality, effi-
ciency, safety, and security. One of the most interesting tools related to safety refers 
to a set of applications that involve interaction and cooperation between an infra-
structure and in-vehicle systems.

12.3.2.3  Autonomous Vehicles

Over the past 50 years, there have been several innovations in the automotive indus-
try to create autonomous technologies that provide some level of assistance to human 
drivers [47]. Examples of such technologies include advanced cruise control, anti-
lock brake systems, collision avoidance systems, and several others which compa-
nies have incorporated on incremental basis to provide some level of control and 
support to drivers. Our definition of autonomous cars is beyond the incorporation of 
some level of autonomous behavior in a car. Autonomous cars for our purpose repre-
sent a leap from providing support systems to human drivers to developing self-
driving cars, which require no human control to move from point A to B [31, 47].

Autonomous cars offer the possibility of fundamentally changing transportation 
and promise to do away with several kinds of interactions with cars which required 
human cognition, control, and monitoring [32]. Levels of autonomy as illustrated in 
Appendix Table 12.2 are regarded as the highest level of classification established 
by the National Highway Traffic Safety Administration. The benefits which can be 
derived depend largely on the level of autonomy provided, for example, a car with 
anti-lock brake system will only provide the safety associated with such a technol-
ogy whereas one with full autonomy as defined above has all conceivable safety and 
other kinds of benefits.

Unlike existing cars (level 0 through 3) where the level of autonomy still requires 
the human driver to be aware of his environment and driving conditions in order to 
make accurate decisions, the autonomous car will be capable of sensing its environ-
ment and navigating without human input [47].

12.3.3  Data Collection

Data collection was done though survey with an expert in the field. The attributes 
were rated on a 7 point Likert scale 1 being the lowest and 7 being the highest. The 
attributes that were rated were grouped into two categories: benefit attributes and 
cost attributes. Safety, fuel efficiency, compatibility, and availability were grouped 
as benefit attributes, and cost is grouped as cost attributes. The attributes were 
selected based on literature review as illustrated in Appendix Table 12.3. The val-
ues for the data collected are illustrated in Appendix Table  12.4. Availability 
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attribute is calculated based on differences between current year (2014) and when 
the technology will be available. V2V technology is expected to be in the market 
by 2018 so the value is (2014–2018) -4. V2I technology is expected to be in the 
market soon after that as that is an extension of V2V technology, so the value is 
(2014–2021) -7. Autonomous vehicle technology is expected by 2025 so the value 
is (2014–2025) -11.

12.3.4  Scenarios

In order to mimic the real-world situation, nine scenarios and no scenario were 
created, and based on the scenarios, each attribute was assigned weights. In 
Appendix Table 12.5, the scenarios and the weights are elaborated upon. This is 
performed to create the scenarios’ push-pull framework to policy decisions and 
influence the supply of new knowledge directly. There are two ways governments 
can encourage innovation: technology push implements measures to reduce the 
public measures, and demand pull implements measures that increase the private 
payoff to successful innovation [48]. Three different policy instruments were 
used to create the six different scenarios in three different time frames. The three 
policy instruments are government sponsored R&D, tax credit for companies to 
invest in R&D, and tax credit and rebates for consumers for adoption of new 
technology. The three time frames used for the study are short term, medium 
term, and long term.

No scenario depicts a non-real solution. Scenario 1, scenario 2, and scenario 3 
assess the impact of the government-sponsored R&D in the three different time 
frames. Scenario 1 depicts the situation where the initial government-sponsored 
R&D is assessed in the short-term time frame. Even with the policy in place, the 
cost of the technology is high as it is a new technology, and as the technology 
evolves, the cost of the technology will lower. Scenario 2 and scenario 3 depict the 
situation in medium and long term with the cost of the technology decreasing. 
Scenario 4, scenario 5, and scenario 6 assess the impact of the tax credit for com-
panies to invest in R&D in the three different time frames. Scenario 4 depicts the 
situation where the companies are given tax credit to invest in R&D in the short 
term that lowers the cost of innovation in the initial stages. However, as the tax 
credit policy diminishes, the cost of the investment will increase in the scenario 5 
and 6 as the time frames increase. But the knowledge gained in the initial stages 
will reduce the cost in the long run as they have knowledge of the technology. 
Scenario 7, scenario 8, and scenario 9 assess the impact of the tax credit and 
rebates for consumers in the three different time frames. Scenario 7 depicts the 
situation where the consumers are given a rebate for the adoption of this technol-
ogy in the short term where the cost of the technology will be higher. However, as 
time progresses, as depicted in scenario 8 and 9, and with improvement of the 
technology, the cost to the technology will gradually decrease and will be com-
petitive with other traditional vehicles in the market.
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12.4  Results and Discussions

Table 12.6 provides detailed results of all the scenarios and time frame discussed 
above. For the no scenario case, all the attributes are given equal weights. Even in 
this case, V2V (with a score of 0.883) is ranked as the most preferred alternative 
since the attribute rated for V2V is higher. V2V is ranked as the most preferred 
alternative (with a score of 0.883), while V2I holds the second rank (with a score 
of 0.576) for scenario 1. This outcome is reasonable for scenario 1 as it depicts a 
situation in which alternatives are evaluated in the short term and with government- 
sponsored R&D. V2V has a lower cost than the other alternatives and satisfactory 
performance in terms of safety and compatibility. Scenario 2 and scenario 3 are 
similar to scenario 1 with the only difference being the time frame which would 
help consumers with more options as there are more competitors in the market 
that would drive the price.

Scenario 4, scenario 5, and scenario 6 depict the situation in which the alter-
natives are evaluated where companies are provided tax credit to invest in 
R&D. V2V is ranked as the most preferred alternative (with a score of 0.923) 
followed by V2I (with a score of 0.573) in scenario 4. Scenario 5 and scenario 
6 are similar to scenario 4, the only difference being the time frame; still V2V 
is the most preferred alternative (with a score of 0.915, 0.900) followed by V2I 
(with a score of 0.552, 0.522). This is expected since in the medium-term and 
long-term technologies are in use and the cost of the alternatives is lower than 
their initial price.

Scenario 7, scenario 8, and scenario 9 depict the situation in which the alterna-
tives are evaluated in which tax credit and rebates for consumers are given for tech-
nology adopters. V2V is ranked as the most preferred alternative (with a score 
0.920) followed by V2I (with a score of 0.563). Scenario 8 and scenario 9 are simi-
lar to scenario 7, the only difference being the time frame. Still V2V is the most 
preferred alternative (with a score of 0.912, 0.899) followed by V2I (with a score of 
0.540, 0.499). This is expected since autonomous vehicles are still more expensive 
than other technologies.

The result shows that V2V will most likely fit the safety needs of road trans-
port in the short, medium, and long terms while still balancing all the other 
criteria (compatibility, cost, fuel efficiency) and could be available sooner than 
the other candidates, whether or not there is policy to push it. More R&D to 
speed up V2V implementation will help provide more safety features for exist-
ing cars and that same technology can further speed up the development of full 
autonomous cars.

The weight assignment for each of the scenarios is given based on cardinal 
scale of 0–100 (0 as the worst and 100 as the best for benefit criteria and vice 
versa for cost criteria). This is used to transform qualitative criteria to quantita-
tive one. The safety attribute was given a weight of 80 for all the scenarios, since 
for successful adoption of these vehicular technologies it is mandatory for it to 
have the highest safety rating and any small error in the technology could lead to 
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a devastating outcome. Fuel efficiency was given a weight of 50 for all the sce-
narios, because it would be dependent on the consumer to choose appropriate 
vehicles. Some consumers may weigh this attribute higher if they prefer green 
vehicles, and some would prefer vehicles with higher horse power, such as a 
truck, for their towing capacity. Compatibility criteria were given weight of 80 
for scenarios 1, 4, and 7 as they are related to short term. In the short term, it is 
important to know if these technologies are compatible with the existing ecosys-
tem. With the increasing adoption rate of these technologies, the consumer would 
be aware that these technologies are already compatible with the ecosystem as 
more new automobiles replace older automobiles. The weight for medium term 
(scenarios 2, 5, and 8) and long term (scenarios 3, 6, and 9) are given in decreas-
ing scale 70–50, as more adoption compatibility will not be of major concern for 
consumers. Availability criteria depict the same condition as compatibility since 
as the time progresses the availability of the technology increases and improve-
ment is also made due to additional knowledge gained through experience. Cost 
criteria for scenarios 3, 6, and 9 are given lower score (70–50) than other sce-
narios, since in the long term, with improved adoption, the cost of the technology 
will be lower as the manufacturing process will improve. In the short term (1, 4, 
and 7) and medium term (2, 5, and 8), the cost would be initially high. However, 
with time and improvement in the manufacturing process, acquired through the 
knowledge gained, the cost would go down.

12.5  Conclusion

The problem of selecting appropriate vehicular technology alternatives is 
addressed in this study with a scenario-based MDM method. Nine scenarios are 
articulated, depicting the most commonly encountered decision situations and 
addressing the technology options. The methodology developed in this work 
effectively captures different policy options and time frames in terms of weights 
for criteria for each scenario and translates them into the mathematical algo-
rithms of the MDMA methodology. Five attributes are used for evaluating alter-
natives that represent the characteristics of appropriate technologies for each 
scenario. The methodology developed efficiently identifies the appropriate tech-
nology for each scenario.

For the scenario case where equal weights were assigned for the attributes, 
it is difficult to identify the most appropriate vehicular technology alternative. 
For the scenarios considered in the study, the alternatives are ranked according 
to the policy and the time frames. It should also be noted that it is not possible 
to achieve the optimal solution for each scenario because there are a finite 
number of alternatives available. Therefore, the best available solution has to 
be selected. TOPSIS mimics the nature of this type of decision-making prob-
lem and is found to the efficient in identifying the best alternative for each of 
the scenarios.
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12.6  Future Research

The present study uses TOPSIS method to identify the best alternative. Future 
research would include Delphi method that would include a panel of experts to 
provide score for the attributes. We would also expand the attributes used for the 
TOPSIS method by surveying the population in order to get a better understating of 
the requirement for these technologies that users value the most.
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research phase of this project.

 Appendix A

Table 12.1 Attribute and research

Attribute VII engineering research
ITS program focused toward 
deployment

Communications 
technologies

DSRC only Best technology for intended 
application (DSRC for safety)

In-vehicle devices OEM production units only Aftermarket and retrofit 
opportunities

Vehicle focus Light vehicles All vehicle types
Stakeholder involvement Limited Broad engagement
International focus Limited Significant international 

harmonization effort
Program cohesion Loosely coupled research 

programs
Strong, collective USDOT 
support, coordination, and 
leadership

Deployment focus Limited – oriented toward 
prototyping and proof of 
concept – see more

Strong deployment focus

Source: U.S. Department of Transportation

Table 12.2 Level of automation

Level of 
automation Description

Level 0 Human driver completely in control of all functions
Level 1 One function is automated
Level 2 More than one function automated at the same time
Level 3 The driving functions are sufficient. Driver can safely do other things
Level 4 The car drives itself without human input
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Table 12.4 Value assignments for attributes

Benefit attribute Cost attribute

Safety
Fuel 
efficiency Compatibility Availability Cost

V2V 7 5 7 −4 3
V2I 4 6 7 −7 4
Autonomous vehicle 5 5 4 −11 7

Table 12.3 Attributes

Safety
Fuel 
efficiency Cost Availability Compatibility

K. Dar, M. Bakhouya, J. Gaber, 
M. Wack. 2010 [17]

x x

S. Biswas, R. Tatchikou, F. Dion, 
2006 [26]

x

R. Crandall, J. Graham. 1989 
[10]

x

L. Morgan, R. Daniels, 2001 
[49]

x

I. Hsu, M. Wódczak, R. White, 
2010

x

U. m. O. Zgu¨ner, C. Stiller and 
K. Redmill, 2007 [47]

X

J. M. Anderson, N. Kalra, K. D. 
Stanley, P. Sorensen, C. Samaras 
and O. A. Oluwatola, 2014 [31]

X X X X

KPMG, “self-driving cars: The 
next revolution,” 2012 [32]

X X

S. Kraus, M. Althoff, B. HeiBing 
and M. Buss, 2009 [50]

X

“Autonomous cars – Not if, but 
when,” automotive technology 
research, 2014

X

W. J. Mitchell, 2007 [51] X
Volvo cars, 2014 [52] X
Boston, MA, Artech house, 1999 
[53]

X

Lindsay Wilson, 2013 [54] X
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Table 12.6 Relative distance matrix for each scenario and rank for each alternative

Candidate technologies

V2V V2I
Autonomous 
vehicle

Score Rank Score Rank Score Rank

No 
scenario

0.883 1 0.576 2 0.119 3

Scenario 1 Government-sponsored R&D\
short term

0.923 1 0.584 2 0.119 3

Scenario 2 Government-sponsored R&D\
medium term

0.915 1 0.564 2 0.133 3

Scenario 3 Government-sponsored R&D\
long term

0.901 1 0.536 2 0.156 3

Scenario 4 Tax credit for companies to 
invest in R&D\short term

0.923 1 0.573 2 0.119 3

Scenario 5 Tax credit for companies to 
invest in R&D\medium term

0.915 1 0.552 2 0.132 3

Scenario 6 Tax credit for companies to 
invest in R&D\long term

0.900 1 0.522 2 0.158 3

Scenario 7 Tax credit and rebates for 
consumers\short term

0.920 1 0.563 2 0.124 3

Scenario 8 Tax credit and rebates for 
consumers\medium term

0.912 1 0.540 2 0.138 3

Scenario 9 Tax credit and rebates for 
consumers\long term

0.899 1 0.499 2 0.159 3

Table 12.5 Scenarios and weights

Benefit attributes Cost attributes
Safety Fuel efficiency Compatibility Availability Cost

No scenario 0.2 0.2 0.2 0.2 0.2
Scenario 1 80 50 80 70 90
Scenario 2 80 50 70 60 80
Scenario 3 80 50 60 40 70
Scenario 4 80 50 80 80 80
Scenario 5 80 50 70 70 70
Scenario 6 80 50 60 50 60
Scenario 7 80 50 80 80 70
Scenario 8 80 50 70 70 60
Scenario 9 80 50 50 60 50
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Chapter 13
Technology Roadmap: Drone  
Delivery – Amazon Prime Air

Shiva Ram Reddy Singireddy and Tugrul U. Daim

13.1  Introduction

Technology roadmapping is becoming more popular in the recent days because of 
the value it delivers to the organizations, helping them plan strategically and align 
the technology with business objectives. This paper presents a creation of technol-
ogy roadmap for drones, used by Amazon for their latest service Amazon Prime Air. 
The competition in the e-commerce industry is growing every day, and one major 
area where it makes a huge difference is the shipping prices and time for the deliv-
ery. To tackle this problem and overtake its competition, Amazon has come up with 
the drone delivery concept. Shipping costs and time are what have driven Amazon 
to choose drones for a faster delivery, low costs, low emissions, and happy custom-
ers. It is always difficult to predict the engineering technologies and advancements 
because of how fast the improvements are taking place. Without any historical data, 
it is not so easy to forecast them. Drones have been around us since not long ago, 
which is why predicting the future is not so easy. The focus of this paper is on the 
drones, and Amazon is going to use for 30  min Prime Air deliveries directly to 
home. Time is very precious today and that is one of the driving factors for the idea 
of using drones. Drones are now able to serve the military, for surveillance (wild-
life), to help in search and rescue operations, and in shooting movies and sports. 
Drones are proving to help us in every aspect possible because of the pace at which 
the technology is improving every day [1].

When we look at the past, it is easy to understand how crucial delivery prices and 
delivery time are to compete in the industry and to reach consumers expectations. 
Over the year’s transportation, shipping industry, and supply chain management 
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played a very important role in cutting costs. Now Amazon’s 30 min delivery costs 
around 1$ per delivery, and it is going to make a huge difference [2].

Shipping duration and shipping price are the key factors that play an important 
role in today’s e-commerce industry. When we observe the price of any particular 
product in Amazon, eBay, and other similar websites, the price of the product itself 
remains almost the same, but the shipping time and cost vary. In my opinion Amazon 
has an advantage already in this aspect. Amazon Prime is a very successful business 
idea that Amazon implemented in 2005, and the main idea behind was to make 
customers spend more. With a monthly subscription of $79, Prime members can get 
a free 2-day shipping on unlimited purchases, unlimited videos, and also books 
(Amazon Kindle). It is said that Amazon Prime members spend more than double 
what nonmembers do [3].

13.2  Literature Review

Robert Phaal and Gerrit Muller suggested that roadmaps and its derivatives have 
become one of the most widely used management techniques for supporting innova-
tion and strategy, at firm, sector, and national levels [9]. Martin Rinne described 
roadmaps as tools for managing the future of technology [10]. Daim et al., 2012 
proposed that technology roadmaps link business and technology planning and pro-
vide a meaningful direction to the R&D efforts. Roadmaps also identify the present 
status of technology and market landscape [11]. Technology roadmap is a high-level 
planning tool used to support the development and the implementation of strategy 
and plans, and it also used for communication of the plan. Strategic objectives and 
vision is defined in a roadmap and both long-term and short-term goals are estab-
lished [11].

In a roadmap detailed strategies and framework are presented for the implemen-
tation of technologies and products keeping in view political, economic, technical, 
social, cultural, and environmental conditions, constraints, and limitations in order 
to accelerate technology growth and deployment. Strategies for implementing tech-
nologies and detailed actions plans are deliberated to achieve the goals and targets 
identified in the roadmap. Roadmap also offers guidelines for decision-makers from 
government and private sector for formulating policies and strategies in order to 
exploit emerging technologies. Generally roadmaps portray a concise and high- 
level integrated view of future course of action in a graphical format [12].

Visually linkages among goals, market drivers, products, technologies, and technol-
ogy components are highlighted in the roadmap indicating dependencies among vari-
ous tiers of the roadmap. TRM applications include business strategy development, 
policy formulation, product and technology planning, strategy planning, understanding 
technology trends, keeping track of product and technology breakthroughs, and priori-
tization of R&D and product development projects. Technology roadmaps are also 
used for enhancing communication and information sharing within a company or entire 
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industry, defining problems and needs, identifying  barriers and hindrances, investigat-
ing technology and market gaps, establishing future vision and strategy, deciding short- 
and long-term action items, assessing impacts of new technologies and market 
development, and helping mangers for decision- making, resource allocation, program/
policy support, and evaluation [13, 14]. Main objectives of using roadmaps are to estab-
lish long-term goals and targets, create a common vision, assess of promising technol-
ogy alternatives, identify markets drivers, gaps, key challenges, and barriers, formulate 
strategies and action plans to overcome all those barriers, provide guidelines for policy-
makers and decision-makers, prioritize R&D projects, give direction to the energy sec-
tor, and improve communication and coordination for technology development [11]. 
Roadmaps also present high-level strategies for developing or acquiring required tech-
nologies identified during the roadmapping process and provide a framework for pub-
lic-private collaboration.

Technology roadmapping is a comprehensive approach for strategy planning to 
integrate science/technology considerations into product and business aspects, at 
the same time providing a way to identify new opportunities. A roadmap is “ an 
extended look at the future of chosen field of inquiry composed for the collective 
knowledge and imagination of brightest drivers of change” according to Robert 
Galvin, a former chairman at Motorola, who was the reason behind first using road-
maps successfully.

Amazon filed a patent in April 2015 for “sense-and-avoid” drone technology that 
would allow delivery drones to avoid obstacles. But, Amazon declines to comment 
on the company’s drone patent [7]. The patent is available from the official USA 
Patent Application Publication [5]. This provided most of the key information that 
was not available from the Internet or research papers.

13.3  Methodology

Let us take an example of any industry as of today. From an organization’s perspec-
tive, the changing needs of the customers, how fast the technology advances, and 
how the government policies change with time is difficult to assess. To build a road-
map, which maps the needs of customers/drivers and technologies to support the 
products is very much essential.

From the literature review, a basic framework is used to structure and create the 
roadmaps [15].

• Identifying of the needs and drivers
• Identifying of products/services to meet the needs and the drivers
• Identifying technologies to support products or services
• Establishing the links among drivers, needs, and technologies
• Developing plans to acquire or develop the technologies
• Assigning resources to accomplish the plans

13 Technology Roadmap: Drone Delivery – Amazon Prime Air
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This roadmap will be of great value to Amazon as it will clearly

• Illustrate the linking strategy to product plans to technology plans.
• Enable corporate-/national-level technology plans.
• Focus on long-term planning.
• Improve communication and ownership of plans.
• Focus on planning with priorities.

13.4  Prime Air Proposal

13.4.1  Application

Like Amazon Prime, Amazon Prime Air is a proposal that promises the customers 
to deliver its products purchased online within 30 min or less but using drones. The 
unmanned aerial vehicles are expected to replace the delivery trucks within the cit-
ies to reduce pollution, reduce delivery cost, and make the delivery way faster com-
pared to the present day.

Drones will only be used to deliver packages from warehouse to home, located 
within the delivery range (10 miles). As it is just the beginning, Amazon is expect-
ing to use drones starting with only a few major cities within the USA. These drones 
will be shipping the products from the city warehouse within a radius of 10 miles.

Proposed home delivery – customers can expect the drone to drop off their pack-
age in their yard or a dedicated drop off area for multistoried buildings.

Amazon-owned drones will only be used – to reduce the complications around 
operating drones, Amazon will only use their own drones. It also helps in reducing 
the costs. Amazon currently uses services like FedEx or UPS to deliver most of its 
packages; if the company doesn’t have to rely on other service providers, having 
their own solution for package deliveries will help Amazon to reduce the market or 
companies like UPS save its money from becoming profit of others.

This will help in the vertical integration of the company making it self-sufficient. 
Vertical integration can be an important strategy to the organizations, but it is diffi-
cult to implement successfully. If it turns out to be a wrong strategy, it can be costly 
for the organization to fix it.

On the other hand, there is a lot of debate going on that no matter the improve-
ments in technology, the drones cannot replace the mailman [1], because drones are 
not as flexible as a delivery man. If there is no one available to pick up the consign-
ment, a delivery man can leave a note or try to call the customer, but if it is a drone, 
it must probably take the shipment back to the warehouse making things too com-
plex. There are recent new comings about the electric delivery truck – Workhorse 
Group Inc. − which is hoping to make an impression by showing the Postal Service 
that the future could involve a drone that can deliver packages while the mail carrier 
works their normal route. It will probably take a year or two for more research and 
trails before finding the best and efficient way to use drones.
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Proposal In July 2015, Amazon met at NASA’s Ames Research Center to lay out 
their first public proposal for safely operating a drone highway.

• Amazon drones would operate in a proposed “high-speed” transit lane between 
200 and 400 feet.

• 100 foot buffer zone between high-speed transit and integrated air space.
• Below that corridor, amateur or hobby UAV would operate freely.

The proposed drones would be installed with advanced GPS system and 
online flight planning control. This will enable the drone to travel using the map 
and plan its journey according to the shipping addresses. Drones will be able to 
communicate among themselves and share information related to traffic and 
weather conditions [8]. The drones will come in a variety of sizes depending on 
the size of the order: it’s a safe bet to assume that a drone delivering a single Blu-
ray disc won’t be as large as one deployed to deliver a box of college textbooks. 
But the drones will also be equipped with cameras and GPS infrared lights that 
locate landing places and, if all goes according to plan, steer clear of humans and 
animals.

“If it is determined that the navigation path and/or failure path intersects with a 
human and/or other animals, roads, walkways, etc., the navigation path may be 
altered to avoid the humans, animals, roads, walkways,” the patent states. An 
approved patent does not mean all the plans laid out in the filing will be completed 
as described; we must remember that the results can always be different from what 
has been planned earlier [8].

In July 2015, Amazon met at NASA’s Ames Research Center to lay out their first 
public proposal for safely operating a drone highway. The above picture depicts the 
fly zone and no-fly zone for the drones clearly. The drones would operate in a pro-
posed “high-speed” transit lane between 200 and 400 feet and 100-foot buffer zone 
between high-speed transit and integrated air space to ensure that they do not enter 
into the air space designated for airplanes. Below that corridor, amateur or hobby 
UAVs would operate freely. The drones cannot fly near the airports or cannot inter-
act into the integrated air space. In crowded cities like New York, it makes it almost 
impossible for a drone to fly in the range of 200–400 feet, so it will be interesting to 
see how Amazon will tackle this problem.

13.5  Opportunities

The first drone delivery happened in Nevada, which is the first FAA-approved urban 
delivery [5].

• Developing aerial vehicles that travel over 50  miles per hour and will carry 
5-pound payloads, which cover 86% of products sold on Amazon. These pack-
ages can be delivered using drones while consignments that cannot be shipped 
by drones will be transported using trucks or other methods.
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• Amazon ships approximately 608 million packages per year, so approximate drone 
market at 86% extends to 522 million packages. If drones successfully deliver this 
many packages, it will be a lot of money saved on transportation and shipping.

• Amazon shipping revenue is $4.48 billion, and shipping costs $8.7 billion, so the 
opportunity to vertically integrate their supply chain is over $4 billion dollars.

Amazon’s shipping revenue is very less compared to the outbound shipping 
costs. As discussed earlier if every drone delivery costs $1, there will be a scope to 
improve the shipping revenue too. Drones industry is expected to create 100,000 
jobs in 10 years, adding $13.7 billion to the American economy [6]. But at the same 
time, there are debates going on that there might be layoffs in areas where employ-
ees are associated with shipping trucks. FAA wants service providers to use a 
licensed pilot to drive the drones in cities and public spaces to avoid any fatalities in 
case of failures. The FAA also states that the drones must be under a designated 
pilot’s surveillance during its journey.

In 2012, the ATA predicted that by 2023, the total population of trucks in the 
USA will grow by 26%, the total miles driven will increase by 38%, and the total 
tonnage carried will increase by 26%. The trucking will have a rise of nearly 66% 
in overall revenue, accompanied by a decline in rail tonnage and revenue to around 
14.6% of the total transportation industry. Similarly, the US Department of 
Transportation’s Federal Highway Administration forecasted a 44% increase in 
long-haul trucking tonnage from 2007–2040. From the illustration above, it is clear 
that trucks carry 43% of US freight, and it is evident how Amazon is keenly trying 
to have its own shipping [16]. The Colis Privé purchase is just the latest in a series 
of moves Amazon has made over the past 2 years to take more control over its trans-
portation and shipping costs. In 2014, Amazon purchased a 4.2% stake in Yodel, a 
UK shipping service [17]. Adding drones to their fleet will definitely help in not 
relying on trucks in congested/urban areas.

Of course, trucks have to be driven by someone, and with the increase in trucking 
tonnage and miles come an increase in employment opportunities.

13.6  Package Drop

• Companies have tested dropping packages at customers’ doorstep and lowering 
packages on a line.

• Inaccurate GPS data may be a concern as the package will be lost or delivered to 
a wrong address.

• Delivery to centralized location or Amazon storage lockers could be a solution.

According to the patent, the drones will find their destination by continuously 
tracking the location of the purchaser’s smartphone. While this might seem strange 
at first glance, this implementation enables delivery to customers who might not be 
at home. The patent, for instance, references how a package might even be delivered 
to a boat [18].
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The packages are dropped by the drone at a delivery location set by the custom-
ers while ordering the product. The user interface allows to pick a location like work 
or home or the drone has the capability to track the customer in real time and deliver 
it. For starters, Amazon is thinking beyond home delivery. They’re thinking of 
delivery to wherever you are at the moment.

The patent application describes a customer option called “Bring It to Me.” With 
this option, using GPS data from the consumer’s mobile device, the drone locates 
and delivers the item to that location. Once the customer places, the order he or she 
does not have to remain in one place.

While there are concerns about how the drone will return the package to the 
warehouse in case there is no one to pick it, there are articles which talk about how 
the drones can be used to pick up locations from warehouses, making it less interac-
tive to common public.

13.7  Technology and Infrastructure

Copter drones are more wind resistant, agile, and reliable. Hybrid drones or plane 
drones tested by Google that take off like a copter and glide like a plane are difficult 
to control. Amazon used copter drones as seen in the commercial video and 
Amazon’s website.

The infrastructure needed to accommodate small flying delivery will be a crucial 
area and the future developments of drones very much depend on how drones advance. 
Houses today have mail slots and curbside mailboxes to accommodate the traditional 
flow of mail and packages. Nothing yet exists to make the drone’s job easier [4].

Kopardekar suggested 10-foot-tall mailboxes – perfect for landing drones where 
people and their fingers won’t interfere. Or transforming chimneys into delivery 
chutes for drone-dropped packages. Others imagine installing delivery lockers on 
the roofs of apartment buildings [4]. Amazon websites revealed the working of 
drones and how the packages are delivered; in its website and other social media, 
they illustrated that the drones will drop off the packages in houses with a backyard 
or an empty space before the house, but it is not clear as to how the children or pet 
animals are going to react. Children’s and pet animal’s safety might be at risk con-
sidering the drone has propellers moving at a speed which can cause an injury. 
Practically, there might be incidents where the package or drone might be attacked 
by bullies or pets itself. Situations like these remind us how difficult it is for FAA to 
approve drones for commercial uses of drones, like for Amazon Prime Air.

While the trucks have been around in the market for decades now but there is still 
no perfect solution to prevent deaths and accidents, it is equally difficult to prevent 
accidents in the case of drones too, but FAA does not want to take risks which is 
why it takes a lot of time to observe and conduct tests before letting the drones enter 
into public air space. Its vision is more ambitious than the FAA’s proposed rules for 
commercial drone flight, which do not allow operation outside of a pilot’s line of 
sight. Those rules are expected to be finalized within a year. Now we’ll see if drone 
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operators such as Amazon can demonstrate to the FAA and others that autonomous 
drones can safely fly in a range of environments. If that happens, the full potential 
of drones could be realized [19].

13.8  Roadmapping

13.8.1  Drivers/Needs

The data collection for this chapter was accomplished by a team of professionals who 
are taking a graduate class in technology roadmapping. The team members are listed 
in the acknowledgements. The drivers are identified and categorized by the team 
together after brainstorming. First the team members came up with individual driver/
needs. After getting the inputs from the team members, the drivers are then clubbed 
into respective categories as shown below. Each driver is assigned with a code like D1, 
D2, etc. to use in the roadmapping process, not to make it complicated or difficult to 
understand at later stages of mapping. A similar procedure has been followed in later 
stages of roadmapping and will be explained in detail, respectively (Fig. 13.1).

In the first category, speed and efficiency, the first driver’s “30-min delivery” 
indicates that customers are expecting deliveries to be quicker than the present day 
speed. The Prime Air proposal promises 30-min deliveries, which is here considered 
as a driver that drives the growth and improvements of drones in the years to come 
(Table 13.1).

After the drivers are shortlisted based on relativity and similarities between each 
other, they are mapped on a time line of 15 years, i.e., 2015–2030. This mapping is 
based on where the drivers are currently and how long it might take to reach there 
(Fig. 13.2).

Fig. 13.1 A snapshot of the teams identifying process
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Let us consider D1 30-min delivery (customers are expecting quick deliveries); 
we know Amazon has recently announced the 30-min delivery and preliminary tests 
have been conducted too, so this driver is mapped from 2016 to 2021 for 5 years. D2 
is real-time delivery. Amazon’s patent provides information about how the customer 
is going to order in the user-friendly UI from any browser. While ordering any ship-
ment, the customers can select their saved location like work or home, or they can 

Table 13.1 List of drivers with codes

Market drivers Code

Speed and efficiency of 
deliveries

30-min delivery D1
Real-time information of delivery D2
Last mile problem-convoluted routes D3
Delivery possible in remote locations D4

Economic Vertically integrate supply chain ($4 billion dollar 
loss on shipping&###;

D5

Deliver 86% of Amazon products (5 lbs. or less) D6
Transportation Commercial drone highway D7

Reduced road traffic D8
Ecological Reduced carbon emissions D9

Potential for eco-fuel drones D10
Industry Commercial needs (agriculture, medical) will drive 

UAV usage
D11

Untapped market D12
Expansion of business D13

Fig. 13.2 Roadmap of the drivers
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also let the drone track the customer’s location real time and deliver it on the go. The 
shipment can be tracked before the drone reaches its destination, providing custom-
ers with real-time information. This will remain a driver and it keeps improving 
with time. D3 is the last mile problem which refers to the final leg of the delivery 
networks before reaching the end user. The drones can solve this last mile problem. 
While the UPS truck carries out deliveries to warehouses, the drones deliver pack-
ages from warehouses to customers or pickup locations, thus reducing carbon emis-
sions and saving time. Last mile problems cause higher fuel costs due to the amount 
spent driving around making deliveries [20]. Drones can solve this problem elimi-
nating the issues of insufficient facilities, save time, and reduce traffic. D4 remote 
delivery location – currently drones are expected to serve in the major cities, but it 
is expected that at least by 2020, the drones will be serving in cities with full force 
so the focus will shift toward using them to deliver packages in remote areas. Once 
the drones have the efficient battery and power supply that lasts for longer times, it 
will be possible to deliver to remote areas as well [21].

D5 vertically integrate supply chain – shipping is a very big expense for Amazon; it 
spent $3.2 billion for packages delivery in the third quarter, 2016. The costs are increas-
ing every year as Amazon tries to further enhance its delivery system to compete with 
its rivals. The Seattle Times reported in an article that Amazon is expected to vertically 
integrate by acquiring French company Colis Privé. This buy out in second half of 2016 
is seen as an attempt to take on UPS and FedEx. This is a slow process which will 
remain a driver throughout the time line [22]. D6 – deliver 86% of Amazon’s products 
(5 lbs or less) which extends to 522 million packages saving a lot of money on ship-
ments, and this is mapped throughout the time line. D7 commercial drone highway – 
the drones should be operated between 200 and 400 feet. These highways mentioned 
by Amazon are dedicated air space for drones which will facilitate the journey of the 
drones [23]. D8 reduced road traffic and D9 reduced carbon emissions – by 2018 the 
drones will be transporting at least some shipments, and it will be evident how the 
drones help in reducing the carbon emissions as the use of trucks and heavy vehicles 
will be reduced, so it will act as a driver after making an impact in the market. D10 
eco-fuel drones – the drones will be soon categorized in to micro, mini, and nano-
drones after which the eco-friendly drones will be developed in the future [24]. Industry 
drivers D11 – the commercial needs (medical and agriculture) will drive UAV use by 
2020 after drones successfully serve the Amazon market [25]. D12, new markets, and 
D13, expansion of business, will act as drivers after the initial market penetration in the 
next 2 years, i.e., by 2018, after showing proven profitability and efficiency.

13.9  Product Features and Gap Analysis

13.9.1  Product Features

Product features are nothing but the features of the drone itself. Just like the market 
drivers, the individual team members gave their inputs on product features after the 
basic roadmapping research and literature review. All the inputs from the team 
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members are based on “what product features will impact the adoption of drones? 
And how are they going to impact?” The Amazon business and drone regulations 
(FAA regulations) must be kept in mind during this time and must be categorized 
carefully. The product features – the team came up with categories which are effi-
ciency, safety, economic, security, service, industry, and ecological. A product fea-
ture is assigned with a code (PF1, PF2, etc.), and a brief description of each feature 
is also provided (Table 13.2).

Product features are mapped on a time line of 10 years, similar to how drivers 
were mapped as described earlier. The mapping is approximate based on where the 
features are today and when might it be available in the market (how long it might 
take to reach the necessary standard). The product features which are t = related to 
the drone itself, like the propellers, arms, power module, GPS system, etc. will be 
continuously updated with latest technology coming in every year, so in the time 
line it extends throughout the time line. The roadmap of product features is shown 
below.

F1 motor and blade and F2 lightweight materials technologies will be continu-
ously evolving with time and so the performance keeps improving too, so they are 
mapped from now on through 2030. F3 package weight – the drone that is cur-
rently used by Amazon for drones can carry 5 lbs now; as the technology pro-
gresses, the drone will be capable of carrying more weights, so this is one of the 
features that will impact on drone’s growth in the market. F4 delivery range – the 
current delivery range is about 15 miles or 24 kilometers [26]. It is enough for 
deliveries within the cities, but as technology improves with time, the drones 
should be capable to fly for longer times, being able to reach remote areas. F5 
UAV to UAV communication is a feature where the drones will be able to com-
municate with each other. In areas where the operator cannot see the drones, they 
communicate between themselves sharing information like traffic conditions, 
weather, and routes. This feature is mentioned in the Amazon’s patent [7]. F6 
UAV rescue – the drones will be able to call for help while another drone reaches 
out to help, mapped from 2020 onward. F7 guidance system – this is a GPS-linked 
feature which allows the drone to travel from place to place while transferring live 
information to its customer and pilot. This is present in the early models of drones 
as the FAA’s regulations require the pilot should be able to see the drone through-

Table 13.2 Product features and codes – on a time line
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out its journey. This feature will also improve with time so it is mapped from 2016 
to 2030, representing different forms of the same feature. F8 power module is the 
main source of energy for the drone which keeps it running. This technology 
improves every year, which is why it has been mapped throughout the time line. 
F9 Prime Air membership will become the standard form of shipping by 2025, 
taking step-by-step transformations. F10 smart connectivity – the drone fleet will 
be interconnected with a smart connectivity system through which drones share 
information related to traffic, temperature and weather conditions, and location 
services. F11 delivery location – the preciseness and accuracy of the drone will 
depend on the GPS. With gradual improvements in technology, the preferences 
for delivery location can be made more user friendly; as these two features need 
to be upgraded frequently with latest features, they are mapped throughout the 
time line (Fig. 13.3).

13.9.2  Gap Analysis

After listing out the product features and short-listing them into categories, every 
feature is analyzed from a customer’s perspective who uses services from Amazon. 
Some product features have a gap or a required level, and let us take the example of 
P3 power module. The gap/required level here is that the battery in present drones 
discharges quickly (Li-Ion) and alternative source or technology is needed. Similarly 
gaps for other product features are mentioned wherever applicable. This way 
research and development can be directed in the areas that are key for the develop-
ment of drones and related technologies that can be important for Amazon’s com-
mercial use of drones (Table 13.3).

Fig. 13.3 Roadmap of product features
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Efficiency Delivery range P4 drones can only travel 14 miles or they are expected 
to deliver within 10-mile radius once the service begins. Not being able to cover a 
large area for deliveries is the gap here, and required level is that there must not be 
any restrictions to distance from source and delivery location [27]. P5 relay loca-
tions – Amazons plan also includes relay locations to drop off packages for further 

Table 13.3 Product features – efficiency, definitions, and gaps

Product features Code Definition Gap and required level

Efficiency Blades P1 Propeller spinning at 10,000 
revolutions per minute

Motor P2 Propellers driven by 8 motors 
to lift the UAV. Functional even 
if one fails

Fever 
module

P3 Provide power for UAV control 
system and propeller motor. 
One or more power modules 
configured such that it is 
autonomously removed/
replaced with another. 
Container may also include 
power module which can be 
utilized on engagement. When 
the container is disengaged, it 
used the power from UAV 
power module

Lithium polymer batteries 
discharge quickly as they 
operate like those in 
smartphones and laptops. 
Alternative power 
generation required

Delivery 
range

P4 Delivery range is restricted to 
10 miles from the distribution 
center

No restriction to distance 
from source and delivery 
location

Relay 
location

P5 Delivery location/materials 
handling location. Battery 
replaced or recharged

Locations and processes 
need to be established 
where drones can stop on 
route and either recharge 
or hand package off to 
secondary drone for last 
leg of delivery. Example: 
drone #1 flies 10 miles to 
relay location and drops 
off package, and dome #2 
picks it up and delivers to 
final destination

Package 
integrity

P6 Package delivered in a good 
condition without any damage

Return policy for 
damaged goods delivered 
by drone

Seamless 
return

P7 Drones can pick up returns 
from particular locations and 
take them back to the source 
location

Return policies have to be 
reconsidered

Package 
weight

P8 Limited to small and 5-pound 
package

No restrictions to package 
weight or size
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transport or to allow the drones to recharge [28]. The required level is that the drones 
must be able to use this relay locations where drones will relay the package, i.e., 
drone A travels the first 10 miles and drone B picks up to travel another 10 miles. 
This way the delivery range increases too. P6 package integrity and P7 seamless 
returns – the return policy for damaged goods that are delivered by drone has to be 
precise to avoid losses on these damaged goods. Unlike a UPS driver, the drone will 
not be able to talk to the customer in case of any issues so the return policy has to 
be reconsidered and reviewed. P8 package weight – the drones are capable of carry-
ing packages that weigh less than 5 lbs. In the future the drones must be gradually 
able to increase the weight they can carry (Table 13.4).

Table 13.4 Product features – safety: definition and gaps

Product Features Code Definition
Gap and Required 
Level

Safety UAV rescue P9 Drones packages can be 
rescued/picked up by a 
replacement drone in the 
event of a malfunction. 
Drones can be picked up by 
replacement drone and 
brought back to shop

Additional “service” 
drone capable of 
lifting and returning a 
standard Amazon 
delivery drone needs 
to exist.

UAV to UAV 
communication

P10 Provide information on 
weather, landing condition, 
and traffic. This information 
is used for route planning to 
modify the actual route

Artificial intelligence 
technique, tested and 
verified over and over 
for rerouting.

Leg P11 Provide gentle landing on the 
surface

Grabber P12 Clamps that secure package 
before lift off

Anti-crash 
technology

P13 An algorithm to detect crash 
beforehand and prevent it

Guidance system P14 Guidance is a revolutionary 
visual sensing system that has 
a powerful processing core, 
integrated visual cameras, and 
ultrasonic sensors to detect 
object up to 65 feet (20 
meters) away

GPS P15 To deliver the product in the 
current location, GPS data 
will be retrieved from the 
customer’s mobile service

Inventory 
management 
system

P16 Inventory is engaged such 
that it is enclosed within the 
frame and does not create 
drag during transport
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Safety P9 UAV rescue – there is possibility of drones facing some technical issues 
on the way to its delivery; in that case, another drone will reach out and continue the 
delivery. But the drone needs to be back in the warehouse, and it really needs a lot 
of time and money to go pick up the drone in person. So in the future there should 
be scope for additional “service drones” capable of lifting and returning a standard 
Amazon delivery drone (Table 13.5).

Table 13.5 Product features – security and economic: definitions and gap

Product 
features Code Definition Gap and required level

Economic Lightweight 
materials

P17 Drones will be made 
of lightweight 
materials which are 
strong enough to 
handle flight and 
payload. Idea is to 
maximize load 
capacity and 
minimize drone 
weight

Initially up to 5.5lbs package, 
then to x lb. by 2025 and 
finally Y lbs. by 2030

Line of sight P18 Line of sight – flight 
less than 400 ft. in all 
operating areas. 
Transiting between 
200 ft. and 400 ft. 
400 ft.–500 ft. – 
buffer between drone 
and conventional 
aircraft

No-fly zone P19 Drones cannot fly in 
controlled (airports), 
prohibited 
(government 
prohibited-military), 
and restricted 
(nuclear power plant) 
areas

Create a mobile app to register 
addresses as no-fly zone with 
customized feature like “do not 
disturb time periods,” 
camera-equipped drones not 
flying overhead

Privacy P20 Usage of camera to 
detect and avoid 
objects questions 
civil liberties. Hack 
data from smartphone 
in open Wi-Fi 
network region

Wi-Fi needs to be turned off. It 
gets location data to user 
credentials. Advanced 
anti-hack features to be 
developed.

Security Biometric 
verification

P21 Scanners attached to 
the drones

Finger print/retina/facial 
scanners attached to make sure 
personal/important package is 
delivered to the correct 
recipient
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Economic P17 lightweight materials – the drones will be made of materials with 
lightweight, which are strong enough to handle the flight and payload. The idea is 
to minimize the drone weight, maximizing the load capacity. Now the initial models 
of drone that are going to serve soon are made of basic materials; in the future if the 
focus is shifted to building the drone using lightweight materials, the drone will be 
automatically able to carry heavier weights (Initially 5.5 lbs., X lbs. by 2025, Y lbs. 
by 2030). When these technologies improve together, it gives improved perfor-
mance to the drone. For example, battery, lightweight materials, and GPS technolo-
gies will improve the delivery range, and shipments above 5 lbs will also be delivered 
using drones [29]. P19 no-fly zone  – in case the drones enter unauthorized air 
spaces, it is prone to accidents. A mobile app to register the addresses as no-fly zone 
would prevent accidents. P20 privacy – the drones are equipped with cameras and 
sensors to avoid objects, but a question of civil liberties arises as it is most likely 
possible that the drone gets hacked. So advanced anti-hack feature must be installed 
to prevent such incidents. P21 biometric verification – if a UPS driver delivers a 
package, he will take a signature from the receiver and he will be able to talk in case 
of any discrepancies, but we cannot expect the drone to do a similar job. So the 
drone must be able to read advanced information like fingerprint scanning or facial 
recognition to make sure the package is delivered to the right person.

Industry P26 Prime Air is to be offered at an additional cost which Amazon claims 
is very low (10 cents to deliver a 4.4-pound (2-kilo) package over 6 miles (9.7 km) 
using a drone) to “early adopters.” The Amazon Prime Air feature must be field 
tested and thoroughly proven to become a standard delivery method. Prime sub-
scription should be inclusive of free drone delivery, and other traditional deliveries 
which will have to use services like UPS or FedEx should be “paid.” It would be 
more profitable for Amazon if most number of shipments are delivered by drones, 
and for customers who live in remote areas – the packages will be delivered using 
traditional methods and they will be charged for the same (Table 13.6).

13.10  Market Drivers Vs Product Features

We now have the product feature roadmap and driver/needs roadmap, but we are not 
aware of the relation between the drivers and features which is very important. It is 
important for Amazon in this particular roadmap to understand how the features and 
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Table 13.6 Product features – industry: definition and gaps

Product features Code Definition
Gap and required 
level

Service Delivery location/
real-time connectivity

P22 Products are delivered 
to the preferred 
location(home, 
workplace, current 
location – determined 
by GPS data, location 
of the wireless 
network)

Smart connectivity P23 Reroute to find 
package recipient 
through their 
smartphone

Graphical UI P24 Select delivery 
option/method for the 
delivery of an item

Proof of delivery P25 Drones are able to 
notify customer and 
Amazon once 
package is delivered. 
“Delivery 
confirmations” are 
available today with 
commonly used 
carriers

Industry Prime Air membership/
Prime Air standard

P26 Prime Air to be 
offered on an 
additional fee basis to 
“early adopters.” X 
amount per year

Prime Air model 
needs to be field 
tested and 
thoroughly proven to 
become a standard 
delivery method. 
Prime subscription 
with free drone 
delivery option. 
Traditional delivery 
methods: UPS, 
USPS, FedEx, 
OnTrac, etc. will be 
paid

Ecological Environmental impact P27 Modify navigation of 
UAV to avoid human 
or animals
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drivers are interlinked so that future investments and policies can be made accord-
ingly. So, to understand the links between the two, a scoring model is used.

Market drivers/needs are horizontally aligned in a table, whereas the product 
features are vertically aligned. D1 30-min delivery is our market driver; it is matched 
with every single product feature to see if there is any direct or indirect relation. 
Blades, motor, and power module are marked. The scoring model results are one 
high priority driver, delivery range, and four medium prioritized drivers, motor and 
blade, power module, Prime Air membership/standard shipping, and delivery loca-
tion (Fig. 13.4).

13.11  Technologies

After mapping out the drivers and product features, it is time to think about the 
technologies present in the real world that are going to impact drones. Just like the 
drivers and product features, technologies area also identified as a team, after brain-
storming. The technologies are clubbed into the following categories: regulatory 
technologies, navigation technologies, aviation technologies, power system, pack-
age delivery technologies, and materials technologies. Each category comprises of 
some technologies that constitute to improvement of the drone technology and 
infrastructure.

The representation in the picture above also shows if the technologies are cur-
rently available in the market or if they are evolving based on the information gained 
from research. T1 geofencing and geographical boundaries are a regulatory technol-
ogy as they act as a surveillance for the drones, making sure they do not go out of 
the designated airspace. Geospatial Environment Online (GEO) is a similar soft-
ware used in DJI drones and will provide pilot with up-to-date guidance on  locations 
where flight may be restricted by regulation or raise safety concerns. Drone opera-

Fig. 13.4 Scoring model – market drivers vs product features

S.R.R. Singireddy and T.U. Daim



405

tors will have, at the time of flight, access to live information on temporary flight 
restrictions due to forest fires, major stadium events, VIP travel, and other changing 
circumstances (Table 13.7).

The system will also include restrictions around locations such as prisons, power 
plants, and other sensitive areas where drone operations raise non-aviation security 
concerns [30]. T2 encryption of data to make sure that the customer’s private infor-
mation is safe and T3 noise reduction technology to reduce the noise generated by 
drones are mapped from 2016 to 2030. Similarly other technologies are evaluated 
and mapped as shown below (Fig. 13.5).

13.12  Resources

Now we have the technologies and we need to observe what resources will play an 
important role in the development of the technologies that we identified. Finance – 
money is always an important resource and to a company that is Amazon’s size, 
hoping to implement certainly the drone technology it is really an important 
resource. R&D Amazon Seattle laboratory – increased interest in the drone technol-
ogy needs a lot of research and development. Universities and research institutions 
are also an important resource where there will be academic involvement toward the 
drone technology that can contribute to the development of drones. There is need for 
support from government organizations including FAA; the more interest they show 
toward this technology, the faster growth can be achieved. This delivery-by-drone 
plan still requires years of testing and approval from the FAA, which bans 

Table 13.7 Technologies and codes in a time line
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non- recreational use of drones in the USA without approval. Drones obviously 
don’t play a role in Amazon’s current business, but it’s easy to see how they could 
be a game change in the e-commerce industry. Lockheed Martin, Boeing, Google, 
GE, Rolls-Royce, defense contractor Raytheon, and AeroVironment are a few of the 
industry’s giants who are already known for their research and developments in the 
drone technology. More companies should take part in the research and develop-
ment of similar technology as it will create a movement where authorities will start 
realizing the importance of the technology enabling to make better policies and 
regulations. Natural resources, material scientists – we have discussed about metals 
like aluminum, titanium, magnesium, and graphite which can be made only using 
natural resources. After testing and research, it is important to make sure about the 
availability of these resources to ensure a timely improvement over time. User 
acceptance – there are a lot of customers who are happy about the drone deliveries, 
but at the same time many customers complain about privacy issues, like about the 
cameras mounted on the drone or about the customer information that the drone has 

Fig. 13.5 Roadmap of technologies
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access to. In fact many people just don’t like this new idea because they are not 
completely aware of how it works. So events/programs that help customers will play 
an important role in educating them – which improves the user acceptance (Fig. 13.6; 
Table 13.8).

The resources defined are necessary as long as the drone technology exists and 
some of the resources are necessary for any industry (R&D, finance), and as a result 
the resources are mapped throughout the time line (Fig. 13.7) .

13.13  Conclusion

Amazon is successful in getting the patent approved by Federal aviation administra-
tion, but there is a need for more user acceptance and more friendly guidelines. Paul 
Misener, Amazon’s global head of policy, stated “the permission the FAA granted is 
more restrictive than are the rules and approvals by which we conduct outdoor 

Fig. 13.6 Resources roadmap
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testing in the U.K. and elsewhere,” with regard to the March 19 issuance of an 
experimental airworthiness certificate to Amazon Logistics. He also thinks that it 
took far too long for the permission than it usually takes in other courtiers [31].

Amazon has increased its lobbying push for more favorable transportation rules 
significantly over the past 2 years, according to the data from the Center for 

Table 13.8 Resources and 
codes

Resource Code

Finance R1
Research and development – 
Amazon Seattle laboratory

R2

Universities R3
Government organization and 
policies – FAA

R4

Aviation and robotics 
industry – Boeing

R5

Natural resources R6
User acceptance/customers R7
Human resource R8
Material scientist R9
Astronaut – NASA R10

Fig. 13.7 The final roadmap

S.R.R. Singireddy and T.U. Daim



409

Responsive Politics. The number of people Amazon listed as its lobbyists – both 
employees and contractors – has doubled to more than 60 people. That list includes 
Trent Lott, the former senate majority leader. The private sector is putting in all its 
efforts to make the necessary improvements, but the government also needs to keep 
up to support the technology.

The Prime Air Service has got all the attention needed after the patent was 
approved. There are tests being conducted but there still are a few concerns, with 
regard to the commercialization of drones:

• The sociotechnical hurdles associated with Amazon drones are complex. The 
promotional video shows how the drone functions, but it does not include most 
scenarios. The drone, flying in residential areas, is raising serious concerns of 
how it could cause any injuries to pets or children. They tend to go near the drone 
as they get attracted.

• Battery life: Amazon cannot afford to see their drones fall from sky before reach-
ing a destination as they are expensive. The drone delivery might only cost $1 
and the product that has to be delivered is cheaper than the drone. If there is any 
malfunction or quick battery drain, it is a great loss to the company, and it is a 
fact that technology will never always work as expected.

• Protection: It is also not clear as to how Amazon is going to protect their drones 
from people who try to aim the drones and collect the package for themselves. 
The insurance policy, which is difficult to access at this instance, needs to be very 
clear and efficient.

• Weather: The company claims the delivery will take 30 min, but it is equally 
important to think about climatic conditions which are difficult to predict at 
times. Are the drones capable of withstanding powerful winds, rains, and thun-
derstorms? If not, does it mean Prime Air Service cannot be offered yearlong?

• Timing: Is the drone going to wait for the customer at the drop off location? If so 
who will acknowledge the receipt? If the drone is just going to drop off the pack-
age, what if it goes missing? What happens if a customer is late to pick up?

Considering the pace of user acceptance, FAA regulations, and the above dis-
cussed concerns, it seems like it might take more time than expected. Amazon’s 
website mentions “We will not launch Prime Air until we are able to demonstrate 
safe operations.” And it is not clear as to how much time Amazon is going to take to 
satisfy FAA for the commercial use.

13.14  Recommendations

If we look at the history of drones, there is not much data we can find. Most of the 
people do not support this idea of drone delivery as they are concerned about the 
safety, privacy, and environment issues. The drones in use today are to capture 
sports, photography, surveillance, and military purposes. A big portion of the com-
mon population has not seen a drone or used it, and so there are a lot of 
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misconceptions and confusion. We are entering in to a different era; after the com-
bustion engines, electric vehicles, and hybrid vehicles, people now need to know 
about this new technology.

Walmart’s drone ambitions are sensible, real, and practically possible today. 
Walmart’s idea is to use the drones within the warehouses to check warehouse 
inventory, using the drones that are capable to capture 30 frames per second [32]. 
The company claimed they are going to use a custom-built drone and that they are 
6–9 months away to include drones in their warehouse. FAA will obviously not 
raise a lot of concerns like for Amazon, as Walmart limited their drone usage, within 
drones, avoiding public, air traffic, birds, etc. Workhorse Group Inc. as described 
earlier is using their drones only to deliver the package from a fully electric truck to 
the doorsteps. There is no chance of drone being lost, no need for high-tech drones 
as of now, and no need of powerful battery. But we can already see Amazon striving 
so hard to make the drone delivery work.

Amazon Prime Air is not impossible, but it is going to need more time getting 
approvals from FAA and in testing. If Amazon currently focuses on using the drones 
away from public and residential areas and proves the safety and efficiency of work-
ing with drones, it will be easy to get permission for commercial usage in near 
future. There has to be more market penetration in terms of drones, which will make 
it easy for Amazon and FAA for later stages. While testing at designated sites is 
underway, there’s still a long way to go before regulators fully open the skies for 
commercial use.
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Chapter 14
Technology Roadmap: Google’s Eco-friendly 
Mobile Phones

Xuran Dai and Tugrul U. Daim

14.1  Introduction

By the increased use of smartphone on day-to-day life, there is a huge impact on the 
environment because of the non-environmentally friendly production process, car-
bon emission, the use of toxic material, recycled process, and e-waste. For the suc-
cess of making an eco-friendly phone, this paper helps in enlightening the need for 
technology developments and constructing the roadmap for the pioneer of eco- 
friendly phone. This paper first uses SWOT as a tool to analyze Google’s internal 
and external issues, and then a list of 9 market drivers and 14 product features are 
presented and used to develop the driver-product feature rankings. According to the 
ranking, technology benchmarking and resource allocation are presented. A final 
technology roadmap of developing a Google eco-friendly phone of the three time-
lines is provided at the end.

Nowadays, technology roadmapping is a popular planning process to help develop 
technology alternatives to satisfy product needs, and the main benefit of technology 
roadmapping is to identify technology gaps, which need to be filled to meet the tar-
gets. Because of the increasing awareness of the e-waste and the environment, this 
chapter presents a creation of technology roadmap for Google’s eco- friendly phone; 
thus strategic market analysis, market driver analysis, product feature and gap analy-
sis, technology benchmarking, and resource allocation will be discussed in this chap-
ter in order to develop the technology roadmapping for the coming 3 years. We chose 
to include this chapter in this section, because we think the trends in communication 
technology are impacting the whole infrastructure ranging from transportation to 
emergency services. Besides Google is also investing into sectors ranging from trans-
portation to energy and they should be leveraging their efforts in other sectors.
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14.2  Literature Review

14.2.1  History of Mobile Devices

Mobile phones have a significant impact on people’s life, and over the past years, 
mobile phones have evolved immensely in design and function since 1983. The 
Motorola DynaTAC 8000x went on sale in the USA in 1983; it was considered the 
first mobile phone since it was small enough to carry. The phone use had not spread 
to the general public due to the high price, and it became a culture symbol [1]. From 
1990 to 1995, the cell phones focused on design and portability, and by the 1990s, 
cell phones were fast appearing in the hands of average consumers [2]. Early cell 
phones were just for talking, and then many features were expanded in 2002, “the 
purpose of the cell phone has shifted from a verbal communication tool to a multi-
media tool” such as checking email, video game, snapping photos, surfing the web, 
and music streaming. When 2G introduced cell phone networks to people, everyone 
needed a mobile phone in their daily lives, and people have more expectation on the 
speed; thus, 3G which allowed for faster data transmission speeds started to roll out 
around the world [3]. In 2003, BlackBerry 5810 was produced and it had a QWERTY 
keyboard. In 2007, iPhone was introduced by Apple chief executive Steve Jobs; it 
combined the feature of a cell phone, pocket computer, and multimedia player [4]. 
In 2008, Google launched the Android operating system, and the first Google 
Android-powered phone was launching in the USA as the T-Mobile G1. iPhone 
introduced millions of people to apps; in 2010, the App Store opened; there were 
over 4 billion total downloads [5]. Moreover, iPhone provided the most attractive 
design of any mobile released to date, and the shape of cell phone has changed over 
time, just “like computers, the cell phone over time has become drastically smaller” 
[2]. In the same year, Google released the first Google Nexus phone, which was 
manufactured by HTC. Before the end of the first decade of the twenty-first century, 
3G was being overwhelmed and 4G was introduced, “4G’s main improvement over 
3G technology was its data-optimization, which promises to offer speeds up to 10 
times faster than existing 3G technologies” [3]. Mobile phone is not just a tele-
phone, it combines the advanced mobile phone technology and computer technol-
ogy, and smartphone becomes many people’s best friend.

14.2.2  E-waste

“In 1985 there were less than half a million cell phones in the United States. There 
are 233 million in 2006,” as Bette Fishbein from Inform says that is a “tremendous 
expansion” [7]. Billions of phones have been thrown away around the world, 130 
million amounts of cell phones retired in the USA per year, and 65,000 tons weight 
of electronic garbage is created by cell phones per year [7]. Cell phones are worst 
for toxic chemical, and most end up in landfills, rivers, or incinerators; these 
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chemicals leach into the groundwater, lead to cancer, and damage human’s brain 
development system. When unwanted cell phones are incinerated, the toxics con-
taminated the air [8]. The emerging of mobile phone technology forces users to 
switch more often to the latest product version of mobile devices. This has led to 
increase of electronic wastes, and cell phones may be the most valuable form of 
e-waste. An average phone contains about $1 in precious metals, mostly gold [7].

14.2.3  Technology Roadmapping

Technology roadmap is a planning tool used to support the development and the 
implementation of strategy and plans and help link the technological capability to 
product and business plans; it also can be used for communication of the plan. “A 
‘roadmap’ is an extended look at the future of a chosen field of inquiry composed 
from the collective knowledge and imagination of the brightest drivers of change in 
that field, and it is defined as the views of a group of stakeholders as to how to get 
where they want to go to achieve their desired objective” [9]. Technology roadmap-
ping is one part of technology planning process to help develop technology alterna-
tives to satisfy product needs; it is driven by a need. Technology roadmapping 
provides a way to develop, organize, and present information about the require-
ments and targets and identifies technologies that need to be developed to meet 
those targets; it also provides the information about selecting different technology 
alternatives [10].

Technology roadmapping can be used to help in understanding how to balance 
investment and project priorities, provides a mechanism to help experts forecast 
technology development in targeted areas, and provides a framework to help plan 
and coordinate technology developments [11] [10]. The main benefit of technology 
roadmapping is to identify technology gaps which need to be filled to meet the tar-
gets and “identify ways to leverage R&D investments through coordinating research 
activities” [10]. Technology roadmapping is also a marketing tool that shows the 
key gaps in the market and technical knowledge [12] and links values, products, 
markets, technologies, and resources plans together.

The process of developing roadmaps is more important than the roadmaps them-
selves because of the associated communication and collaborative problem solving. 
Also, the process needs to fit the context, along with the structure of the roadmap. 
Many different approaches to roadmapping have been developed in the workshop; 
the use of workshop helps build consensus about what the key issues of interest and 
concern are and the tasks that needed to be put on the plan [13]. S-Plan is one of the 
roadmapping approaches that can be used to guide the discussion; a roadmap wall 
chart is used to share different points of view of the subject of interest, to develop a 
strategic landscape and address all the issues of concern. Then, specific topics can 
be explored in more detail by using common template, in order to develop roadmaps 
for project priorities and further discussion [13].
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14.3  Strategic Market Analysis

SWOT analysis is a key step in planning; it is a straightforward model that analyzes 
an organization’s internal issues, which are strengths and weaknesses, and external 
issues which are opportunities and threats. In order to develop a technology road-
mapping for Google’s phone, SWOT analysis is used during this development 
process.

14.3.1  Strength

14.3.1.1  Android Platform

Google developed Android mobile operating system, and Google provides major 
updates to Android every 6–9 months. Google launched its Nexus series of smart-
phones. h use the Android operating system and built them through manufacturer 
partners; also Android is more cost-effective [14].

14.3.1.2  Financial Liquidity

Google incorporation is in good financial health; the current ratio and quick ratio of 
Google are 4.58 and 4.25, respectively; liquidity ratios greater than one mean that it 
is less likely fall into financial difficulties; the high ratios showed Google’s capabil-
ity to settle all debt with all available assets [15] [16]; and asset can be easily con-
verted into cash for any emergency times. Thus, it reduces the chance of shutting 
down the project due to the financial problem during times of emergency.

14.3.1.3  Patent Portfolio

Google was awarded only four patents in 2003, but Google started to realize that 
they need to earn more patents in 2007 to compete with Apple, because at that time, 
Apple launched the iPhone, “which came to market defended by a thicket of patents 
and trademarks on everything from the ‘home button’ to the design of its rounded 
corners.” Then Google released Android as an open source, and Google has been 
working very hard to win more patents on its own ideas [17]. Google was awarded 
around 1800 patents in 2013, and in 2014, Google was awarded 2566 patents which 
was 38% more patents than 2013 [18]. In 2015, Google was awarded 2835 patents, 
on an average of 10 patents per day [19].
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14.3.1.4  Product Integration

Many Google products and services such as Google Drive, Google Maps, Gmail, 
YouTube, etc. are integrated with the Android operating system, and this provides a 
lot of ease of use for customers. Also, this pushes Google+ into the mainstream and 
catches more Gmail users that currently have no interest to try the other Google 
products.

14.3.2  Weakness

14.3.2.1  Lack of Competency in Mobile Manufacturing

Many mobile manufacturers are using Android OS, so the compatibility test have to 
be done to those manufacturers; the upgraded version of its OS need to wait until all 
tests are done [14].

14.3.2.2  Competitors and Partners Are the Same Companies

Google has many partners; in 2010, Google announced the Nexus One which was 
the first device to run the Android 2.1; Nexus One was manufactured by HTC. Then 
Google switched from Android pioneer HTC and partnered with Samsung for the 
Nexus S, and Galaxy Nexus was also manufactured by Samsung. In 2012, Google 
switched the partner to LG for Nexus 4 and 5; Nexus 6 was made by Motorola. The 
Nexus tablet family was manufactured by different partners, Nexus 7 was made in 
conjunction with ASUS, and Nexus 10 was released in the end of 2012 by Samsung. 
In 2014, Google partnered with HTC again for Nexus 9 in the latter part of 2014; 
like the Nexus 6, the Nexus 9 was one of the first devices to ship with Android 5.0 
[20]. If Google was going to release their own eco-friendly mobile phone, custom-
ers will compare Google phone with phones from other brands; those partners will 
become competitors.

14.3.3  Opportunity

14.3.3.1  Environmental Concern in Social

The fact shows that “we tend to use a phone for only about 18 months, or a stagger-
ing 12 months in the U.S” [21]. About two in ten people had cell phones, which 
were in storage, and about four in ten people replaced their phone last year [21]. 
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It is an opportunity for Google to develop an eco-friendly phone because more and 
more people have concerns about the environmental issues and their health issues, 
and they pay more attention to the words such as reusing, recycling, nontoxic.

14.3.3.2  Modular Platform Partners

Google Ara team developed a modular smartphone which contained all the func-
tionality of a smartphone plus six flexible slots for easy swapping (Lego style) [22, 
24]. Instead of a basic frame that customers can buy and upgrade forever, they can 
style the phone by adding different hardware function modules onto their phones, 
which is a very ambitious vision. Google also expected that these modules can be a 
universal way to add hardware functionality to anything [23]. Project Ara is “open-
ing up a whole new hardware ecosystem and partner platform for Google,” Google 
was starting with a list of partners such as Panasonic, TDK, Wistron, E-Ink, Toshiba, 
Harman, Samsung, Sony Pictures, and some health companies; some of them create 
different parts of phones such as bigger speakers, extended batteries, glucose meters, 
and so on [23].

14.3.3.3  Increasing Mobile Market

Mobile market increases really fast; in 2014, there were 4.55 billion people world-
wide using a mobile phone [25]; growth of developing regions of Asia, Middle 
East, and Africa is on the high; about 80 percent of the new smartphone owners 
will be located in these areas [14, 26]. Between 2013 and 2017, percentage of 
people who own smartphone will increase from 61.1% to 69.4%; by 2020, there 
will be 6.1 billion smartphone owners which works out to 70% of the world’s 
population [25] [27].

14.3.4  Threat

14.3.4.1  Risk of Acceptance in Modular Platform

The idea of turning phones into Legos was a good idea, but there were also down-
sides. The customer cannot truly customize the shape and size of phone because 
those are fixed by the frame, and each module has a magnet which adds some weight 
to the phone. The magnets should be strong enough to hold the modules together; if 
the magnets were damaged, the phone might be broken into pieces when dropped 
[28]. In addition, few people will happily spend a lot of money to buy parts and put 
together their own computers; the majority of people do not want to put any extra 
input, and they want a complete product [28].
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14.3.4.2  Multiple Strong Competitors

The main competitors in the smartphone industry were Samsung and Apple; they took 
together 88.1% of the $215 billion profit over last 6 years [29]. Furthermore, Google can-
not truly compete against Apple without retail stores; when the iPhone breaks, customer’s 
first instinct is to take it to the Apple store, but Google’s customer service is virtual. “The 
Apple stores are laid out to showcase each product to its full potential and to give custom-
ers a unique hands-on experience”; the Apple employees are trained really well on each 
Apple products in order to convince people to buy their products [30].

14.3.4.3  Patent Litigation

Google and Microsoft had about 20 lawsuits pending over uses of patents in mobile phone 
and other technologies. Microsoft sued Motorola in 2010 for patent infringement; when 
Google bought Motorola, all the lawsuits were inherited by Google, and also the software 
giant says that Google’s Android operating system infringes many of its patents. In 2011, 
Microsoft collected patent royalties on 50 percent of Android makers, but Motorola was 
not paying up. Even though the two companies released an announcement that will dis-
miss all pending patent infringement litigation between them in 2015, they will collaborate 
on certain patent and provide better services to customers. We will not know if Motorola 
agreed to pay up or Microsoft will find other ways to fill the big hole [31].

14.4  Market Drivers Analysis

Market drivers are the trends that cause the market to develop and grow; they are 
“the underlying forces that compel consumers to purchase product” [32]. Drivers 
can be collected by brainstorming, and large roadmap wall chart can be used to 
share perspective about the purpose and the benefits of the topic of interest. Nine 
market drivers (Table 14.1) that make customer purchase the Google’s eco-friendly 
mobile phone are defined; each driver is assigned with a code and explained below.

14.4.1  D1 Customization: Focus on Users

Google Ara team has already developed a modular smartphone in which customers 
get to choose the configuration and features of the smartphones. Customers can eas-
ily customize their own smartphone by purchasing a basic frame and modules; also 
the modules in the future can be a universal way to add hardware functionality to 
anything. For example, customer purchases a camera module, and then it can be 
used on the phone, the tablet, or even the doorbell [23]. This will remain a driver and 
it keeps improving with time.
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14.4.2  D2 Changing Phones in Less than 18 Months

Customers get rid of the phone due to various reasons; about one-third customers 
want new features, about one-fifth customers change phones because their battery 
could not hold a charge, and one-fifth customers changed service plans [21]. 
Google’s eco-friendly mobile phone and module phone can improve the situation 
eliminating the issue of features and batteries.

14.4.3  D3 Environmental Awareness [6]

Nowadays, more and more people understand that our planet’s resources and eco-
system need to be sustainably managed. People start changing their behavior, and 
they think about “how long they run the faucet, the bin they toss their garbage in and 
the cleanliness of the air they breathe” [33]. Governments and corporations are 
being pushed by activist and consumers to pay more attention to the maintenance of 
our forests; young people have grown up and been educated during the environmen-
tal era. Moreover, without throwing away the old phones, many people choose to 
recycle their old mobile phones, and some mobile phone companies also have a 
trade-in program. People who have lower income benefit from mobile device trade-
 in programs, because secondhand and refurbished phones are less expensive than 
new phones [34]. The reason why environmental awareness became a major con-
cern was that people can see the objective degradation of environmental conditions 
around them and through the media; also people are paying more attention to their 
physical and psychological health [33].

Table 14.1 Market drivers Market drivers

D1 Customization: focus on users
D2 Changing phones in less than 18 months
D3 Environmental awareness
D4 EPA’s/government/institutional norms and 

regulations
D5 Eco-friendly raw materials
D6 Health awareness
D7 Multifunction
D8 Eco-friendly production process
D9 Energy-efficient devices and accessories
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14.4.4  D4 EPA’s/Government/Institutional Norms 
and Regulations

The mission of Environment Protection Agency (EPA) is to develop and enforce 
regulations which protect human health and environment, they believe that protect-
ing the environment is everyone’s responsibility, and they enforce the regulations 
and help companies understand the requirements [35]. These regulations will 
become a driver in creating eco-friendly phone.

14.4.5  D5 Eco-friendly Raw Materials [9]

Using eco-friendly raw materials that are less hazardous to the environment at each 
stage of the product developing process can be another market driver. The use of 
chemicals in the products is strictly controlled. Recycled plastic, eco-friendly pack-
aging, and smart battery charger help enhance phone recyclability and energy effi-
ciency, also promoting e-waste collection and build a better future for customers 
[36]. In addition, the need to become sustainable was treated as a corporate social 
responsibility, divorced from business objective by most executives. “The fight to 
save the planet has turned into a pitched battle between governments and compa-
nies, between companies and consumer activists, and sometimes between consumer 
activists and governments.” In order to solve this problem, not only legislation and 
education are necessary but also more corporate leaders need to understand how 
sustainable development can benefit their bottom line. According to the research, 
the companies can reduce the inputs they use when they make sustainable products, 
so environment friendly actually lowers costs; smart companies now treat sustain-
ability as innovation’s new frontier [37].

14.4.6  D6 Health Awareness

Nowadays, the increasing focus of personal healthcare monitoring and rise in 
chronic disease is driving the market forward. People live on their mobile phone, 
read books, share thoughts on Twitter, and broadcast snapshots across Instagram, 
but technology is not just keeping people connected and entertained; technology is 
catching on people’s health [38]. According to Nielsen’s Health and Wellness sur-
vey, more than 70 percent of Americans say they are actively working to become 
healthier or maintain their current health. Awareness of wearable technology is high 
among customers (70%), 15 percent of Americans are currently using fitness bands 
[39], and health conscious consumers are also looking to smartphone apps to keep 
track of their health. “In January 2014, 45.8 million US smartphone owners used a 
fitness and health app, an 18 percent increase from 39 million users during the same 
month a year ago” [39].
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14.4.7  D7 Multifunction

Instead of carrying many gadgets such as cell phone, digital camera, a GPS receiver, 
and MP3 player, maybe a portable video game device every day, a multifunctional 
device, will help people save space. Take a close look at the technology market; 
many devices now incorporate functions traditionally performed by other gadgets. 
For instance, manufacturers began adding digital camera to cell phones and con-
sumers responded with enthusiasm. Now most of the smartphones incorporate a 
camera, GPS receiver, MP3, and other features; also many third-party applications 
can be installed on smartphone [40].

14.4.8  D8 Eco-friendly Production Process

Through increased channels of communication and access to scientific research, cli-
mate change becomes a major threat to the sustained life forms [41]; because of this 
evolving perspective, environmentally friendly production process has emerged as a 
significant market driver in the marketplace. Environmentally friendly manufacturing 
process saves the planet from the exploitation of natural resources, the materials of 
products are more sustainable, and waste is reduced through remanufacturing, reuse, 
and recycling. Furthermore, business’ costs can be reduced through reduced energy 
use, and the green production process offers the consumer a guarantee that a product 
has met relevant environmental standards set; capturing a greater market share in this 
manner shows to be mutually beneficial to vendor and consumer alike [42].

14.4.9  D9 Energy-Efficient Devices and Accessories

The growing need for energy-efficient device and accessories is one of the most 
important drivers of the eco-friendly phone market, using the accessories such as 
charger, battery, and charging sockets which will use less energy, save money, and 
save the environment. The energy-efficient devices as a solution to help person elimi-
nate wasted or inefficient energy usage and just a few minutes could save thousands 
of dollars.

14.5  Product Feature

Product features are the qualities and characteristics of the eco-friendly Google 
phone itself such as size, shape, materials, and its functionalities and capabilities; all 
the inputs on product features can be listed after the basic roadmapping research and 
literature review and their impact ranked for each market driver. Product feature are 
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mapped on the time period of 12 months, 24 months, and 36 months; the mapping 
is approximately based on where the features are today and when it might be avail-
able in the market. Fourteen product features (Table 14.2) of Google’s eco-friendly 
mobile phone are defined; each feature is assigned with a code and explained below.

14.5.1  P1 Extra-long Battery Life

Battery life is always griped by people, a company called SolidEnergy discovered 
that increasing battery energy density will extend the life of a cell phone battery, this 
company has taken in $20.5 million to develop their “anode-free” lithium metal bat-
tery, and based on research, their ultrathin metal anode can double energy density. 
SolidEnergy also has “dual-layer electrolyte” that is combined with their anode, it 
provides four times the energy density of today’s best Li-ion batteries, and this 
company is going to build a battery module for Google [43].

14.5.2  P2 Low-Energy Display

Organic light-emitting diodes (OLEDs) are the future of displays and lighting, 
“OLEDs can be defined as solid-state semiconductor devices that are made from 
thin films of organic molecules that create light when electrical power is applied to 
them, these devices are 200 times thinner than a strand of human hair” [44]. The 
“giant lightening industry” LG had a great OLED design which makes the digital 
signage display incredibly lightweight and thin [45], and “OLED may lead to a new 
age of low-energy display and lighting products that re larger, transparent and flex-
ible” [44]. For Google’s next phone, Google is seeking to invest $880 million in 
LG’s display business to help build OLED screen [46].

Table 14.2 Product features Features

12 months P1 Extra-long battery life
P2 Low-energy display
P3 Modularity
P4 Eco applications
P5 Eco-friendly packaging

24 months P6 Recyclable materials
P7 Wireless charger
P8 Toxic-free materials
P9 Health monitoring features

36 months P10 Biodegradable
P12 Human motion technology
P13 Solar charger battery
P14 Flexible screen
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14.5.3  P3 Modularity

Modular phone is one that users have the freedom of compiling modules of their 
own choice into a final product. The processor and RAM, speaker, camera, battery, 
and all the other components are put in modules which can be changed simply by 
sliding [48]. Also, a company Lapka has the idea of turning project Ara device into 
a health scanner with different concept modules, so a set of sensors can be for track-
ing air quality, carbon dioxide, UV sensor, as well as a heart rate monitor, glucose 
sensor, and breathalyzer [47].

14.5.4  P4 Eco Applications

Eco apps can be built in a Google phone; those apps help users to optimize their 
energy and water consumption, help them save money, and also change their daily 
habits in order to save the environment. For example, users can track how much water 
is used in their daily activities, and the app can send notice and hints to help user save, 
as well as reward users every time a member took a step in the right direction. The 
reward points that users earned can be redeemed as discounts with retailers [49].

14.5.5  P5 Eco-friendly Packaging [25]

In order to reduce CO2 emission, energy use, support the recycling of unused 
resources and produce more eco-friendly products, 100% recyclable paper which is 
made from agricultural waste from banana, coffee, lemon plantations will be used 
for the manual and packaging. Also, inks can be made from foods or milk proteins 
rather than chemicals and bioplastics [50]. The normal plastic packaging is the most 
hard to degrade, thus Google phone will use naturally degrading plastic and recy-
cled plastic packaging material for charger cases and other packaging [51].

14.5.6  P6 Recyclable Materials

Most regular phones are using a large percentage of toxic materials which are harm-
ful to our environment and the planet, and they are dumped, hard to be biodegraded, 
and not recycled which leads to around 6 thousand metric tons of toxic waste around 
the world every year [52]. Google phone will use recyclable plastic and sustainable 
material; the casing can be made of aluminum which is derived from aluminum 
cans and surplus wood which is derived from forest project. This phone not only 
retains a pattern of the wood and color but is also resistant to yeast, bugs, and water 
[52]. During the manufacturing process, there will be less greenhouse gas emission, 
and radiation emission rates will be kept at the minimum.
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14.5.7  P7 Wireless Charger

Wireless charging has been around for a bit; there are three types of wireless charg-
ing, close-range, midrange, and long-range wireless charging. Close-range wireless 
uses inductive charging technology, and it is highly efficient and cost-effective; 
midrange wireless charging uses resonance charging technology such as Qi and 
Rezence, and they are more accessible. Both technologies are available in the mar-
ket. In addition, long-range wireless charging will be the future focus; it is using a 
variety of different technologies, for example, radiofrequencies, infrared light, 
ultrasound, etc. [53]. Also, it must overcome health and safety concerns, for exam-
ple, which range from radiofrequency waves to ultrasound to lasers [54]. 
Additionally, the efficiency of long-range wireless charging is also one of the 
concerns.

14.5.8  P8 Toxic-Free Materials

Most of hazardous chemical substances should be avoided in manufacturing, for 
example, Brominated flame retardants (BFRs) have been primarily used in the cas-
ing and circuit boards, bromine’s is added to BFRs in order to protect plastic com-
ponents which can be exposed to high temperatures. Polyvinyl chloride (PVC) that 
is a chlorine- based compound is primarily used as coatings for cables and wires. 
Chlorine is also used in chlorinated flame retardants (CFRs). These hazardous 
chemicals will accumulate over time; they will finally become widespread pollut-
ants in our environment [55].

14.5.9  P9 Health Monitoring Features

Mobile health monitoring features are more and more effective and helpful for peo-
ple to track their health; sometimes they can be a very powerful life-saving tool. 
“Smartphones supported by high-speed data networks can do much more by moni-
toring heart disease, diabetes, hypertension, and all other modern day ailments 
[56].” Additionally, John Rogers created a stretchy skin patch which uses light 
pulses to monitor heart rate or sun exposure; it can be powered by radio signals from 
a phone equipped with a chip [57]. The number of people who are using healthcare 
application is increasing, and people have begun to focus on their health and fitness; 
patients can use apps to manage medical appointments and access their medical 
records [56].
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14.5.10  P10 Biodegradable

Hemp plastic is a bioplastic that can be 100% biodegradable; it is “five times stiffer 
and 2.5 times stronger than polypropylene (PP) plastic” [58]. “Hemp certainly is a 
versatile plant, it grows easily and prolifically, making it an extremely efficient crop 
for these sustainable plastics known as bioplastics” [58]. Many oil-based plastics 
can be replaced by Hemp plastics.

14.5.11  P12 Human Motion Technology

Motion charging which “uses kinetic energy from human’s movements to charge up 
a battery cell” will be the future human motion technology. The traditional model is 
to harness the power of your arm swinging back and forth throughout the day to 
charge the phone, and the future technology will be charging the phone by collect-
ing smaller-scale movements experienced by a phone in a pocket or handbag rather 
than on the end of an arm [59]. Therefore, the energy that is otherwise wasting on 
things will be collected and reused.

14.5.12  P13 Solar Charger Battery

Solar charger technology will be another path that Google phone technology could 
take in the future. Sunpartner Technologies has developed a lightweight case for 
mobile device to collect energy from light; it works both in indoor and natural light 
[59]. Sunpartner is also developing transparent photovoltaic material, and a company 
called Ubiquitous Energy has created a kind of tech which acts as an invisible coating, 
which is used in solar panels [60]. Moreover, the efficiency gains are the first concern 
of this photovoltaic cell technology; also where those cells are placed on our devices 
and where we store them are the following concerns. Once solar charger tech is 
mature, it will change people’s behavior of keeping their smartphone stuffed in a 
pocket and charging their phone overnight instead of reaching the sun’s energy [61].

14.5.13  P14 Flexible Screen

Nowadays, most of smartphones are rectangular, and people are getting bored of the 
shape, so flexing and bending smartphone will be more visually and intellectually 
cool, and also folding a device makes it a smaller and more portable package to 
carry [62]. Even though Google invests $880  M in building OLED screen, the 
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biggest challenge is the internal rigid components such as battery; in order to make 
a flexible phone, they need to make those components more flexible [63].

14.5.13.1  Driver and Product Feature Ranking

The mapped drivers and product features were prioritized (Table 14.3).

14.6  Technology Benchmarking

After mapping out the drivers and product features, the highest ranking of the product 
features are P2, P3, and P5 for short period; P6, P8, and P9 for mid period; and P10, 
P11, and P12 for long period. Tables 14.4, 14.5, and 14.6 showed the comparison of 
four different brands of smartphones in the market on these product features.

Table 14.3 Driver and product feature ranking

Features
D1 D2 D3 D4 D5 D6 D7 D8 D9

Total2 2 4 4 4 2 4 4 4

12 months P1 Extra-long 
battery life

4 2 2 1 24

P2 Low-energy 
display

4 2 4 4 44

P3 Modularity 4 4 4 1 36
P4 Eco 

applications
1 1 4 1 24

P5 Eco-friendly 
packaging

1 1 4 4 36

24 months P6 Recyclable 
materials

4 2 1 24

P7 Wireless 
charger

1 1 1 10

P8 Toxic-free 
materials

4 4 1 28

P9 Health 
monitoring 
features

1 4 4 28

36 months P10 Biodegradable 2 2 16
P12 Human motion 

technology
1 4 20

P13 Solar charger 
battery

1 4 20

P14 Flexible 
screen

1 1 8
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Table 14.4 Technology benchmarking (short term) [63–71]

Google 
(Pixel)

Samsung
(S8)

Apple
(7)

Huawei 
(Mate 9) Target

P2 Low-energy display

Screen type AMOLED Curved 
AMOLED

LED- 
backlit IPS

Super 
AMOLED

Curved 
AMOLED

White screen 
consumption

4–5 mW 4–5 mW 18.1 mW 4–5 mW

Black screen 
consumption

None None 20.4 mW None

Overall screen 
consumption

2.5 mW 2.5 mW None 2.5 mW

P3 Modularity

Platform No No No Build 
platform

P5 Eco-friendly packaging

Box n/a Eco paper Highly 
recyclable

80% 
recycled 
paper

At least 80% 
recycled 
paper

Printing n/a Soy ink n/a Soy ink Soy ink

Table 14.5 Technology benchmarking (medium term) [63–71]

Google 
(Pixel)

Samsung 
(S8) Apple (7)

Huawei (Mate 
9) Target

P6 Recyclable materials for phone components

External parts n/a 20% of 
recycled 
material

28% 
bio-based 
content

30% bio-based 
materials

20% of 
recycled 
material

P8 Toxic-free materials/process

Greenhouse gas 
emission

n/a n/a 56 kg CO2e 69.26 kg CO2e 56 kg CO2e

Toxic-free 
material

n/a Yes PVC-free, 
BFR-free, 
arsenic-free, 
beryllium- 
free

PVC-free, 
BFR-free, 
arsenic-free, 
beryllium-free, 
phthalates-free, 
CFR-free

Yes, 
bio-based 
materials

P9 Health monitoring features

Biometric 
technology

No Yes Yes Yes Yes

Stepcounters 
integration

No Available 
for other 
models

No Yes Yes
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14.7  Resource

Resource is another important part of this roadmapping, because resources will play 
an important role in the development of the technologies that we identified. As 
Table 14.7 showed that only P3 and P9 will be developed by the internal R&D of the 
Google team, others will be done by partners and outsources.

Table 14.6 Technology benchmarking (long term) [63–71]

Google 
(Pixel)

Samsung
(S8)

Apple
(7)

Huawei 
(Mate 9) Target

P10 Biodegradable No Available for other 
Samsung models

No No Yes

P11 Human motion energy 
harvesting

No No No No Yes

P12 Solar charging No Available for other 
Samsung models

No No Yes

Table 14.7 Resource allocation

Features Technology
Internal 
RD Partners Outsource

12 months P1 Extra-long 
battery life

“Anode-free” 
lithium metal 
battery

SolidEnergy

P2 Low-energy 
display

OLED LG

P3 Modularity Platform Google 
team

Senheisor

P5 Eco packaging Eco paper, soy 
ink

EnviroPak

24 months P6 Recyclable 
materials

Recyclable 
plastics

BASF

P7 Wireless 
charger

Long-range 
wireless 
charger

Energous 
WattUP,
Ossia Cota

P8 Toxic-free 
materials

Nontoxic 
plastic

University of 
Minnesota 
[72]

P9 Health 
monitoring 
features

Biomarkers Google 
team

Polytechnique 
Montreal and 
Corning, 
Dexcom

36 months P10 Biodegradable Hemp plastic Hemp UK
P12 Human motion 

energy 
harvesting

Smaller-scale 
movements 
harvesting

Georgia 
Institute of 
Technology

P13 Solar charging Transparent 
photovoltaic 
material,
invisible 
coating

Sunpartner,
Ubiquitous 
Energy
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14.8  Technology Roadmap

Nine market drivers under each timeline are shown in the Fig. 14.1, and based on 
the driver-product ranking, nine technologies of the highest ranking are aligned with 
market drivers under each timeline. Then, the technologies and resources are listed 
according to the important product features. All the arrows show the connection 
between the items.

14.9  Conclusion

Every year there are around 130 million amount of phones retired in the USA and 
65,000 tons weight of electronic garbage created per year. All the wastes continue 
to harm the environment and danger the human beings. This is the main reason that 
Google will need to develop an eco-friendly phone; during the market analysis, we 
found that Google developed the Android mobile operating system and owned many 
patents which are two of its strengths. Also more and more people are concerned 
about environmental issues and health issues, which can be a good opportunity to 
have an eco-friendly phone in market. On the other side, there are many strong 
competitors such as Samsung, HTC, Apple, etc. that will be the main threats.

The goal of this paper is to develop a roadmap for Google’s eco-friendly phone, 
and this paper considers all market drivers, products, and relevant technology 
together to form into a roadmap. Short term (12 months), medium term (24 months), 
and long term (36 months) are the three timelines that are considered in this plan. 
For short term, low-energy display, modularity, and eco-friendly packaging are the 
main technologies that need to be focused on. For medium term, recycled material, 

Fig. 14.1 Final technology roadmap
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toxic-free material, and human monitoring features are the technologies that need to 
develop. For long term, biodegradability, human motion technology, and a solar 
charger battery are the three priority technologies to be developed. Some technolo-
gies have already developed some companies, but they are not available in the mar-
kets, and some technologies are in the process; Google needs to be partner or 
outsource with these companies in order to finish the final products.

Overall, technology roadmapping methodology (TRM) is really helpful in the 
planning stage, and it easily collects the ideas and combines different perspectives 
into one form. This technology roadmapping process aimed at a better understand-
ing of market drivers and in improving the product creation process; helped to iden-
tify what the focus of the development activity should be and which technologies 
were the highest priorities that the company would develop over the next 3 years; 
and helped the business plan to gain a better understanding of when technology 
developments are probably going to be deployable.
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Chapter 15
Technology Assessment: The Evaluation 
of Residential Pool Sanitation Options Using 
TOPSIS

Ori Wolman, Joseph C. Edmondson, and Leong Chan

15.1  Introduction

In the United States, the backyard swimming pool is an iconic upgrade to the 
standard residential pool. For some, a pool represents that success has been 
achieved; for others it is used as a social setting point during the hot summer; and 
lastly the swimming pool is used for recreation. The recreational pool industry 
also has a vested interest in the construction and maintenance of swimming pools. 
The total number of new residential pools installed in the United States has 
dropped from 140,000 installations per year in 2007 to 50,000 installations per 
year in 2009. These numbers are similar for other Western countries. But, the 
number of pool installations has remained flat at 50,000 installations per year, in 
the United States, since the financial crisis of 2008. As such, the residential swim-
ming pool industry has a vested interest in improving the ability to install and sell 
pools [2].

Pool sanitation is essential for the safe and efficient use of a pool or hot tub. The 
objective of pool sanitation is simply to destroy harmful pathogens while maintaining 
a safe swimming environment (not harmful to the swimmer), a pool experience that is 
pleasing to the swimmer.

Some of the pathogens that a swimmer risks contracting in an improperly sani-
tized pool are Giardia, Shigella, Norovirus, and E. coli 0:157:H7. The Centers for 
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Disease Control and Prevention reported that there was a rise in cryptosporidium 
from 3411 cases (2004) to 10,500 cases (2008) during a 4-year period. The large 
majority of pool use chlorine as a disinfectant. The use of chlorine is not without 
criticism, for example, there are complaints skin irritation and asthma, vaporous 
chlorine in enclosed spaces, and failure to control cryptosporidium.

The alternate residential pool sanitation technologies for this study have been 
identified as (1) salt systems, (2) ozone/UV systems, (3) pool filtration systems, (4) 
ionization plus oxygen, (5) bromine, and (6) PHMB [3, 4]. Each of these swimming 
pool sanitation technologies has advantages and drawbacks in view of the initial 
sunk costs, ongoing maintenance, and regulatory compliance.

This article uses a TOPSIS (Technique for Order of Preference by Similarity to 
Ideal Solution) to provide and determine the proper residential pool sanitation tech-
nology [1]. Five steps were used to acquire data for the TOPSIS analysis: (a) deter-
mine the candidate technologies, (b) literature review, (c) gather survey data, (d) 
analyze survey data using TOPSIS, and (e) recommend residential pool sanitation 
technologies based on the TOPSIS results.

15.2  Literature Review

15.2.1  Water Sanitation Technologies

The most widely used and understood sanitation technology for residential pools is 
chlorine. Chlorine is generally introduced into the water in the form of large tablets 
and/or granular pellets. Frequently chlorine is added to “shock” the water system 
with excess chlorine to further disinfect the system.

Elemental chlorine is a highly reactive with viral and bacterial cellular mem-
branes. As a result it will typically kill most harmful pathogens with the exception 
of Cryptosporidium, having been shown to be resistant to chlorine. Cryptosporidium 
is frequently cited as cause of pool-related sanitation incidents.

Given the common use of chlorine, alternate residential pool sanitation technolo-
gies had to be identified by literature survey. This literature review resulted in sev-
eral alternatives: salt systems, ozone and UV systems, pool filtration systems, 
ionization plus oxygen, bromine, and PHMB [5, 6, 7].

Salt system technology involves in-line electrolysis of NaCl to create disinfect-
ing chlorine. Ozone/UV Systems use ultraviolet light technology to cause unstable 
ozone (O3) to form in water. Pool filtration systems involve moving water through a 
series of filters, typically made of sand or diatomaceous earth. Ionization plus oxy-
gen systems use the passage of electric current within water in combination with 
elemental copper. Bromine is a chemical with the same valence as Chlorine and 
provides similar disinfecting properties. PHMB is organic disinfectant that causes 
death in a number of target pathogens.
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15.2.2  Methodology

The TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) 
method that has been developed by [8] is based on order preference by identifying 
a solution out of the different options that are the closets (similar) to the ideal solu-
tion (i.e., minimizing the distance to the ideal point and maximizing the distance 
from the nadir point) [1, 14]. The underlying concept is that the most preferred 
alternative should not only have the shortest distance from “ideal” solution but also 
the longest distance from an “anti-ideal” solution [15]. In order to evaluate the rela-
tive closeness of the alternatives to the ideal solution, Euclidean distance approach 
is proposed [16]. The TOPSIS method first converts the various criteria dimensions 
into non-dimensional criteria and then calculates the distance. TOPSIS can incorpo-
rate relative weights of criterion importance [17, 18].

TOPSIS is a popular multi-criteria decision technique where good evaluation of 
one criterion may offset the poor evaluation of another criterion [9]. The attractive-
ness and advantage of TOPSIS are that it is perhaps better suited to computational 
analytical techniques [10]. This has spawned a number of software applications, 
including Excel spreadsheet add-on’s that can perform TOPSIS analysis [11]. The 
simplicity of applying TOPSIS has advantages when the decision results can be 
quantified as opposed to techniques that use comparative analysis. TOPSIS has 
spawned variants in the core analytical methods. For example, basis TOPSIS has 
spawned such techniques as “modified TOPSIS,” “extended TOPSIS,” and “fuzzy 
TOPSIS.” For this application, conventional TOPSIS is used as the analytical tech-
nique. Figure 15.1 shows the TOPSIS procedure.

15.2.3  Determination of the Candidate Technologies

The next step in this analysis was to remove non-candidate technologies. A litera-
ture review of industry-specific magazines, vendor information, and other sources 
of information were reviewed to determine the applicability of candidate technolo-
gies. Candidate technologies are described in trade magazines and comparative 
online literature from vendors.

The operation of “salt” sanitation systems are best described in the product lit-
erature available from Cascade Pools [4]. The salt system was developed in New 
Zealand in 1973 as a reaction to the high cost of imported chlorine and the local 
regulations regarding the storage of chlorine. The system involves an electrolytic 
reaction between two electrodes that cause the disassociation of the chlorine ions 
(Cl−) and atomic sodium (Na+). This process causes enough chlorine to be disas-
sociated resulting in a sanitation effect. Cascade Pools was the first to market a 
“salt” system in 1973 under the product number IG450, which was copied in 
Australia and the United States. It was not adopted widely in the United States due 
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to wide availability and lower cost of granular chlorine. But, as this technology is 
used internationally, it is included as a viable candidate technology.

Ozone technology was developed in United States, likewise in the 1970s.The 
technology consists of creating ozone using coronal discharge. The resulting 
ozone is dissolved in water to act as a germicide [12].Ozone is at least ten times 
more effective as a germicidal agent than chlorine. Of the ozone providers, the 
leading market provider of this technology is DEL Ozone based in San Luis 
Obispo, CA. DEL Ozone indicates that in excess of 1 M ozone units have been 
installed. This market penetration indicates that ozone technology a viable candi-
date technology.

Bromine is a halide chemical similar in nature to chlorine and therefore a good 
candidate as a disinfectant. The active form of bromine, hypobromous acid (HOBr) 
is produced when elemental bromine dissociates from bonded bromine in the water 
[13]. The application of bromine is similar to that of chlorine, minimizing opera-
tional and training costs. Although ozone application costs are significantly higher, 
it still is a good candidate for an alternate technology.

Ionization plus oxygen systems use the passage of electric current within water in 
combination with elemental copper or zinc. The elemental metal ions act as a sanitiz-
ing agent in the water, but at a level where ingest metallic ions are not a health risk. 
Since the electrodes leach metallic ions into the water, it requires replacement of the 

where vj* ={ max (vij) if j ∈ J ; min (vij) if j ∈ J’ }

where v1 = { min (vij) if j ∈ J ; max (vij) if j ∈ J’ }

Step 2: Construct the weighted normalized decision matrix 

Step 1: Construct normalized decision matrix

Step 3: Determine the positive ideal and negative ideal solutions.  

Step 4: Calculate the separation measures for each alternative.

Step 5: Calculate the relative closeness to the ideal solution Ci* 

rij  = xij/ √(∑x2
ij)   for   i = 1, ..., m;  j = 1, ..., n   (1)

where xij and rij are original and normalized score of decision matrix , respectively

vij = wj rij (2)

A1  = {v1’, ...,vn’}, (4) Negative ideal solution

A∗ = {v1*, ..., vn*}, (3) Positive ideal solution

The separation from positive ideal alternative is:
Si

*= [ ∑(vj
*− vij)2 ] 1/2 i = 1, ..., m(5)

Similarly, the separation from the negative ideal alternative is:
S’i = [ ∑(vj’− vij)2 ] 1/2   i = 1, ..., m(6)

where wj is the weight for j criterion

Select the Alternative with Ci
* closest to 1.

Ci
* = S’i / (Si

* +S’i)  , (7) 0 < Ci∗ < 1

Fig. 15.1 Procedure of the TOPSIS methodology

O. Wolman et al.



441

electrodes. Although criticism is leveled at the technology as causing staining of con-
crete by the ions and the requirement that periodic shocking with chlorine is required, 
it is a technology that is widely accepted and is a candidate technology [14].

PHMB is an organic germicide that is presented as a replacement for chlorine. As 
such, it has higher application costs as a drawback but an application schedule that 
is not unlike chlorine [7, 9]. Because it is marketed in the residential pool sanitation 
channel, it is considered a candidate technology. Pool filtration was eliminated as a 
candidate technology as it does not provide disinfection of the water [5].

The literature provided some GAP analysis mainly in the form of trying to sell an 
“alternative” to the traditional chlorine systems. For example, DEL Ozone pool sys-
tems provide a chart “comparing” ozone to a number of technologies at http://www.
delozonepool.com/our-technology. Ozone is touted as not having the problems with 
mold or slime buildup of PHMB, lack of oxidizers of ionization, etc. No academic 
studies were found that compare each of the technologies against each other.

15.3  Research Approach

15.3.1  Gathering Survey Data

In order to get a better understanding of the real factors people consider when 
selecting the filtration method and the importance of these factors, a field study was 
conducted. The field study covered identifying and interviewing residential pool 
owners in the NW Portland metro area. One of the challenges was to identify houses 
with a residential in-ground pool. Satellite imagery was used to locate the houses 
that had pools. The next step was the in-person interview. Two cycles of interviews 
were conducted. The first cycle asked questions related to the cost and key drivers 
of the filtration system, and the second cycle was targeted toward identifying the 
importance of each factor for selecting a filtration system. Twelve in-person inter-
views candidates were attempted, and there were ten successful responses for the 
first cycle and six successful responses for the second cycle. During the first cycle, 
the home owners were asked the following questions:

 1. Did you help select the pool filtration system?
 2. What type of filtration system do you have?
 3. What is the monthly cost of the pool system (without electricity)?
 4. What was the cost of installation?
 5. What large future pool maintenance costs do you have?
 6. How often does the pool cleaning system fail?
 7. Electricity cost per month?
 8. What is your “turnover” rate for the pool water (in hours)?
 9. Pool size in kilo gallons?
 10. How often is your pool used in months every year?
 11. How many people use the pool daily on average?
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The table below includes the responses that we got from the interviews (Tables 
15.1 and 15.2).

The average of these results indicated that the monthly cost of the pool, less 
electricity costs, is approximately $ 60.50/mo. The average cost of pool instal-
lation is $ 28,500.00, with future capital costs of $2.8  K.  Electricity costs 
amounted to $133.50 per year. Total monthly costs are approximately $200.00 
per month.

During the second in-person interview in order to get qualitative measurements, 
respondents were asked to rate their results on a five-point scale. These questions 
that were asked in the survey included:

 1. Initial pool investment
 2. Monthly maintenance cost
 3. Difficulty in maintenance
 4. Electricity cost
 5. Health impacts
 6. Perceived equity increase
 7. Sanitation factor

The following survey resulted in these relative values (Table 15.3).
Below is a comparative representation of the results in a bar graph. It is clear 

from looking at the bar graph that the highest driving factors are sanitation, health, 
and price (Fig. 15.2).

Table 15.1 Interview 1 responses

Question 
# 1 2 3 4 5 6 7 8 9 10

1 Y Y N N Y Y Y N Y N
2 C C C C C C C C C C
3 $50 $75 $50 $40 $50 $25 $100 $40 $55 $120
4 $30 K $38 K D D $30 $20 $40 K D $25 K D
5 N N 4 K N 2 K N 5 K N N 1.5 K
6 N D D N N 1 D 2 1 N
7 $100 $150 $85 $100 $110 $80 $200 $130 $150 $230
8 6 6 Didn’t 

know
6 8 4 6 6 4 Didn’t 

know
9 15 20 10 12 15 12 20 15 15 20
10 4 4 4 4 4 4 4 4 4 4
11 2 2 4 3 1 2 3 3 1 4

Table 15.2 Table key Question # Key

Question 2 C is for chlorine
Question 5 N—None
Question 6 N—none, D—don’t remember
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15.3.2  Analyzing Pool Sanitation Data with TOPSIS

The application of TOPSIS to this data was first performed using a spreadsheet cre-
ated by a third party. This third-party application required limiting the number of 
parameters analyzed, but the initial TOPSIS analysis were positive based on this 
limited capability of this program. The TOPSIS spreadsheet was then rewritten to 
accommodate all of the variables needed for analysis. Chlorine is the baseline tech-
nology with alternate technology as comparisons. The parameters for the TOPSIS 
spreadsheet are shown on Table 15.4.

These parameters are weighted by the user preferences gathered in the field sur-
vey as shown in Table 15.5:

Applying the TOPSIS analysis, the following rankings were produced for each 
of the technologies shown on Table 15.6.

Table 15.3 Survey 2 responses

1 2 3 4 5 6

Price 4 4 4 5 5 4
Cost of maintenance 4 3 3 2 2 3
Amount of maintenance 4 3 3 3 4 4
Electricity cost 2 3 3 2 3 3
Health factor 5 5 5 4 5 4
Equity increase 3 3 2 2 3 1
Sanitation factor 5 5 5 5 5 5
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15.3.3  Result Discussion

The interpretation of these results is that chlorine, as the incumbent disinfecting 
technology, is clearly the preferred method of treating residential pools. This tech-
nology is tied with bromine, despite bromine’s higher cost. This is followed by 
PHMB.

What is relevant to note is that chlorine, bromine, and PHMB are all treatment 
methods that require no fixed capital investments, require incremental application 
costs, and involve little or no additional training to the pool owner. This suggests 
that any technology should closely emulate chlorine’s characteristics as closely as 
possible.

The next class of technologies involve system modifications. Ionization, UV, and 
Ozone are somewhat equal in rankings. This would suggest that residents prefer 
systems with only small investments in capital costs.

Finally, ranked at the bottom, are Salt Systems. Salt Systems are a prominent 
technology in New Zealand and Australia. One possible issue could have impacted 
the results is the fact that we only surveyed people in a limited area and in a similar 

Table 15.4 TOPSIS parameters

Price Consumables
Maintenance 
factor

Health 
factor

Equity 
increase Sanitation

Chlorine 0 60 5 1 0 5
Salt system 69.4 10 3 5 69.4 5
Ozone 27.7 0 2 4 27.7 5
UV 22.2 0 2 4 22.2 5
Ionization 20.8 10 2 4 20.8 1
Bromine 0 120 1 3 0 5
PHMB 4.17 360 2 3 4.17 4

Table 15.5 TOPSIS weights

Criteria Price Consumables
Maintenance 
factor

Health 
factor

Equity 
increase Sanitation

Weights 0.2 0.12 0.15 0.2 0.1 0.23

Table 15.6 TOPSIS results Technologies Results

Chlorine 0.62
Salt system 0.40
Ozone 0.45
UV 0.48
Ionization 0.50
Bromine 0.62
PHMB 0.55
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cohesive environment. This might have biased results of the TOPSIS analysis. The 
research didn’t look into the influences of the geographical location of the pools, the 
income of the families that installed the pools or any other external factor that might 
have an influence on the selection of the filtration system.

15.4  Conclusion and Future Research

Residential pool owners tend to stay with technologies that either they are familiar 
with or were present when the pool was purchased. The ease of treating pools with 
chemical chlorine makes this technology the preferred method of treating pools.

As was shown in this TOPSIS analysis, only similar technologies will be suc-
cessful as alternative choices. User-managed sanitation technologies, like bromine 
and PHMB, fall into this class and are potential alternatives. Technologies that 
require retrofitting or upgrading existing pool system fare poorly.

This survey does have a geographic bias. While Portland metropolitan residents 
enjoy swimming, they tend to do so at public pools. The short summers do not 
encourage pool ownership. This survey may yield different results in the Southwest 
(Arizona, Texas, etc.) where pools are used year-around.

This survey also does not account for regulatory factors. Some jurisdictions may 
limit the use of chlorine and/or foreclose the use of alternate technologies in view of 
zoning. The survey also suggests that pool owners may need more education regard-
ing sanitation options. Broader surveys, which would include data from pool suppli-
ers and third-party pool maintenance providers, may provide better data sets.
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Chapter 16
Technology Assessment: Cloud Service 
Adoption Decision

Greg Wease, Kwasi Boateng, Chih-Jen Yu, Leong Chan,  
and Husam Barham

16.1  Introduction

Cloud computing emerged in its current form in the last decade and quickly became 
popular as it offers a different way to develop, implement, and maintain and pay for 
IT services in compare with the traditional on-premise approach [1]. The fast- 
growing adoption of cloud computing is attributed to the benefits it offers to firms 
over the on-premise environment, like sharply reduced capital expenditure and 
upfront investment, increased speed to market, more flexible costs and capacity: use 
it and pay for it when you need it only, cheaper disaster recovery solutions, access 
to the latest technologies, and more efficient collaboration of global teams [2, 3].

In fact, firms spending on cloud computing are expected to reach $162 billion by 
the year 2020, from more than $67 billion in 2015. Moreover, according to Gartner, 
the market size for clouding has reached $209 billion in 2016 and is expected to be 
more than $383 billion by 2020 [4].

Cloud computing is growing very fast. Cloud market share, both public and pri-
vate, was almost 25% in 2016 and is expected to jump to 40% by 2020 [5]. And the 
three main providers of cloud solutions, Amazon, Microsoft, and Alphabet, have 
reported accelerated increase in revenue year over year (YoY). For example, infra-
structure as a service (IaaS) market experienced an increase of 38% YoY growth 
from 2015 to 2016 [6].

A previous version of this paper was presented at Portland International Conference on Management 
of Engineering and Technology 2015
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However, cloud computing adoption is facing several challenges. According to 
IDC, top-ranking challenges for cloud adoption are security (87.5%), availability 
(83.3%), and performance (82.9%), which are based on a survey of 263 IT execu-
tives and their colleagues to gauge opinions about IT cloud services [7].

This paper aim is to offer better understanding of the decision-making process 
involved in choosing between different hosting environments, including public 
cloud, private cloud, hybrid – combination of public and private cloud – and on- 
premise hosting and to propose a decision framework to help evaluate the various IT 
hosting alternatives available and make a decision about the best suitable solution 
based on firm needs and capabilities. The proposed framework is based on a combi-
nation of literature findings, the hierarchical decision model and technology accep-
tance model.

16.2  Literature Review

Following is a review of the literature about cloud computing, with focus on what 
does cloud computing means, what are the main models under cloud computing, 
what benefits makes it appealing, and what are the challenges in adopting it.

16.2.1  What Is Cloud Computing

There are many definitions of cloud computing. One comprehensive definition is 
provided by Marston et al. in which they identified cloud computing as “[A]n infor-
mation technology service model where computing services (both hardware and 
software) are delivered on-demand to customers over a network in a self-service 
fashion, independent of device and location. The resources required to provide the 
requisite quality-of-service levels are shared, dynamically scalable, rapidly provi-
sioned, virtualized and released with minimal service provider interaction. Users 
pay for the service as an operating expense without incurring any significant initial 
capital expenditure, with the cloud services employing a metering system that 
divides the computing resource in appropriate blocks” [8].

Cloud computing addresses two major challenges in the IT sector: achieving IT 
efficiency, through better utilization of IT resources, and business agility, by being 
able to respond to business changing and fluctuating needs in a timely manner [8, 
9]. Cloud computing is possible through the leveraging on advances in technologies 
like virtualization, web services, and multi-tenancy [10].

NIST identified five essential characteristics of cloud computing: on-demand 
self-service, broad network access, resource pooling, rapid elasticity, and measured 
service [11].

Moreover, cloud computing can have different deployment models:
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Public Cloud is offered by third party based on sharing computing resources with 
different clients that are logically separated and can’t see each other and can be 
accessed via web browser interface, and users pay only for the “using time.” This is 
the most cost-effective approach and is more suitable for small to medium 
businesses.

Private Cloud is owned and managed by one firm; it exists within the boundaries 
of that firm. Private cloud computing costs more; however, it is more secure and still 
offers most of the cloud benefits, this approach is more suitable for large firms, 
especially if they have several, geographically separated, branches with several data 
centers.

Hybrid Cloud is a combination between public and private cloud that usually 
offer a balance between cost and security.

Community Cloud is similar to public cloud but is offered and customized exclu-
sively for certain group of entities that have certain requirements and concerns, this 
approach is more popular with government entities [12], and community cloud is 
not considered in this paper’s decision model as it serves a specific need and is not 
generalized and available for all firms.

There are different service models under the cloud computing that can be catego-
rized under main classifications that includes [2, 11, 13, 14]:

Software as a Service (SaaS) Software here means any application or function 
made available to customers, by the provider, through various devices like web 
browser or program interfaces. The application and its underlying infrastructure is 
controlled and maintained by the provider. Under this model, the customer don’t 
need to worry about, dedicate resources to, or possess any technical knowledge 
related to maintaining the software and will always have seamless access to the lat-
est version of the software. However, under this model, customers have minimum 
controls over the data and minimum capability to customize it for their own needs.

Platform as a Service (PaaS) This service model allows customers to create and 
run their own software using the provider platform, including systems and environ-
ments, to support end-to-end developing, testing, and running of software. Under 
this model, customers have the flexibility of running their own customized software 
that addresses their own needs without worrying about the expensive acquiring and 
managing of the underlying infrastructure; it also allows for scalability and flexibil-
ity. However, customers must have an IT team that possesses technical knowledge 
on how to develop and maintain software systems, and the user’s software is limited 
to the platform capabilities and available tools.

Infrastructure as a Service (IaaS) This service model provides customers with 
direct accessibility to virtual infrastructure over the provider cloud. This includes 
the provision of computing resources like processing, storage, and networks. Under 
this model, the customer is granted maximum flexibility and scalability. Infrastructure 
is available immediately and without high initial investment. However, customers 
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must have an IT team that possesses technical knowledge in configuring and man-
aging infrastructure as well as developing and maintaining software systems.

While those are the most popular clouding models, other XaaS models have 
evolved over the years [15]; following is a look at two models that are gaining rapid 
popularity in recent years:

Function as a Service FaaS has emerged as part of a new paradigm to implement 
cloud computing called serverless services. Under this paradigm, customers develop 
their own pieces of functionality or microservices and implement them within state-
less containers on the provider’s cloud platform; they have ephemeral status, run 
when requested upon only, and are executed using automatic management and scal-
ing capabilities offered by the cloud provider. Under this model, customers only 
need to possess technical skills to build the micro-functions and will be charged 
based on functions calls only, so this model offers combination of the benefits of the 
three models described above with most of the disadvantages removed. This model 
is fairly new; Amazon Lambda is an example of FaaS [16, 17].

Machine Learning as a Service Machine learning and artificial intelligence are 
playing an increased role in most types of software systems, especially the ones 
including making machine decisions and predictions, like approving a credit card 
application online or advising car drivers on dealing with road conditions and so on. 
However, machine learning is complex and expensive to configure and manage, and 
that led to the emergence of MSaaS model to help customers overcome the cost and 
management challenges of using machine- learning capabilities[18, 19].

16.2.2  Cloud Benefits

Cloud computing is attractive in compare with on-premise hosting for several rea-
sons; following is a review of some of the most important benefits of cloud comput-
ing [2, 3, 8, 9, 20, 21, 22]:

Reduced Upfront Cost and Initial Investment Cloud computing allows startups, 
small firms, and firms in “technology-challenged” countries that are late in term of 
technology to offer solutions and services that require intensive computer capabili-
ties, which without cloud computing would require a large initial investment that 
most of those companies can’t afford or don’t have access to, like in the case of 
technology-challenged countries.

Reduced Time to Market Acquiring computer capabilities like servers, data stor-
age, and network devices are not only expensive but also the delivery of equipment 
and then the initial configuration take considerable time. In cloud computing, 
acquiring and configuring the same capabilities can be done almost instantly.

Underutilized Servers One of the challenges facing on-premise data centers is 
that servers are underutilized most of the time; still firms need to keep those servers 
up and running to handle the limited time when there is a surge of demand. Cloud 
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computing on the other hand allows firms to use the capacity they need only. Acquire 
more capacity when there is a surge in demand, and release that capacity back to the 
cloud provider when not needed anymore.

Elasticity Cloud computing offers another important feature; elasticity is a 
dynamic scalability of resources. In cloud, extra resource capacity can be automati-
cally and dynamically assigned when there is a surge in demand and then released 
when the demand abates. Customer doesn't need to do any technical handling and 
will pay for the increase in utilization only for the time when it occurred.

High Cost of Maintenance and Operations Cloud computing reduces not only 
the initial cost of acquiring computing capabilities but also the need to maintain data 
centers, including hiring dedicated administrators and utilities management.

Environment and Power Cost Cloud computing is offered through data center 
farms located in areas where power is more clean and cheap than typically available 
for companies’ headquarters.

New Innovative Services that Were Not Possible before The unprecedented pos-
sibility of getting cheap and fast access to computing capabilities that are built on 
top of thousands of computers across the globe allows for the creation of new inno-
vative ideas by small firms that wouldn’t be able to do that otherwise, especially in 
fields like big data analytics and machine learning.

The numerous potential benefits of cloud computing continue to drive individu-
als and organizations to adopt various cloud applications.

16.2.3  Cloud Adoption Challenges

There are several barriers and concerns preventing firms from making the move 
from on-premise to the cloud. Following is a review of some of the main reasons 
making cloud adoption challenging [23–28]:

Security and Privacy The security of the cloud is a main concern when making 
the decision to move to the cloud. Most cloud providers assure their clients that they 
don’t access their data, nor share it with others and that they implement state-of-the- 
art security measurements. However, there is no 100% guarantee about that, not to 
mention that sharing the same infrastructures with others is risky, even if the cloud 
providers assure all clients that they are logically separated and can’t reach each 
other’s data and applications.

Reliability and Availability Any problems or delays in mission-critical applica-
tions could have high impact on firms. So, many firms have concerns about moving 
their mission-critical applications to someone else’s environment.

Compatibility with Existing Applications Under most cloud service models, cli-
ents are bounded by the cloud provider designs and available capabilities. So, 
migrating current applications to the cloud becomes a challenge and in some cases 
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an expensive barrier to overcome, as it requires making changes to currently stable, 
on-premise applications, making the move to the cloud less appealing.

Governance and Compliance Policies There is a lack of clear governance and 
compliance policies around cloud computing. Some firms have concerns that the 
lack of governance makes them less protected when using the cloud; other firms have 
concerns that future, more restricted, regulations might force them to leave the cloud 
after making considerable investment and internal changes to adapt to the cloud.

Lack of Cloud Expertise Cloud computing is being improved and adopted rap-
idly, resulting in high demand on IT expertise in this field, but there is not enough 
skilled people to keep up with the demand.

Private Cloud Challenges Private cloud computing removes security and privacy 
concerns as the cloud is owned and operated by the firm itself while still getting 
most of the cloud benefits, except for the fact that the firm needs to make an expen-
sive initial capital investment and to handle the cloud backbone operations.

Cloud providers can address many of these concerns by offering service level 
agreements (SLA) to their clients that covers those clients’ concerns, especially 
regarding privacy, reliability, and availability. Also, by being transparent and clear 
about their security measurement and state of the regulations regarding cloud com-
puting. Finally, cloud training and partnership with educational institutes can allevi-
ate the shortage of expertise challenge.

16.2.4  Cloud Adoption Factors and Research Done So Far 
Regarding Making Decisions

In a study to investigate the determinants of cloud computing adoption with the UK, 
Lumsden and Gutierrez [29] found out that aspects relating to compatibility, relative 
advantage, technology management, and top management support are very influen-
tial in cloud computing adoption. While cloud computing has its own advantages, 
the disadvantages that accompany it tend to dissuade a lot of people or organizations 
from adopting cloud computing although it has the ability to revolutionize busi-
nesses. The “technology-organization-environment (TOE) framework”, which ana-
lyzes IT adoption by different firms in different locations, provided initial insight of 
key predictors for cloud adoption after a self-created survey was employed to gather 
data (Fig. 16.1).

Alshamaila and Papagiannidis [30] studied small- to medium-sized enterprises 
to access how cloud computing could enable them to deliver products and services, 
which were originally only possible by large enterprises. Using the Technological, 
Organizational, and Environmental (TOE) framework as a theoretical base, they 
developed a multi-perspective framework that showed that relative advantage, 
uncertainty, geo-restriction, compatibility, innovativeness, market scope, external 
computing support, and among others were some of the factors crucial to cloud 
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adoption. However, they suggest that not enough evidence point to competitive 
pressure as being a significant factor in determining cloud computing adoption.

With timeliness increasingly becoming crucial in most business and IT circles, it 
is imperative for firms to be aware and responsive to competition and the external 
environment in order to maintain competitiveness. Organizations need to adopt 
multiple hypothesized relationships, like risk-oriented cultures and normative and 
coercive pressures, in order to increase how timely decisions are made [30]. This 
will eventually indicate the factors that are most crucial to the adoption of particular 
innovative products or services. The immense and considerable uncertainty that sur-
rounds migration to cloud computing continues to pose challenges to adoption. 
While generally security and business continuity concerns remain two of the biggest 
drivers of this uncertainty [31]; understanding the real options to decision-making 
ultimately places firms in a better position to make any migration decision.

16.2.5  Literature Conclusions

Based on the above cloud market review together with some challenges and issues 
identified from relevant articles, several gaps for cloud service adoption may 
include three aspects including technical, organizational, and personal perspec-
tives. For technical perspective, the factors may include availability, performance, 
security, reliability, data confidentiality, data transfer bottleneck, and scalability. In 
terms of organizational perspective, the factors consist of control, cost, standards, 

Fig. 16.1 Conceptual model of TOE framework for analyzing cloud adoption [29]
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transparency, and licensing. For personal perspective, the privacy, portability, and 
interoperability should bring customers’ attention on the decision of cloud service 
adoption.

16.3  Methodology

To help firms make the right decision about whether to adopt the cloud or not, a 
decision model is proposed that builds on the findings of the literature review and 
uses hierarchical decision model (HDM) and technology acceptance model (TAM).

Following is a review of both HDM and TAM.

16.3.1  Overview of HDM

The hierarchical decision model (HDM) was introduced by Cleland and Kocaoglu. 
HDM is used to elicit and evaluate subjective judgments of experts’ panel. The 
model suggests that decision criteria should be presented in hierarchy, typically 
starting from mission, objectives, goals, strategies, and actions, also known as 
MOGSA [32].

In this model, the criteria hierarchy is given weights based on the evaluation of 
each criterion, and then the alternatives are evaluated against the criteria to find 
the best decision possible. The weight is given by experts. The experts evaluate 
criteria hierarchy and alternatives by conducting pairwise comparisons, with con-
stant-sum measurement scale (1–99 scale) for comparing each two elements. The 
model offers weights, with the total sum of 1, for each level and on the whole 
hierarchy, as well as weights for the alternatives against each other for each crite-
rion and a final weight for each alternative in comparison with the other alterna-
tives based on the aggregated evaluations of all experts to find out the best decision 
possible.

HDM includes disagreement, inconsistency, and sensitivity analysis to validate 
the reliability of the final model. More details about HDM can be found in this 
resource [32].

16.3.2  Overview of TAM

According to Davis [33] TAM “specifies the causal relationships between system 
design features, perceived usefulness, perceived ease of use, attitude toward using, 
and actual usage behavior,” as depicted in Fig. 16.2. TAM is used to link and iden-
tify the effects of system characteristics on usage behavior [33].
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TAM has been widely used to explain and predict the use of information systems 
community. Questionnaires and experts’ interviews are found to be the major meth-
ods used for testing the hypothesis. Appendix B includes more details about how 
TAM evolved in addressing information systems by going through several related 
cases.

16.4  Analysis

16.4.1  HDM Details and Definitions

In our first attempt at building the HDM, simply put, was not successful. The node 
comparison, context in which they are compared, and any potential future results 
would not provide significant findings from the researcher’s standpoint (Fig. 16.3).

In order to build a reliable HDM, we used consistent information gleaned from 
the in-depth literature review. We identified key factors, technology requirements, 
degrees of importance, and how these factors relate to one another – as they relate 
to “cloud computing” or “non-cloud infrastructure.”

Consistent themes from the literature review comprised of the following topics, 
as well as how they relate to one another, which then in turn enabled us to build the 
HDM:

Security: cloud provider to offer data security equal to a data center environment
Availability: guarantee an uptime of at least 99.xx percent
Performance: guaranteed high performance of applications over fast connection
Integration with IT: mixing/incorporating with current IT infrastructure services, 

data, and applications
Elasticity: the ability to expand and contract server utilization at user’s discretion
Interoperability: cross platform, cross application, and cross vendor support services
Ease of use: intuitive and easy to learn
Stress: overall reliability in peak demand

Other terms such as “cost,” “speed,” and “quality of service” really did not need 
further explanation for the expert panel, as it was self-evident [34, 35].

Fig. 16.2 Technology Acceptance Model [33]
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16.4.2  HDM Results

Again, based on the results of the literature review, we were able to build the final 
HDM model, see below.

At the mission level, we honed our target to encompass “cloud drivers,” essen-
tially what are the key elements that would prompt someone to take action and 
select a given cloud solution.

From the organizational objective perspective, we selected integration with IT, 
cost, and elasticity. At the technology requirements level, the key items were 
interoperability and exit strategy, as they relate to integration with IT; robustness 
and ease of use, as they relate to cost; and quality of service and speed, as they relate 
to elasticity. Finally at the organizational priority level, we had our expert panel 
rank security, availability, and performance – as they each relate to the six technol-
ogy requirements.

The reason we grouped all nodes at a certain level, against one another, is that 
these topics were linked (formally and informally) together in the literature review 
portion of our research. In other words, security, availability, and performance were 
discussed in the same vein, not as separate and unique entities (Figs. 16.4, 16.5, and 
16.6).

What the results show is that each expert has identified the primary characteristics 
that are important to their given firm. Conversely, how each expert defines “security,” 
“availability,” and “performance” is unique to each individual. More on the selection 
process will be discussed in the conclusion section.

Fig. 16.3 HDM phase I
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16.4.3  TAM Analysis

16.4.3.1  The Proposed Cloud Service TAM

Based on the above implications from literature and case studies, a “cloud service 
TAM” is proposed and depicted in Fig. 16.7, which include the following defini-
tions for each factor:

Fig. 16.4 HDM final model

Fig. 16.5 HDM results for three experts
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• Perceived usefulness: the degree to which a person believes that using a particu-
lar system would enhance his or her job performance

• Perceived ease of use: the degree to which a person believes that using a particu-
lar system would be free from effort

• Perceived security: the subjective probability with which consumers believe that 
their information will not be viewed, stored, or manipulated during data trans-
mission and storage by inappropriate/unauthorized parties

• Perceived scalability: the ability of a system, network, or process to handle a 
growing amount of work in a capable manner or its ability to be enlarged to 
accommodate that growth

• Perceived availability: the amount of time that a client can make use of a 
service

• Perceived performance: the features and functions of the provided service
• Perceived cost saving: the degree to which a client believes that using a particular 

service would reduce his or her operating and investment cost

Fig. 16.6 HDM result
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16.4.3.2  Hypothesis of Cloud Service TAM

Based on the model developed above, the hypothesis is described as follows 
and a questionnaire using Qualtrics web tool is developed for gathering the 
responses from the experts, in order to validate the strength of the agreement 
on each influential relationship between key factors and intention to use the 
cloud service.

• H1: The perceived “usefulness” of cloud service has significant positive influ-
ence on consumers’ “behavioral intention to use cloud service.”

• H2: The perceived “ease of use” of cloud service has significant positive influ-
ence on consumers’ “behavioral intention to use cloud service.”

• H2a: The perceived “ease of use” of cloud service has positive influence on per-
ceived “usefulness.”

• H3: Perceived “security” has direct influence on users’ behavior intention to use 
cloud service.

• H4: Perceived “scalability” has direct influence on users’ behavior intention to 
use cloud service.

• H4a: Perceived “scalability” has positive influence on perceived “usefulness” of 
cloud service.

• H5: Perceived “availability” has direct influence on users’ behavior intention to 
use cloud service.

Fig. 16.7 A proposed cloud service TAM
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• H6: Perceived “performance” has direct influence on users’ behavior intention to 
use cloud service.

• H6a: Perceived “performance” has positive influence on perceived “usefulness” 
of cloud service.

• H7: Perceived “cost saving” has direct influence on users’ behavior intention to 
use cloud service.

The strength of agreement for each hypothesis is categorized as the following 
selections including strongly disagree (1), disagree (2), neutral (3), agree (4), and 
strongly agree (5).

16.4.3.3  Experts for Conducting Cloud Service TAM Survey 
and Interview

Three experts were invited to respond to the cloud service TAM and provide some 
insights regarding the cloud service as a whole and particularly on the content of the 
cloud service TAM (Table 16.1).

16.4.4  TAM Results

The experts give the strength of agreement for each hypothesis; the results are listed 
as table below (Table 16.2).

Based on the results, the observation can be summarized as follows:

Table 16.1 The background of the experts

Experts Organization Specialty Industry

1 State university Computer engineering, marketing, 
technology management

IT, semiconductor

2 Risk management 
company

User interface developing, 
Microsoft hyper-V

Medical/hospital

3 Health solutions 
provider

Enterprise architecture, IT 
management

Health care

Table 16.2 The cloud service TAM results

Experts H1 H2 H2a H3 H4 H4a H5 H6 H6a H7

T.S. 5 4 4 4 5 5 4 4 4 5
CP. 3 5 4 5 3 3 5 2 2 1
P. D. 2 2 2 5 5 2 4 4 2 4
Mean 3.33 3.67 3.33 4.67 4.33 3.33 4.33 3.33 2.67 3.33
Variance 2.33 2.33 1.33 0.33 1.33 2.33 0.33 1.33 1.33 4.33
Standard deviation 1.53 1.53 1.15 0.58 1.15 1.53 0.58 1.15 1.15 2.08
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• Top 3 significant agreement: security (H3), scalability (H4), and availability 
(H5)

• Top 1 disagreement about the hypothesis: performance influence usefulness 
(H6a)

• Top 1 diversity (disagreement among the experts): cost saving (H7)

16.4.4.1  Key Findings

The key findings are listed as follows:

• Hypothesis testing results indicate the degree of agreement and variance, which 
facilitate the selection of decision criteria.

• In connection to HDM, security and availability are validated whereas perfor-
mance is partly verified.

• There is strong disagreement in Hypothesis 6, 6a, and 7. These disagreements are 
mainly attributed to different perception of the terms used, industry perspectives, 
and various kinds of cloud services.

• Although the definitions have been provided, some experts still feel not that dif-
ferentiated enough and need to answer the survey questions carefully.

• One expert strongly suggests that “agility” should be included in the model and 
may replace the “usefulness,” because “quick to market” is what matters.

• Within one company, cloud service decision may vary depending upon the spe-
cific needs and organizational priority.

16.5  Discussion

16.5.1  Strength and Weakness of the Research Methodologies

For ease of comparison across the three research methodologies, the following lists 
the strengths and weaknesses of each (Tables 16.3 and 16.4):

16.5.2  Contextual Fitness Cloud Service Adoption Decision 
Process

In views of current environment, cloud market is surging. However, there exist pros and 
cons regarding the adoption of cloud service as illustrated in Fig. 16.8. The key issues 
regarding cloud service adoption decision include security, availability, performance, 
scalability, and so forth. In order to identify the organizational priorities for adopting 
cloud service, the literature review, hierarchical decision-making (HDM), and technol-
ogy acceptance model (TAM) are proposed to be used together for this project.
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Based on the literature and experts’ interviews, the cloud service adoption deci-
sion is more likely to be unique to the individual needs and requirements. Therefore, 
the organizational specific and contextual fitness are important during the decision- 
making process. In views of this concept, a “contextual fitness based cloud service 
decision process” is proposed to meet the unique and situational requirements for 
cloud service adoption decision as depicted in Fig. 16.9. These two methods can 
serve as two complementary approaches to facilitate cloud service decision by 
means of validating the degree of agreement and identifying the organizational pri-
orities, respectively.

16.6  Conclusion

The choice to adopt or acquire particular technologies or concepts, if not done prop-
erly and within the appropriate context, can sometimes come at a cost and cause a 
lot of unforeseen problems along with its benefits. For example, Basoglu, Daim, and 
Kerimoglu [37] suggest that defining a framework for projects such as the organiza-
tional adoption of enterprise resource planning (ERP) systems will go a long way to 
address failure factors such as inadequate adoption and implementation failures. 
According to Daim, Bhatla, and Mansour [43], IT infrastructure such as data centers 

Table 16.3 Strength of the methodologies [13, 36–40]

+++ Strengths +++
Literature review TAM HDM

1.  Plethora of articles, 
journals, newspapers, and 
blogs depicting cloud 
services

2.  Information highly 
searchable and somewhat 
easy to prioritize

3.  Due to the speed at which 
cloud services have 
evolved, the lit. rev. can be 
analyzed by date range. 
This enabled our team to 
focus on articles/journals 
that are “fresher” perhaps 
more relevant

1.  Easy for experts to 
understand concepts 
behind perceived 
usefulness, ease of use, 
security, scalability, 
availability, 
performance, and cost 
savings

2.  Based on their 
understanding, they 
could easily answer our 
multi-hypothesis 
questionnaire

3.  Great tool for 
qualitative analysis. 
Gives us the 
opportunity to not only 
ask questions but to go 
back to the experts if 
additional clarification 
is needed

1.  Somewhat difficult to architect. 
This is actually a plus, because 
the quality of the output is 
reflective of the model itself. 
We generated approx. eight 
renditions before finalizing our 
model

2.  Experts were introduced to the 
four unique levels (mission, 
org. objectives, tech. 
requirements, and org. 
priority). Then within each 
level, experts could easily rank 
the importance of any two 
cloud impact factors

3.  The results of the HDM are 
straightforward. This, coupled 
with the “pros and cons” of 
cloud service options, makes it 
easier for the expert to identify 
the best cloud option that 
meets their unique/specific 
needs
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(DCs) usually require huge amounts of investments not to mention the time required 
to put up some of these centers. The use of multi-criteria models such as the HDM 
can therefore prove useful to firms in making the right decisions for say cloud adop-
tion given that companies usually have to deal with the decisions they make for 
several years.

While cloud service business models continue to emerge and evolve, it should 
be noted that there are pros and cons associated with application of any particular 
cloud model in any specific company. While there is no one solution that fits all, 
cloud service adoption needs to be done within a contextual fitness that is unique 
and meets the situational requirements of the particular industry that seeks to 
adopt a particular cloud strategy. In this regard, decision-making theories and 
models such as the HDM and TAM may be used as complementary approaches to 
facilitate the cloud adoption decision. Furthermore, TAM, in particular, can be 
integrated with other broader models with more expansive variables to help to 
relate better to human and social change processes as well as the general adoption 
of innovation [44].

Table 16.4 Weakness of the methodologies [13, 39, 40]

--- Weakness ---
Literature review TAM HDM

1.  Perhaps too many 
articles to choose from. 
Because it’s a relatively 
new technology, there is 
a large increase in the 
recent volume of work 
published.

2.  Some information 
gleaned was more from 
someone’s individual 
perspective, not 
necessarily hard/
well-researched facts

3.  How to prioritize? 
Can’t be solely on most 
recent. It has to be 
balanced out by quality 
of expert giving 
feedback, along with 
the organization that 
published it

1.  Due to the limited number of 
TAM experts, we must base 
our findings on a somewhat 
fuzzy perspective

2.  Ideally we would have 
multiple expert inputs making 
our findings both qualitative 
and quantitative, essentially 
more statistically valid

3.  Further, having more expert 
inputs would enable us to run 
cross-tabulations, i.e., 
comparing responses from 
experts that have a similar 
organizational profile

4.  Finally, time constraints make 
it difficult to rely solely on a 
single instance of the TAM. 
Ideally, we would go back to 
the experts after they 
completed the first round, 
asking more probing to 
generate more qualitative data

1.  Experts gave slight 
differences in priority or 
preference. Example: a 
pairwise comparison of 52 
to 48 does not reflect strong 
opinions one way or the 
other, both represent almost 
equal importance

2.  By this time, we’re running 
out of industry experts to 
interview, as we did not 
want to overload our expert 
panel from TAM with 
multiple requests

3.  Again, would like to have 
multiple expert opinions, 
giving greater insight as to 
what is important – hence 
not statistically valid data

4.  Ideally we would have used 
two different HDM models: 
one focusing on the CIO/
CTO perspective, the other 
from the individual 
customer perspective, both 
containing slightly different 
nodes
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Fig. 16.8 The pros and cons of the cloud services [36, 41, 42]

Fig. 16.9 A proposed contextual fitness cloud service adoption decision process
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 Appendix A: Expert Interview/Email Response Notes

 Expert 1

Date and Time: Nov. 26, 2014
Key points from interview

• The terms used in this cloud service TAM questionnaire is not that differentiated 
enough for responder to select their choice. This leads to taking more time to do 
the survey.

• It seems that no surprising questions included in the questionnaire, which may 
look not that interesting to the responders.

• Cost is a major factor regarding the cloud service adoption decision, because no 
huge amount of investment needed on the infrastructure.

• Scalability and usefulness are also considered critical for cloud service adoption 
decision.

• If questionnaire can incorporate the demographic information, more detailed 
analysis of the response can be made accordingly.

 Expert 2

Date and Time: Dec. 4, 2014
Key points from email correspondence

• Q8. H6: Perceived “performance” has direct influence on users’ behavior inten-
tion to use cloud service.

• I disagree with this because “cloud services” utilize companies’ own equip-
ment, and many times these technical specifications are unknown. Another 
aspect in cloud services like public cloud services are shared resources with 
other users. The more users who are utilizing cloud services, the more 
resources are distributed with reduced performance or capped performance. 
Performance is also affected by the end user from bandwidth, quality of 
 service, poor configurations, intentional server, and non-intentional server 
downtimes.

• Technically, measuring performance is difficult to factor with unknown con-
straints, measurements, specifications, and what configuration is sufficient 
that meets the performance for users’ needs and for what determining stan-
dard measurements are being looked upon. Cloud services rarely provide 
such data. I think with this vagueness, I don’t think it can “directly” influence 
user’s intention to use cloud services.

• Q9. H6a: Perceived “performance” has positive influence on perceived “useful-
ness” of cloud service.
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• I am not exactly sure how performance can fit with usefulness. It comes 
whether cloud service works that meets the needs or doesn’t meet the needs. 
Assuming users are expecting the services to work or can get it to work, in 
that case the services are useful, since it is being utilized; for that to happen, 
some kind of performance has to be there.

• But the focus is on performance. Slow performance is not desirable and fast 
performance is desirable. Since performance can be slower and lower than 
perceived expectation, I disagree because slow performance may happen and 
will mostly not have a positive influence on the cloud services or to its 
usefulness.

• Q10. H7: Perceived “cost saving” has direct influence on users’ behavior inten-
tion to use cloud service.

• So, if it was perceived “cost” has direct influence on users’ behavior intention 
to use cloud service, my answer would have been the opposite. But I disagree 
with ‘cost saving’ because the last 6 years are not that cost saving, although it 
did go down significantly in the last year.

• What I know about cloud has “hidden cost” that can add up to quite a large 
sum. I think many cloud services come as a pay per usage or pay per hours, 
upgrade fees, bandwidth, and in addition to base pay. Adding all of the cost and 
fees per month in a year or more, it is quite costly. When comparing the cost 
from apples to apples, I think cloud services add up at higher cost for now.

• My answer is from directly comparing it to cloud computing alternatives and 
the technology that comes with it. I perceived cloud as much higher cost with 
limited technical specification than the available alternative, and this influ-
ences me to not have the intention of using cloud services in a long-term and 
frequent usage and from what I know that is why I disagree.

• I do think it is cost-saving at short term with occasional usage compared to 
buying a server, but not as intensive every day, high capacity, and high 
bandwidth.

 Expert 3

Date and Time: Dec. 4, 2014
Key points from interview

• Cloud service includes SaaS, PaaS, and IaaS.  For SaaS, the example will be 
salesforce.com. PaaS can deliver for web application support. The example of 
IaaS may include the Rackspace which provide cloud servers and dedicated serv-
ers services.

• There are other kinds of cloud services such as desktop as a service and backup 
as a service.

G. Wease et al.
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• For PasS, they are mostly public cloud. For private cloud similar idea, a service 
called on-premise needs to be distinguished.

• Top priority consideration for adopting a cloud service is “agility,” which may 
substitute the “usefulness,” because the “quick to market” is what matters to the 
company which needs the service desperately.

• Usefulness and ease of use are considered less or even least important to the 
cloud service decision.

• For health business, security is the most critical thing. For personal health record, 
in-house will be the best options, due to security consideration. For payroll or 
CRM, the public cloud may be an option.

• Generally, the requirement of availability is 99.999%.
• Performance is not regarded to have direct influence on the usefulness.

 Appendix B: TAM Case Studies

 Information Technology

Ammenwerth et  al. (2006) reviews the technology acceptance model on IT and 
finds that previous models fail to include the interaction between user and task. 
They proposed a FITT framework (fit between individuals, task, and technology) as 
depicted in Fig. 16.10. A case study on German University Hospital using question-
naire survey is studied in the paper for illustrating the FITT [45].

 Health Information Systems

T. U. Daim, L. Chan, M. Amer, and F. Aldhaban (2009) propose a conceptual model 
for PHR (personal health record) acceptance. The model formulates several hypoth-
eses indicating the relationship between consumers’ intentions toward the technol-
ogy adoption of PHR as shown in Fig. 16.11. The model is validated by interviewing 
3 experts [46].

Individual Technology
Fit

Task

IT adoption

FitFit

Fig. 16.10 The FITT framework: IT adoption depends on the fit between individual, task, and 
technology [45]
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 B2B Cloud Service Adoption

K. –K. Seo (2013) studies on infrastructure as a service (IaaS) adoption by proposing 
an extended TAM framework and validated by conducting 250 questionnaire surveys 
in Korea to see the significance of the hypothesized relationship between customers’ 
perception and behavioral intention to use cloud service as depicted in Fig. 16.12 [47].

Perceived Cost Saving

User Health Status

Quality of Information

Health literacy

Past IT experience

Privacy and Security

Vendor Stability

EHR & EMR adoption

Government Policy

Corporate Strategy

Behavior
Intention

H5

H5b

H5a

H4a

H3b

H3a

H2c

H2b

H1c

H1a

H1b

H4

H3

H2

H1
H2a

Subjective
Norm

Compatibility &
Interoperability

Perceived
Risks

Perceived
Ease of Use

Perceived
Usefulness

Fig. 16.11 Conceptual model for PHR acceptance [46]

Perceived
Usefulness

Perceived
Scalability

Perceived Ease
of Use

Behavioral
Intention to Use

Perceived
Security

H6

H3 H1

H2

H4

H5

Fig. 16.12 The TAM for B2B IaaS [35]
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Chapter 17
Project Delivery: Highway Construction

Rafaa Khalifa, Tugrul U. Daim, and Robert Stewart

17.1  Introduction

The demand to deliver transportation projects in less time with limited budgets 
has driven the department of transportation (DOTs) in each state to research, 
develop, and adapt innovation tools, methods, processes, or programs for its con-
struction projects. Due to the high level of risk and uncertainty in most transpor-
tation projects, especially in the cities and towns that have a large density of 
pollution, the selection of an appropriate delivery method has been more difficult 
and involves complex decision-making. Furthermore, some research has been 
conducted on the performance of project delivery methods in transportation and 
proved that there is a lack of comprehensive comparative approaches combined 
with adequate orientation into the future to provide a sufficient basis for strategic 
decisions.

The exploration of alternative project delivery methods and programs for trans-
portation and other infrastructure projects is the result of the insistent need to rap-
idly improve project delivery strategies. The Transportation Research Board (TRB) 
of the National Academies, the National Research Council (NRC), the Federal 
Highway Administration (FHWA), the American Association of State Highway 
and Transportation Officials (AASHTO), the National Cooperative Highway 
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Research Program (NCHRP), and the States Department of Transportation are 
actively researching best practices to allocate risk more effectively while achieving 
high performance and maximum value for transportation projects. Some DOTs 
adapt and use the most common project delivery tools in the construction industry 
such as design-build (DB), construction manager/general contractor (CM/GC), 
construction manager at risk (CMAR), and at times design-bid-build best-value 
(DBB-BV) contracts. These tools lead to take advantage of the design and con-
struction industry’s ideas for alternative design and construction solutions to high-
way projects [1]. Stated that the FHWA’s “every day counts” program is designed 
to identify and deploy innovation aimed to reduce the time of project delivery with 
more concerning of increasing the safety and protecting the environment in new or 
developing projects.

Other programs and practices have been developed and introduced to help the 
transportation agencies decision makers and the construction project’s members 
to improve the project delivery process and outcome. These improvements 
include factors such as cost, performance, time, risk, reliability, flexibility, sus-
tainability, competitiveness, etc. This chapter aims to survey current practices 
within public transportation agencies regarding their currently performing value 
engineering (VE), risk analysis (RA), and constructability review (CR) activities; 
how they are interrelated; and to what extent they are integrated and support each 
other. The survey will lead to investigate the effectiveness of these programs of 
measuring the success of outcomes relating to the delivery of transportation proj-
ects. We present a literature review that is relevant to policies, practices, proce-
dures, and guidance from various state DOTs; analysis of the Federal Highway 
Administration (FHWA) program results; other transportation agencies; and dis-
tribution of surveys. VE, RA, and CR were studied separately during this phase 
in order to obtain the most detail in each category, although it is recognized that 
often these strategies are employed in conjunction with one another to produce 
successful results. Also, a formal project delivery (PD) survey was distributed to 
determine ways in which innovative methods improve transportation projects and 
to what extent VE, RA, or CR activities have conducted on projects using project 
delivery methods. A number of criteria and factors were identified during the 
research, as being relevant to the project delivery or project development process. 
These included cost, performance, time, reliability, flexibility, sustainability, 
competitiveness, etc. In the end of this phase, the research team arrived at a well-
vetted list of outside industry methodologies, tools, and techniques that have 
strong potential to influence the value improving practices applied to transporta-
tion infrastructure projects.

Highlights of the research include:

• Over 215 individual pieces of literature were reviewed including technical 
reports, DOT guidance, academic papers, and research results.
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47

85

30

41

18

38

14
19

11

34

13 17

PROJECT DELIVERY VALUE ENGINEERING RISK ANALYSIS AND RISK 
MANAGEMENT

CONSTRUCTABILITY REVIEWS

Summary of Survey Results

# of Distribution # of Responses # of Completed
 

• The FHWA annual VE reports for the years 2009–2013 were compiled and 
analyzed.

17.2  Literature Review

Project delivery methods define the relationships, roles, and responsibilities of proj-
ect team members and sequences of activities required to complete a project [2]. 
Each project-delivery method can save time and money while delivering compara-
ble quality to projects. However, many issues arise in the early stages of a project 
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involving construction. Often the most challenging task, when large cost and com-
plexity of construction is involved [3]. Anderson [4] evaluated the potential for 
alternative construction methods to accelerate project completion and what the 
impact would be. Tran [5] described that the selection of an appropriate delivery 
method is a complex decision due in large part to the risk and uncertainty at the time 
of the decision. The same authors indicated that the growing use of alternative deliv-
ery methods has led researchers and practitioners to search for structured approaches 
to choose project-delivery methods. The TRB, NRC, FHWA, AASHTO, and the 
individual states participating in the NCHRP have started in partnering and cooper-
ating with universities and private consulting companies to develop other innovative 
techniques, tools, applications, or processes that reflect their own projects’ circum-
stances and requirements. Some research focuses on current practices within public 
transportation agencies regarding how they currently perform VE, RA, and CR 
activities and to what level they are integrated and support each other; the effective-
ness of these programs; and an evaluation of current methods of measuring the suc-
cess of outcomes (i.e., cost savings, performance benefits, risk reduction, accelerated 
delivery, etc.). In the same subject, to understand the impact of these techniques on 
project delivery, Terry [6] indicated that the VE can help the owner and design-build 
team ensure the project satisfies the need and purpose in an effective and efficient 
manner, resolve issues and gain early consensus for project direction, and help the 
design-build team function even more effectively. VE is a function-oriented tech-
nique that has proven to be an effective management tool for achieving improved 
design, construction, and cost-effectiveness in various transportation program ele-
ments [7]. The federal-aid highway program emphasized in its value engineering 
report that over many years, VE has evolved into a management tool that can be 
used alone or with other management techniques to improve operations, project 
quality, and reduce project costs.

DOTs have realized substantial savings by using value engineering, these sav-
ings occur by restructuring operations and implementing cost-saving recommenda-
tions [8]. FHWA defines VE as a systematic process of project review and analysis 
during the concept and design phases by a multidisciplinary team of individuals 
involved in the project conducted to provide recommendations. The outcome of a 
VE study usually covers the recommendations of providing the required functions 
safely, reliably, efficiently, and at the lowest overall cost. Also, it covers improving 
the value and quality of the project, and reducing the time to complete the project 
[9]. NCHRP Synthesis 352 report refers to VE as a process that is more effective 
and influential on the performance, quality, and cost of a project when performed 
relatively early in the development of the project [10]. Furthermore, [10] VE can 
effectively be integrated with or into other technical management improvement 
approaches. In order to investigate the relation between the VE and CR programs, 
David [11] indicated that CR is not VE; there are significant differences between 
both of them such as timing and scope of service. Constructability review is most 
beneficial when performed prior to the establishment of defined scope, during early 
planning and design phases. David Ruby stressed that the VE is usually performed 
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during the final stages of design development which limits the opportunity to make 
a significant impact on the project’s cost or schedule [11]. The Idaho Department 
of Transportation’s constructability review guidelines states that CR is a systematic 
process that ensures the feasibility of project construction. The CR process starts at 
the beginning of the project and continues throughout project development [12]. 
Several constructability reviews are incorporated into the project planning and 
development. Indiana Department of Transportation (INDOT) has endorsed con-
structability reviews to improve the total quality of construction bid package. The 
department works to ensure construction knowledge and experience in planning 
and design is effectively applied to achieve the project objectives [13]. The Idaho 
Department of Transportation incorporates constructability reviews into the design 
processes [12]. Project risk is an uncertain event that, if it occurs, has a negative or 
positive impact on a project’s objectives, cost, schedule, or quality [14] [15]. 
Project management is described as a customizable effort corresponding with the 
size and complexity of the project under consideration. The risk management 
guideline of New Jersey Department of Transportation added that in addition to 
size and complexity, other factors to be considered for the level of efforts may 
include cost, location, delivery time frame, construction time frame, and so forth 
[15]. DOT executive leaders are encouraged to embrace risk management as part of 
their overall program delivery processes, and use the guidance in herein to examine 
their own programs and processes for risk management opportunities, as part of 
improving overall service to the public [16]. Regarding the integration between 
these programs (VE, RA, CR), the NCHRP SYNTHESIS 455 emphasized that 
integration can be achieved in a number of ways [17]. To support the statement, 
[17] [18] addressed the VE and CR need to be integrated with risk analysis (RA) 
and risk management (RM) process framework and applied during the project 
development phases.

17.3  Research Methodology

17.3.1  Purpose

This paper presents the survey results and discussion performed for VE, RA, and 
CR programs. The survey was distributed online to target professionals (project 
managers, project engineers, and project coordinators) who are currently working 
for DOTs and other transportation organizations throughout the USA. These profes-
sionals have experiences in the construction industry mostly in transportation proj-
ects. The goal of the survey to answer the prepared questions that designed for the 
three programs (VE, RA, and CR) as project delivery initiatives. In addition, the 
survey results will identify a clear picture emerged regarding the integrating and 
improving of these programs as best practices of project delivery being applied in 
transportation infrastructure projects in the USA.
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17.3.2  Survey Strategy and Process

The survey questions were developed based on the research objective that targeted 
three best practices of project delivery related to the transportation construction proj-
ects. The authors started with a literature review of different academic papers and 
industry reports as a first step. The literature review focused on VE, RA, and CR pro-
grams in project delivery. Value management strategic (VMS), academic advisors at 
Portland State University (PSU), and project delivery experts were consulted to advise 
and validate the survey questions before and after the distribution stage (Fig. 17.1).

Fig. 17.1 Research framework
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17.4  Data Collection

The list of respondents was developed to cover individuals in various state DOTs as 
well as state the Federal Highway Administration (FHWA) liaisons and individuals 
from other transportation agencies. In July 1st 2015, eighty-five emails sent to DOT 
coordinators to collect information from a knowledgeable group of professionals that 
would likely respond to the questionnaire. In the first round 20 out of 85 emails replied 
positively with the contact list of VE, RA, and CR professionals, each list included 
from 4 to 6 contacts. In August 1st 2015 a remainder email sent to who did not reply 
in the first round, the rate of responses had increased by 53% and the actual responses 
to our request by providing the contact list were 39% from a total of 85 email requests.

In August 13th 2015, three formal online surveys were distributed to VE, RA, 
and CR professionals. A total of 85 survey requests were sent out for the VE, 45 for 
the RA, and 31 for the CR. These surveys were conducted covering VE, RA, and CR 
questionnaires that were sent to over 156 public officials. Also, the progress of 
responses who have completed the survey were 40%, 42%, and 41% in VE, RA, and 
CR, respectively.

17.5  Results

17.5.1  Policy and Guidance

As shown in Fig. 17.2, the majority of respondents (82%) stated that their transpor-
tation agencies have a formal value engineering policy and the most recently 
updated policy was in June, 2015. For the risk analysis/assessment activity, approxi-
mately 70% of responding transportation agencies indicated that they had a formal 
risk analysis and/or risk management (RA/RM) policy. Those agencies that had a 
formal policy indicate that it was most commonly recently created between 2010 
and now. Respondents of the constructability review survey indicated that more 
transportation organizations did not have a formal CR policy (59%) than those that 
did have a formal policy (41%). For those organizations that did have a formal CR 
policy most were recently updated between 2010 and 2012. Just on agency had 
updated the policy in March 2015.

VE

RA

CR

82%

70%

41%

In % agencies have a formal policy

VE RA CR

Fig. 17.2 Program policy
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17.5.2  Thresholds

Figure 17.3 shows that there are different ($) dollar threshold for performing VE, 
RA, and CR in transportation projects among DOTs. The majority of respondents 
indicated that the project cost from $40 to $50 million is required to the VE pro-
gram. Approximately 70% of responding transportation agencies indicated that they 
did not have an established dollar threshold for the performing of risk analysis or 
risk management activities; however, the 30% of agencies that did have a threshold 
indicated that it was commonly $10 million or less or that risk management is man-
dated on all projects regardless of dollar size. In the constructability review pro-
gram, 82% of transportation organizations indicated that they do not have an 
established dollar threshold for conducting a constructability review. Those organi-
zations that do have a formal constructability review policy indicated that criteria 
were that generally all projects must undergo a review. Other agencies indicated that 
costs in exceedance of $500 K were a threshold that triggers the need for a construc-
tability review.

17.5.3  Program Facilitation

The survey results indicated in Fig. 17.4 that approximately 59% of all VE stud-
ies performed during the period were facilitated by consultants while 41% were 
performed in-house. About 70% of responding organizations internally conduct 
RA/RM activities. Another 23% of respondents rely on internal staff and exter-
nal consultants and only 7% of organizations rely solely on external consultants. 
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In the CR survey, respondents indicated that about 87% of transportation organi-
zations that do conduct constructability review they were internal facilitated. The 
remaining 13% indicated that constructability reviews are both internally and 
externally facilitated.

17.5.4  Criteria

The respondents were asked about other criteria for selecting projects to perform 
value engineering (VE), risk analysis (RA), or constructability review (CR) study 
on transportation projects in their agencies or organization. Table 17.1 shows that 
most agencies implement other parameters that use to perform the required studies 
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Fig. 17.4 The % of each program facilitation

Table 17.1 Number of respondents regarding the criteria to perform VE, RA, and CR studies

Criteria VE RA CR

Project phasing challenges 20 5 13
Staging complexity 17 6 13
Right-of-way issues 13 7 5
Environmental challenges 15 6 6
Utility challenges 15 7 10
New/advanced technical challenges 21 5 5
External agency/stakeholder involvement 12 5 4
Building consensus with multiple stakeholders 13 5 3
Others 0 6 5
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for each project selection individually. This is in line with the survey results, as the 
most use in the three programs (VE, RA, and CR) of transportation agencies are 
project phasing challenges, staging complexity, and utility challenges.

17.5.5  Timing

The respondents were asked about the timing of performing of each program during 
the project phases. As shown in Fig. 17.5, the majority of respondents (60%) indicated 
that they perform VE studies during preliminary design. Nearly half (45%) said that 
VE studies are being conducted during final engineering and about one quarter (28%) 
during project planning and/or feasibility. In the risk analysis survey, all respondents 
indicated that risk analysis is conducted during preliminary design. The usage declines 
the further along in project delivery agencies are as 75% of respondents use risk analy-
sis in planning stage, 67% use risk analysis during final design, and 42% use risk 
analysis during construction. In the same subject the constructability review survey 
shows that the most respondents about 93% indicated that most constructability review 
are conducted on final design, while 7% of respondents indicated that the constructa-
bility review are conducted during the planning, and other 7% during the construction 
stage. Fifty-three percent of survey respondents indicated that the constructability 
review is conducted during environment studies or preliminary design.

17.5.6  Program Integration

The survey results indicate different levels of performing each activity (VE, RA, or 
CR) in combination with each other within transportation organizations and agen-
cies. As shown in the Fig. 17.6 below, 8% of respondents indicated that risk analysis 
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was always performed in conjunction with value engineering. Another 42% of 
respondents indicated that the risk analysis is sometimes performed with value 
engineering or that it is determined on a case-by-case basis. About 27% of the time 
the constructability reviews are performed with the value engineering, other 47% 
indicated that it is determined on a case-by-case.

17.5.7  Project Delivery Methods

The respondents were asked if they have conducted VE, RA, or CR on projects in 
their organizations using project delivery methods, if yes they asked which of the 
project delivery methods have been used by their organization. Most agencies have 
experience with design-build (DB) delivery method. Ninety percent respondents 
indicated that they are using design-build as a key method for transportation proj-
ects delivery. One-third (about 33%) have experience with construction manager/
general contractor (CMGC). The Public-private partnerships (PPP) was indicated 
by 19% respondents, and 10% of them referred to design-build-operate-maintain 
(DBOM). The last method (design-build-finance-operate-maintain, DBFOM) was 
indicated by 5% respondents (Fig. 17.7).

The survey results in Fig. 17.8 shows that 100% of respondents indicated that 
risk analysis was conducted with design-bid-build (DBB), 92% was design-build 
(DB), 15% was early contractor involvement for DBB projects, 54% was construc-
tion manager/general contractor (CM/GM), and 31% was public-private  partnerships 
(PPP). Respondents who conduct constructability review survey indicated that 
design-bid-build (DBB), design-build (DB), early contractor involvement for DBB 
projects, construction manager/general contractor (CM/GM), and public-private 
partnerships (PPP) were 89%, 83%, 3%, 10%, and 4%, respectively.

17.5.8  Training

The majority of respondents (about 56%) indicated that they do not regularly pro-
vide value engineering training (in-house or external). In risk analysis, the respond-
ing transportation agencies who conduct RA indicated that no risk analysis training 
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was provided within their agencies. Others indicated they sometimes provide train-
ing, never provide training, or provide training on a case-by-case basis (39%, 23%, 
and 38%, respectively). Respondents who conduct constructability review indicated 
that 7% they always provide training, 20% they sometimes do, 60% they never do, 
and 13% they provide training on a case-by-case basis (Fig. 17.9).
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17.6  Discussion

17.6.1  Value Engineering

Value engineering and value analysis is defined as an organized effort using multi-
discipline teams that seek to improve project value through the analysis of functions 
by meeting or improving upon performance while reducing the total cost of owner-
ship. VE seeks to find different ways to accomplish key project functions that cost 
less, improve performance, reduce schedule, and minimize risk. It is often confused 
with cost reduction exercises but is fundamentally different in theory and 
application.

The survey shows most agencies have a VE policy. In some state department of 
transportation (DOTs) value engineering studies are guided by a specific process 
based largely on the American Association of State Highway and Transportation 
Officials (AASHTO’s) guidelines for value engineering [19]. It is possible for 
department policy to be changed when a new method is introduced through a value 
engineering study. For example, an accepted recommendation that suggests the use 
of a proprietary retaining wall system in lieu of a cast-in-place retaining wall would 
require a change in policy if the DOT has an existing policy in place that prohibits 
the use of proprietary retaining walls.

As shown in the survey results VE programs are mostly applied with the design 
function. The majority of respondents indicated that they perform value eengineer-
ing studies during preliminary design. About half of them said that value engineer-
ing studies are being conducted during final engineering and some said during 
project planning or feasibility stage. NCHRP SYNTHESIS 352 [20] stated that the 
$25 million cost threshold trigger for federal-aid projects serves as both motivation 
and as a limitation for some state transportation agencies (STAs). Some modest-size 
transportation agencies with projects falling below the $25 million threshold rarely 
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do value engineering, whereas some larger transportation agencies rarely consider 
value engineering programs on state-funded or lower-cost federal-aid projects. So, 
the current policy for National Highway System (NHS) projects requires value 
engineering studies for each project located on where the estimated total project 
cost is $50 million or more that utilizes federal-aid highway or transit funding. 
While $40 million or more that utilizes federal-aid highway funding for each bridge 
project located on the NHS. The estimated total cost for purposes of the thresholds 
identified by the NHS and shown in the survey, is based on the best estimate of the 
cost to construct the project. The survey results verify the above statement and it 
was noticed that the majority of value engineering programs have adapted the more 
recent, higher federal dollar value thresholds.

Value engineering (VE) is typically performed as an isolated activity within the 
project delivery process. Most respondents’ refer to the lack of formal feedback 
and lessons learned that are captured and shared during the project delivery pro-
cess. This issue might be improved if the value engineering program integrated into 
the project delivery process rather than being thought of as a stand-alone activity. 
Value engineering (VE) studies may be performed either in-house by an ad hoc or 
permanent value engineering team or may be performed through contracts with 
engineering firms experienced in value engineering [21]. The respondents indi-
cated an even split between consultant-led and in-house value engineering studies 
and the use of internal vs. external technical team members. The basic value engi-
neering (VE) analysis is being executed coordinating with risk assessment work-
shops such as cost risk assessment (CRA) or cost estimate validation process 
(CEVP). Value engineering (VE) analysis should be closely coordinated with other 
project development activities as well as with risk assessment workshops such as 
CRA or CEVP [22]. The survey indicated that some agencies are using innovative 
VE techniques,  primarily through the incorporation of some form of risk analysis 
and/or the use of value measurement systems. Clearly, exploring ways to incorpo-
rate these more sophisticated methods into VE studies should be further explored. 
Project development manual, Appendix 9 [19] stressed that the department offers a 
minimum of one VE training course every two years. Training is necessary to 
maintain effective VE programs and the corporate enthusiasm to allocate resources 
to VE. However, training initiatives are typically influenced more by the overall 
funding of transportation programs [23]. Training is recommended for anyone 
associated with transportation projects [24]. However, the majority of respondents 
in the survey emphasized that they do not regularly provide value engineering 
training.

17.6.2  Risk Analysis/Management

Risk management is comprised of several key steps including risk planning, risk 
identification, risk analysis, risk response planning, and risk monitoring and control. 
Risk workshops are conducted using multidiscipline teams to identify project- related 
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threats and opportunities; assess their probabilities and impacts to cost and schedule; 
and identify actions to appropriately manage risks. The majority of respondents indi-
cated that they have policy for applying the risk analysis or risk management in 
transportation projects. The risk analysis/management process is applied for effec-
tive management of project risks during entire project life cycle (from problem 
screening through the completion of construction) [15]. The same survey indicated 
that the use of RA/RM techniques was more prevalent than CR in support of project 
delivery. However, other results indicated that use of RA tools and techniques are 
becoming more common in the delivery of transportation projects. Most agencies do 
not have an established dollar threshold for performing RA and commonly include 
it as part of project delivery activities. RA efforts are mostly conducted using a com-
bination of internal and external consultant staff. Some respondents’ comments 
referred to the justification of using the RA by internal or external staff or both of 
them together that RA is dependent on the competencies in term of personal capa-
bilities. The majority of states are developing internal personnel, but some of them 
do not have experienced internal staff and are using external consultants. The need 
for RA is most commonly determined on a case-by-case basis, the survey results 
indicated that 42% of respondents said RA is used in combined with VE efforts in 
the transportation projects. Most of them indicated a single RA effort is the most 
common application of RA on any given project, with a smaller percentage perform-
ing continuous risk management activities throughout the project delivery lifecycle. 
Most agencies do not spend time on RA/RM efforts. In terms of integrating effec-
tive practices and innovative methods for project delivery, the integration of RA/
RM and VE has been proven; however, CR has generally not been integrated with 
RA/RM efforts [25]. In the California Department of Transportation (Caltrans), 
project risk management process is intended to be applied during the entire project 
life cycle – from project inception to completion of construction. Caltrans empha-
size the scalable risk management approach (i.e., level 1, 2, and 3). Therefore, the 
time for some particular risk management tools is different. Generally, simpler 
projects may use simple qualitative analysis, whereas larger more complex projects 
may use more robust/quantitative analysis techniques such as simulation. The 
respondents considered RA/RM as an ongoing and integrated component of project 
management and needs to be performed through the project life cycle. No specific 
project RA training is using within transportation agencies. The majority of the 
responding transportation agencies indicated that no RA training was provided 
within their agencies.

17.6.3  Constructability Review

Constructability reviews typically focus on managing construction related risks at 
two levels. The first is identifying and mitigating issues related to the constructabil-
ity and biddability of projects. The second is performing a thorough review of 
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construction bid documents (e.g., plans and specifications) to identify errors, omis-
sions, and discrepancies that could lead to quality defects and/or construction 
change order and claims.

As mentioned in the survey data analysis section, most of transportation organi-
zations did not have a formal CR policy. However, those they did not have a formal 
CR policy they have started to establish and updated the CR policy within their 
organizations. Most CR policies were recently updated between 2010 and 2012. 
These updates covered project requirements to perform CR on large, complex, or 
issue-ridden projects. For example; [26] the Idaho Department of Transportation 
incorporates constructability review into the existing design review process as out-
lined in the design manual. For determining the level of constructability review 
required, projects are categorized as level one, two, or three. Simple state and fed-
eral projects are considered level one. Complex projects are typically considered 
level two. Complex projects with new, innovative, expensive or complex design 
features may be considered level three. Project will be designated as level three at 
the discretion of the District.

In spite of this, 82% of respondents indicated that their DOT does not establish 
a dollar threshold for conducting constructability reviews for transportation proj-
ects. However, those organizations that do have a dollar threshold policy indicated 
that generally all projects must undergo a review. Other agencies indicated that 
project costs in exceedance of $500,000 were the threshold that triggers the need 
for a constructability review. The North Carolina Department of Transportation 
uses a 5-year work plan to conduct constructability reviews on the department proj-
ects. These projects have a combined-estimate greater than $10 million regardless 
of its location in the design life cycle [27]. The rate of 87 respondents is reflected 
that great majority of agencies conducting Constructability Review have internal 
staff with specific experience comparing with the very minimal training that pro-
vide to them. Caltrans has some initiatives to integrate alternative project delivery 
methods on all major projects on the State highway system that exceed the Minor 
A limit as defined by the California Transportation Commission. These integrations 
do not include other programs such as value engineering or risk analysis [28]. In 
this survey the respondents indicated that there are little or no specific connections 
or references are made between the state’s CR program to other design and project 
review processes such as VE and RA. Finally, as noticed from the survey, most 
constructability reviews are conducted on the final plans, specifications, and esti-
mates (PS&E), although a significant portion of reviews were also indicated to be 
conducted during preliminary design. For example, the Georgia Department of 
Transportation has updated their constructability review policy to perform CRs 
after concept report approval during the preliminary design phase, near 30% plan 
completion [29].
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17.7  Conclusions and Recommendations

Virtually all of the various methods, techniques, and processes that were analyzed 
as part of this research essentially improve project delivery performance by facili-
tating team communication in some way, shape, or form. Through the surveys and 
review of DOT guidance related to value engineering, risk analysis, and constructa-
bility review, a very clear picture emerged regarding the practice of these project 
improving practices within public transportation agencies.

They are performed as separate, distinct processes that occur at specified points 
in time, assuming they occur at all. A random sampling of VE reports indicated that 
15% of them either directly incorporated or immediately followed a risk analysis 
activity. The survey results further support this: 8% of survey respondents indicated 
that risk analysis was always performed in conjunction with value engineering. 
Constructability reviews are performed in conjunction with value engineering only 
27% of the time. Constructability reviews are performed in conjunction with risk 
analysis only 31% of the time.

They are most often performed due to internal or external policies or require-
ments. The notable exception is constructability reviews of which the surveys indi-
cated that 59% of respondents stated there was no formal policy for their agency. 
They are activities that are performed by individuals outside the project delivery 
team, ostensibly to maintain the objectivity of the processes. They result in findings 
that recommend changes to a project that must be implemented by the project deliv-
ery team. There is little regular formal training. The survey results indicate: 58% 
indicated that they never provide VE training. Twenty-three percent indicated they 
never provide RA training while 38% indicated they provide some training on a 
case-by-case basis. Sixty percent indicated they never provide CR training. One of 
the most interesting findings revealed itself in the analysis of the FHWA annual VE 
reports from 2009–2013. In addition, the research team reviewed over 40 VE reports 
from 18 different DOTs. From this information, there was a very clear pattern 
between states that had predominately consultant led VE studies versus in-house led 
VE studies.

The four most active VE programs that were predominately in-house fell below 
the national average while five out of six of the most active consultant led programs 
performed better than the average. The number of VE proposals is an indication of 
the quantity of recommendations generated during the effort (22% higher); the 
number accepted is an indication of the quality of the recommendations (48% 
higher); and the acceptance rate is an indication of the efficiency of the VE effort 
(21% higher). The key differences between the consultant and in-house programs 
were: Consultant led studies were typically 5-days in duration while in-house led 
studies were only one day. Consultant led studies were led by individuals with 
SAVE International credentials while in-house led studies were not. Consultant led 
studies demonstrated much higher levels of the correct applications of VE tech-
niques while in-house led studies did not.
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Clearly, the benefits of communication and collaboration are of great benefit to 
projects. These are further enhanced by providing more time in a structured envi-
ronment using good techniques. Imagine what the benefits could be if multiple 
methods, such as value engineering, risk analysis, and constructability, were inte-
grated, used good technique by trained participants, and were conducted throughout 
the project delivery process?

Most agencies have experience with design-build delivery methods. Some (about 
one-third) have experience with CMGC and public-private partnerships. Basically, 
all of them are very familiar with design-bid-build. The research indicates that this 
trend is growing, and the many states now consider, and utilize, multiple different 
alternative delivery methods. Clearly, there is a need for aligning the three primary 
techniques in this research project (i.e., value engineering, risk analysis, and con-
structability review) for use with these methods such that they maximize their 
effectiveness.

In Phase 2 the research team focused on developing and refining the guidance on 
specific methods and techniques; how best they should be applied individually or in 
conjunction with each other; recommendations on methods for accurately measur-
ing outcomes; developing electronic templates, and supporting a video guide 
showed how to successfully implementation of the integrated value management 
process. The developed process incorporates value engineering, risk analysis, and 
constructability review along with decision analysis and delivery selection tools. 
This integrated process aims to enhance communication, collaboration, and innova-
tion for project delivery teams. The new integrated process is developed as a com-
prehensive process that will assist project delivery teams in maximizing the value of 
their projects and it is called an integrated value management system. The IVMP 
consists of the following tools: project setup, stakeholder analysis, decision analy-
sis, delivery method selection, risk analysis, constructability review, and value engi-
neering. (The screenshots from this system are provided in the appendix.)
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 Appendix

 Innovative Methodologies Guide

Based on the research and survey outcome which considered several corresponding 
and feedback from the NCHRP panel at the Phase 1, the research team developed a 
“strawman” MS Excel template as shown below that included the various activities, 
tools, and techniques discussed in this paper. The intent includes several MS Excel 
workbooks that aim to support DOT project teams in managing the value of their 
projects by applying VE, RA, and CR in an orchestrated way. The developed pro-
cess is called an integrated value management System (IVMS) which consists of the 
following tools:

• Project setup
• Stakeholder analysis
• Decision analysis
• Delivery method selection
• Risk analysis
• Constructability review

 Project Setup
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 Stakeholder Analysis

 

 Decision Analysis

 

 Delivery Method Selection

R. Khalifa et al.



493

C
lic

k 

P
re

v
io

u
s

 

N
e

x
t

#
A

�
ri

b
u

te
C

o
n

si
d

e
ra

�
o

n
s

W
e

ig
h

t 
R

a�
n

g 
D

e
fi

n
i�

o
n

 
R

a�
n

g 
To

ta
l 

Sc
o

re

1
P

ro
je

ct
 C

o
m

p
le

xi
ty

 &
 

In
n

o
va

�
o

n

• 
H

ig
h

ly
 in

n
o

va
ti

ve
 p

ro
ce

ss
 t

h
ro

u
gh

 3
 p

ar
ty

 c
o

lla
bo

ra
ti

o
n

• 
A

llo
w

s 
fo

r 
a

ge
n

cy
 c

o
n

tr
o

l o
f 

a 
d

es
ig

n
er

/c
o

n
tr

ac
to

r 
p

ro
ce

ss
 f

o
r 

d
ev

el
o

p
in

g 
in

n
o

va
ti

ve
 s

o
lu

ti
o

n
s

• 
A

llo
w

s 
 f

o
r 

a
n 

in
d

ep
en

d
en

t 
se

le
ct

io
n

 o
f 

th
e 

b
es

t 
q

u
al

if
ie

d
 d

es
ig

n
er

 a
n

d
 b

es
t 

q
u

al
if

ie
d

 c
o

n
tr

ac
to

r
• 

V
E 

in
h

er
en

t 
in

 p
ro

ce
ss

 a
n

d
 e

n
h

an
ce

d
 c

o
n

st
ru

ct
ab

ili
ty

• 
R

is
k 

o
f 

in
n

o
va

ti
o

n 
ca

n
 b

e 
b

et
te

r 
d

ef
in

ed
 a

n
d

 m
in

im
iz

ed
 a

n
d

 a
llo

ca
te

d
• 

C
an

 t
ak

e 
to

 m
ar

ke
t 

fo
r 

b
id

d
in

g 
as

 c
o

n
ti

n
ge

n
cy

• 
C

an
 d

ev
el

o
p

 m
ea

n
s 

an
d

 m
et

h
o

d
s 

to
 t

h
e 

st
re

n
gt

h
s 

o
f 

a 
si

n
gl

e 
co

n
tr

ac
to

r 
p

ar
tn

er
 t

h
ro

u
gh

o
u

t 
p

re
co

n
st

ru
ct

io
n

• 
P

ro
ce

ss
 d

ep
en

d
s 

o
n 

d
es

ig
n

er
/C

M
 r

el
at

io
n

sh
ip

• 
N

o
 c

o
n

tr
ac

tu
al

 r
el

at
io

n
sh

ip
 b

et
w

ee
n

 d
es

ig
n

er
/C

M
 

6
6

%
 R

at
in

g 
D

e
fi

n
at

io
n 

(W
h

y 
Fa

ir
?)

0.
4

0.
26

2
P

ro
je

ct
 D

e
li

ve
ry

 S
ch

ed
u

le

• 
A

b
ili

ty
 t

o
 s

ta
rt

 c
o

n
st

ru
ct

io
n 

b
ef

o
re

 e
n

ti
re

 d
es

ig
n

, R
O

W
, e

tc
. i

s 
co

m
p

le
te

 (
i.

e.
, p

h
as

ed
 d

es
ig

n
)

• 
M

o
re

 e
ff

ic
ie

n
t 

p
ro

cu
re

m
en

t 
o

f 
lo

n
g-

le
a

d
 it

em
s

• 
Ea

rl
y 

id
en

ti
fi

ca
ti

o
n 

an
d

 r
es

o
lu

ti
o

n 
o

f 
d

es
ig

n
 a

n
d

 c
o

n
st

ru
ct

io
n 

is
su

es
 (

e.
g.

, u
ti

lit
y,

 R
O

W
, 

ea
rt

hw
o

rk
)

• 
C

an
 p

ro
vi

d
e 

a 
sh

o
rt

er
 p

ro
cu

re
m

en
t 

sc
h

ed
u

le
 t

h
an

 D
B

• 
Te

a
m

 in
vo

lv
em

en
t 

fo
r 

sc
h

ed
u

le
 o

p
ti

m
iz

at
io

n
• 

C
o

n
ti

n
u

o
u

s 
co

n
st

ru
ct

ab
ili

ty
 r

ev
ie

w
 a

n
d

 V
E

• 
M

ai
n

te
n

an
ce

 o
f 

Tr
af

fi
c 

im
p

ro
ve

s 
w

it
h

 c
o

n
tr

ac
to

r 
in

p
u

ts
• 

C
o

n
tr

ac
to

r 
in

p
u

t 
fo

r 
p

h
as

in
g,

 c
o

n
st

ru
ct

ab
ili

ty
 a

n
d

 t
ra

ff
ic

 c
o

n
tr

o
l m

a
y 

re
d

u
ce

 o
ve

ra
ll 

sc
h

ed
u

le
• 

P
o

te
n

ti
al

 f
o

r 
n

o
t 

re
a

ch
in

g 
C

A
P

 a
n

d
 s

u
b

st
a

n
ti

al
ly

 d
el

ay
in

g 
sc

h
ed

u
le

5
5

%
R

at
in

g 
D

e
fi

n
at

io
n 

(W
h

y 
V

er
y 

G
o

o
d

?)
0.

8
0.

44

3
P

ro
je

ct
 C

o
st

 C
o

n
si

d
e

ra
�

o
n

s

• 
A

ge
n

cy
/d

es
ig

n
er

/c
o

n
tr

ac
to

r 
co

lla
b

o
ra

ti
o

n 
to

 r
ed

u
ce

 p
ro

je
ct

 r
is

k 
ca

n
 r

es
u

lt
 in

 lo
w

es
t 

p
ro

je
ct

 c
o

st
s

• 
Ea

rl
y 

co
n

tr
ac

to
r 

in
vo

lv
em

en
t 

ca
n

 r
es

u
lt

 in
 c

o
st

 s
av

in
gs

 t
h

ro
u

gh
 V

E 
an

d
 c

o
n

st
ru

ct
ab

ili
ty

• 
C

o
st

 w
ill

 b
e 

kn
o

w
n

 e
a

rl
ie

r 
w

h
en

 c
o

m
p

ar
ed

 t
o

 D
B

B
• 

In
te

gr
a

te
d

 d
es

ig
n

/c
o

n
st

ru
ct

io
n

 p
ro

ce
ss

 c
an

 p
ro

vi
d

e 
a 

co
st

 e
ff

ic
ie

n
t 

st
ra

te
g

ie
s 

to
 p

ro
je

ct
 g

o
al

s
• 

C
an

 p
ro

vi
d

e 
a 

co
st

 e
ff

ic
ie

n
t 

re
sp

o
n

se
 t

o
 m

ee
t 

p
ro

je
ct

 g
o

al
s

• 
N

o
n

-c
o

m
p

et
it

iv
e 

n
eg

o
ti

at
ed

 C
A

P
 in

tr
o

d
u

ce
s 

p
ri

ce
 r

is
k

• 
D

if
fi

cu
lt

y 
in

 C
A

P
 n

eg
o

ti
at

io
n

 in
tr

o
du

ce
s 

so
m

e 
ri

sk
 t

h
at

 C
A

P
 w

ill
 n

o
t 

b
e 

su
cc

es
sf

u
lly

 e
xe

cu
te

d
 

re
q

u
ir

in
g 

a
bo

rt
in

g 
th

e 
C

M
G

C
 p

ro
ce

ss
• 

P
ay

in
g 

fo
r 

co
n

tr
ac

to
rs

 in
vo

lv
em

en
t 

in
 t

h
e 

d
es

ig
n

 p
h

as
e 

co
u

ld
 p

o
te

n
ti

al
ly

 in
cr

ea
se

 t
o

ta
l c

o
st

• 
U

se
 o

f 
In

d
ep

en
d

en
t 

C
o

st
 E

st
im

at
in

g 
(I

C
E)

 e
xp

er
ti

se
 t

o
 o

b
ta

in
 c

o
m

p
et

it
iv

e 
p

ri
ci

ng
 d

u
ri

n
g 

C
A

P
 

3
4

%
R

at
in

g 
D

e
fi

n
at

io
n 

(W
h

y 
E

xc
el

le
n

t?
)

1
0.

34

P
ro

je
ct

 D
el

iv
er

y 
M

et
h

o
d

s 
(d

efi
n

i�
o

n
 &

 s
ca

le
s)

 

C
M
G
C

To
 a

d
d

 a
d

d
i�

o
n

a
l a

�
ri

b
u

te
s,

 p
le

a
se

 e
n

te
r 

o
n

 b
o

�
o

m
 o

f 
li

st
 in

 C
o

lu
m

n
 B

a
n

d
 e

n
te

r 
a

 c
o

n
si

d
er

a
�

o
n

 in
 C

o
lu

m
n

 C
. 

 

17 Project Delivery: Highway Construction



494

 Risk Analysis

$500,000 3 month

$200,000 1 month 

Pre-response $1.5 M 15 month
Post-response $1.3 M 13 month 

Cost Schedule
Base line $1 M 12 month

Total       
Risk Ac�ve Risk 

Dormant 
Risk

Retread 
Risk

22 18 34 65

Risk Analysis Dashboard 
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Impact Severity Impact Severity Impact Severity Impact Severity Impact Severity Impact Severity

0 0 0 0.000 0 0 0 0.000
0 0 0 0.000 0 0 0 0.000
0 0 0 0.000 0 0 0 0.000
0 0 0 0.000 0 0 0 0.000
0 0 0 0.000 0 0 0 0.000

Un-Managed State (Pre-Response) Managed State (Post-Response)

Probability
Performance Cost Schedule Total 

Severity
Total 

Severity
Probability

Performance Cost Schedule

Risk Assessment
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 Constructability Review

Constructability Review Issues
Resolu�on Status

No. Issue Category Severity Status Risk? Response Ac�ons

1 Construc�on Medium Resolved Yes

2 Design 0 Resolved Yes

3 0 Low Open 0

4 0 High Open 0

5 0 Medium Open 0

Project (insert reference):

Constructability Review Category

Environmental Required? <35% 65% 95% Last Checked By

Is an environmental reevaluation required or needed? YES
Have environmental construction windows been identified? NO
Are design noise levels affected by minor design changes? YES

Constructability Checklist
Project Name:

Suggested Timing for Review 0 = Fail ×
1 = Pass   

 

 Value Engineering

$2,000,000,949.00

$345,680,112.00

18

19

109

Total Potential Initial Cost 
Saving 

Total Potential LLC Cost 
Saving

Total Potential Schedule 
Saving 

Value Engineering Dashboard 
Numberof

VE
Alternatives

Numberof
Ideas
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