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v

  Regulation   of gene expression at the  transcriptional   and posttranscriptional level is essential 
for all eukaryotic cells for maintaining their survival and cell identity. Eukaryotic cells have 
developed intricate and complex control mechanisms that allow them to determine which 
genes to express and to what extent in a given cell type. Therefore, a comprehensive study 
of the transcriptional and posttranscriptional mechanisms of  gene regulation   is expected to 
provide key insights into almost all of the important biological processes. 

 This new edition of Methods in Molecular Biology on  Eukaryotic Transcriptional and 
Posttranscriptional Gene Expression Regulation  compiles a variety of very useful protocols 
that will allow the reader to study different aspects of transcriptional and posttranscriptional 
gene expression regulation in eukaryotic cells. These protocols are written in a comprehen-
sive manner to serve as stand-alone protocols, allowing the reader to perform the described 
method with ease. I anticipate that the researchers in the fi eld of eukaryotic gene expression 
regulation will fi nd this volume useful.  

  New Haven, CT     Narendra     Wajapeyee      
    Romi     Gupta     

  Pref ace    
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    Chapter 1   

 Fluorescence Reporter-Based Genome-Wide RNA 
Interference Screening to Identify Alternative Splicing 
Regulators                     

     Ashish     Misra      and     Michael     R.     Green      

  Abstract 

   Alternative splicing is a regulated process that leads to inclusion or exclusion of particular exons in a 
pre- mRNA transcript, resulting in multiple protein isoforms being encoded by a single gene. With more 
than 90 % of human genes known to undergo alternative splicing, it represents a major source for biologi-
cal diversity inside cells. Although in vitro splicing assays have revealed insights into the mechanisms regu-
lating individual alternative splicing events, our global understanding of alternative splicing regulation is 
still evolving. In recent years, genome-wide RNA interference (RNAi) screening has transformed biologi-
cal research by enabling genome-scale loss-of-function screens in cultured cells and model organisms. In 
addition to resulting in the identifi cation of new cellular pathways and potential drug targets, these 
screens have also uncovered many previously unknown mechanisms regulating alternative splicing. Here, 
we describe a method for the identifi cation of alternative splicing regulators using genome-wide RNAi 
screening, as well as assays for further validation of the identifi ed candidates. With modifi cations, this 
method can also be adapted to study the splicing regulation of pre-mRNAs that contain two or more 
splice isoforms.  

  Key words     Alternative splicing  ,   Genome-wide  ,   RNA interference  ,   Flow cytometry  ,   RBFOX2  , 
  Pre-mRNA  

1      Introduction 

  RNA interference (RNAi)         has allowed researchers to overcome 
challenges associated with classical  genetic      approaches and 
enabled them to perform high-throughput gene silencing 
(knockdown) experiments in cells and organisms. Combining 
the power of genetic screens with phenotypic assays, RNAi 
 screening   has made it possible for researchers to identify new 
genes and/or gene networks involved in regulating critical cel-
lular processes.  RNAi   is now widely used in high-throughput 
screens in both basic and applied biology and has allowed 
researchers to address key questions underlying a wide variety of 
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biological processes, including signal transduction, cell viability, 
cell or organelle morphology, protein localization and/or func-
tion, drug resistance, and  alternative splicing   [ 1 – 6 ]. 

 A number of genome-wide RNAi libraries have been devel-
oped by academic and commercial entities, with newer libraries 
emerging as our understanding of effective strategies to design and 
deliver RNAi reagents improves [ 7 ]. Readers unfamiliar with RNAi 
screening strategies are referred to past reviews on assay develop-
ment and optimization, high-throughput cell-based pooled format 
RNAi screens [ 1 ,  2 ,  8 ], arrayed format RNAi screens [ 1 ,  9 ], and 
in vivo  screening   [ 10 ]. So far, hundreds of large-scale, cell-based, 
and in vivo  RNAi   screens have been carried out in  Drosophila mela-
nogaster , mouse, and human cells. Furthermore, numerous data-
bases are available that support the browsing and analysis of results 
from these large-scale RNAi screens [ 11 ]. 

 The RNAi screen described below is based on a previous pub-
lication from our group in which we sought to gain insights into 
the mechanism of action of the splicing regulator  RBFOX2   by per-
forming a genome-wide loss-of-function short hairpin RNA 
(shRNA) screen to identify factors that, in addition to the RBFOX2 
itself, are required for splicing repression [ 6 ]. Our  screening   strat-
egy (Fig.  1 ) was based upon an experimental system developed by 
Wang et al. [ 12 ] for the identifi cation of exonic  splicing   silencers 
(ESSs) from a random sequence  pool     . This system uses a three- 
exon mini-gene construct that serves as a reporter for exon silenc-
ing ( see  inset to Fig.  1 ). Exons 1 and 3 of this construct form a 
complete mRNA encoding green fl uorescent  protein      (GFP), and 
exon 2 contains a cloning site into which an oligonucleotide can be 

Flp-In-293 cells

Transduce with human shRNA library pools
Puromycin select for 10 days

FACS sort for GFP+ cells

ESS
(RBFOX2-

binding site)

HygR

FACS sort (2 times) for GFP- cells
Expand GFP- population
Isolate genomic DNA
PCR, clone, sequence to identify shRNA

Exon exclusion: GFP+

Exon inclusion: GFP–

Validate candidates
Rule out off-target effects

Exon: 1 2 3

GFP/Flp-In-293 cells

  Fig. 1    Schematic of the genome- wide       RNAi       screening    strategy            

 

Ashish Misra and Michael R. Green
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inserted. Exon 2 is normally included to form an mRNA that does 
not encode functional GFP. However, insertion of an ESS sequence 
(in our case, the binding site for  RBFOX2  ) into exon 2 can cause 
skipping of this exon, producing an mRNA encoding functional 
GFP. The mini-gene is constructed in an expression vector designed 
for use with Flp-In™-293 cells, which contain a single Flp recom-
bination target (FRT) integration site. Integration of the mini- 
gene at a single genomic site is mediated by the Flp recombinase, 
which is encoded by a plasmid. The cell line containing the stably 
integrated splicing reporter is fi rst sorted by  fl uorescence-activated 
cell sorting (FACS)   to obtain a population of cells that is 100 % 
GFP-positive (GFP/Flp-In-293 cells). These cells are then used to 
perform a genome-wide shRNA screen. Briefl y, the GFP/
Flip-In-293 cells are stably transduced with an shRNA library; we 
used The  RNAi    Consortium   (TRC)-Hs1.0 Lentiviral Human 
Genome shRNA Library comprising ~85,000 shRNAs, which we 
divided into 22 pools (~5000 shRNAs/pool) to facilitate high- 
throughput  screening  . The stably transduced cells from each pool 
are then  FACS   sorted to isolate the population of cells in which 
GFP expression has been signifi cantly diminished and/or lost 
(GFP-negative), which is the expected result for the loss of splicing 
repressor function. For each pool, the GFP-negative population of 
cells is expanded, and the FACS sorting is repeated in order to 
minimize the number of false positives. The shRNAs in the puri-
fi ed GFP-negative population of cells are identifi ed by sequence 
analysis. Positive candidates are validated by stably transducing the 
GFP/Flp-In-293 cells with an individual shRNA directed against 
the candidate gene and performing FACS analysis as well as other 
assays using reporter and endogenous target genes.

   The method described here is a general  screening   approach 
that can be used to identify splicing repressors and/or corepres-
sors. In principle, this screening strategy could also be applied to 
identify  alternative splicing   regulators regulating complex alterna-
tive splicing events such as the splicing regulation of  pre-mRNAs   
that contain two or more splice isoforms with appropriate modifi -
cations to the reporter construct such as the one described by 
Moore et al. ( see  ref.  5 ).  

2    Materials 

 Prepare all solutions using ultrapure double-distilled water 
(ddH 2 O). Store all commercially obtained reagents according to 
the manufacturer’s  instructions     . 

       1.    Cell lines: Flp-In™-293 cells (Thermo Fisher Scientifi c) and 
293T cells (American Tissue Culture Collection) ( see   Note    1  ).   

2.1  Cell Lines 
and Culture Conditions

Genome-wide RNAi Screening for Alternative Splicing Regulators
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   2.    Cell culture medium:  DMEM      high glucose medium 
(Invitrogen) containing 10 % fetal bovine serum (FBS) 
(Invitrogen)/Penicillin-Streptomycin (Invitrogen). Mix well 
and store at 4 °C. Prior to starting the cell culture experiment, 
warm the media in a 37 °C water bath for about 15 min.      

       1.    10 cm tissue culture plates.   
   2.    TRC Lentiviral Human Genome shRNA Library (GE 

Dharmacon) divided into 22 pools, and corresponding posi-
tive ( RBFOX2  ) and negative (non-silencing, also called non- 
targeting) control shRNAs.   

   3.    Lentiviral packaging plasmids pMD2.G (Addgene plasmid 
#12259) and psPAX2 (Addgene plasmid #12260).   

   4.    Effectene Transfection Reagent kit (QIAGEN), which includes 
Effectene reagent, Enhancer, and EC buffer.   

   5.    0.45 μM fi lters (Millipore).   
   6.    Polybrene (100 μg/μL) ( see   Note    2  ).   
   7.    Puromycin (5 mg/mL).   
   8.    Phosphate-buffered saline (PBS; 10×): 25.6 g Na 2 HPO 4 ·7H 2 O, 

80 g NaCl, 2 g KCl, 2 g KH 2 PO 4 , ddH 2 O to 1 L. Autoclave 
prior to use. Store at room temperature.   

   9.    Crystal violet staining solution: 40 % methanol, 10 % acetic 
acid, 0.01 % (w/v) crystal violet in ddH 2 O. Store at room 
temperature.      

       1.    pcDNA5/FRT vector (Thermo Fisher Scientifi c) containing 
the GFP reporter with an  RBFOX2  -binding site inserted into 
exon 2 ( see  ref.  12 ).   

   2.    pOG44 Flp-recombinase expression vector (Thermo Fisher 
Scientifi c).   

   3.    Hygromycin B (50 mg/mL) (AG Scientifi c  Incorporation     ).   
   4.    Cloning  cylinders     .      

       1.    Flow cytometer and analyzer, such as a BD FACSCalibur fl ow 
cytometer (BD Biosciences).   

   2.     FACS   tubes.   
   3.    Collection media: DMEM + 20 % FBS/Penicillin-Streptomycin.   
   4.    Trypsin-EDTA (0.25 %, Invitrogen).      

       1.    Cell lysis buffer: 0.5 % (w/v) SDS, 200 μg/mL of protease K, 
10 mM Tris–HCl, pH 8.0, 100 mM NaCl, 10 mM EDTA, 
pH 8.0. Store at room temperature.   

   2.    Phenol/chloroform/isoamyl alcohol 25:24:1 saturated with 
10 mM Tris–HCl, pH 8.0, 1 mM EDTA. Store at 4 °C.   

2.2  Lentivirus 
Preparation, 
Transduction, and 
Determination 
of Multiplicity 
of Infection

2.3  Preparation 
of Stable Cell Lines 
Carrying the GFP 
Reporter Construct

2.4   Flow Cytometry   
Sorting and Analysis

2.5  Genomic DNA 
Isolation and 
Identifi cation of 
Candidate shRNAs 
by DNA Sequencing
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   3.    Chloroform. Store at room temperature.   
   4.    Sodium acetate (3 M): Dissolve 408.1 g of sodium acetate·3H 2 O 

(MW 136) in 800 mL of ddH 2 O. Adjust the pH to 5.2 with 
glacial acetic acid. Store at room temperature.   

   5.    Ethanol (100 % and 70 %). 
  6. TE buffer (1×): 10 mM Tris-HCl, 1 mM EDTA, pH 8.0.   
   7.    Taq PCR buffer (10×): 100 mM KCl, 100 mM (NH 4 ) 2 SO 4 , 

200 mM Tris–HCl, pH 8.75, 20 mM MgSO 4 , 1 % Triton 
X-100, 0.1 % BSA. Store at −20 °C. Alternatively, it can be 
purchased.   

   8.    Taq  DNA   polymerase.   
   9.    dNTPs (fi nal concentration 10 mM each A, C, G, T).   
   10.    Primers: Primer1 For-TRC (10 μM), TACGATACAAGGC

TGTTAGAGAG; Rev-TRC (10 μM), CGAACCGCAAGGA
ACCTTC, sequencing primer (MF22; 5 μM), 
 AAACCCAGGGCTGCCTTGGAAAAG     .   

   11.    Dimethyl sulfoxide (DMSO).   
   12.    DNase- and RNase- free      agarose for gel electrophoresis.   
   13.    QIAquick Gel Extraction Kit (QIAGEN).   
   14.    pGEM ® -T Easy Vector Systems kit (Promega), which contains 

the pGEM ® -T Easy Vector, control insert DNA, 2× Rapid 
Ligation Buffer, and T4 DNA Ligase.   

   15.    DH5α competent cells. Store at −80 °C.   
   16.    2× LB broth: Dissolve 20 g of peptone, 10 g of yeast extract, 

and 5 g of NaCl in 1 L of ddH 2 O. Autoclave prior to use. Store 
at room temperature.   

   17.    LB Amp plates: Add 15 g of agar to 1 L of 2× LB broth and 
autoclave for 25 min. Cool down and add ampicillin (100 μg/
mL). Pour into 10 cm dishes, let solidify and store at 4 °C.   

   18.    Isopropyl-ß- D -thiogalactopyranoside (IPTG; 1 M).   
   19.    5-bromo-4-chloro-3-indolyl-ß- D -galactopyranoside (BCIG or 

X-gal; 50 mg/mL).       

3    Methods 

 Carry out all cell culture experiments in an ultraviolet-sterilized 
vacuum hood at room temperature unless otherwise specifi ed. 
Incubate cells in a 5 % CO 2  incubator at 37 °C. 

        1.    On day 1, plate 2 × 10 5  293T cells in each of 24 individual 
10 cm tissue culture plates; use one plate for each of the 22 
shRNA pools, one plate for the positive ( RBFOX2  ) shRNA 

3.1  shRNA Lentivirus 
Preparation

Genome-wide RNAi Screening for Alternative Splicing Regulators



6

control, and one plate for the negative (non-silencing) control 
shRNA. Shake the plates well to make sure the cells are evenly 
spread. Incubate at 37 °C for 16 h.   

   2.    On day 2, aspirate old medium and add 10 mL of pre-warmed 
fresh medium onto the cells. Incubate the cells at 37 °C until 
the transfection mixture is added. Prepare the transfection 
mixture by mixing 5 μg of pooled shRNA plasmids (or positive 
and negative control shRNA plasmids), 2.5 μg of pMD2.G 
(VSV-G envelope expressing plasmid), and 5 μg of psPAX2 
(lentiviral packaging plasmid) in 300 μL of EC buffer. Add 
32 μL of Enhancer, mix well by brief vortexing, and let it sit at 
room temperature for 5 min. Add 80 μL of Effectene, vortex, 
and let it sit at room temperature for another 20 min. Dispense 
0.5 mL of fresh medium to the transfection mixture and, while 
holding the  plate      still, gently dispense the entire mixture evenly 
on top of the cells.   

   3.    On day 3, aspirate all of the medium and add 10 mL of pre- 
warmed fresh medium. Incubate at 37 °C for 48 h.   

   4.    On day 5, collect the  supernatant      with a syringe and dispense 
it through a 0.45 μm fi lter to remove cell debris. Aliquot the 
supernatant (1 mL aliquots) into microcentrifuge tubes and 
store at −80 °C ( see   Note    3  ).      

       1.    Plate 1 × 10 4  293T cells in each well of a 6-well plate and incu-
bate at 37 °C for ~16 h. Use one plate for each of the 22 pools, 
plus two more for the positive and negative control shRNAs.   

   2.    Thaw the virus supernatant, and make a series of six tenfold 
serial dilutions in DMEM media containing 10 % FBS/
Penicillin- Streptomycin. Mix 100 μL of diluted virus with 
900 μL of fresh medium. Add polybrene to a fi nal concentra-
tion of 10 μg/mL. Gently dispense the virus mixture on top of 
the 293T cells and incubate at 37 °C for 24 h.   

   3.    Aspirate the media containing virus and add 10 mL of fresh 
medium. Incubate at 37 °C for 24 h.   

   4.    Add 1.5 μg/mL of puromycin to each plate and incubate at 
37 °C until colonies begin to form (usually about 7–10 days). 
Change the media containing puromycin every 2 days.   

   5.    Wash colonies with 1× PBS and stain with crystal violet stain-
ing solution at room temperature for 20 min. Wash the colo-
nies multiple times with ddH 2 O until the water runs colorless. 
Air- dry the plate and count the colonies. Calculate the multi-
plicity of  infection      for the lentiviral supernatants using the fol-
lowing formula:

  
MOI particle forming units pfu mL colony number dilution fac( )( ) = ´/ ttor ´10.

   

3.2  Determining the 
Multiplicity of 
Infection for Lentiviral 
shRNA Pools
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             1.    Plate 2 × 10 6  Flp-In™-293  cells      in a 10 cm plate. Incubate the 
cells at 37 °C for 16 h.   

   2.    Transfect the cells with 2 μg of pcDNA5/FRT-based reporter 
plasmid and 1 μg of pOG44 plasmid using the Effectene 
Transfection Reagent kit. Incubate at 37 °C for 24 h.   

   3.    Aspirate all of the medium and add 10 mL of pre-warmed fresh 
medium.   

   4.    Add hygromycin B (150 μg/mL) ( see   Note    4  ) to enrich cells 
containing the stably integrated reporter construct. Incubate 
the cells at 37 °C for ~2 weeks to allow for individual colonies 
to form. Change the medium containing hygromycin every 4 
days. It takes about 8–10 days to wipe out cells that do not 
carry a stable integration of the construct.   

   5.    Isolate individual colonies (eight to ten) into 6-well plates using 
cloning cylinders according to manufacturer’s instructions.   

   6.    Expand the colonies for 6–8 days in order to obtain enough 
cells for  FACS   sorting.   

   7.    Sort the cells using a fl ow  cytometer  . Use the parental 
Flp- In™-293 cells and GFP reporter plasmid-transfected cells 
as controls to set the gates for the analysis. First, gate for the 
live cell population in the forward versus side-scatter plot. 
Next, gate for the GFP-positive cells in the GFP channel: set 
the gate so that >90 % of the cells appear to be GFP-positive in 
the  GFP      reporter plasmid-transfected cells and 100 % cells 
appear GFP- negative in the parental Flp-In™-293 cells. Sort 
all the colonies based on these gates and collect the GFP-
positive cells in collection media containing DMEM and 20 % 
FBS/Penicillin-Streptomycin.   

   8.    Plate these cells in 10 cm plates containing  DMEM      and 10 % 
FBS/Penicillin-Streptomycin. Select the colony that shows 
maximum mean fl uorescence intensity of GFP signal for fur-
ther experiments.      

       1.    Plate 2 × 10 6  GFP/Flp-In-293 cells in 24 individual 10 cm 
plates, one for each shRNA pool and two for the positive 
( RBFOX2  ) and negative (non-silencing) control shRNAs. 
Incubate at 37 °C for 12–16 h.   

   2.    Transduce the cells with the lentiviral shRNA pools and control 
shRNAs in a total volume of 10 mL DMEM media containing 
10 % FBS/Penicillin-Streptomycin and polybrene (10 μg/mL) 
to achieve a multiplicity of infection (MOI) of 0.2.   

   3.    Change media after 24 h and add puromycin (1.5 μg/mL) to 
select the cells carrying shRNA. Change media containing 
puromycin after every 2 days. Usually it takes about 3–4 days 
to completely wipe out cells that do not contain an integrated 
shRNA.      

3.3  Preparation 
of Stable Cell Lines 
Carrying the GFP 
Reporter Construct

3.4  shRNA Library 
Transduction 
and Selection
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        1.    On day 10 post-infection, aspirate the media from the plates.   
   2.    Rinse the cells with 1× PBS. Add 1 mL 0.25 % trypsin to each 

plate and incubate at room temperature for ~2 min with occa-
sional agitation. Visually inspect the plates to ensure complete 
detachment of the cells.   

   3.    Add 1 mL of 1× PBS with 10 % FBS to neutralize the trypsin 
and dissociate the cells into a single-cell suspension by repeated 
pipetting. Collect the cells in FACS tubes and store at 4 °C.   

   4.    Sort the cells using a  FACS   sorter and analyzer. Use the paren-
tal Flp-In™-293 cells and non-silencing shRNA-infected GFP/
Flp-In-293 cells as controls to set the gates for FACS sorting. 
First, gate for the live cell population in the forward versus 
side- scatter plot. Next, gate for the GFP-positive cells in the 
GFP channel: set the gate so that >90 % of the cells appear to 
be GFP-positive in the non-silencing shRNA control and 
100 % cells appear GFP-negative in the parental Flp-In™-293 
cells. Sort all the 22 pools based on these gates and collect the 
GFP- negative  cells      in collection media containing DMEM and 
20 % FBS/Penicillin-Streptomycin.   

   5.    Collect the sorted GFP-negative cells from individual pools 
separately and plate them on a 10 cm dish in media containing 
DMEM with 10 % FBS/Penicillin-Streptomycin and puromy-
cin (1.5 μg/mL). Incubate at 37 °C for 4 days, changing the 
media containing puromycin every 2 days.   

   6.    On day 17 post- infection     , repeat  steps 1 – 5  and proceed to the 
next section with the collected GFP-negative cells.      

       1.    Pellet down the cells at 2655 ×  g  for 5 min, collect the GFP- 
negative cells, and resuspend them in 500 μL of cell lysis buf-
fer. Incubate the cell lysate at 55 °C overnight.   

   2.    Add an equal volume of phenol/chloroform/isoamyl alcohol. 
Mix and centrifuge at 10,621 ×  g  for 15 min. Transfer the 
aqueous phase into a new 1.5 mL microcentrifuge tube and 
extract again with an equal volume of chloroform.   

   3.    Precipitate the DNA by adding 0.1 volume of 3 M sodium ace-
tate and 2 volumes of 100 % ethanol. Mix well by vortexing and 
leave at −80 °C for at least 1 h. Spin in a tabletop  centrifuge at 
top speed at 4 °C for 30 min, and wash the pellet with 1 mL of 
70 % ethanol. Pour off the ethanol and invert the microfuge 
tube onto paper towel to drain the residual ethanol. Air-dry the 
pellet at room temperature overnight, dissolve it in 100 μL of 
TE buffer, and measure the DNA concentration ( see   Note    5  ).   

   4.    To amplify the lentiviral shRNA, set up a PCR reaction con-
taining the following components: ~100 ng genomic DNA, 

3.5   FACS   Sorting

3.6  Genomic DNA 
Isolation and shRNA 
Identifi cation
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2.5 μL 10× Taq buffer, 1 μL 10 mM dNTPs, 1 μL For-TRC 
primer, 1 μL Rev-TRC primer, 1 μL DMSO, 0.5 μL Taq DNA 
polymerase, 18 μL ddH 2 O.   

   5.    Program a  PCR      machine with the following cycling program 
and run the samples: 

 Step 1  94 °C for 2 min 

 Step 2  94 °C for 30 s 

 Step 3  55 °C for 45 s 

 Step 4  72 °C for 1 min 

 Step 5  Go to Step 2 for 34 
additional cycles 

 Step 6  72 °C for 5 min 

 Step 7  4 °C indefi nitely 

       6.    Run the PCR product on a 1 % agarose gel containing 10 μl 
ethidium bromide (10 mg/mL stock). A ~700 bp PCR  prod-
uct      should be observed. Elute the product from the gel using 
a QIAquick Gel Extraction Kit.   

   7.    Ligate the eluted PCR product into the TA cloning vector 
(pGEM ® -T) by setting up a ligation reaction as follows: 3 μL 
of PCR product, 1 μL of vector, 5 μL of 2× Rapid Ligation 
buffer, and 1 μL of T4 DNA ligase. Incubate the ligation reac-
tion at 16 °C overnight.   

   8.    The next day, transform the ligation reaction into DH5α com-
petent cells. Plate the transformation mix onto LB Amp plates 
onto which 10 μL of IPTG and 50 μL of X-gal have been 
spread evenly.   

   9.    Incubate the plates at 37 °C for ~16 h until the blue and white 
colonies can be clearly distinguished ( see   Note    6  ).   

   10.    Aliquot 25 μL of ddH 2 O into a series of PCR tubes, one for 
each colony to be picked ( see   Note    7  ). Pick a single white col-
ony from the LB Amp plate using a pipette  tip     , place the tip in 
the PCR  tube     , and mix well by pipetting. Remove 5 μL from 
each tube, dispense into a fresh PCR tube, and store the 
remaining 20 μL at 4 °C.   

   11.    Prepare a PCR master mix (by multiplying the following recipe 
by the number of colonies to be screened) and add 15 μL to 
each tube prepared for PCR in  step 10 : 2 μL of 10× Taq 
Buffer, 1 μL dNTPs, 0.5 μL For-TRC primer, 0.5 μL Rev- 
TRC primer, 0.25 μL Taq DNA polymerase, 10.75 μL ddH 2 O.   

   12.    Program a PCR machine with the following cycling program 
and run the samples: 

Genome-wide RNAi Screening for Alternative Splicing Regulators
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 Step 1  95 °C for 2 min 

 Step 2  94 °C for 1 min 

 Step 3  55 °C for 1 min 

 Step 4  72 °C for 3 min 

 Step 5  Go to Step 2 for 34 cycles 

 Step 6  72 °C for 5 min 

 Step 7  4 °C indefi nitely 

       13.    To make sure the  PCR      reaction worked, load 5 μL of the reac-
tion mixture on a 1 % agarose gel. Again, a ~700 bp PCR  prod-
uct      should be observed.   

   14.    Dilute the PCR product by adding 80 μL of ddH 2 O to each 
tube and mix well by pipetting. Mix 2 μL of the diluted PCR 
product with 2 μL of 5 μM MF22 sequencing primer and send 
for sequencing.   

   15.    To identify shRNAs from the sequencing results, search for the 
sequence TTCAAAAA to fi nd the beginning of the shRNA, 
TCTGAG to defi ne the loop, and CCGGTG to defi ne the end 
within the sequencing reads. Then map the shRNA sequence 
onto the TRC shRNA library database (  https://www.broadin-
stitute.org/rnai/trc/lib    ) to fi nd the corresponding gene.      

       1.    Prepare individual virus supernatants for each shRNA clone 
identifi ed from the screen, as described above in Subheading  3.1 .   

   2.    Infect 2 × 10 5  Flp-In™-293 cells with 0.5 mL of virus superna-
tant mixed with 10 mL of fresh medium and 10 μg/mL of 
polybrene. Change media after 16 h and then add media con-
taining 1.5 μg/mL of puromycin. Select for 3–4 days.   

   3.    After 10 days, perform  FACS   analysis in the candidate knock-
down cells as described in Subheading  3.5 . The analysis should 
be performed on 1 × 10 5  cells or more in order to obtain statis-
tically signifi cant results. FACS results obtained for candidate 
knockdowns should be compared against the control non- 
silencing shRNA knockdown cells from the same batch. 
Analyze the  fl ow cytometry   data using a software package such 
as FlowJo software ( see   Note    8  ).   

   4.    Candidates should be validated using other  assays     , including 
PCR, to assess changes in  isoform      abundance of the reporter 
construct and of known endogenous target genes [ 6 ,  12 ].   

   5.    It is critical to verify that the obtained results are not due to an 
off-target effect of the shRNA. To do this, select two to three 
unrelated shRNAs against the same target gene and test 
whether they confer similar loss of fl uorescence signal by FACS 
and changes in isoform abundance of the reporter gene by 

3.7  Validation 
of Candidate Genes
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PCR. Candidates that validate with multiple shRNAs can be 
considered true candidates for follow-up studies. In addition, 
verify that the candidate shRNAs knock down their target 
genes with >60–70 % knockdown effi ciency using quantitative 
real- time RT-PCR (qRT-PCR) and/or immunoblot analyses 
( see   Note    9  ).       

4             Notes 

     1.    293T cells are the preferred cell line for virus preparation due 
to their high transfection effi ciency and their ability to support 
high expression of virally encoded proteins. The use of early 
passage 293T cells will ensure high titer virus is obtained.   

   2.    Polybrene improves overall transduction effi ciency by enhanc-
ing receptor-independent virus absorption through the cell 
membrane. Pilot experiments should be done to determine the 
optimum concentration of polybrene required by cells for 
maximum transduction effi ciency. The use of a higher than 
optimum concentration of polybrene will result in unwanted 
toxicity to the cells.   

   3.    It is important to note that freeze-thawing will lead to drop in 
virus titer. Therefore, we recommend avoiding multiple freeze- 
thaw cycles.   

   4.    It is essential to empirically determine the concentration of 
hygromycin required for killing the Flp-In™-293 cells. The use 
of suboptimal concentrations of hygromycin will result in colo-
nies growing on the plate that do not contain stably integrated 
reporter construct.   

   5.    We use a NanoDrop spectrophotometer (Thermo Scientifi c) 
to accurately measure DNA concentrations in solutions of pre-
cipitated DNA and PCR reactions.   

   6.    Occasionally, there may be too many colonies growing on the 
plate due to high competency of DH5α cells. To avoid over-
crowding, plate 2 or 3 tenfold serial dilutions of the bacteria on 
different LB Amp plates containing X- gal      and IPTG.   

   7.    The number of colonies to be picked for Sanger sequencing 
should be estimated based on the percentage of sorted cells col-
lected after  FACS  . As a starting point, pick 10–20 colonies per 
pool. Sequencing of colonies from a plate should be stopped 
when the same  shRNA      is identifi ed more than 3–4 times.   

   8.    Always use the parental Flp-In™-293 cells and non-silencing 
shRNA-infected GFP/Flp-In-293 cells as controls when per-
forming FACS sorting and/or analysis with the candidate shR-
NAs in order to avoid technical variations due to sorting on 
different days.   

Genome-wide RNAi Screening for Alternative Splicing Regulators
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    Chapter 2   

 Tandem Affi nity Purifi cation Approach Coupled to Mass 
Spectrometry to Identify Post-translational Modifi cations 
of Histones Associated with Chromatin-Binding Proteins                     

     Sophie     Beyer    *,     Philippe     Robin    *, and     Slimane     Ait-Si-Ali      

  Abstract 

   Protein purifi cation by tandem affi nity purifi cation (TAP)-tag coupled to mass spectrometry analysis is usually 
used to reveal protein complex composition. Here we describe a TAP-tag purifi cation of chromatin- bound 
proteins along with associated nucleosomes, which allow exhaustive identifi cation of protein partners. 
Moreover, this method allows exhaustive identifi cation of the post-translational modifi cations (PTMs) of the 
associated histones. Thus, in addition to partner characterization, this approach reveals the associated epigen-
etic landscape that can shed light on the function and properties of the studied chromatin- bound protein.  

  Key words     Histones  ,   Epigenetics  ,   Chromatin  ,   Post-translational modifi cations  ,   TAP-tag  ,   Mass 
spectrometry  

1      Introduction 

 Tandem affi nity purifi cation (TAP)-tag  approach   and subsequent 
 mass spectrometry   analysis allow the specifi c purifi cation of a protein 
and its interaction partners. It is thus is a useful method to reveal 
entire  protein complexes   [ 1 ]. Additionally, the purifi cation method 
described in this chapter allows the separation of cytoplasmic, nuclear 
soluble, and  chromatin  -enriched subcellular fractions. The protein 
of interest, containing a FLAG and HA tags, is either stably overex-
pressed in a cell line or, alternatively, the endogenous allele(s) can be 
tagged, thanks to the recent genome editing based [ 2 ] to avoid non-
specifi c interactions due to the overexpression conditions. 

 The TAP-tag approach permits a quantitative and qualitative effi -
cient purifi cation, which is suffi cient to detect the interaction partners 
of the protein of interest. Thus, this purifi cation procedure was 
extensively used in the past to identify  protein-protein interactions   
and to reveal  protein complexes   [ 1 ]. 

*Author contributed equally with all other contributors.
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 The preparation of the cellular extracts for TAP-tag consists of 
two main steps: the separation of cytoplasmic and nuclear fractions 
and, second, dividing the nuclear fraction into soluble and 
chromatin- enriched subfractions. This separation additionally 
enables to identify unexpected interaction partners dependent on 
the subnuclear compartment [ 3 ]. With the focus on chromatin- 
bound or chromatin-modifying proteins, the complexes recovered 
from the chromatin-rich fraction could be of main interest. One of 
main interests here is the identifi cation of the  posttranslational 
modifi cations (PTMs)   of the co-purifi ed  histones   and of the copre-
cipitated nucleic acids [ 4 ,  5 ] (Fig.  1 ).

   Thus, the added value of the TAP- tag   approach is the possibil-
ity to identify PTMs of the purifi ed protein itself and abundant 
identifi ed interaction partners (originally described in [ 5 ]). 
Thereby, with this feature, the TAP-tag purifi cation is suitable to 
identify not only new interaction partners but also new enzymatic 
functions associated with the protein of interest and/or its  partners. 

Bait
BaitB iBai

BB itait

Chroma�n extracts prepara�on (MNase)

BaitB itait
BaitBBai

Crude histones prepara�on:Bait-histones complex purifca�on:

Purifica�on on Flag resin

Purifica�on on HA resin

- SDS-PAGE resolu�on,
mass spec analysis of histone post-transla�onal modifca�ons

- Deep-sequencing of co-puified nucleic acids

POROS anion exchange
column

Elu�on with a salt gradient

BaitBB titBaitBaBai

BaitBB titBaitBaiBai

Elu�on against Flag pep�de

Elu�on against HA pep�de

Chroma�n

Bait

  Fig. 1     Post-translational   modifi cations of histones associated with a chromatin- 
binding protein. Schematic representation of the purifi cation protocol used to 
purify a bait-histone complexes and crude histones. The latest being used to 
determine the enrichment compared to the level of a given histone  PTM   in the 
input material       

 

Sophie Beyer et al.



15

In the case of a  chromatin  -binding protein, this method is thus 
adapted for identifi cation of the associated “histone code.” Indeed, 
the amino-terminal histone tails, which are exposed on the  nucleo-
some   surface, are subject to multiple covalent PTMs. These his-
tone PTMs include lysine and arginine methylation, lysine 
acetylation, serine and threonine phosphorylation, ADP-
ribosylation,  ubiquitination  , and sumoylation [ 6 ]. Histone PTMs 
confer a unique signature to the nucleosomes involved. 
Combination of the different modifi cations on histone N-terminal 
tails can thus alter chromatin structure to allow gene expression or 
to repress it, either reversibly or stably. The combinatory pattern of 
histone PTMs infl uences the binding and activities of other 
chromatin- associated proteins that regulate gene expression. 
Indeed, initial modifi cations of histones at a specifi c  nucleosome   
could infl uence subsequent modifi cations. Thus, characterizing 
such modifi cations associated with a given protein could provide 
insights into the roles and mechanisms of action of the studied 
chromatin-binding proteins.  

2    Material 

   Cell lines stably expressing FLAG-HA- tagged   proteins transduced 
could be either established using protocol described in [ 1 ] or pro-
vided by any other mean. Alternatively, the endogenous allele(s) 
can be tagged using genome editing-based methods [ 2 ].  

   All buffers are used cold if not indicated otherwise and must be 
supplied with protease inhibitors prior using ( see   Note    1  ).

    1.    Hypotonic buffer: 10 mM Tris–HCl, pH 7.65, 1.5 mM 
MgCl 2 , 10 mM KCl.   

   2.    Low salt buffer: 20 mM Tris–HCl pH 7.65, 25 % glycerol, 
1.5 mM MgCl 2 , 0.2 mM EDTA, 20 mM NaCl.   

   3.    High salt buffer: 20 mM Tris–HCl pH 7.65, 25 % glycerol 
(12.5 ml), 1.5 mM MgCl 2  (75 μl from 1 M), 0.2 mM EDTA, 
900 mM NaCl.   

   4.    TEGN: Tris–HCl 20 mM, EDTA 0.1 mM, Glycerol 10 %, 
NaCl 150 mM, NP40 0.01 %.   

   5.    Sucrose buffer: 20 mM Tris–HCl, pH 7.65, 15 mM KCl, 
60 mM NaCl, 0.34 M sucrose, 0.15 mM spermine, 0.5 mM 
spermidine.    

2.1  Cells

2.2  Buffers

Identifi cation of Histone Modifi cations by a TAP-tag Approach
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3       Methods 

         1.    When working with frozen cell pellets, briefl y defrost 20 g cell 
pellet in a water bath at 37 °C and resuspend fi rst in 10 ml 
hypotonic buffer. Then add twice 5 ml of fresh hypotonic buf-
fer and hereby  wash   the pipettes well to obtain the maximum 
amount of cells. The fi nal volume of the lysate is approximately 
40 ml.   

   2.    Use a pre-chilled Dounce homogenizer (40 ml volume) with a 
tight pestle, and homogenize 20 ml of the lysate with 20 strokes 
(20 times in and out). Transfer the lysate to a 50 ml tube.   

   3.    Use the second 20 ml lysate and proceed as described in 
Subheading  3.2 .   

   4.    To analyze the effi ciency of the lysis, use 30 μl of lysate, mix it 
with 30 μl of 0.4 % trypan blue, and analyze under the micro-
scope. If lysis was effi cient, all nuclei are blue. In case of inef-
fi cient lysis repeat steps 2 and 3 above.   

   5.    Add 7 ml sucrose buffer (1/3 of the hypotonic buffer volume) 
supplemented with 0.15 mM spermine and 0.15 mM spermi-
dine. Sucrose buffer preserves the nuclei. Spermine and sper-
midine avoid leakage by blocking the nuclear pore.   

   6.    Centrifuge the lysate 7 min at 10,000 ×  g  to get the nuclei, which 
are in the pellet. The supernatant is the cytoplasmic fraction.   

   7.    In case of interest in the cytoplasmic fraction (CF), transfer the 
supernatant as mentioned in above step to a new tube and cen-
trifuge again 7 min at 10,000 ×  g . The supernatant is the CF.       

           1.    Resuspend the nuclei pellet from 1.6 in 10 ml of low salt  buffer   
(one volume equal to the pellet size).   

   2.    Add 10 ml high salt buffer drop by drop while mixing system-
atically on a vortex. The fi nal concentration of NaCl will be 
300 mM.   

   3.    Incubate for 30 min on ice and mix every 5 min.   
   4.    Add 10 ml (1 nuclei pellet volume) of the sucrose buffer.   
   5.    Centrifuge 10 min at 13,000 ×  g . The supernatant is the NSF 

( see   Note    2  ).      

        1.    Resuspend thoroughly the nuclear pellet from 2.5 in 7 ml of 
sucrose buffer (1 nuclei pellet volume).   

   2.    Add CaCl 2  to a fi nal concentration of 1 mM and mix. Starting 
from a 0.5 M CaCl 2   solution  , take 28 μl for 14 ml of 
 suspension  .   

   3.    Preheat the suspension for 1 min at 37 °C.   

3.1  Preparation 
of Cytoplasmic, 
Nuclear Soluble, 
and Chromatin- 
Enriched Fractions

3.1.1  Separating Nuclei 
and Cytoplasm

3.2  Preparation 
of Nuclear Soluble 
Fraction (NSF) 
Containing Proteins, 
Which Weakly Interact 
with Chromatin

3.3  Preparation 
of Nuclear Chromatin- 
Enriched Fraction 
(NCF), Containing 
Proteins Which 
Strongly Associate 
with  Nucleosomes  
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   4.    Add micrococcal nuclease (MNase) to get fi nal concentration 
of 0.0025 U/μl and mix. Starting from a from 0.5 U/μl stock 
solution, take 70 μl.   

   5.    Incubate precisely 12 min at 37 °C and mix every 4 min.   
   6.    Immediately place the reaction on ice to stop MNase activity.   
   7.    Add EDTA pH 8.0 to reach 4 mM as fi nal concentration. 

Starting from a 0.5 M stock solution, take 112 μl EDTA.   
   8.    Perform fi ve cycles of sonication on high  amplitude   with 1 min 

each cycle. Between each cycle do 1 min break. The total soni-
cation time will be 10 min.   

   9.    Ultracentrifuge for 30 min at 85,000 ×  g . The supernatant is 
the NCF.   

   10.    Take 50 μl aliquot of NCF and 100 μl of NSF, which is used as 
input later, and freeze in liquid  nitrogen  .      

         1.    Use 600 μl of FLAG affi nity resin from the commercial 50 % 
 stock   for each experimental point (300 μl of pure FLAG resin). 
Transfer into 15 ml tube, wash with 13 ml of cold TEGN buf-
fer (invert the tube 5 times), centrifuge for 2 min at 1000 ×  g , 
and remove supernatant. Repeat washing 5 times.   

   2.    Resuspend total amount of FLAG resin in equal volume TEGN 
 buffer  , and distribute 600 μl to each experimental point in a 
1.5 ml tube ( see   Note    3  ).   

   3.    Incubate over night at 4 °C.   
   4.    Centrifuge 2 min at 1000 ×  g  at 4 °C. Keep the supernatant on 

ice for effi ciency check. The FLAG-tagged proteins are in the 
pellet, bound to the FLAG resin.   

   5.    Resuspend the FLAG resin in 1 ml TEGN buffer and transfer 
to a 15 ml tube. Repeat this  step 5  times. Use hereby always 
the same pipette tip for transfer to ensure effi cient transfer of 
all beads.   

   6.    Wash FLAG resin 7 times in the 15 ml tube by adding 13 ml 
TEGN buffer and inverting the tube 5 times. Do not resuspend 
the beads with the pipette to avoid losing material. Centrifuge 
after each washing step for 2 min at 1000 ×  g  at 4 °C.   

   7.    Resuspend  FLAG   resin of each experimental point in 1 ml 
TEGN buffer and transfer to 1.5 ml tube but keep the 15 ml 
tube. Centrifuge the 1.5 ml tube (2 min, 1000 ×  g , 4 °C) and 
remove supernatant.   

   8.    To ensure complete carryover of all beads, rinse the 15 ml tube 
with 1 ml  TEGN   buffer, and transfer to the 1.5 ml tube from 
the previous step. Centrifuge and remove supernatant.   

   9.    Add 200 μl of 4 mg/ml FLAG peptide solution (pH 7.5–8) to 
the FLAG resin of each experimental point. Add 200 μl TEGN 

3.4  Protein  Complex   
Purifi cation

3.4.1  Protein Affi nity 
Pulldown by FLAG-Tag

Identifi cation of Histone Modifi cations by a TAP-tag Approach
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buffer. Mix by tipping the tube. To avoid losing FLAG resin, 
do not touch with the pipette tip. Incubate on a rotating wheel 
overnight (or at least 4 h) at 4 °C.   

   10.    Spin tubes 2 min at 1000 ×  g  at 4 °C. Use a fl at-narrow pipette 
tip to transfer the supernatant (FLAG eluate). Do not carry 
over beads.   

   11.    Centrifuge the  FLAG   resin again to recover leftover superna-
tant. Use fl at-narrow pipette tips to avoid carryover of beads.   

   12.    To ensure effi cient elution from the FLAG resin, take the 
FLAG beads from  step 11  and repeat  steps 9  and  10 .   

   13.    Combine supernatants from fi rst and second  elution  .       

        1.    Take 15 μl eluate obtained from previous step, add 5 μl of 4× 
loading buffer and 2 μl 10× reducing agent, and mix (if load-
ing buffer has a different concentration, adjust volumes of buf-
fer and reducing agent).   

   2.    Boil samples 5 min at 95 °C, quick spin samples, and run on a 
SDS-PAGE.   

   3.    For  silver   staining use a commercially available silver staining 
kit and follow the manufacturer’s protocol ( see   Note    4  ).      

        1.    Use 300 μl of HA affi nity gel from the commercial 50 % stock 
for each experimental point (150 μl of pure HA resin). Transfer 
into 15 ml tube, wash with 13 ml of cold TEGN buffer (invert 
the tube 5 times), centrifuge for 2 min at 1000 ×  g , and remove 
supernatant. Repeat washing 5 times.   

   2.    Resuspend total amount of HA resin in equal volume TEGN 
buffer and distribute 300 μl to each experimental point in a 
1.5 ml tube. Centrifuge 2 min at 1000 ×  g  and 4 °C. Eliminate 
the maximum of the washing buffer by using the fl at-narrow 
pipette tips.   

   3.    Add the eluates from FLAG-based purifi cation (from 3.4.1.13) 
to the HA resin.   

   4.    Incubate overnight at 4 °C on a rotating wheel.   
   5.    Centrifuge 2 min at 1000 ×  g  at 4 °C. Keep the supernatant on 

ice for effi ciency check. The HA-tagged  proteins   are in the pel-
let, bound to the HA resin.   

   6.    Resuspend the HA resin in 0.5 ml TEGN buffer and transfer 
to a new 1.5 ml tube. Repeat this step once and transfer to the 
same tube. Use hereby always the same pipette tip for transfer 
to avoid losing beads.   

   7.    Wash HA resin 8 times in the 1.5 ml tube by adding 1 ml 
TEGN buffer and inverting the tube 5 times. Do not touch 
the beads with the pipette to avoid losing material. Centrifuge 
after each washing step for 2 min at 1000 ×  g  at 4 °C.   

3.5  Effi ciency Test 
After FLAG Purifi cation

3.6  Protein Affi nity 
Pulldown by HA-Tag

Sophie Beyer et al.
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   8.    Transfer HA resin of each experimental point to a new 0.5 ml 
tube with the last washing step. Rinse the pipette tip, used for 
transfer with TEGN buffer, and collect as many beads as pos-
sible into the same 0.5 ml tube. Centrifuge the tube (2 min, 
1000 ×  g , 4 °C) and remove as much supernatant as possible.   

   9.    Add 100 μl of 4 mg/ml HA peptide solution to the HA resin 
of each experimental point. To avoid losing HA resin, do not 
touch with the pipette tip. Incubate on a rotating wheel over-
night (or at least 4 h) at 4 °C.   

   10.    Spin tubes 2 min at 1000 ×  g  at 4 °C. Use a fl at-narrow pipette tip 
to transfer the supernatant (HA eluate). Do not carry over beads.   

   11.    Centrifuge the HA resin again to recover leftover supernatant. 
Use fl at- narrow   pipette tips to avoid carryover of beads.   

   12.    To ensure effi cient elution from the HA resin, take the HA 
beads from  step 11  and perform a second elution. Repeat 
 steps 9 – 11 .   

   13.    Combine supernatants from fi rst and second elution.      

       1.    Repeat steps as described in Subheading  3.5 .      

       1.    Use centrifugal fi lter units with 10 kDA cutoff.   
   2.    Concentrate the eluate to 30 μl by using the fi lter unit accord-

ing to manufacturer’s instructions.   
   3.    Take ¼ of the eluate (7.5 μl), snap freeze in liquid  nitrogen  , 

and store at −80 °C. It will be used for western blot analysis to 
confi rm the results obtained by  mass spectrometry  .   

   4.    Take the remaining ¾ (22.5 μl) and prepare samples for mass 
spectrometry analysis (as in [ 5 ,  7 ]).      

       1.    Run the purifi ed protein  complex   from the chromatin-enriched 
nuclear fraction on a 4–12 % acrylamide gradient SDS-PAGE gel.   

   2.    Stain SDS-PAGE gel with Colloidal blue.   
   3.    Cut gel bands corresponding to each histone and destain over-

night in 50 % acetonitrile, 50 mM NH 4 HCO 3 .   
   4.    Subject histones to a propionylation-based modifi cation 

method to study  lysine   modifi cations [ 7 ]. Propionic anhydride 
makes covalent bonds with non-modifi ed or monomethylated 
lysines and with the N-termini of proteins.   

   5.    Treat gel slices for 1 h at 37 °C with 100 ml of 30 % propionic 
anhydride in  methanol   and 40 ml of 50 mM NH 4 HCO 3  [ 7 ], 
followed by two 10-min washes in 100 mM NH 4 HCO 3 , one 
wash in 50 % acetonitrile, 100 mM NH 4 HCO 3 , and one wash 
in acetonitrile.   

3.7  Effi ciency Test 
After HA Purifi cation

3.8  Concentration 
of Eluates

3.9  Nucleosomal 
Histone Preparation 
for  Mass Spectrometry   
Analysis ( See   Note    5  )

Identifi cation of Histone Modifi cations by a TAP-tag Approach



20

   6.    Dry gel slices and digest at 37 °C overnight using 0.4 mg of 
sequencing grade trypsin.   

   7.    Acidify the digests in 0.5 % TFA, lyophilize, resuspend in 40 ml 
of 50 mM NH 4 HCO 3 , and propionylate again in 100 ml of 
30 % propionic anhydride in methanol for 1 h at 37 °C, lyophi-
lized and resuspended in 20 ml of 0.1 % of formic acid. The 
second propionylation modifi es the newly created N-terminal 
ends after trypsin digestion. These conditions give complete 
lysine and N-terminal propionylation, but also chemical meth-
ylations that can be detected using deuterated methanol 
(methanol- d4) for the propionic anhydride dilution.   

   8.    Run the obtained peptide mixtures on a Nano C18 PepMap 
100 pre-column (5 mm, 100 Å, 300 mm I.D. × 1 mm), cou-
pled with a column of 75 mm I.D. × 15 cm with the same resin 
(LC Packings). The Nano-fl ow-High Pressure Liquid 
 Chromatography    LC   (LC Packings) is directly coupled to an 
electrospray ionization system on an ion-trap mass  spectrome-
ter   (ESI/MS-MS) (Thermo Finnigan LCQ Deca XP).   

   9.    Proceed with mass spectrometry analysis to identify complex 
composition and  PTM   of histones ( see   Note    6  ).       

4          Notes 

     1.    All steps must be performed on ice if not indicated otherwise. 
Keep all buffers at 4 °C and perform all centrifugation steps at 
4 °C throughout the entire procedure. FLAG and  HA   resins 
are centrifuged 2 min at 1000 ×  g . Use low binding tubes dur-
ing all steps.   

   2.    If the NSF will be analyzed, leave the supernatant from step in 
Subheading  3.2.5  on ice during preparation of chromatin-
bound fraction and then treat both fractions simultaneously.   

   3.    Take the NCF (Subheading  3.3 ) and add 600 μl washed FLAG 
resin to each experimental point. Do equally for NSF 
(Subheading  3.2 ) and CF (Subheading  3.2 ) if interested.   

   4.    If the signal difference is clear between the cell line specifi cally 
overexpressing a FLAG-HA-tagged protein and the control 
cell line, proceed to step in Subheading  3.6 .   

   5.    Products and materials used to optimize mass spec analyses: 
ddH 2 O or Milli-Q; change gloves very often; wear a lab coat 
all the time, use exclusively pre-cat 4–12 % SDS-PAGE gels to 
avoid extra-contamination of samples, especially the gradient 
gels and their buffers; use tubes with low adherence if possible 
to minimize the loss of material. Other precautions to avoid 
contamination of mass  spec   samples are the following: clean 
the bench, clean the pipettes with alcohol, use new pipette tip 
boxes, wash the gloves just after wearing them, and wash all 

Sophie Beyer et al.
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materials to be used (SDS-PAGE system, dounces, boxes, etc.) 
with detergents (e.g., cleaning solution 7×, ICN- Cat No 
76-670-95) in distilled water (more than 10 times).   

   6.    For mass  spectrometry  , the fi ve most intense ions of the MS 
scan are subjected to fragmentation (MS-MS) without any 
data- dependent scan. The interpretation of the mass spectrom-
etry data can be performed with the BioWorks software version 
3.2 (Thermo Scientifi c). For example, for lysine methylation, a 
bank of peptides from the histones cut at arginine residues can 
be indexed with permanent add mass for the N-terminus and 
lysine of 56.025 Da and three modifi cations: K− 14.015 for 
acetylation or trimethylation, K+14.015 Da for a monomethyl-
ation, and K− 27.995 Da for a dimethylation. This set-up allows 
automation of analysis of the  MS   raw data. Each raw dataset can 
then be analyzed to check for combinations of modifi cations 
that might have been missed by the automated method.         
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    Chapter 3   

 Effi cient Preparation of High-Complexity ChIP-Seq Profi les 
from Early  Xenopus  Embryos                     

     George     E.     Gentsch      and     James     C.     Smith     

  Abstract 

   Chromatin immunoprecipitation followed by next-generation sequencing (ChIP-seq) has become a 
powerful tool to acquire a precise and genome-wide snapshot of many chromatin features in vivo. These 
chromatin profi les are obtained by immunoprecipitation of cross-linked chromatin fragments to enrich the 
feature of interest. Sequencing and aligning the underlying DNA sequences to the genome make it possible 
to virtually reconstruct the global distribution of most chromatin features. We present here recent 
improvements to the ChIP-seq protocol by means of  Xenopus  embryos to prepare high-complexity DNA 
libraries from small amounts of biological material. This approach allows researchers to explore the 
landscape of chromatin regulators and states in early vertebrate embryos or in any biological entity with 
small numbers of cells.  

  Key words     Chromatin immunoprecipitation  ,   Next-generation sequencing  ,   ChIP-seq  ,   Library com-
plexity  ,   Post-sequencing analysis  ,    Xenopus  embryo  

1      Introduction 

  Chromatin  —a dynamic and  complex   assembly of protein, RNA, 
and  DNA  —regulates the  transcriptional   output of the genome in 
all living organisms. Embryonic development, for example, involv-
ing cell differentiation, cell movement, and pattern formation, is 
regulated by when, where, and how proteins interact with chroma-
tin. The interaction of a specifi c protein with a single genomic 
locus in vivo was fi rst revealed in the early 1980s by antibody- 
mediated enrichment of chromatin (ChIP)    followed by diagnostic 
PCR [ 1 ,  2 ].  Microarray   (chip) and  next-generation sequencing   
technologies in the twenty-fi rst century have now replaced PCR, 
and combined with ChIP these approaches have led to the simul-
taneous discovery of thousands of genomic loci with specifi c chro-
matin features, such as  transcription      factor binding events or 
posttranslational  histone   modifi cations [ 3 – 5 ]. The most popular 
approach to create these chromatin profi les is ChIP followed by 
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next-generation sequencing (ChIP-seq). This technique provides 
considerable advantages over ChIP-PCR and ChIP-chip with 
respect to comprehensive coverage and positional resolution. 
Prerequisites for this method are a ChIP-grade antibody, a proto-
col to effi ciently extract and shear chromatin, and a sequenced 
genome. 

 This protocol describes a modifi ed ChIP-seq approach for use 
with early  Xenopus  embryos. It introduces considerable improve-
ments to previously published protocols [ 6 ,  7 ] to allow the 
 genome-wide   reconstruction of high-complexity chromatin pro-
fi les from as few as 10,000 cells. The same steps are required for 
profi ling the chromatin of any other organism. However, it is likely 
that the fi rst steps of fi xation and chromatin extraction will need 
some modifi cation due to differences in tissue texture and size. 

 Briefl y,  Xenopus tropicalis  embryos are treated with formalde-
hyde to cross-link chromatin proteins to nearby genomic 
DNA. Postfi xation embryos can be dissected to select specifi c ana-
tomical regions if required. Chromatin is extracted, solubilized, 
and fragmented by sonication. Because fragmentation reduces the 
amount of DNA associated with any chromatin feature of interest, 
it introduces the positional resolution required to allocate these 
features to their genomic loci. Next, ChIP-grade antibodies are 
used to recognize specifi c chromatin features and to enrich these 
by coupling the antibody-chromatin complex to magnetic beads 
followed by extensive washing. Upon reversal of cross-linking and 
purifi cation, the co-immunoprecipitated DNA fragments become 
part of an indexed paired-end ChIP-seq library for next-generation 
sequencing. This is achieved with a minimal number of PCR cycles 
to maintain the biological complexity of DNA fragments. 
Complexity is an estimate of information redundancy as judged by 
the duplication levels of sequencing reads potentially representing 
the same ChIP fragment. We consider more than 75 % of unique 
single-end reads from a standard sequencing run yielding around 
30 to 40 million reads as high complexity. Post-sequencing con-
sists of aligning the DNA fragments to the reference genome and 
fi nding sites of enriched alignment pinpointing the positions of 
chromatin features in vivo. In doing so, a high complexity is desir-
able to accurately demarcate chromatin features by correctly dis-
criminating signal from noise.  

2       Materials 

       1.    10× MMR: 1 M NaCl, 20 mM KCl, 20 mM CaCl 2 , 10 mM 
MgSO 4 , 50 mM HEPES. Adjust pH to 7.5 and sterilize by 
autoclaving.   

   2.    0.01× MMR.   

2.1   Xenopus  Embryo 
Manipulation 
and Chromatin 
Cross-Linking

George E. Gentsch and James C. Smith
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   3.    36–38 %  formaldehyde   (stabilized with maximal 15 % 
methanol).   

   4.    Capped glass vial with capacity of 5–10 ml.   
   5.    HEG: 1 mM HEPES, pH 7.5, 1 mM EDTA, 20 % glycerol. 

Store at 4 °C.      

       1.    Chromatin extraction and washing buffer 1 (CEWB1): 10 mM 
Tris-HCl, pH 8.0, 150 mM NaCl, 1 mM EDTA, 1 % Igepal 
CA-630, 0.25 % sodium deoxycholate, 0.1 % SDS. Store at 
4 °C.   

   2.    1 mM DTT.   
   3.    Protease inhibitor tablets.   
   4.    100 mM orthovanadate.   
   5.    500 mM NaF.      

       1.    Ultra-sonicator with sound enclosure. If a probe is required, 
use a tapered microtip (approximately 1/16 in.).   

   2.    Score and clip a 15 mL conical polystyrene tube at the 7 mL 
mark. Use this tube to contain and sonicate embryo extracts 
with a microtip.   

   3.    Siliconized (non-stick) low-retention 1.5 mL microcentrifuge 
tubes.      

       1.    ChIP-grade antibody.   
   2.    Protein G magnetic beads.   
   3.    Magnetic rack to collect magnetic  beads  .   
   4.    Washing buffer 2 (WB2): 10 mM Tris–HCl, pH 8.0, 500 mM 

NaCl, 1 mM EDTA, 1 % Igepal CA-630, 0.25 % sodium deoxy-
cholate, 0.1 % SDS. Store at 4 °C.   

   5.    Washing buffer 3 (WB3): 10 mM Tris–HCl, pH 8.0, 250 mM 
LiCl, 1 mM EDTA, 1 % Igepal CA-630, 1 % sodium  deoxycho-
late  . Store at 4 °C.   

   6.    TEN: 10 mM Tris–HCl pH, 8.0, 150 mM NaCl, 1 mM 
EDTA. Store at 4 °C.      

       1.    SDS elution buffer: 50 mM Tris–HCl, pH 8.0, 1 mM EDTA, 
1 % SDS.   

   2.    5 M NaCl.   
   3.    Hybridization oven.   
   4.    TE pH 8.0.   
   5.    RNase A (20 μg/μL).   
   6.    Proteinase K (20 μg/μL).   

2.2  Preparation 
of Embryo Extracts
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   7.    PCR purifi cation kit with 1 % SDS tolerance (e.g., QIAquick 
from Qiagen).   

   8.    5× DNA loading buffer: 0.2 % Orange G, 30 % glycerol, 60 mM 
EDTA, pH 8.0.   

   9.    100 bp and 1 kb DNA ladder.   
   10.    1.5 mL phase-lock gel heavy tubes.   
   11.    Phenol/chloroform/isoamyl alcohol (25:24:1) pH 7.9.   
   12.    80 % and 100 % ethanol.   
   13.    GlycoBlue (15 μg/μL).   
   14.    DNA elution buffer: 10 mM Tris–HCl, pH 8.5.   
   15.    Fluorometer and high sensitivity reagents for detecting dou-

ble-stranded DNA.      

       1.    ChIP-seq library preparation kit includes end repair, A-tailing, 
DNA ligation, and PCR reagents (KAPA Hyper Prep Kit).   

   2.    Y-adapter (TruSeq) oligonucleotides for Illumina sequencing 
platforms (HPLC quality): 
 *, phosphorothioate bond 
 (P), phosphate group 
  italics , region that hybridizes to form the Y-adapter

    (a)    Universal (5′ Illumina P5 – read 1 sequencing  primer  ): 
5′AATGATACGGCGACCACCGAGATCT –ACACTCT
TTCCCTACACGAC GCTCTTCCGATC *T.   

   (b)    Indexed (5′ read 2/index sequencing primer – index – 
Illumina P7): 5′(P) GATCGGAAGAGC ACACGTCTGA
ACTCCAGTCAC – NNNNNN –
ATCTCGTATGCCGTCTTCTGCTT*G.   

   (c)    Index 1: ATCACG, index 2: CGATGT, index 3: TTAGGC, 
index 4: TGACCA, index 5: ACAGTG, index 6: GCCAAT, 
index 7: CAGATC, index 8: ACTTGA, index 9: GATCAG, 
index 10: TAGCTT, index 11: GGCTAC, index 12: 
CTTGTA, index 13: AGTCAA, index 14: AGTTCC, 
index 15: ATGTCA, index 16: CCGTCC, index 18: 
GTCCGC, index 19: GTGAAA, index 20: GTGGCC, 
index 21: GTTTCG, index 22: CGTACG, index 23: 
GAGTGG, index 25: ACTGAT, index 27: ATTCCT.   

   (d)    Make Y-adapters by annealing universal and indexed oligo-
nucleotides at 50 μM in 10 mM Tris–HCl, pH 8.0, 
0.1 mM EDTA, and 50 mM NaCl. Incubate  equimolar   
mix at 95 °C for 1 min before cooling it down to 4 °C over 
a period of 30 min. Store Y-adapters as 10 μM stock solu-
tion at −20 °C.    

      3.    Paired-end PCR primers (desalted).

2.6  Preparation 
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   (a)    Forward (Illumina P5): 5′ AATGATACGGCGACCA
CCGA*G.   

  (b)    Reverse (Illumina P7): 5′ CAAGCAGAAGACGGCATA
CGA*G.   

  (c)    Make PCR primer mix with both forward and reverse 
primer at 5 μM.       

   4.    Solid- phase   reversible immobilization (SPRI) beads (Agencourt 
AMPure XP).   

   5.    96-well low-volume (about 300–400 μL) microplate with 
V-shaped bases.   

   6.    Adhesive PCR fi lm for microplates.   
   7.    Magnetic stand for 96-well microplates.   
   8.    Plate centrifuge equipped with swing-out microplate buckets.   
   9.    E-gel EX agarose gel, 2 %, SYBR Gold, 11 wells (Life 

Technologies).   
   10.    Gel electrophoresis system for E-gel (Life Technologies).   
   11.    TrackIt 100 bp DNA ladder (Life Technologies).   
   12.    Safe imager viewing glasses (Life Technologies).   
   13.    Gel knife (Life Technologies).   
   14.    Disposable scalpels.   
   15.    QG buffer (Qiagen).   
   16.    Isopropanol.   
   17.    PE  wash   buffer (Qiagen).   
   18.    MinElute column (Qiagen).   
   19.    Chip-based capillary electrophoresis system (e.g., Bioanalyzer).      

       1.    Multicore Unix-style computer (at least 8 GB RAM and 
500 GB free disk space).   

   2.    Install FastQC (  http://www.bioinformatics.babraham.ac.uk/
projects/fastqc    ) command-line tool to check the quality and 
complexity of the sequencing reads.   

   3.    Install samtools [ 8 ] to manipulate sequencing fi les. Create 
indexed FASTA fi le ( genome.fa.fai ) from the FASTA genome 
sequence fi le at the command line (>): 
       > samtools faidx /path/to/genome.fa.  

        4.    Install short-read alignment tool Bowtie [ 9 ] for mapping reads 
to the reference  genome  . Create Bowtie index from the FASTA 
genome sequence fi le: 
       > bowtie-build /path/to/bowtie/index/
genome.fa xenopus . 

2.7   Post-sequencing 
Analysis  

High-Complexity Chromatin Profi ling of Early Xenopus Embryos

http://www.bioinformatics.babraham.ac.uk/projects/fastqc
http://www.bioinformatics.babraham.ac.uk/projects/fastqc


28

        5.    Install HOMER [ 10 ] to manipulate reads and call regions of 
enriched alignment and normalize alignment fi les for visualiza-
tion. Customize  HOMER   using FASTA genome sequence fi le 
and GTF gene annotation fi le: 
       > loadGenome.pl -name xenopus -org null 
-fasta /path/to/genome.fa -gtf path/to/
genes.gtf.  

        6.    Install Integrative Genome Viewer [ 11 ,  12 ] to visualize chro-
matin profi les. Upload indexed FASTA fi le (genome.fa and 
 genome.fa.fai  fi le in the same folder) and GTF  gene   annotation 
fi le to create a reference track for the genome viewer.       

3    Methods 

 All  Xenopus  work complies fully with the UK Animals (Scientifi c 
Procedures) Act 1986 as implemented by the Francis Crick 
Institute. 

       1.    Follow standard protocols [ 13 ] to fertilize  Xenopus  eggs 
in vitro and to de-jelly and culture embryos.   

   2.    Transfer de-jellied embryos at the desired developmental stage 
to a capped glass vial ( see   Note    1  ).   

   3.    Wash the embryos briefl y once with 0.01× MMR.   
   4.    Refi ll vial with 0.01× MMR. Move vial to the fume hood and 

add formaldehyde to a fi nal concentration of 1 %. Fix embryos 
for 15–45 min at room temperature ( see   Note    2  ).   

   5.    Terminate the fi xation reaction by briefl y rinsing the  embryos   
three times with ice-cold 0.01× MMR ( see   Note    3  ).   

   6.     Optional : Dissect embryos in cold 0.01× MMR to isolate the 
anatomical region of interest.   

   7.    Aliquot embryos into 2 ml microcentrifuge tubes on ice in 
batches of approximately 250 embryos per tube ( see   Note    4  ).   

   8.    Remove as much 0.01× MMR as possible. Skip the next step if 
you continue the same day with Subheading  3.2 .   

   9.    Equilibrate embryos in 250 μL cold HEG buffer ( see   Note    5  ). 
Once the embryos have settled to the bottom of the tube, 
remove as much liquid as possible and snap-freeze in liquid 
nitrogen. Store at −80 °C.      

        1.    Supplement CEWB1 with protease inhibitor tablet and 
0.5 mM DTT. If using phospho-specifi c antibodies for ChIP, 
further add orthovanadate and NaF to 0.5 mM and 2.5 mM, 
respectively ( see   Note    6  ).   

   2.    Keep samples and buffers on ice during the preparation of 
embryo extracts.   

3.1   Xenopus  Embryo 
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   3.    Homogenize fi xed embryos in ice-cold CEWB1 by pipetting 
up and down. For upscaling, transfer homogenates to 50 mL 
centrifuge tubes.   

   4.    Keep on ice for 5 min.   
   5.    Spin homogenates in a refrigerated centrifuge (4 °C) at 

1000 ×  g  for 5 min. Aspirate the supernatant and any biological 
material stuck to the wall.   

   6.    Repeat  steps 3 – 5 .   
   7.    Resuspend pellet in 1–3 mL CEWB1 ( see   Note    7  ).   
   8.    Keep on ice or at 4 °C to proceed with Subheading  3.3  on the 

same or following day. For later use, snap-freeze in liquid 
 nitrogen   and store at −80 °C.      

        1.    If using a probe-equipped sonicator for chromatin shearing, 
attach an empty custom-built sonication tube ( see  
Subheading  2 ) to a plastic beaker fi lled with ice water via a 
short thermometer clamp.   

   2.    Transfer the embryo extract to the chilled sonication tube ( see  
 Note    8  ).   

   3.    If necessary place the beaker on a laboratory jack and adjust 
the height so that the sonicator microtip is submersed in the 
extract to about two-thirds of the volume depth and centered 
without touching the tube wall.   

   4.    Sonicate sample at 6–18 W for 4–10 min in total. Microtip- 
mediated sonication requires breaks of 1 min every 30 s to 
keep temperature low. Isothermal focused ultra-sonication can 
be run continuously ( see   Note    9  ).   

   5.    Transfer the extract into prechilled 1.5 mL nonstick tubes and 
spin at 16,000 ×  g  for 5 min at 4 °C.   

   6.    Transfer the supernatant containing solubilized and sheared 
chromatin to prechilled 1.5 mL nonstick tubes.   

   7.    Collect 50 μL of the supernatant to check whether the chro-
matin was sheared successfully ( see   Note    10   and Fig.  1 ).

       8.    Use the rest of the supernatant for the input sample and  chro-
matin immunoprecipitation  . Samples can be stored at 4 °C for 
up to 2 days. Snap-freeze samples as aliquots in liquid nitrogen 
for long-term storage at −80 °C.      

       1.    Transfer approximately 1 % of the chromatin to a new 1.5 mL 
nonstick tube. This sample will be used later as ChIP input. 
Keep it at 4 °C until the ChIP samples are due for reverse 
cross- linking ( see  Subheading  3.5 ,  step 1 ).   

   2.    Add the ChIP- grade   antibody to an appropriate amount of 
chromatin ( see   Notes    1   and   11  ).   

3.3  Chromatin 
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   3.    Incubate overnight on a vertical rotator at 4 °C.   
   4.    Wash an appropriate amount of antibody-compatible magnetic 

beads once with CEWB1 for 5 min at 4 °C. Use a minimum of 
30 μL per ChIP ( see   Note    12  ).   

   5.    Add washed beads to the ChIP sample and incubate for another 
4 h on the rotator at 4 °C.   

   6.    Wash beads twice with each washing buffer (CEWB1, WB2 
and WB3) for 5 min at 4 °C ( see   Note    13  ).   

   7.    Rinse beads once with TEN buffer.   
   8.    Resuspend beads in 50 μL TEN buffer per tube and transfer 

them into a new 1.5 mL nonstick tube. Pool here if several 
tubes for a single ChIP experiment are in use.   

   9.    Collect beads at the bottom of tube by means of the magnetic 
rack and centrifugation at 1000 ×  g  (4 °C).   

   10.    Discard as much liquid as possible without disturbing the pel-
let of beads.   

   11.    Elute the immunoprecipitated chromatin by resuspending the 
beads in 100 μL SDS elution buffer. Vortex and incubate for 
15 min at 65 °C before spinning the beads at 16,000 ×  g  for 
30 s. Transfer the ChIP eluate to a new 1.5 mL nonstick tube.   

   12.    Repeat the last step and combine  ChIP   eluates.      
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  Fig. 1    Validation of sonication-mediated fragmentation of cross-linked chromatin 
from early gastrula embryos. The image shows the results of size-separating 
sheared genomic DNA (lane 2) on a 1.8 % agarose gel by electrophoresis. 
Successful sonication results in an asymmetric distribution of DNA fragments 
ranging from 100 to 1000 bp and peaking between 300 and 500 bp. Here 
embryos were fi xed for 25 min with 1 % formaldehyde at room temperature. The 
chromatin was sheared through 18 cycles (30 s) of sonication with a microtip 
(12 W) in a volume of 3 ml       

 

George E. Gentsch and James C. Smith



31

        1.    Adjust input sample with SDS elution buffer to 200 μL.   
   2.    Add 10 μL 5 M NaCl to both  ChIP   and input samples.   
   3.    Reverse cross-link chromatin by incubating samples for 6–15 h 

(overnight) at 65 °C in a hybridization oven.   
   4.    Add 200 μL TE buffer and 40 μg RNase A. Incubate for 1 h at 

37 °C.   
   5.    Add 40 μg proteinase K. Incubate for 3 h at 55 °C.   
   6.    Pre-spin 1.5 mL phase-lock gel heavy tubes at 16,000 ×  g  for 

30 s at room temperature.   
   7.    Transfer samples to pre-spun phase-lock tubes.   
   8.    Add 400 μL phenol/chloroform/isoamyl alcohol (25:24:1) 

with pH 7.9.   
   9.    Spin tubes at 16,000 ×  g  for 5 min at room temperature.   
   10.    Transfer upper phase to a new 1.5 mL nonstick tube.   
   11.    Add 16 μL 5 M NaCl, 800 μL 100 % ethanol, and 15 μg 

GlycoBlue.   
   12.    Mix by inverting tube four to six times before storing samples 

overnight at −20 °C.   
   13.    Spin tubes at more than 16,000 ×  g  for 1 h at 4 °C.   
   14.    Carefully discard supernatant without disturbing the blue 

 DNA   pellet.   
   15.    Add 500 μL 80 % ethanol and spin at more than 16,000 ×  g  for 

2 min at 4 °C.   
   16.    Air-dry DNA pellet for 10 min at room temperature.   
   17.    Add 11 μL DNA elution buffer to dry DNA pellet.   
   18.    Leave samples on ice for 30 min to ensure that the DNA is 

completely dissolved.   
   19.    Determine the concentration of 1 μL ChIP sample using a 

fl uorometer and high sensitivity reagents to detect double- 
stranded DNA. Dilute the input sample so it falls within the 
detection range of the fl uorometer ( see   Notes    1   and   14  ).      

       1.    Set up DNA end repair and A-tailing for both ChIP and input 
DNA in separate PCR tubes as follows: 10 μL DNA (500 pg to 
5 ng), 40 μL molecular-grade water, 7 μL end repair and 
A- tailing buffer, and 3 μL end repair and A-tailing enzyme mix.   

   2.    Use PCR machine with a heated lid (98–105 °C) to run reac-
tion for 30 min at 20 °C, followed by 30 min at 65 °C before 
cooling to 4 °C.   

   3.    Transfer 190 μL  SPRI   beads per library to 1.5 mL tube for 
equilibration to room temperature.   
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   4.    Set up adapter ligation by adding the following reagents to the 
previous reactions: 5 μL molecular-grade water, 30 μL ligation 
buffer, 10 μL DNA ligase, and 5 μL Y-adapters ( see   Note    15   
for Y-adapter concentrations). Mix well as the ligation buffer is 
quite viscous.   

   5.    Incubate for 20 min at 20 °C.   
   6.    Add 88 μL SPRI beads, mix well, and transfer the bead suspen-

sion to a 96-well microplate.   
   7.    Wait 5 min before transferring the plate to the magnetic stand.   
   8.    Wait 3–5 min until the beads have separated from the 

supernatant.   
   9.    Discard the supernatant. Add 180 μL 80 % ethanol without 

disturbing the beads.   
   10.    Wait 1 min before repeating  step 9 .   
   11.    Discard the supernatant and seal the plate with an adhesive 

PCR fi lm.   
   12.    Remove the plate from the magnetic stand and spin it at 200 ×  g  

for 1 min.   
   13.    Put the plate back onto the magnetic stand and remove the 

remaining supernatant with a 20 μL pipette tip.   
   14.    Air-dry until the bead pellets show multiple cracks. Avoid any 

draft as the dry beads dislodge easily.   
   15.    Add 21.5 μL DNA elution buffer to the dried bead pellets.   
   16.    Remove the plate from the magnetic stand and resuspend the 

beads well.   
   17.    Wait 5 min before putting the plate back onto the magnetic 

stand.   
   18.    After 30 s transfer 20 μL eluate to a new PCR tube.   
   19.    Set up PCR to make adapter-ligated DNA fragments double 

stranded ( see   Note    16  ). Add 5 μL paired-end primer mix and 
25 μL KAPA high-fi delity polymerase master mix.   

   20.    Run PCR with a heated lid (98–105 °C) as follows: 45 s at 98 °C 
followed by 5 cycles of 15 s at 98 °C, 30 s at 60 °C and 30 s at 
72 °C, followed by 1 min at 72 °C before cooling to 4 °C.   

   21.    Add 50 μL SPRI beads to each  PCR   reaction, mix well, and 
transfer the bead suspension to a 96-well microplate.   

   22.    Repeat  steps 7 – 14 .   
   23.    Add 20 μL DNA elution buffer to the dried bead pellets.   
   24.    Remove the plate from the magnetic stand and resuspend the 

beads well.   
   25.    Wait 5 min before putting the plate back onto the magnetic 

stand.   
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   26.    Load a 2 % E-gel EX agarose gel onto the E-gel electrophoresis 
system.   

   27.    Load the DNA eluates into separate wells of the E-gel with at 
least one empty lane between each sample and the DNA 
ladder.   

   28.    Use 20 μL 1:10 dilution of TrackIt 100 bp DNA ladder and fi ll 
all remaining wells with 20 μL DNA elution buffer.   

   29.    Run the gel for 10 min.   
   30.    Open the gel cassette with a gel knife.   
   31.    Place the open  gel   cassette onto the blue light 

transilluminator.   
   32.    Wear safe imager viewing glasses to cut gel slices for each 

library containing DNA ranging from 250 to 450 bp in size 
with a new disposable scalpel.   

   33.    Transfer the gel slices to new 1.5 mL nonstick tubes.   
   34.    Add 350 μL QG buffer to each tube ( see   Note    17  ).   
   35.    Shake the tubes at room temperature until the gel has com-

pletely dissolved.   
   36.    Add 70 μL isopropanol and mix.   
   37.    Apply mix to MinElute columns and spin at 9000 ×  g  for 30 s.   
   38.    Collect the fl ow-through and apply it again to the same 

column.   
   39.    Spin at 9000 ×  g  for 30 s. Discard the fl ow-through.   
   40.    Add 500 μL QG  buffer   to the column. Spin at 16,000 ×  g  for 

30 s.   
   41.    Discard the fl ow-through. Add 750 μL PE wash buffer to the 

column.   
   42.    Wait 2 min before spinning the column at 16,000 ×  g  for 30 s.   
   43.    Discard the fl ow-through and dry the column by spinning it at 

16,000 ×  g  for 2 min.   
   44.    Place the column into a new 1.5 mL nonstick tube.   
   45.    Add 11 μL DNA elution buffer to the column. Wait 2 min 

before spinning the column at 16,000 ×  g  for 30 s.   
   46.    Repeat the last step.   
   47.    Transfer 20 μL eluate to a new PCR tubes.   
   48.    Set up PCR by adding 5 μL paired-end primer mix and 25 μL 

KAPA high-fi delity polymerase master mix.   
   49.    Run PCR with a heated lid (98–105 °C) as follows: 45 s at 

98 °C followed by 3–13 cycles ( see   Note    18   for the  approximate 
number of PCR cycles) of 15 s at 98 °C, 30 s at 60 °C, and 30 s 
at 72 °C, followed by 1 min at 72 °C before cooling to 4 °C.   

   50.    Repeat  step 21  followed by  steps 7 – 14 .   
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   51.    Add 14 μL DNA elution buffer to the dried bead pellets.   
   52.    Remove the plate from the magnetic stand and resuspend the 

beads well.   
   53.    Wait 5 min before putting the plate back onto the magnetic 

stand.   
   54.    Transfer 12 μL eluate to a new 1.5 mL nonstick tube.   
   55.    Determine the concentration of 1 μL library using a fl uorometer 

and high sensitivity reagents to detect double-stranded  DNA  .   
   56.    Determine library integrity with a chip-based capillary electro-

phoresis system ( see   Note    19   and Fig.  2 ).
       57.    If multiplexing is desired, mix quality control approved librar-

ies at equimolar ratios ( see   Note    20  ).   
   58.    Run libraries on an Illumina sequencing platform.      

        1.     Concatenate the gzip-compressed FASTQ fi les if the sequenc-
ing results of a single library are split into smaller data packages 
( see   Note    21  ). 
       > cat /path/to/*.fastq.gz>ChIP.fastq.gz . 

        2.    Check the quality of the sequencing data with FastQC 
( see   Note    22   and Fig.  3 ).
         > fastqc ChIP.fastq.gz . 

        3.    Decompress the FASTQ fi le and trim reads to remove any poten-
tial adapter contamination with  homerTools trim . Allow one mis-
match and discard any processed reads shorter than 28 bases. 
       > gzip -cd ChIP.fastq.gz>ChIP.fastq  
          > homerTools trim -3 GATCGGAAGAGCACACGTCT 
-mis 1 -min 28 ChIP.fastq . 

3.7   Post-sequencing 
Analysis  
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  Fig. 2    Preparation of an indexed paired-end ChIP-seq library containing size- 
selected DNA fragments. The electropherogram shows the DNA fragment distri-
bution of a quality control approved library created from 1 ng co-immunoprecipitated 
DNA (12 PCR cycles). It shows the expected range of DNA templates of 250–
450 bp and no adapter dimers, which would be detected at 120 bp. These tem-
plates contain the DNA fragment of interest (about 130–320 bp), which is fl anked 
by the universal (58 bp) and the indexed adapter (64 bp)       
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        4.    Align processed single-end reads to the reference  genome   
using Bowtie for which an index ( xenopus ) has been generated 
( see  Subheading  2 ). Only keep uniquely mapped reads ( -m 1 ) 
and limit the number of mismatches within the fi rst 28 bases 
(seed) to 1 ( -n 1 ). Only report best alignments ( --best ) in terms 
of number of mismatches in the seed ( --strata ) and quality val-
ues at the mismatched position. Save alignment in  SAM   format 
( -S ). Set the number of threads to the number of available 
computer cores and increase the amount of chunk memory per 
thread to 256 megabytes ( see   Note    23  ). 
       > export BOWTIE_INDEXES=/path/to/bowtie/index  
          > bowtie -m 1 -n 1 --best --strata -p [# 
threads] -S --chunkmbs 256 xenopus ChIP.
fastq.trimmed>ChIP.sam . 

        5.    Use two HOMER commands to convert the SAM fi le into a 
virtual chromatin profi le in indexed binary format ( -bigWig ) 
normalized to ten million mapped reads ( -norm 1e7 ). Remove 
any redundant reads by reducing the number of tags per base 
pair to one ( -tbp 1 ,  see   Note    24  ). The conversion also requires 
an indexed FASTA fi le ( genome.fa.fai ) created from the refer-
ence genome ( see  Subheading  2 ). 
       > makeTagDirectory ChIP/ -single -tbp 1 ChIP.
sam  
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  Fig. 3     Library complexity   based on the counts of nonredundant reads from 
single- end sequencing. ( a ) This  boxplot  shows the percentage of nonredundant 
reads calculated from 62 ChIP-seq libraries (40 ChIPs and 22 inputs). ( b ) This 
plot shows the direct correlation of duplication levels of four selected ChIP-seq 
libraries and library complexity (78, 81, 86, and 89 %). All these libraries are of 
high complexity (more than 75 %). They are made from 0.5 to 15 ng of co- 
immunoprecipitated DNA with 7–13 PCR cycles in total       
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          > makeUCSCfi le ChIP/ -bigWig /path/to/genome.
fa.fai -fsize 1e20 -norm 1e7 -o ChIP.bw . 

        6.    Use  HOMER    fi ndpeaks  to fi nd sites of enriched read alignment 
when comparing the ChIP and input tag directories created by 
 makeTagDirectory  ( see  previous step). Below an example is 
shown for fi nding peaks ( -style factor ,  see   Note    25  ) that are at a 
minimal distance of 250 bp from each other ( -minDist 250 ). 
Autocorrelation (calculating the distance between 5′ positions 
of plus and minus strand alignment at peaks) is used to estimate 
the fragment size of the ChIP library, while reads of the input 
library are extended to an average fragment length of 175 bp. 
The false discovery rate (FDR) of peak detection is set to 0.1 % 
( -fdr 0.001 ). In addition, peaks need a minimal threefold read 
enrichment (ChIP versus input,  -F 3 ) and a lower clonality 
value than 0.97 (expected number of unique positions versus 
the total number of reads within peak,  -C 0.97 ). The local den-
sity fi lter is disabled ( -L 0 ). The mappable  genome   size of  X. 
tropicalis  is about 1.43 billion bp ( -gsize 1.43e9 ). Subsequently, 
the Perl script  pos2bed.pl  converts the format of the peak fi le to 
BED, which can be displayed together with the bigWig fi le in 
the Integrative Genome Viewer. 
       > fi ndPeaks ChIP/ -style factor -i Input/ 
-inputFragLength 175 -minDist 250 -fdr 0.001 
-F 3 -C 0.97 -L 0 -gsize 1.43e9>ChIP_peaks.
txt  
          > pos2bed.pl ChIP_peaks.txt -fl oat ChIP_
peaks.bed . 

        7.    Explore the chromatin profi le and the peak calling by loading 
the bigWig ( ChIP.bw ,  Input.bw ) and the BED fi le ( ChIP_peaks.
bed ) to the Integrative Genome Viewer ( see  Fig.  4 ).
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  Fig. 4    An excerpt of the  genome-wide   Smad2/3 chromatin profi le around the 
homeobox gene  goosecoid  from  X. tropicalis  embryos at early gastrula stage. 
Both profi les, Smad2/3 ChIP and input, are normalized to ten million uniquely 
mapped and nonredundant reads. The peaks of the Smad2/3 ChIP are called by 
HOMER  fi ndpeaks  with a false discovery rate (FDR) of 0.1 % as outlined in  step 
6  of Subheading  3.7 . The profi les are normalized pileups of reads extended to an 
average DNA fragment length. The peaks represent the genomic positions of 
Smad2/3 occupancy in vivo       
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       Use programming platforms R/Bioconductor or  MATLAB   to 
further manipulate and visualize ChIP-seq data.   

4                                   Notes 

     1.    The number of  X. tropicalis  embryos required for a single 
ChIP-seq experiment depends on the chosen developmental 
stage and several properties of the protein of interest, in par-
ticular, its expression pattern, its nuclear concentration, and its 
chromatin distribution. In addition, its cross-linking propen-
sity and its epitope accessibility may play a role, but these 
 characteristics are diffi cult to predict, let alone change in vivo. 
The numbers are best determined empirically to achieve yields 
of 500 pg or more of co-immunoprecipitated DNA. Libraries 
can be generated from far less than 500 pg, albeit at the expense 
of complexity ( see   Note    14  ). We have successfully created 
high-complexity libraries from as few as 10,000 cells.   

   2.    Approach the optimal fi xation time empirically for each epit-
ope by ChIP followed by quantitative PCR (qPCR) aiming for 
a high signal-to-noise ratio (yield ratio of positive versus nega-
tive control loci). As an antibody control, use normal serum of 
the same isotype and host animal species as the ChIP-grade 
antibody. Consider longer fi xation times if the protein of inter-
est is expected to have weak (or indirect) DNA binding prop-
erties. In addition, early  embryos   with bigger cells and higher 
levels of yolk require longer fi xation times than those of later 
stages. However, refrain from fi xing  X. tropicalis  embryos for 
longer than 45 min, as effi cient chromatin shearing becomes 
diffi cult ( see   Note    9  ).   

   3.    Do not quench formaldehyde with glycine because the adduct 
(Schiff base) may further react with N-terminal amino-groups 
or arginine residues [ 14 ], rendering chromatin extraction from 
yolk-rich embryos challenging. Prevent the fi xed embryos 
from making contact with the liquid surface as its tension 
causes them to burst.   

   4.    Batches of 250 embryos before hatching occupy approximately 
250 μL ( X. tropicalis ) or 600 μL ( X. laevis ) in a 2 mL micro-
centrifuge tube with round bottom.   

   5.    Glycerol of the HEG buffer stabilizes proteins and facilitates 
both quick thawing on ice and homogenization to make 
embryo extract.   

   6.    Approximately 8 mL ice-cold CEWB1 in total (4 mL per 
homogenization,  step 3 ) is required for preparing extracts 
from 250  X. tropicalis  or 100  X. laevis  embryos. Keep aside an 
additional 1–3 mL ice-cold CEWB1 for resuspending fi nal 
extracts for sonication.   

High-Complexity Chromatin Profi ling of Early Xenopus Embryos
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   7.    The extracts from embryos, especially those of later stages with 
less yolk, can become fairly transparent. Extracts from early 
embryos may still contain a substantial amount of yolk; however 
this does not impede effi cient chromatin shearing. If the embryo 
extract is very viscous, dilute it with CEWB1 to 2 or 3 ml.   

   8.    If using isothermal focused ultra-sonication (Covaris) for chro-
matin shearing, transfer embryo extracts to the designated 
container (e.g., 1 mL milliTUBE) and place the container into 
the appropriate holder.   

   9.    Cross-linked chromatin is solubilized and sheared by sonica-
tion, whose settings need to be optimized empirically. The 
power and time required to effi ciently shear chromatin depends 
on the volume and concentration of the embryo extract as well 
as the degree of chromatin cross-linking. The following Covaris 
settings achieve about 11 W and are a good starting point for 
shearing chromatin in a volume of 1 mL: duty cycle, 5 %; inten-
sity, 4; cycles per burst, 200; processing time, 240 s. Pause 
immediately if the sample begins to froth. Wait until the froth 
has completely disappeared. If necessary, reposition tube and 
reduce power before resuming sonication.   

   10.    To visualize the degree of chromatin fragmentation as outlined 
here and shown in Fig.  1 , the sample should contain chromatin 
derived from more than 100,000 nuclei. Use more sensitive 
equipment such as E-gel or chip-based capillary  electrophoresis   
to detect lower amounts of DNA. Add 50 μL SDS elution buf-
fer, 4 μL 5 M NaCl, and 20 μg proteinase K to the sample. 
Incubate for 6–15 h (overnight) at 65 °C preferentially in a 
hybridization oven to avoid condensation at the bottom of the 
lid. Purify DNA using a PCR purifi cation kit that tolerates 1 % 
SDS (e.g., QIAquick from Qiagen). If necessary, use 3 M 
sodium acetate (pH 5.2) to adjust the pH as recommended by 
the manufacturer. Elute the DNA twice with 11 μL DNA elu-
tion buffer. Spike DNA with 8 μg RNase A before adding 5 μL 
5× DNA loading buffer. Run entire sample alongside a 100 bp 
and a 1 kb DNA ladder on a 1.4 % agarose gel by electrophore-
sis. For optimal results, stain gel with a safe nucleic acid staining 
solution after electrophoresis. Sheared chromatin should show 
an asymmetric distribution of DNA fragments mainly ranging 
from 100 to 1000 bp and peaking between 300 and 500 bp.   

   11.    The success of a ChIP experiment depends largely on the qual-
ity of the antibody. It is paramount that appropriate controls 
are conducted to prove its specifi city for the epitope of interest 
[ 15 ]. Consider introducing epitope-tagged fusion proteins if 
ChIP-grade antibodies are not available or if the protein of 
interest is expressed at very low levels. Such experiments can be 
informative, because these proteins can be recruited to endog-
enous binding sites in the right developmental context [ 16 ]. 
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The amount of antibody required per ChIP can vary consider-
ably. Normally, 1 μg antibody per million cells expressing the 
epitope of interest should yield enough co-immunoprecipi-
tated DNA. To more accurately estimate the amount of anti-
body, run the same ChIP with various amounts of antibody 
(e.g., 0.2, 1 and 2.5 μg) by ChIP-qPCR ( see   Note    2  ).   

   12.    Read the manufacturer’s specifi cation for the antibody binding 
capacity of the magnetic beads. Usually 5–20 μL beads bind 
about 1 μg IgG antibody. Protein G  magnetic   beads are versa-
tile in that they are compatible with many IgG antibodies of 
different host species.   

   13.    Leave the tubes for at least 30 s in the magnetic rack to avoid 
any bead loss before discarding the supernatant.   

   14.    ChIP-seq libraries can be created from as little as 10 pg 
DNA. This corresponds to about 30 million DNA fragments 
(300 bp on average), of which probably only 10 % will be 
incorporated into a library. The main sources of loss originate 
from failing adapter ligation and size selection. That means a 
sequencing run yielding 30 million reads will have a high inci-
dence of the same fragment being sequenced twice or more. 
This results in a low-complexity profi le with poor coverage and 
depth of sequencing reads, which causes problems in correctly 
distinguishing signal from noise.   

   15.    To avoid the generation of dimers, adjust the Y-adapter con-
centrations to the amount of DNA in the reaction as follows: 
5 μM Y-adapter (15 ng DNA), 1.5 μM (5 ng), 300 nM (1 ng), 
60 nM (200 pg), 12 nM (40 pg).   

   16.    Y-adapters have fl oppy single-stranded ends, which can cause 
successfully ligated DNA fragments to migrate inappropriately 
in gel electrophoresis. Thus, making these DNA fragments 
completely double-stranded is important to obtain compact 
libraries of the expected size range.   

   17.    Use 5 volumes (w/v) QG buffer per gel slice. The weight of 
the gel slice is usually between 50 and 70 mg, which requires 
the use of 250–350 μL QG buffer to dissolve the agarose. Do 
not heat chaotropic QG buffer to 50 °C, which can denature 
A/T rich  DNA   fragments. Subsequently, spin columns can 
introduce a considerable GC bias by not absorbing single- 
stranded DNA very effi ciently [ 17 ].   

   18.    Minimize the cycle number of the second PCR to maintain the 
biological complexity of DNA fragments as follows: 3–4 cycles 
(15 ng DNA), 5–6 (5 ng), 7–8 (1 ng), 9–10 (200 pg), 11–12 
(40 pg).   

   19.    Successful ChIP-seq library preparation yields 20–400 ng of 
double-stranded DNA of the expected size range (250–
450 bp) without any adapter dimer contamination (band 
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around 120 bp) as shown in Fig.  2 . Accurate quantifi cation 
and estimation of the DNA size distribution are important to 
calculate the correct molarities and to achieve optimal  next- 
generation sequencing   (clustering) results. Expect poor library 
complexities if the amount of starting material is low ( see   Note  
  14  ) or if the expected yield has not been reached even after 18 
PCR cycles in total.   

   20.    Multiplex so that the sequencing of each library yields about 
20–30 million single-end reads of at least 36 bp, which is enough 
to cover the  X. tropicalis  genome with suffi cient depth. Consider 
increasing the number of reads if the chromatin feature of inter-
est is expected to show broad distributions. If high mappability 
within repetitive regions is desired, increase read length and 
sequence both ends (paired-end) of the DNA template.   

   21.    The standard format of  next-generation sequencing   is 
FASTQ. FASTQ fi les contain the reads from a single library 
(de-multiplexed) and the corresponding quality scores for each 
base call.   

   22.    The successful sequencing of a high-complexity ChIP- seq   
library should pass all tests. Failures originate mainly from 
poor sequencing runs, low  library complexity  , or adapter con-
tamination. Some level of duplication is expected due to the 
presence of  bona fi de  biological duplicates. In addition, because 
sequencing at one end of the DNA fragment (single-end) pro-
vides enough information for most ChIP-seq experiments, it 
leaves open the possibility that identical reads originate from 
DNA fragments with a different opposite end.   

   23.    Expect about 50–70 % of single-end reads of 36 bp to map 
uniquely to the  X. tropicalis  genome assembly of version 7.1 
with a maximum of one mismatch within the fi rst 28 bp.   

   24.    The removal of redundant reads eliminates any potential PCR 
amplifi cation bias. This measure of precaution hardly affects 
the sensitivity of detecting enriched read alignments [ 18 ]. 
Consider replacing the adapter index with a random bar code 
to distinguish technical from biological duplicates. However, 
the gain of random bar coding is often marginal as we  routinely 
reach an average of 87 % nonredundant reads from sequencing 
ChIP-seq libraries ( see  Fig.  3 ).   

   25.    Consider generating a blacklist of false-positive peaks caused 
by the incorrect genome assembly collapsing repetitive 
sequences into a single copy [ 19 ]. Screen the input for peaks 
and remove these and poorly annotated scaffolds from the list 
of ChIP peaks with  bedtools intersect  [ 20 ].         
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Chapter 4

Systematic Discovery of Chromatin-Bound Protein 
Complexes from ChIP-seq Datasets

Eugenia Giannopoulou and Olivier Elemento

Abstract

Chromatin immunoprecipitation followed by sequencing is an invaluable assay for identifying the genomic 
binding sites of transcription factors. However, transcription factors rarely bind chromatin alone but often 
bind together with other cofactors, forming protein complexes. Here, we describe a computational method 
that integrates multiple ChIP-seq and RNA-seq datasets to discover protein complexes and determine 
their role as activators or repressors. This chapter outlines a detailed computational pipeline for discovering 
and predicting binding partners from ChIP-seq data and inferring their role in regulating gene expression. 
This work aims at developing hypotheses about gene regulation via binding partners and deciphering the 
combinatorial nature of DNA-binding proteins.

Key words Combinatorial transcription factor binding, Protein complexes, ENCODE datasets, 
Protein-protein interactions, ChIP-seq, RNA-seq

1  Introduction

Cis-regulatory elements (CREs), also known as cis-regulatory 
regions or modules [1, 2], are genomic regions where transcrip-
tion factors (TFs) bind and affect transcription regulation of nearby 
genes. Frequently, TFs bind chromatin synergistically, as sets of 
co-associated transcription factors, and form protein complexes, 
such as the already known and well-studied AP-1 complex and the 
Polycomb Repressive Complex 2 (PRC2). The systematic discov-
ery of protein complexes from experimental TF binding data is a 
computational challenge and has been addressed by several studies 
published in the past few years [3–13]. These studies focus on the 
combinatorial TF binding on CREs across different cellular condi-
tions, using datasets from chromatin immunoprecipitation fol-
lowed by sequencing (ChIP-seq) experiments; ChIP-seq is a 
genome-wide binding assay that has been invaluable for the iden-
tification of TF binding sites and histone modifications (HMs).
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In this chapter, we describe a computational methodology 
based on nonnegative matrix factorization (NMF) and regression 
analysis that: (1) integrates ENCODE ChIP-seq datasets and iden-
tifies CREs, (2) discovers potential protein complexes, and (3) pre-
dicts their regulatory role and impact on gene expression (Fig. 1). 
We present the application of this method to a large collection of 
TF binding data in the H1 human embryonic stem cells (H1 Esc) 
from the Encyclopedia of DNA elements (ENCODE) project, as 
shown in our previously published work [5].

NMF is a powerful matrix decomposition and dimensionality 
reduction technique used to discover patterns and relevant correla-
tions in multidimensional data [14]. Unlike other clustering algo-
rithms (e.g., hierarchical/k-means clustering), NMF provides soft 
clustering (also known as fuzzy clustering), in which individual data 
points can belong to several clusters with varying degrees. In the 
context of transcriptional regulation, NMF’s soft clustering is essen-
tial because it allows for a TF to belong to multiple complexes and a 
CRE to be binding site for multiple TFs. NMF has also been used in 
several biological applications because of its nonnegativity constraint. 
This provides an intuitive and biologically interpretable decomposi-
tion of a multivariate dataset and a natural way to cluster biological 
data. This is unlike principal components analysis, where eigenvectors 
with negative sign loadings can be hard to interpret in the context of 
positively valued variables, such as ChIP-seq read counts.

In the methodology described here, each NMF cluster repre-
sents a positive linear combination of the original ChIP-seq read 
count variables. Consequently, every cluster reveals a binding pat-
tern that represents a set of TFs concurrently found by ChIP-seq 
at the same CRE. Thus, NMF clusters provide evidence for the 
existence of potential complexes with one or more TFs. Importantly, 
protein complex scores, which quantify the presence of each com-
plex in the CRE, characterize each CRE.

To model the effect of each protein complex on a gene, CREs 
are first associated with the closest transcription start sites (TSS). 
For each TSS, the weighted complex scores for all associated CREs 
are summed up to define a Binding Influence Score (BIS) between 
a complex and a gene. These BIS values are then used as explana-
tory variables (predictors) in a linear regression model to assess the 
contribution of a detected protein complex to the absolute mRNA 
expression value of a gene (response). Finally, the regression model 
coefficients are used to explain the role of the protein complexes in 
gene expression. For example, a significant and positive coefficient 
indicates that the corresponding protein complex positively con-
tributes to mRNA expression values, while a negative coefficient 
indicates negative (i.e., repressive) contribution.

Overall, this methodology serves as a valuable resource for 
understanding the collective function and role of cis-regulatory 
elements and the potential chromatin-bound protein complexes 
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Fig. 1 Modeling gene expression from combinatorial binding. Overview of the methodological workflow. 
Collection (a) and integration of ENCODE ChIP-seq datasets (b) into CREs. Quantification of normalized ChIP-
seq reads on the CREs (RC matrix) (c). NMF analysis applied on the normalized ChIP-seq reads matrix (d). NMF 
decomposes the RC matrix into the basis matrix and the mixture coefficient matrix. Estimation of the CREs that 
occur within a fixed-range window around a TSS (e). Complex scores and the proximity of the CREs to the TSS 
of a gene are integrated into a Binding Influence Score (BIS) between a protein complex and a gene. These BIS 
values are used as predictors to assess the contribution of protein complexes to gene expression in the linear 
regression model

Discovery of Chromatin-Bound Protein Complexes
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that bind them. The proposed computational approach can also 
generate hypotheses involving chromatin organization and gene 
regulation via co-regulators and binding partners.

2  Materials

It is recommended the described analysis be performed in a Unix-
based operating system (OS), such as Linux, Mac OS X, and more.

	 1.	ChIPseeqer version 2.2 [15].
Available at: https://gitlab.com/egiannopoulou/ChIPsee 
qer-2.2/

	 2.	R version 2.15.2 (or later).
Available at: https://www.r-project.org/

	 3.	NMF version 0.20.6 (R package).
Available at: https://cran.r-project.org/web/packages/
NMF/index.html

Although the methodology described here is applicable to any set 
of ChIP-seq datasets (coming from the same cell type), we use a 
collection of 31 TFs and 10 HMs ChIP-seq experiments, all in the 
H1 Esc human cell type, produced under the ENCODE project. 
Table 1 lists these datasets, their corresponding ENCODE aligned 
reads files, and URL addresses where the files are available for the 
reader to download.

	 1.	Cell line: H1 human embryonic stem cells (H1 Esc).
	 2.	ChIP-seq files: hg19 aligned read files (bam format) for each 

ChIP-seq dataset (Table 1).
	 3.	RNA-seq file: Available in GEO repository, under accession 

number GSM758566
ftp://ftp.ncbi.nlm.nih.gov/geo/samples/GSM758nnn/
GSM758566/suppl/GSM758566_hg19_wgEncodeCshl-
LongRnaSeqH1hescCellPapTranscriptGencV7.gtf.gz

3  Methods

	 1.	Download the aligned reads files (bam format) for each ChIP-
seq dataset from the ENCODE Data Coordination Center 
links in Table 1. There are two replicates for each experiment, 
corresponding to two bam files per TF/HM dataset.

	 2.	Save both bam files in a separate directory for each ChIP-seq 
dataset (Fig. 2a). Each TF/HM directory should contain the 
two bam files; for example, directory ATF should contain 

2.1  Computational 
Tools

2.2  ENCODE 
Datasets

3.1  Preparation 
of ChIP-seq Datasets
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Table 1 
List of ENCODE H1 Esc ChIP-seq datasets

ChIP-seq 
experiment 
name Download aligned reads file from ENCODE

ATF2 wgEncodeHaibTfbsH1hescAtf2sc81188V0422111AlnRep1.bam
wgEncodeHaibTfbsH1hescAtf2sc81188V0422111AlnRep2.bam

Link 1

ATF3 wgEncodeHaibTfbsH1hescAtf3V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescAtf3V0416102AlnRep2.bam

Link 1

BCL11A wgEncodeHaibTfbsH1hescBcl11aPcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescBcl11aV0416102AlnRep2.bam

Link 1

CHD1 wgEncodeBroadHistoneH1hescChd1a301218aStdAlnRep1.bam
wgEncodeBroadHistoneH1hescChd1a301218aStdAlnRep2.bam

Link 2

CTCF wgEncodeHaibTfbsH1hescCtcfsc5916V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescCtcfsc5916V0416102AlnRep2.bam
wgEncodeBroadHistoneH1hescCtcfStdAlnRep1.bam
wgEncodeBroadHistoneH1hescCtcfStdAlnRep2.bam

Link 1
Link 2

EGR1 wgEncodeHaibTfbsH1hescEgr1V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescEgr1V0416102AlnRep2.bam

Link 1

EP300 wgEncodeHaibTfbsH1hescP300V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescP300V0416102AlnRep2.bam

Link 1

FOSL1 wgEncodeHaibTfbsH1hescFosl1sc183V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescFosl1sc183V0416102AlnRep2.bam

Link 1

GABP wgEncodeHaibTfbsH1hescGabpPcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescGabpPcr1xAlnRep2.bam

Link 1

HDAC2 wgEncodeHaibTfbsH1hescHdac2sc6296V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescHdac2sc6296V0416102AlnRep2.bam

Link 1

H2AZ wgEncodeBroadHistoneH1hescH2azStdAlnRep1.bam
wgEncodeBroadHistoneH1hescH2azStdAlnRep2.bam

Link 2

JUND wgEncodeHaibTfbsH1hescJundV0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescJundV0416102AlnRep2.bam

Link 1

KDM5A 
(JARID1A)

wgEncodeBroadHistoneH1hescJarid1aab26049StdAlnRep1.bam
wgEncodeBroadHistoneH1hescJarid1aab26049StdAlnRep2.bam

Link 2

MYC wgEncodeOpenChromChipH1hescCmycAlnRep1.bam
wgEncodeOpenChromChipH1hescCmycAlnRep2.bam

Link 3

NANOG wgEncodeHaibTfbsH1hescNanogsc33759V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescNanogsc33759V0416102AlnRep2.bam

Link 1

POU5F1 wgEncodeHaibTfbsH1hescPou5f1sc9081V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescPou5f1sc9081V0416102AlnRep2.bam

Link 1

RAD21 wgEncodeHaibTfbsH1hescRad21V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescRad21V0416102AlnRep2.bam

Link 1

RBBP5 wgEncodeBroadHistoneH1hescRbbp5a300109aStdAlnRep1.bam
wgEncodeBroadHistoneH1hescRbbp5a300109aStdAlnRep2.bam

Link 2

(continued)
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Table 1
(continued)

ChIP-seq 
experiment 
name Download aligned reads file from ENCODE

REST (NRSF) wgEncodeHaibTfbsH1hescNrsfV0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescNrsfV0416102AlnRep2.bam

Link 1

RXRA wgEncodeHaibTfbsH1hescRxraV0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescRxraV0416102AlnRep2.bam

Link 1

SIN3A wgEncodeHaibTfbsH1hescSin3ak20Pcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescSin3ak20Pcr1xAlnRep2.bam

Link 1

SIX5 wgEncodeHaibTfbsH1hescSix5Pcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescSix5Pcr1xAlnRep2.bam

Link 1

SP1 wgEncodeHaibTfbsH1hescSp1Pcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescSp1Pcr1xAlnRep2.bam

Link 1

SP2 wgEncodeHaibTfbsH1hescSp2V0422111AlnRep1.bam
wgEncodeHaibTfbsH1hescSp2V0422111AlnRep2.bam

Link 1

SP4 wgEncodeHaibTfbsH1hescSp4v20V0422111AlnRep1.bam
wgEncodeHaibTfbsH1hescSp4v20V0422111AlnRep2.bam

Link 1

SRF wgEncodeHaibTfbsH1hescSrfPcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescSrfPcr1xAlnRep2.bam

Link 1

TAF1 wgEncodeHaibTfbsH1hescTaf1V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescTaf1V0416102AlnRep2.bam

Link 1

TAF7 wgEncodeHaibTfbsH1hescTaf7sc101167V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescTaf7sc101167V0416102AlnRep2.bam

Link 1

TCF12 wgEncodeHaibTfbsH1hescTcf12Pcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescTcf12Pcr1xAlnRep2.bam

Link 1

USF1 wgEncodeHaibTfbsH1hescUsf1Pcr1xAlnRep1.bam
wgEncodeHaibTfbsH1hescUsf1Pcr1xAlnRep2.bam

Link 1

YY1 wgEncodeHaibTfbsH1hescYy1sc281V0416102AlnRep1.bam
wgEncodeHaibTfbsH1hescYy1sc281V0416102AlnRep2.bam

Link 1

H3K27ac wgEncodeBroadHistoneH1hescH3k27acStdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k27acStdAlnRep2.bam

Link 2

H3K27me3 wgEncodeBroadHistoneH1hescH3k27me3StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k27me3StdAlnRep2.bam

Link 2

H3K36me3 wgEncodeBroadHistoneH1hescH3k36me3StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k36me3StdAlnRep2.bam

Link 2

H3K4me1 wgEncodeBroadHistoneH1hescH3k4me1StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k4me1StdAlnRep2.bam

Link 2

H3K4me2 wgEncodeBroadHistoneH1hescH3k4me2StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k4me2StdAlnRep2.bam

Link 2

(continued)
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wgEncodeHaibTfbsH1hescAtf2sc81188V0422111AlnRep1.
bam and wgEncodeHaibTfbsH1hescAtf2sc81188V0422111 
AlnRep2.bam.

	 3.	At the end of this step, you must have 41 directories (31 TFs 
and 10 HMs) with two bam files each (with the exception of 
CTCF, where we have four bam files—see Table 1).

	 4.	Use the ChIPseeqerSplitReadFiles script of the ChIPseeqer 
software [15] for each of the ChIP-seq datasets/directories 
independently to split both bam files into one reads file per 
chromosome (http://icb.med.cornell.edu/wiki/index.php/
Elementolab/Split_raw_data). This step not only facilitates 
the analysis by transforming the sequence alignment reads into 
a platform independent data structure representing the ChIP-
seq experiment but also combines multiple replicates of each 
experiment.

	 1.	Unzip the gtf.gz file.
	 2.	Extract the columns “Gene id,” “RPKM1,” and “RPKM2,” 

which correspond to the normalized RNA-seq expression val-
ues from replicate 1 and replicate 2, respectively. Estimate the 
average RPKM for each gene.

	 3.	At the end of this step, you should have a text file with two 
columns, separated by the TAB delimiter: the first column is 
the gene id, and the second column the average RPKM value 
from the two replicates (see Note 1).

3.2  Preparation 
of RNA-seq Dataset

Table 1
(continued)

ChIP-seq 
experiment 
name Download aligned reads file from ENCODE

H3K4me3 wgEncodeBroadHistoneH1hescH3k4me3StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k4me3StdAlnRep2.bam

Link 2

H3K79me2 wgEncodeBroadHistoneH1hescH3k79me2StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k79me2StdAlnRep2.bam

Link 2

H3K9ac wgEncodeBroadHistoneH1hescH3k9acStdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k9acStdAlnRep2.bam

Link 2

H3K9me3 wgEncodeBroadHistoneH1hescH3k09me3StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH3k09me3StdAlnRep2.bam

Link 2

H4K20me1 wgEncodeBroadHistoneH1hescH4k20me1StdAlnRep1.bam
wgEncodeBroadHistoneH1hescH4k20me1StdAlnRep2.bam

Link 2

A collection of 31 TF and 10 HM ChIP-seq datasets (H1 Esc) from the ENCODE production phase is used for the 
analysis. The hg19 aligned bam files are downloaded from the following ENCODE Data Coordination Center links
Link 1: http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeHaibTfbs/
Link 2: http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeBroadHistone/
Link 3: http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeOpenChromChip/
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The process of identifying enriched TF binding sites, or locations 
of HMs, is known as ChIP-seq peak detection or peak calling 
(Fig. 1a).

3.3  ChIP-seq Peak 
Calling

Fig. 2 Data file flow and description. (a) Collect aligned reads (bam files) for each ChIP-seq dataset. (b) Perform 
peak detection and collect all peak files in one directory. (c) Integrate all peaks into CREs. (d) Expand the CRE 
file by adding the normalized read counts for each ChIP-seq dataset (RC matrix). (e) Integrate the NMF basis 
file with the expression file to perform regression analysis
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	 1.	In the described methodology, peak detection for each TF/
HM dataset obtained previously from ENCODE is performed 
using the ChIPseeqer.bin program of the ChIPseeqer package 
[15] (http://icb.med.cornell.edu/wiki/index.php/Elemento 
lab/ChIPseeqer_use).

	 2.	Run the program using the same parameters for all datasets 
(i.e., t = 10−5, mindist = 100 bp), except for broad domain mod-
ifications (e.g., H3K36me3, H4K20me1), where one param-
eter needs to be adjusted (mindist = 1000  bp) in order to 
capture wide peaks not as sharp as TF peaks (see Note 2).

	 3.	At the end of this step, you should have one peak file for each 
TF/HM dataset.

	 4.	Save all peak files into a new directory to prepare for the next 
step (Fig. 2b).

At this step, we merge the detected peaks from all experiments into 
CREs: regions with enrichment in at least one ChIP-seq dataset 
(Fig. 1b).

	 1.	Use the CompareIntervalsMergedMultiEncode script avail-
able in ChIPseeqer [15] (http://icb.med.cornell.edu/wiki/
index.php/Elementolab/CompareIntervalsMergedMulti) to 
integrate the ChIP-seq peak files identified earlier into multi-
binding CREs (see Note 3).

	 2.	At the end of this step, you obtain a peak file containing one 
CRE per line and the CRE’s chromosome and start and end 
positions as three columns separated by the TAB delimiter 
(Fig. 2c).

For each CRE, we quantify the normalized ChIP-seq reads density 
in every experiment in order to build a read count matrix (RC 
matrix), whose rows correspond to CREs and columns to ChIP-
seq experiments (Fig. 2d).

	 1.	Use the ChIPseeqerReadCountMatrix tool available in 
ChIPseeqer [15] (http://icb.med.cornell.edu/wiki/index.
p h p / E l e m e n t o l a b / C h I P s e e q e r G e t R e a d C o u n t 
InPeaksMatrix). This program performs RPKM-style read 
count normalization, so that multiple experiments with differ-
ent numbers of reads are comparable, and quantifies the nor-
malized reads for the CREs.

	 2.	At the end of this step, you obtain the read count (RC) matrix, 
representing for every CRE (N rows) the reads density profiles 
of different ChIP-seq experiments (M columns) (Fig. 2d).

The objective of NMF is to explain the observed data using a lim-
ited number of components, which when combined approximate 
the original data as accurately as possible. In particular, NMF 

3.4  Identification 
of Multi-binding CREs

3.5  Building 
the Read Count Matrix

3.6  Perform NMF 
on Read Counts
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decomposes the RC matrix (N × M) into a basis matrix (N × k) and 
a mixture coefficient matrix (k × M) (Fig. 1c). The basis matrix has 
size N × k (each of the k columns defines a predicted complex) and 
contains the coefficient of each CRE in each complex [14]. In the 
coefficient matrix, the M columns represent the complex-binding 
pattern of the corresponding experiment [14].

Here we provide the steps for performing NMF analysis on the 
RC matrix and indicative R commands to assist the readers who 
want to replicate the NMF run.

	 1.	Perform NMF on the RC matrix to group the CREs into clus-
ters. Use the different built-in algorithms of the NMF package 
(e.g., brunet, nsNMF, offset), as well as the different seeding 
methods (e.g., random, ica) [16]. Note that when using a ran-
dom seeding method, multiple runs are generally required to 
achieve stability and avoid bad local minima (see Note 4). In 
the example shown below, NMF runs with the “brunet” algo-
rithm and the “random” seed method.
H1.table <- read.table("H1_reads_matrix.
txt", header=TRUE, row.names=1)
H1.mat <- data.matrix(H1.table)
H1.res.2.brunet.random <- nmf(H1.mat, 
method="brunet", seed="random", 2)

	 2.	Save the coefficients matrix as a heatmap.
pdf(file="H1_reads_matrix.txt.
H1.res.2.brunet.random.heatmap.pdf")
coefmap(H1.res.2.brunet.random)
dev.off()

	 3.	Save the basis matrix as a text file. The coefficients in the basis 
matrix are protein complex scores that characterize each CRE. 
We use these scores at the next step, to model the regulatory 
effect of a complex on each TSS (i.e., gene).
H1.res.2.brunet.random.basis <- basis(H1.res.2.brunet.
random)
write.table(H1.res.2.brunet.random.basis,"H1_reads_matrix.
txt.H1.res.2.brunet.random.basis.txt", row.names=T, sep = 
"    ")

A critical parameter in this workflow is the factorization rank r 
for NMF, which defines the number of clusters used to approxi-
mate the original matrix and, therefore, the number of predicted 
complexes. In the example above, NMF is performed with r = 2. 
Given the NMF algorithm and the target matrix, a common way to 
estimate whether a given rank decomposes the original matrix into 
meaningful clusters is to try different values (e.g., r ranging from 2 
to 20), compute some quality measures of the results that have 
been previously proposed for this type of approach [14], and 
choose the best value according to the quality criteria (see Note 5).
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To model the effect that each protein complex has on a gene, we 
use the method described in [13] (implemented in the 
CalcExtendedPeakScores tool of ChIPseeqer) (see Note 6).

	 1.	Identify all CREs that are within 50 kb of each TSS. Each CRE 
has one score per complex (stored in the basis matrix output of 
NMF) that quantifies the presence of each complex in a CRE.

	 2.	For each CRE, estimate a new weighted score per complex by 
taking into account the genomic distance of a CRE to the cor-
responding TSS: the impact of a CRE to a TSS decreases expo-
nentially with its genomic distance to the TSS (Fig. 1d) [13].

	 3.	Sum the weighted scores per complex for all CREs that overlap 
with the 50 kb window of a TSS. The result is the Binding 
Influence Score (BIS) between a complex and a gene. Formally, 
this is modeled as follows:

	
BISi j

k
k

d dh e k

,
/= å - 0

	

In this formula, BIS quantifies the interaction between gene j 
and protein complex i. hk is the complex score of CRE k and dk 
is the distance between the TSS and the CRE. d0 is a constant 
used in the ratio dk/d0 to specify the shape of the exponential 
function [13]. The larger the d0, the more distal complexes will 
influence the TSS and its BIS score. Here, we set d0 to 5000 bp 
(see Note 7).

	 4.	At the end of this step, you obtain a text file, representing for 
every transcript (rows) the BIS scores of each complex 
(Fig. 2e). The first six lines of the new file should look like this:

Gene V1 V2

NM_001015 19.83 240.46

NM_052854 20.53 40.57

NM_004530 5.24 0.25

NM_001127891 3.25 0.16

NM_001173990 32.20 72.29

	 1.	Merge the file you created from the previous step, with the 
RNA-seq expression file that contains the RPKM values for 
each transcript (see Note 8).

	 2.	At the end of this step you obtain a text file with transcript 
names as rows, the BIS scores of each complex as columns, and 
a new column that corresponds to the RPKM value of the tran-
script (Fig. 2e). The first six lines of the new file should look 
like this:

3.7  Measure the 
Influence of a Complex 
on a Gene

3.8  Integration 
of RNA-seq
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Gene V1 V2 RPKM

NM_001015 19.83 240.46 3100.41

NM_052854 20.53 40.57 7.64223

NM_004530 5.24 0.25 69.4659

NM_001127891 3.25 0.16 40.7286

NM_001173990 32.20 72.29 62.449

The BIS values (columns V1 and V2 in the file example above) are 
then used as explanatory variables, or predictors, to assess the con-
tribution of a detected protein complex to gene expression or 
response (column RPKM in the file example above).

Here we provide the steps for performing linear regression 
analysis in R (function lm) and indicative R commands to assist the 
readers who want to replicate the steps.

	 1.	Perform linear regression using the model:

	
mRNA BISj

i

m

i ij j= + +åb b e0
	  

In this formula, mRNAj is the absolute mRNA expression 
value of gene j, and BISij is the score of gene j in complex i. The 
b̂i  coefficients are estimated using ordinary least square fitting, 
and their statistical significance is determined using the t-test.
m <- read.csv("H1_reads_matrix_broadHM.txt.
H1.res.2.brunet.random.basis.txt. H1_RPKM.
txt",header=T, row.names=1, sep="\t", check.
names=T)
attach(data.frame(m))
fit <- lm(log(RPKM+1) ~ V1 + V2)
summary(fit)

Importantly, using the log-transformed response variable 
(RPKM) makes it easier to interpret the exponentiated regres-
sion coefficients.

	 2.	The R output at the end of this step contains the b̂i  coefficients 
of the complexes, as well as the coefficient of determination 
(R2). A significant and positive b̂i  coefficient indicates that the 
corresponding protein complex contributes positively to the 
mRNA expression values. On the other hand, a negative coef-
ficient indicates negative (i.e., repressive) contribution. The 
coefficient of determination R2 measures the quality of the 
overall fit of the model and indicates the proportion of the 
gene expression variation explained by the model.

3.9  Application 
of Regression Model
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	 3.	Evaluate the performance of the regression model by estimat-
ing the prediction accuracy using Spearman correlation 
between actual and predicted gene expression values.
cor.test(predict(fit, m), log(RPKM+1), method="spearman")

4  Notes

	 1.	Although there are numerous ways to extract the required col-
umns from a text file in a Unix-based OS, we provide the fol-
lowing command to assist the readers who want to replicate 
the method:
cat GSM758566_hg19_wgEncodeCshlLongRnaSeqH-
1hescCellPapGeneGencV7.gtf | cut -f9 | cut 
-d ";" -f 1,3,4 | cut -d "\"" -f 2,4,6 | sed 
's/\"/<TAB>/g' | awk -F"\t" '{print $1"\t" 
($2+$3)/2}' > GSM758566_hg19_H1Esc_RNAseq.txt
This command outputs the “Gene id” columns, as well as the 
average of columns “RPKM1” and “RPKM2,” into a new file 
named “GSM758566_hg19_H1Esc_RNAseq.txt.” The first 
six lines of the new file should look like this:

ENSG00000174177.7 6.01899

ENSG00000225538.1 0

ENSG00000237851.1 0

ENSG00000243765.1 0

ENSG00000203388.2 0.0109565

ENSG00000151503.7 9.16775

In order to be consistent with the RefSeq annotation used in 
the pipeline (see Note 6), we suggest converting the Gencode 
IDs to RefSeq NMs: first trim the ending of the Gencode IDs 
to get Ensembl IDs (e.g., ENSG00000174177.7 → ENSG000
00174177), and then use the BiomaRt package in R to con-
vert the Ensembl IDs to the corresponding RefSeq ones. 
Indicatively, provide the following R commands to perform 
the Ensembl to RefSeq annotation conversion:
RPKM<- read.table(file="GSM758566_hg19_wgEnco-
deCshlLongRnaSeqH1hescCellPapGeneGencV7
.gtf", header=F)
ensembl<- useMart("ensembl", 
dataset="hsapiens_gene_ensembl")
values <- RPKM_E$V10
getBM(attributes=c("refseq_mrna", "ensembl_
gene_id", "hgnc_symbol"), filters = "ensembl_
gene_id", values = values, mart= ensembl)
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	 2.	In order to capture peaks of broad domain histone modifica-
tions (e.g., H3K36me3, H3K79me2), we suggest tuning the 
following ChIPseeqer.bin parameters:

(a)	 t: significance negative log p-value threshold for peaks. For 
example, t = 15 indicates 10−15.

(b)	mindist: minimum distance between peaks (merge sub-
peaks otherwise).

Using lower t threshold (such as t = 5) allows including peaks 
that are not very “sharp”, while increasing mindist value (such 
as 1000, 10,000) allows merging continuous enriched regions 
into a large peak.

	 3.	Alternatively, the identification of CREs can be performed by 
using the intersect or intersectBed tools from the BEDTools 
suite [17].

	 4.	The stochastic nature of the seeding method used to compute 
the starting point of the chosen algorithm requires multiple 
NMF runs to achieve stability. The NMF R package gives the 
option to perform multiple runs with random initializations 
for the basis and coefficient matrices and keep the factorization 
that achieves the lowest approximation error across the multi-
ple runs [16] (option nrun). We recommend the default 30 
runs for a faster NMF analysis and 100 runs for better results.

	 5.	The selection of rank r is of great importance when applying 
NMF.  We recommend using the function nmfEstimateRank 
from the NMF package to estimate the quality measures for 
each rank r. nmfEstimateRank performs multiple NMF runs 
for a range of rank of factorization and, for each, returns a set 
of quality measures together with the associated consensus 
matrix. For example, the dispersion and the cophenetic corre-
lation coefficients are both based on the consensus matrix (i.e., 
the average of connectivity matrices) and measure the stability 
and reproducibility of the clusters obtained from NMF for a 
certain value of k, respectively [14]. The explained variance 
measure evaluates how well the NMF model reconstructs the 
original data, while the sparseness measure, for both the basis 
and mixture coefficient matrices, shows whether an NMF rep-
resentation encodes much of the data using only few compo-
nents [5, 18]. We highly recommend using nmfEstimateRank 
to identify local maxima in these coefficients at high rank fac-
torization, in order to find complexes with high granularity (see 
Supplementary Material in [5]).

	 6.	The steps described in Subheadings 3.6, 3.7, 3.8 and 3.9 are 
included in the ChIPseeqer script NMFCall_Split.pl. It requires 
an RC matrix (Fig. 2d) and a transcript-based expression file 
(Fig.  2e). We provide the following command to assist the 
readers who want to replicate the method:
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NMFCall_Split.pl --matrix=H1_reads_matrix_
broadHM.txt --expfile=H1_RPKM.txt
--response=log"(RPKM+1)" --label=H1

Note that the RefSeq annotation is used in this pipeline.
	 7.	The d0 parameter choice leads to a rapidly decreasing exponen-

tial function, which strongly penalizes distal regulatory ele-
ments (see Supplementary Material in [5]). We recommend 
increasing the value if interested to give higher BIS scores to 
complexes that we expect to bind to CREs far away from the 
TSS (e.g., the “enhanceosome” complex).

	 8.	This step is included in the NMFCall_Split.pl script (see Note 
6). Alternatively, to merge the two files on a specified field, you 
can use the online tool “Join two Datasets” available in Galaxy 
(https://usegalaxy.org/).
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    Chapter 5   

 Assay for Transposase-Accessible Chromatin 
with High- Throughput Sequencing (ATAC-Seq) 
Protocol for Zebrafi sh Embryos                     

     Canan     Doganli    ,     Melissa     Sandoval    ,     Sean     Thomas    , and     Daniel     Hart      

  Abstract 

   Assay for transposase-accessible chromatin with high-throughput sequencing (ATAC-seq) is a useful 
method to map genome-wide chromatin accessibility and nucleosome positioning. Genome-wide sequenc-
ing is performed utilizing adapter sequences inserted by a prokaryotic transposase, Tn5, into the accessible 
regions of chromatin. Here we describe the use of ATAC-seq in the zebrafi sh embryo and thereby the 
applicability of this approach in whole vertebrate embryos.  

  Key words     ATAC-seq  ,   Chromatin accessibility  ,   Genome wide  ,   Zebrafi sh  

1      Introduction 

 Eukaryotic cells package  DNA   by wrapping it around  histones   to 
make  nucleosomes   connected by DNA  linker      regions, which are 
further condensed to form  chromatin   [ 1 ]. Histones are subject to 
various posttranslational  modifi cations   that contribute to different 
chromatin states (i.e., euchromatin or heterochromatin), which in 
turn infl uence gene expression [ 2 ,  3 ]. Different chromatin states 
are correlated with differential gene expression. Heterochromatin, 
described as closed or inaccessible, is associated with negative regu-
lation of  gene   expression. By contrast, euchromatin (open or acces-
sible) is associated with positive gene expression. 

  Chromatin accessibility   has been previously studied by probing 
DNA with enzymes (DNase I hypersensitivity mapping), mechani-
cally shearing after cross-linking ( chromatin immunoprecipitation  , 
ChIP), and more recently by  genome-wide   integration of trans-
posase. Genome-wide mapping of the regulatory landscape will 
signifi cantly contribute to the understanding of  transcriptional   
 gene regulation  . 
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 Assay for transposase-accessible chromatin with high- throughput 
sequencing ( ATAC-seq  ) is a method developed by Greenleaf and 
colleagues used to map genome-wide  chromatin accessibility   and 
 nucleosome   positioning [ 4 ]. They adopted the use of a hyperactive 
prokaryotic transposase, Tn5, which has been previously mutated to 
signifi cantly increase transposase [ 5 ]. Tn5 inserts a 19 base pair 
paired-end sequence (5′-CTGACTCTTATACACAAGT-3′) into 
accessible  DNA     . By taking advantage of Tn5 transposition into open 
regions of the genome together with the use of barcode sequences 
inserted into these regions, we can use the accessibility of DNA and 
nucleosome positioning as a new way to perform  genome-wide   
chromatin accessibility assays. 

 The use of  ATAC-seq   has advantages over other methods 
because of the signifi cantly reduced number of cells required as 
input, time savings of the assay, high-resolution mapping of  chro-
matin accessibility  , DNA footprinting, and  nucleosome   position-
ing. The use of zebrafi sh as a model organism coupled with 
ATAC-seq is a powerful combination to study chromatin dynamics 
in the context of the developing vertebrate embryo. Here we detail 
the  ATAC-seq   protocol performed on zebrafi sh embryos adapted 
from the report of Greenleaf and colleagues [ 6 ].  

2    Materials 

 All solutions should be prepared using autoclaved ultrapure water 
(resistivity levels of 18.2 MΩ.cm at 25 °C). 

       1.    Tweezers.   
   2.    100-mm petri dish.   
   3.    Incubator (28.5 °C).   
   4.    1.5-ml microfuges.   
   5.    15-ml falcon  tubes     .   
   6.    Micro pestle.   
   7.    1× E3 embryonic medium: 5 mM NaCl, 0.17 mM KCl, 

0.33 mM CaCl, 0.33 mM MgSO 4  in H 2 O. Make 60× E3 buf-
fer by dissolving 34.8 g NaCl, 1.6 g KCl, 5.8 g CaCl 2 ·2H 2 O 
and 9.78 g MgCl 2 ·6H 2 O in 2 L of H 2 O. Make 1:60 dilution of 
60× stock by mixing 16.7 ml 60× E3 and 983.3 ml H 2 O. Add 
100 μl of 1 % methylene blue as a fungicide to 1 L of medium.   

   8.    1× phosphate-buffered saline (PBS).   
   9.    Lysis buffer: 10 mM Tris–HCl, pH 7.4, 10 mM NaCl, 3 mM 

MgCl 2 , 0.1 % NP-40. Prepare 1 M stock solution of Tris–HCl 
by dissolving 121.1 g of Tris base in 800 ml H 2 O. Adjust pH 
to 7.4 by adding concentrated HCl. Adjust the volume of the 

2.1  Embryo 
Dissociation and Cell 
Preparation 
Components
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solution to 1 L with H 2 O. Make 1 M NaCl and 1 M MgCl 2  by 
dissolving 5.8 g NaCl and 20.33 g MgCl 2 , respectively, in 
100 ml H 2 O. Make a 1:10 dilution of NP-40 by mixing 1 ml 
of NP-40 and 9 ml H 2 O (10 % NP-40). Combine 100 μl of 
1 M Tris–HCl, pH 7.4, 100 μl of 1 M NaCl, 30 μl of 1 M 
MgCl 2 , and 100 μl of 10 % NP-40 in a 15 ml falcon tube, and 
fi ll with H 2 O up to a total volume of 10 ml.      

       1.    Heating block.   
   2.    Thermocycler.   
   3.     Microcentrifuge     .   
   4.    0.2-ml PCR tubes.   
   5.    MicroAmp fast 96-well reaction plate (0.1 ml).   
   6.    MicroAmp optical adhesive.   
   7.    Real-Time PCR System.   
   8.    Illumina Nextera DNA Sample Prep Kit (FC-121-1030).   
   9.    Qiagen MinElute Reaction Cleanup Kit (28204).   
   10.    SYBR Green I nucleic acid gel stain (Life Technologies, 

S7563): Prepare 100× SYBR Green I solution by mixing 1 μl 
of 10,000× SYBR Green I with 99 μl DMSO.   

   11.    NEBNext High-Fidelity 2× PCR Master Mix (New England 
Labs, M0541).       

3    Methods 

        1.    Collect  zebrafi sh      embryos in a 100-mm petri dish, and raise in 
1× E3 embryo medium in an incubator set to 28.5 °C until 
desired stage.   

   2.    Take a number of embryos with an approximate total cell num-
ber of 50,000 ( see   Note    1  ). For example, 50 embryos at 3 hpf 
(1000-cell stage), remove the chorions manually using tweezers 
( see   Note    2  ). Deyolking is not necessary in our experience.   

   3.    Collect dechorionated embryos in a 1.5-ml microcentrifuge tube 
and dissociate using a micro  pestle      and follow by mixing using a 
200-μl pipette ( see   Note    3  ). Wash the pestle into the tube with 
1× E3 embryo medium to collect all the cells on the pestle.   

   4.    Centrifuge immediately at 500 ×  g , 4 °C for 5–10 min.   
   5.    Remove supernatant without disturbing the cell pellet. Add 

50 μl of cold 1× PBS and centrifuge at 500 ×  g , 4 °C for 5 min.   
   6.    Remove supernatant and add 50 μl of cold lysis buffer. Gently 

fl ick the tube and then centrifuge immediately at 500 ×  g , 4 °C 
for 10 min. Place the tube on ice.      

2.2  Transposition 
and PCR Amplifi cation 
Components

3.1  Embryo 
Dissociation and Cell 
Preparation
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        1.    Prepare 50 μl of transposition mix per reaction combining 
25 μl Tagment DNA buffer, 2.5 μl Tagment DNA enzyme 1, 
and 22.5 μl nuclease-free H 2 O. Add this to the lysed cells and 
gently mix by pipetting.   

   2.    Incubate at 37 °C for 30 min on a heating block.   
   3.    Clean reaction using Qiagen MinElute Reaction Cleanup Kit. 

Perform centrifugations at room temperature and at 12,000 ×  g .   
   4.    Add 300 μl Buffer  ERC      to the reaction and mix. Place a MinElute 

column in a 2-ml collection tube, load the sample to the column, 
and centrifuge for 1 min. Empty the collection tube.   

   5.    Add 750 μl Buffer PE to the MinElute column and centrifuge 
for 1 min. Empty the collection tube.   

   6.    Centrifuge for 2 min to remove residual ethanol from the PE 
buffer.   

   7.    Place the MinElute column in a clean 1.5-ml microcentrifuge 
tube. Add 10 μl of elution buffer to the column, incubate for 
1 min at room temperature, and centrifuge for 1 min to elute 
DNA. Purifi ed DNA sample can be stored at −20 °C at this point.      

       1.    For PCR amplifi cation, mix the reagents below in a PCR tube:

   10 μl of nuclease-free H 2 O.  
  10 μl of transposed DNA.  
  2.5 μl of Nextera PCR Primer 1.  
  2.5 μl of Nextera PCR Primer 2 (barcode).  
  25 μl of NEBNext High-Fidelity 2× PCR Master Mix.  
  *For sequences of the  primers     , please  see  Goryshin et al., 

1998 [ 5 ].    
 Run the PCR reaction:
   72 °C, 5 min  
  98 °C, 30 s    
 5 cycles:
   98 °C, 10 s.  
  63 °C, 30 s.  
  72 °C, 1 min.  
  Hold at 4 °C.      

   2.    Determine cycle number using qPCR. Prepare 15 μl of  qPCR      
master mix:

   5 μl of 5 cycle PCR-amplifi ed DNA.  

  3.9 µl of nuclease-free H 2 O.  

  0.25 µl of Nextera PCR Primer 1.  

  0.25 μl of Nextera PCR Primer 2.  

3.2  Transposition

3.3  PCR 
Amplifi cation
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  0.6 μl of 100× SYBR Green I.  

  5 µl of NEBNext High-Fidelity 2× PCR Master Mix.      
   3.    Add reaction mix to a 96-well reaction plate and seal with opti-

cal adhesive fi lm.   
   4.    Run the qPCR reaction:

   98 °C, 30 s.  

  20 cycles.  

  98 °C, 10 s.  

  63 °C, 30 s.  

  72 °C, 1 min.  

  Hold at 4 °C.      
   5.    Determine the number of  cycles      to run for the remaining PCR 

reaction. For this, plot linear fl uorescence vs. cycle in the 
StepOne software (Applied Biosystems), and make note of the 
cell- cycle number at which SYBR fl uorescence intensity is half 
of the maximum fl uorescence ( see  Fig.  1 ).

       6.    Return the rest of the PCR reaction back to the qPCR machine 
and run PCR reaction with the determined cycle number.

   98 °C, 30 s.  

  Use number of cycles as determined in  step 6 .  

  98 °C, 10 s.  

  63 °C, 30 s.  

  72 °C, 1 min.      
   7.    Clean reaction using Qiagen MinElute Reaction Cleanup Kit 

as described in  steps 3 – 6  in Subheading  3.2 .   

  Fig. 1    A schematic RT- PCR      amplifi cation plot illustrating how to determine the 
number of cycles to add to the PCR amplifi cation of the ATAC-seq libraries ( step 6 )       
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   8.    Place the MinElute column in a clean 1.5-ml  microcentrifuge      
tube. Add 25 μl of elution buffer to the column, incubate for 
5 min at room temperature, and centrifuge for 1 min to elute 
DNA. Purifi ed DNA sample can be stored at −20 °C.   

   9.    You can check sample quality using Bioanalyzer DNA 1000.      

       1.     Sequencing depth . Low-depth sequencing consistently reveals 
the most accessible genomic regions but leaves weakly accessi-
ble regions undiscovered. However, it is currently impractical 
to generate enough sequence depth to fully saturate the entire 
dynamic range of  genome-wide   accessibility. Therefore, great 
care should be put into determining the depth of sequencing 
to be used for each replicate based on the goals of the particu-
lar experiment.   

   2.     Replicates . Often the most diffi cult choice to make concerns 
the balance between number of  biological      replicates and 
sequencing depth. Many of the most accessible sites will be 
found in any cell line consistently. It is especially important for 
lower- accessible sites to have both enhanced coverage and 
enough replicates to assess biological variability.   

   3.     Paired-end vs. single-end reads . While paired-end sequencing is 
not necessary for establishing the locations of accessible chro-
matin and single-end sequencing will yield more coverage for 
the same cost, paired-end sequencing is helpful for identifying 
regions with more precisely positioned  nucleosomes  . The 
choice of whether to use single- or paired-end sequencing 
should be made accordingly.   

   4.     Read length . 50 bp reads map uniquely to the vast majority of 
the genome. Given the limitations of most sequencing bud-
gets, it often makes more sense to increase depth of coverage 
than to increase sequence length, as mappability does not 
increase dramatically as reads get longer than 50 bp.   

   5.     Quality control . Once reads have been mapped to the genome 
of choice, for most projects, only fragments that map uniquely 
to the genome (mapq ≥ 30) should be used. To track quality, it 
is often useful to take note of the percent of tags that map 
uniquely to the genome in addition to the fraction of reads 
that represent mitochondrial “contamination.”   

   6.     Integration    location      . The exact integration location repre-
sented by each read can be identifi ed as the 5′-most position of 
reads that map to the reference strand +4 bp. For reads that 
map to the non-reference strand, the location is the 3′-most 
position of the read −5 bp.     
 For an example of successful  ATAC-seq   in zebrafi sh embryos, 
 see  Fig.  2 .

3.4  Sequencing 
and Analysis 
Considerations
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4            Notes 

     1.    When working with embryonic stages with unknown cell num-
ber, trypan blue staining can be used to get an estimate of the 
total viable cell number. Place a known number of embryos in 
a 1.5-ml microcentrifuge tube. Remove embryo medium and 
add 1 ml deyolking buffer (55 mM NaCl, 1.8 mM KCl, 
1.25 mM NaHCO 3 ). Pipette up and down to dissolve yolk. 
Centrifuge at 500 ×  g  for 2 min, and discard supernatant. Wash 
the pellet in 200 μl of 1× E3 embryo medium, centrifuge at 
500 ×  g  for 2 min, and discard the supernatant. Resuspend pel-
let in 200 μl of 1× E3 embryo medium and dissociate cells 
using micro pestle and pipetting. If not fully dissociated, per-
form trypsin dissociation as following. Centrifuge cells at 
500 ×  g  for 2 min and discard supernatant. Resuspend the pel-
let in trypsin–EDTA solution (0.5 mg/ml trypsin and 
0.22 mg/ml EDTA, Ca 2+ - and Mg 2+ -free) and incubate for 
5–7 min. Stop the dissociation by adding Hi-FBS to a fi nal 
concentration of 5 %. Microcentrifuge at 500 ×  g  for 5 min. 
Discard the supernatant and add 200 μl of FACSMax cell dis-
sociation solution (Genlantis, T200100) or 1× PBS. Mix 5 μl 
of the cell mix with 5 μl of 4 % trypan blue  solution     . Incubate 
at room temperature for 5 min, load mix to a Countess Cell 
Counting Chamber Slide (Invitrogen), and get cell count 
using Countess automated cell counter (Invitrogen). Counting 
cells can also be done manually using hemocytometer. Perform 
cell counts three times and use the average number to get a 
total cell number estimate.   

   2.    If using a large number of embryos, dechorionating can be 
performed enzymatically using pronase treatment. Prepare 1 % 
(w/v) pronase (protease from  Streptomyces griseus ) solution: 

  Fig. 2    ATAC-seq in whole zebrafi sh embryos and isolated neurons. Strong agree-
ment between ATAC-seq peaks and histone modifi cation data from Gomez- 
Skarmeta lab. The data reveal distinct  ATAC      peaks in the HuC neurons sorted 
from  Tg ( HuC:GFP ) zebrafi sh line, compared to rest of the embryo, at 48 hpf       
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Dissolve 1 g of pronase in 100 ml of 1× E3 embryo medium, 
incubate for 2 h at 37 °C, aliquot, and store at −20 °C. To 
remove chorions, place embryos in a 100-ml beaker. Add pro-
nase (1 % w/v) to a dilution of 1:10 depending on the medium 
volume in the beaker. Incubate for 5–10 min at 28.5 °C swirl-
ing occasionally. Incubation time will vary depending on the 
developmental stage of the embryos, shorter times for young 
embryos, determined empirically. When chorions are mostly 
removed, fi ll the beaker with 1× E3 embryo medium. Discard 
medium and wash with 1× E3 several times until all traces of 
pronase have been removed.   

   3.    ATAC-seq can be performed similarly on sorted cells. Cell dis-
sociation for sorting can be performed by trypsin digestion as in 
 Note    1  . Cell sorting steps are adapted from Manoli and Driever 
(2012) [ 6 ]. Briefl y, after stopping trypsin dissociation by adding 
Hi-FBS to a fi nal concentration of 5 %, microcentrifuge at 
500 ×  g  for 5 min. Discard the supernatant and add 500 μl of 
FACSMax cell dissociation solution. Moisten a cell strainer (with 
40-μm mesh) with FACSMax solution, and place it on a 100-
mm petri dish on ice. Add the cell and mix into the cell strainer. 
Use the plunger from a 1-ml syringe and carefully pass the cells 
through the strainer by pressing the plunger over the cells. 
Collect the cell suspension from petri dish into a 5-ml round 
bottom  polystyrene      test tube (Corning, 352058). Try to get all 
the cells from the petri dish by adding extra FACSMax cell dis-
sociation solution. Place the cell suspensions on ice and take to 
the  fl ow cytometry   facility. Upon sorting perform ATAC-seq 
from lysis step ( see  Subheading  3.1 ,  steps 4 – 6 ) and onwards.         
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    Chapter 6   

 Establishment of Time- and Cell-Specifi c RNAi 
in  Caenorhabditis elegans                      

     Masayuki     Hamakawa     and     Takaaki     Hirotsu      

  Abstract 

   The nematode worm  Caenorhabditis elegans , in which loss-of-function mutants and RNA interference 
(RNAi) models are available, is a model organism useful for analyzing effects of genes on various life phe-
nomena. In particular, RNAi is a powerful tool that enables time- or cell-specifi c knockdown via heat 
shock-inducible RNAi or cell-specifi c RNAi. However, the conventional RNAi methods are insuffi cient for 
investigating pleiotropic genes with various sites of action and life stage-dependent functions. To investi-
gate the temporal- and cell-specifi c profi les of multifunctional genes, we established a new RNAi method 
that enables simultaneous time- and cell-specifi c knockdown (T.C.RNAi) in  C. elegans . In this method, 
one RNA strand is expressed by a cell-specifi c promoter and the other by a heat shock promoter, resulting 
in only expression of double-stranded RNA in the target cell when heat shock is induced. We confi rmed 
the effect of T.C.RNAi by the knockdown of GFP and the  odr-3  gene which encodes Gα and is essential 
for olfaction. Further, this technique revealed that the control of glutamate receptors GLR-1 localization 
in RMD motor neurons requires Ras at the adult stage to regulate locomotion behavior.  

  Key words     RNAi  ,   Conditional knockdown  ,   Time and cell specifi c  ,   Heat shock  ,    C. elegans   

1      Introduction 

 The nematode  Caenorhabditis    elegans       is useful for studying the 
functions of genes through facilitated analyses. In this  organism     , 
various cell-specifi c promoters can be utilized for cell-specifi c 
expression to determine the function of a gene in a specifi c cell. 
Recently, temporal control of cell-specifi c expression using  heat 
shock   factor-1 ( hsf-1 ) mutants has been reported [ 1 ]. In addition, 
the effects of gene knockdown can be assessed using various loss- 
of- function mutants, and researchers recently developed a new 
method of generating loss-of- function      mutants in targeted genes 
in  C. elegans  [ 2 ]. 

 RNAi is one of the most powerful tools for  gene      knockdown. 
RNAi-mediated cell-specifi c knockdown in  C. elegans  is a currently 
available technique based on driving the expression of  double- stranded 
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RNA in target cells via cell-specifi c promoters [ 3 ]. This method identi-
fi es the cells in which the target gene functions. Moreover, gene func-
tions can be analyzed by this system because of cell specifi city, even if 
mutants of the gene show fatal phenotypes. In contrast to cell-specifi c 
promoters,  heat shock   promoters drive the expression of genes at arbi-
trary timing via heat shock [ 4 ]. A previous report has shown that RNA 
hairpins, which are driven by the heat shock promoter, induce knock-
down of the target gene [ 5 ], suggesting the possibility of time-specifi c 
knockdown. However, heat shock promoters drive global expression, 
meaning that the knockdown is performed in the majority of cells, 
thereby removing vital cellular functions and thus inducing lethality 
when essential genes are knocked down by this method. Therefore, for 
detailed analysis of multifunctional genes, such as the components of 
the Ras-MAPK pathway, simultaneous time-specifi c and cell- specifi c 
knockdown is necessary. To our knowledge, however, such a method 
has not yet been developed in  C. elegans . 

 We developed a novel RNAi method which can provide simulta-
neous time- and cell- specifi c   knockdown. The use of two different 
types of promoters, the  heat shock   promoter and the cell-specifi c 
promoter, enables the time- and cell- specifi c   expression of double- 
stranded RNA. We named the novel method time- and cell-specifi c 
RNAi (T.C.RNAi). The effect of gene knockdown by T.C. RNAi      was 
confi rmed via knockdown of GFP. In addition, we actually revealed 
when and where Ras functions for the control of locomotion behav-
ior using T.C.RNAi, indicating T.C. RNAi      is a useful method provid-
ing gene knockdown at arbitrary timing only in a target cell.  

2    Materials 

    C. elegans  strains were cultured on NGM plates (at 20 °C, under stan-
dard conditions) with  Escherichia coli  NA22 as the food source [ 6 ].  

   Transgenic lines were generated by microinjection as previously 
described [ 7 ].  lin-44p ::GFP and  myo-3p ::GFP were used as trans-
formation markers.  

   9 cm plates with the assay format described in Fig.  3a  were used. 
The composition of assay plates was 20 g/L Bacto agar, 5 mM 
KPO 4 , 1 mM CaCl 2 , and 1 mM MgSO 4 .  

   A heat block was used for heat shock  treatment      for shorter than 
30 min, such as heat shock at the adult stage. An incubator was 
used for heat shock over 1 h, such as heat shock at the  embryonic      
or larval stage.  

   The sequence data and primers of each promoter used in this study 
are referred from the references described below. The  myo-3  pro-
moter and the heat shock promoter  hsp16-2  were referred from Fire 

2.1  Worm Culture

2.2  Germ-Line 
Transformation

2.3  Chemotaxis 
Assay

2.4   Heat Shock   
Treatment

2.5   Heat Shock   
Promoter and Cell-
Specifi c Promoters
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Lab. vectors. Information of other cell-specifi c promoters was 
obtained from WormBase (  http://www.wormbase.org/    ). These 
promoters were amplifi ed with forward and reverse primers. At the 5′ 
end of the reverse primer, 25 nt sequence complementary to the 3′ 
or 5′ end of the target region was attached, and the promoter region 
and the target region were combined by PCR as described in [ 3 ].   

3    Methods 

   To enable simultaneous time-specifi c and cell-specifi c knockdown, 
we modifi ed the previous method, cell-specifi c RNAi, in which cell-
specifi c knockdown is achieved by the expression of  double- stranded 
RNA by the cell-specifi c promoter [ 3 ]. The heat shock promoter 
 hsp16-2  [ 4 ], which drives the expression in almost all  tissues     , is able to 
activate gene expression at arbitrary timing by  heat shock   ( see   Note  
  1  ). By introducing the heat shock promoter to the cell-specifi c  RNAi      
technique, we established a new method for time-specifi c and cell-
specifi c knockdown of genes, in which the expression of one RNA 
strand (sense or antisense) was driven by a cell-specifi c promoter and 
the expression of the other RNA strand was induced by a heat shock 
promoter (Fig.  1 ). Under the normal condition (20–24 °C), single-
stranded RNA was expressed in the target cells by the cell-specifi c 
promoter, whereas under the heat shock-inducing condition (30–
33 °C), double-stranded RNA was expressed in only target cells by 
the heat shock promoter and the cell-specifi c promoter. This method 
was termed time-specifi c and cell-specifi c RNAi (T.C.RNAi).

       This paragraph shows the basic protocol of T.C.RNAi. Detailed 
conditions such as the expression level of sense and antisense  RNA      
strands and the quantifi cation of gene knockdown are different 
according to a target gene. As a reference, you should read the 
paragraphs of 3.3. Knockdown of GFP and 3.4. Knockdown of 
endogenous genes  

3.1  The Mechanism 
of Time- and Cell- 
Specifi c RNAi

3.2  Protocol 
of T.C.RNAi

Cell-specific promoter

Coding region of 
the target gene

Sense

Anti-sense

Heat shock promoter

  Fig. 1    Outline of time- and cell-specifi c RNAi. Under the standard condition 
(20 °C), expression of only single-stranded  RNA      is driven by the cell-specifi c 
 promoter     , whereas under the  heat-shocked   condition (30–33 °C), double-
stranded RNA is expressed in only the target cell. The combination of cell-spe-
cifi c promoter and heat shock promoter drives the expression of double-stranded 
RNA at the optional timing by heat shock       

 

Time- and Cell-Specifi c RNAi
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       1.    Constructions of transgenes 

 An amplifi ed target region for RNAi was inserted downstream 
of the cell-specifi c promoter or the  heat shock   promoter  hsp16-
2 . Transgenic animals used in T.C. RNAi      experiments have two 
DNA fragments, one of which drives the expression of a sense 
strand of the target region by the cell-specifi c promoter and 
the other by the expression of an antisense strand by the heat 
shock promoter. Heat shock  promoter       hsp16-2  was  amplifi ed 
with primers FP = 5′-atcaagagcatttgaatcaga-3′ and 
RP = 5′-ttcggtacatggaaaagtagt-3′.   

   2.    Establishment of transgenic lines 

  Cell-specifi c promoter :: sense  (or  antisense ),  hsp :: antisense  (or 
 sense ), and a transformation marker are required for T.C.RNAi. 
The ratio and concentration of sense and antisense RNA 
strands of a target gene in injection mix depend on the target 
gene ( see   Notes    2   and   3  ).   

   3.     Heat shock   treatment 

 For the embryonic stage, adult cuticles were dissolved in the 
lysis solution (NaOH:NaClO = 3:4) to gain eggs. The eggs 
were incubated under the heat-shocked condition at 30 °C for 
8 h and then shifted to the standard condition (20 °C) and 
cultivated to adulthood ( see   Note    4  ). 
 For the L1 larval stage, eggs were kept under the standard 
condition for 20 h after lysis treatment. The  eggs      were then 
shifted to the heat shock at 30 °C for 16 h and switched to the 
standard condition and cultivated to adulthood. 
 For the adult stage, adult worms were collected with basal buf-
fer (0.5 g/L gelatin, 5 mM KPO 4 , 1 mM CaCl 2 , and 1 mM 
MgSO 4 ) and transferred into a 1.5 ml tube. This tube was 
incubated under heat shock at 33 °C for 30 min. During this 
treatment, the tube was inverted every 10 min to supply air. 
The animals were then placed on the plate with food under the 
 standard   condition for 1 h, followed by the quantifi cation of 
gene knockdown ( see   Note    5  ).     

    Using T.C.RNAi, the knockdown of  GFP      which was expressed in 
neurons or muscles was performed. Our protocol is described 
below:

    1.    Constructions of transgenes 

 For the expression in  AWC      and AWB neurons, the  gcy-10  pro-
moter [ 8 ], which was amplifi ed with primers FP = 5′-tgggta-
caacaatttctc- 3′ and RP = 5′-ataattggccttctgctcaaa-3′, was used. 
 For the expression in AWC neurons, the  srd-17  promoter [ 9 ], 
which was amplifi ed with primers FP = 5′-ccgtctaacttctttttg -3′ 
and RP = 5′-tattgaattggcaaatgg-3′, was used. 

3.3  Generation 
of Knockdown 
of Genes

3.3.1  Knockdown of GFP
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 For the expression in vulval muscles, we used the  myo-3  
promoter which was amplifi ed with primers FP = 5′-ttgaata-
aaataattttccc- 3′ and RP = 5′-tggatctagtggtcgtgggt-3′. 
 The target region of GFP was amplifi ed with the primers 
Tf = 5′-atgagtaaaggagaagaact-3′ and Tr = 5′-ctatttgt
atagttcatcca-3′.   

   2.    Establishment of transgenic lines 

 Injection mix including constructs for the expression of GFP, 
RNA strands, and a transformation marker was prepared to 
generate transgenic lines. In the T.C. RNAi      lines, fi nal concen-
trations were 5 ng/μl GFP, 40 ng/μl  gfp ( sense ), 40 ng/μl 
 gfp ( antisense ), and 5 ng/μl  lin-44p ::GFP ( see   Note    2  ). In the 
control lines, fi nal concentrations were 5 ng/μl GFP, 80 ng/μl 
pPD49.26, and 5 ng/μl  lin-44p ::GFP.   

   3.    Quantifi cation of GFP knockdown 

 We monitored the intensity of GFP and examined whether 
expression of GFP can be decreased in the time and cell-spe-
cifi c manner by GFP T.C. RNAi     . To clearly observe the effect 
of RNAi, we photobleached pre-existing GFP, which other-
wise has a relatively long half life [ 10 ] ( see   Note    6  ), before 
T.C.RNAi and observed the recovery of GFP fl uorescence 
after T.C.RNAi. This way we can assess the decrease of mRNA 
abundance caused by RNAi. GFP was photobleached by ten-
fold stronger excitation light than that for observation. Such 
photobleaching decreased the intensity of GFP to 50–70 % of 
the intact intensity. To quantitatively compare the GFP inten-
sity before and after T.C.RNAi, we measured the GFP inten-
sity in the same individuals before photobleaching (intact), just 
after photobleaching and after a heat shock for 30 min at 33 °C 
and a recovery for 1 h at 20 °C at the same intensity of the 
excitation light. Then we calculated the rate of change in the 
fl uorescence intensity of each animal as [(GFP intensity after 
 heat shock  ) − (GFP intensity after photobleaching)]/[(intact 
GFP intensity) − (GFP intensity after photobleaching)]. To 
quantify and normalize the recovery of the intensity after heat 
shock treatment, the recovery ratio was calculated as [(the rate 
of change in the GFP intensity of each animal after the heat 
shock) − (the average intensity change of control treat-
ment) + 1]. The recovery ratio of GFP intensity compared to 
controls (without  heat shock  ) was measured. The intensity of 
GFP was measured based on the region of interest (ROI), the 
size of which was equivalent in all animals used for these analy-
ses. The average intensity at three random background points 
was calculated as the background  intensity      and was subtracted 
from the intensity of GFP.   

Time- and Cell-Specifi c RNAi
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   4.     Heat shock   treatment 

 After photobleach of GFP, the animals were transferred to 
0.2 ml tube with basal buffer (0.5 g/L gelatin, 5 mM KPO 4 , 
1 mM CaCl 2 , and 1 mM MgSO 4 ). This tube was incubated 
under heat-shocked condition at 33 °C for 30 min or under 
control condition at 20 °C for 30 min, and animals in the tube 
were placed on the NGM plate with food at 20 °C for 1 h for 
the  recovery     .   

   5.    GFP knockdown in neurons 

 GFP was expressed by the  gcy-10  promoter which drives the 
expression in AWC, AWB, and I1 [ 8 ] and monitored the GFP 
intensity in cell bodies of AWC. In adult animals expressing 
both  gcy-10p :: gfp ( s ) and  hsp :: gfp ( as ), the recovery ratio of GFP 
intensity in AWC signifi cantly decreased after the  heat shock   
compared to that after the mock treatment (Fig.  2a ). The 
expression of double-stranded RNA by the reciprocally 
exchanged promoter also induced GFP knockdown after the 
heat shock (Fig.  2a ). The GFP intensity in AWC was normally 
recovered after the heat shock in animals without expression of 
the RNAi constructs (Fig.  2a ). Expression of only a single 
RNA strand driven by a heat shock promoter or a cell-specifi c 
promoter could not decrease the recovery ratio (Fig.  2a ).

   Next, GFP intensity in both AWC and AWB neurons was 
monitored at the same time to examine the cell specifi city of 
the gene knockdown by T.C.RNAi. The intensity in the cell 
body of AWC and AWB neurons was monitored. The  gcy-10  
promoter was used for the expression of GFP in both AWC 
and AWB neurons and the  srd-17  promoter for the expression 
of a single- stranded RNA specifi cally in AWC neurons. In ani-
mals which expressed  srd-17p :: gfp ( s ) and  hsp :: gfp ( as ), recovery 
of  GFP      intensity in AWC was reduced but not in AWB after 
the  heat shock   (Fig.  2b, c ).   

   6.    GFP knockdown in muscles 

 GFP was expressed by the  myo-3  promoter which drives the 
expression in body muscles including vulval muscles. GFP 
intensity in anterior or lateral protrusions of vulval muscles was 
monitored. The recovery ratio of GFP intensity in vulval mus-
cles was signifi cantly decreased after  heat shock   treatment, but 
not after control treatment in animals with  myo-3p ::GFP,  myo-
3 :: gfp ( s ), and  hsp :: gfp ( as ) (Fig.  2d ). GFP intensity in animals 
without expression of  RNAi      constructs was recovered normally 
after the heat shock (Fig.  2d ).    

     Knockdown of endogenous genes,  odr-3  and  let-60 , was performed. 
 The  odr-3   gene      encodes a G protein α which mainly functions 

in AWC chemosensory neurons and is essential for olfactory 

3.3.2  Knockdown 
of Endogenous Genes
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  Fig. 2    Knockdown of GFP by T.C.RNAi. ( a ) The average recovery ratio of GFP intensity of  AWC      neurons in ani-
mals without RNAi constructs, animals with only  gcy-10p :: gfp ( s ),  gcy-10p :: gfp ( as ),  hsp16-2 :: gfp ( s ), and 
 hsp16- 2 :: gfp ( as ), with both  gcy-10p :: gfp ( s ) and  hsp16-2 :: gfp ( as ), or both  hsp16-2 :: gfp ( s ) and  gcy-10p :: gfp ( as ) 
after  heat-shocked   or control condition ( n  ≥ 9 animals). ( b ) The average recovery ratio of GFP intensity of AWB 
and  AWC      neurons in animals with  srd-17p :: gfp ( s ) and  hsp16-2 :: gfp ( as ) after heat-shocked or control condition 
( n  ≥ 10 animals). ( c ) Representative images of  gcy-10p ::GFP in animals with  srd-17p :: gfp ( s ) and  hsp16-
2 :: gfp ( as ) before ( left panel , intact) and after ( center panel , photobleach) photobleaching and after heat-
shocked condition ( right panel , heat shock).  Arrowheads  indicate AWB neurons, and arrows indicate AWC 
neurons. Scale bars = 10 μm. ( d ) The average recovery ratio of GFP intensity of anterior or lateral protrusions 
of vulva in animals without RNAi constructs or animals with  myo-3p :: gfp ( s ) and  hsp16-2 :: gfp ( as ) after heat-
shocked or control condition ( n  ≥ 14 protrusions of vulva). Error bars represent SEM and asterisks indicate 
signifi cant differences (* p  < 0.05, Student’s  t -test)       
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responses to odorants, including isoamyl alcohol, which is sensed 
by AWC [ 11 ]. We found the mutants of  let-60 , which encodes Ras 
and is involved in vulval induction, olfaction, and germ-line apop-
tosis [ 12 – 14 ], show abnormal locomotion behavior in which ani-
mals continued to move in a circled pattern, termed as circular 
locomotion (CL). The knockdown of  let-60  in RMD neurons, 
which is one of the motor neurons regulating head movements 
[ 15 ], induces CL. In addition, the mutants of  glr-1 , which encodes 
an AMAP-type glutamate receptor, and is expressed in motor neu-
rons including RMD [ 15 ,  16 ], also show CL. To examine the rela-
tion between  let-60  and  glr-1  and the role of  let-   60       in the control 
of locomotion behavior, time- and cell-specifi c  let-60  knockdown 
was performed. 

 Detailed conditions are described below:

    1.    Constructions of transgenes 

 The promoter and target region used in the knockdown of 
 odr-3  are described below. 

 For the expression in AWC  neurons     , the  gcy-10  promoter, 
which was amplifi ed with same primers described in 
Subheading  3.3.1 , was used. 

 The target region of  odr-3  was amplifi ed with Tf = 5′-ctcatgc-
cagagcaatgaaa- 3′ and Tr = 5′-atgcgtttgctctctcaggt-3′. 
 The promoters and the target region used in the knockdown 
of  let-60  are described below. 

 For the expression in RMD neurons, the  rig-5a  promoter [ 17 ], 
which was amplifi ed with primers FP = 5′-attacttgtacatttcca- 3′ 
and RP = 5′-tgatggttgttgaattg-3′, and the  mgl-1  promoter 
[ 18 ], FP = 5′-gattttgcagaacttgga-3′ and RP = 5′-tatttcgc-
gatttttttc-3′, were used. 

 The target region of  let-60  was amplifi ed with primers 
Tf = 5′-aaatccttctccacttcgttttc-3′ and 
Tr = 5′-aagaggatcgatcacaagtttca-3′. 
 GLR-1::GFP was constructed as previously reported [ 19 ]. 
GFP and GLR-1:: GFP      were inserted downstream of the 
promoters.   

   2.    Transgenic lines 

 Injection mix was prepared to generate transgenic lines. In the 
knockdown of  odr-3  gene, fi nal concentrations were 40 ng/μl 
 odr-3 ( sense ), 40 ng/μl  odr-3 ( antisense ), and 5 ng/μl  myo- 
3p ::GFP ( see   Note    3  ). In the knockdown of  let-60  for the 
behavioral analysis, fi nal concentrations were 10 ng/μl  let- 
60 ( sense ), 10 ng/μl  let-60 ( antisense ), 70 ng/μl pPD49.26, and 
10 ng/μl  myo-3p ::GFP. In the knockdown of  let-60  for the 
analysis of GLR-1 localization, fi nal concentrations were 
40 ng/μl GFL-1::GFP, 10 ng/μl  let-60 ( sense ), 10 ng/μl  let-
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60 ( antisense ), 30 ng/μl pPD49.26, and 10 ng/μl  lin-44p ::GFP 
( see   Note    3  ).   

   3.     Quantifi cation      of  odr-3  knockdown 

 To examine whether the response to isoamyl alcohol is 
decreased by T.C.RNAi, chemotaxis assays were performed 
[ 20 ]. In each experiment, 30–50 individuals were used. 
Sodium azide (1 M) is used for trapping worms. The assay 
format described in Fig.  3a  was used. The chemotaxis index 
was calculated as [the number of animals in A − the number of 
animals in B]/[the number of animals in A, B, and C] (Fig.  3a ) 
[ 20 ]. 10 −3  dilution of isoamyl alcohol was used as an attractive 
odorant.

       4.    Quantifi cation of  let-60  knockdown 

 Behavioral analysis and the analysis of GLR-1 localization were 
performed. In behavioral analysis, whether the knockdown of 
 let-60  by T.C.RNAi cause  CL      was examined ( see   Note    7  ). In 
the analysis of GLR-1 localization, whether the knockdown of 
 let-60  by T.C.RNAi induces GLR-1 mislocalization was inves-
tigated. To analyze GLR-1 localization quantitatively, we mea-
sured the intensity and an area of puncta of GLR-1 using 
region of interest (ROI). The size of ROI was equivalent in all 
animals used for these analyses. The average intensity at three 
random background points was calculated as the background 
intensity and was subtracted from the intensity of the puncta.   

   5.     Heat shock   treatment 

 Same to the condition described in Subheading  3.2 , 2. Heat 
Shock Treatment.   

   6.     odr-3  knockdown 

 The  gcy-10  promoter was used for the expression of an  odr-3  
RNA  strand     . Animals in which  odr-3  was knocked down in 
AWC neurons by T.C.RNAi at the adult stage showed a defect 
in the response to isoamyl alcohol (Fig.  3b ). However, the 
adult transgenic animals that had undergone heat shock treat-
ment at the L1 larval stage exhibited a normal response 
(Fig.  3b ). The adult wild-type animals that had undergone 
heat shock treatment at the adult stage exhibited a normal 
response (Fig.  3b ).   

   7.     let-60  knockdown 

 GLR-1::GFP was expressed in RMD neurons by the  mgl-1  
promoter ( see   Note    8  ) (Fig.  4a ), and  let-60  RNA strands were 
expressed by the  rig-5a  promoter ( see   Note    9  ). GLR-1 local-
ization was not affected by  let-60  knockdown at the embryonic 
stage (Fig.  4b, c ), while the knockdown of  let-60  at the adult 
stage caused signifi cant abnormality in the localization of 
GLR-  1      (Fig.  4b, c ), which was the same phenotype induced by 
cell- specifi c RNAi.

Time- and Cell-Specifi c RNAi
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   Next, the stage at which LET-60Ras in RMD neurons regu-
lated locomotion behavior was investigated. The knockdown 
of  let- 60  in RMD neurons at the L1 larval stage resulted in no 
defects in locomotion behavior, whereas the expression of  let-
60  double- stranded RNA at the adult stage signifi cantly 
( p  < 0.01) increased the rate of CL (Fig.  4d ). The same result 
was obtained even when the sense and the antisense strands 
were expressed by the reciprocally changed promoter (Fig.  4d ). 
These results were consistent with the earlier fi nding that Ras 
in RMD neurons at the adult stage was necessary for the nor-
mal localization of GLR-1 (Fig.  4b, c ) ( see   Note    10  ). Neither 
wild-type animals exposed to  heat shock   nor transgenic  ani-
mals      without heat shock showed CL (Fig.  4d ).        

4                 Notes 

     1.    It was reported that the activity of the  heat shock   promoter is 
also enhanced by the prooxidant juglone [ 4 ], suggesting the 
possibility that knockdown by T.C.RNAi can be induced with-
out heat shock.   

   2.    To perform GFP knockdown effi ciently, you should increase 
concentrations of  gfp ( s ) and  gfp ( as ) in the injection mix and 
decrease the concentration of GFP in the injection mix due to 
the stability and a relatively long half life of GFP.   
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  Fig. 3    Knockdown of  odr-3  by T.C.RNAi. ( a ) The plate formats for the analyses of 
chemotaxis. Chemotaxis index = [the number of animals in A − the number of 
animals in B]/[the number of animals in A, B, and C]. ( b )  Chemotaxis      to isoamyl 
alcohol (1:1000) in wild-type animals,  odr-3  mutants, and wild-type animals with 
 odr-3  T.C.RNAi ( n  ≥ 4 assays). AWC::( s ) and  hsp ::( as ) mean  gcy-10p :: odr-3 ( s ) and 
 hsp16-2 :: odr-3 ( as ). Error bars represent  SEM      and  asterisks  indicate signifi cant 
differences (** p  < 0.01, Dunnett’s test)       
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   3.    The concentrations of  sense  and  antisense   RNA      strands in the 
injection mix depend on the endogenous gene. The excessive 
concentration of  hsp :: s  or  as  might lead to the unexpected 
expression of double-stranded RNA even when the transgenic 
animals are under the standard condition. Endogenous genes, 
especially involved in a signaling pathway, may be sensitive and 
vulnerable.   
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   4.    At the early embryonic stage, the  heat shock   treatment induces 
lethality in  C. elegans .   

   5.    Essential genes in which defects, even if minor, have great 
effects on the phenotype need the strict temperature control to 
avoid unexpected knockdown.   

   6.    Attachment of signal peptides such as the destruction box to 
GFP may be helpful to analyze the knockdown effi ciency.   

   7.    The phenotype of circular locomotion was quantifi ed using the 
curving rate as described in [ 9 ].   

   8.    The  mgl-1  promoter drives the expression in  NSM     , AIA, and 
RMD neurons, and it is diffi cult to distinguish the neurites of 
RMD and AIA neurons in the nerve ring. Thus, we observed 
the neurites of RMDD neurons which are distant from those 
of AIA (Fig.  4a ).   

   9.    It was confi rmed that the  rig-5a  promoter drives the RMD- 
specifi c expression at the embryonic and adult stage.   

   10.    The knockdown of  let-60  at the embryonic stage also signifi -
cantly induced CL (Fig.  4d ), suggesting a role for Ras other 
than the regulation of GLR- 1      localization at the embryonic 
stage to control locomotion behavior.         
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    Chapter 7   

 Cell-Penetrating Peptide-Mediated Delivery of Cas9 
Protein and Guide RNA for Genome Editing                     

     Bharathi     Suresh    ,     Suresh     Ramakrishna     , and     Hyongbum     Kim      

  Abstract 

   The clustered, regularly interspaced, short palindromic repeat (CRISPR)-associated (Cas) system represents 
an effi cient tool for genome editing. It consists of two components: the Cas9 protein and a guide RNA. To 
date, delivery of these two components has been achieved using either plasmid or viral vectors or direct 
delivery of protein and RNA. Plasmid- and virus-free direct delivery of Cas9 protein and guide RNA has 
several advantages over the conventional plasmid-mediated approach. Direct delivery results in shorter 
exposure time at the cellular level, which in turn leads to lower toxicity and fewer off-target mutations with 
reduced host immune responses, whereas plasmid- or viral vector-mediated delivery can result in uncon-
trolled integration of the vector sequence into the host genome and unwanted immune responses. Cell-
penetrating peptide (CPP), a peptide that has an intrinsic ability to translocate across cell membranes, has 
been adopted as a means of achieving effi cient Cas9 protein and guide RNA delivery. We developed a 
method for treating human cell lines with CPP-conjugated recombinant Cas9 protein and CPP-complexed 
guide RNAs that leads to endogenous gene disruption. Here we describe a protocol for preparing an effi -
cient CPP-conjugated recombinant Cas9 protein and CPP-complexed guide RNAs, as well as treatment 
methods to achieve safe genome editing in human cell lines.  

  Key words     Cas9 protein purifi cation  ,   Cas9 conjugation  ,   Dialysis  ,   In vitro sgRNA synthesis  ,   Protein 
delivery  ,   T7E1 assay  

1      Introduction 

 The clustered, regularly interspaced, short palindromic repeat 
(CRISPR)-associated (Cas) system is an RNA-guided  DNA    cleav-
age   system fi rst identifi ed in  E. coli  as a part of the adaptive immune 
system [ 1 ,  2 ]. RNA-guided DNA cleavage by Cas9 nuclease is an 
effective mechanism for gene silencing of foreign nucleic acids in 
prokaryotes and is now considered an innovative tool for targeted 
genome engineering. The CRISPR/Cas system has been utilized 
in various systems including bacteria [ 3 ], model organisms [ 4 – 12 ], 
plants [ 13 – 15 ], and human cell lines [ 16 – 19 ]. 
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 RNA-guided endonucleases (RGENs) consist of two compo-
nents: the Cas9 protein and a guide RNA. To obtain highly effi -
cient genome editing, it is crucial to achieve successful delivery of 
both of these components. The conventional delivery method of 
Cas9 has been via plasmid, non-integrating viral carriers, such as 
adenoviral vectors, adeno-associated viral vectors, and non- 
integrating lentiviral vectors [ 16 – 21 ]. However, the conventional 
methods have some drawbacks. Plasmid- or lentiviral-mediated 
delivery of Cas9 into cells can result in uncontrolled integration of 
the plasmid sequence into the host genome leading to unwanted 
immune responses and the potential for safety problems caused by 
bacterial sequences [ 22 ,  23 ]. Additionally, plasmid-mediated 
RGEN delivery methods require tools such as transfection reagents 
or special instruments for microinjection or electroporation. Thus, 
we recently developed a simple method of treating cells to be trans-
fected with cell-penetrating peptide (CPP)-conjugated recombi-
nant  Cas9   protein and CPP-complexed guide RNAs that can lead 
to endogenous gene disruption in human cell lines (Fig.  1 ).

   Among the programmable nucleases, zinc fi nger nucleases 
(ZFNs) are the only nucleases that have been used to deliver pro-
teins directly into human cells [ 24 ], while  transcription   activator- 
like effector nucleases (TALENs) and RGENs each required a 
cell-penetrating peptide (CPP) for successful delivery into cells 
[ 25 ,  26 ]. Here, we modifi ed the Cas9 protein and an sgRNA by 
conjugating and complexing them, respectively, to CPP; treatment 
of human cell lines with these reagents led to effi cient gene disrup-
tion [ 26 ]. In this chapter we describe a set of protocols outlining 
an effi cient method to generate CPP-conjugated recombinant 
 Cas9   protein and CPP-complexed guide RNAs for safe genome 
editing in human cells.  

  Fig. 1    Schematic representation of the  Cas9   protein conjugated to a cell- 
penetrating peptide (CPP) and sgRNA complexed with a CPP. The single-letter 
codes for amino acids are used (C, cysteine; G, glycine; R, arginine; L, leucine). 
 His  histidine tag,  NLS  nuclear localization signal,  HA  hemagglutinin tag,  Mal  
maleimide,  sgRNA  single-guide RNA       
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2    Materials 

 All solutions must be prepared using ultrapure water (with a sensi-
tivity of 18 MΩ at 25 °C obtained using a Milli-Q Integral Water 
Purifi cation System) and analytical grade reagents. Unless specifi ed 
otherwise, all reagents are stored at room temperature. 

       1.    Cloning plasmids:  pET28-(a)  (T7 promoter + N-terminal 6× 
Histidine tag).   

   2.    PCR amplifi cation of SpCas9-Cys.  See  Subheading  3.1 ,  step 1  
for an explanation regarding the additional cysteine residue at 
the C-terminal region of Cas9.   

   3.    Restriction enzymes: NotI, buffer III.   
   4.    QIAquick Gel Extraction Kit (QIAGEN).   
   5.    Ligation reagents: 10× T4 DNA ligation buffer (NEB, New 

England Biolabs), T4 DNA Ligase.   
   6.    Competent cells (DH5α, Invitrogen) and bacterial growth 

reagents.   
   7.    LB agar containing 50 μg/mL kanamycin.   
   8.    Plasmid DNA extraction kit.   
   9.    Standard DNA gel electrophoresis reagents.      

       1.    Luria broth.   
   2.    Kanamycin stock solution (50 mg/mL).   
   3.    Isopropyl β- D -thiogalactopyranoside (IPTG).   
   4.    Shaking incubator.      

       1.    Lysis buffer (20 mM Tris–HCl, 10 mM NaCl, 1 mM EDTA, 
pH 8.0, 1× protease inhibitor cocktail, 1 mg/mL lysozyme).   

   2.    Sonicator.   
   3.    Tabletop centrifuge.   
   4.    Ni-NTA agarose resin beads.   
   5.    Liquid  chromatography   protein purifi cation system.   
   6.    Purifi cation buffers:

   (a)    Washing buffer: 20 mM Tris–Cl, pH 8.0, 300 mM NaCl, 
20 mM imidazole, 1× protease inhibitor cocktail, 1 mg/
mL lysozyme.   

  (b)    Elution buffer: 20 mM Tris–Cl, pH 8.0, 300 mM NaCl, 
250 mM imidazole, 1× protease inhibitor cocktail.   

  (c)    Storage buffer: 50 mM Tris–HCl, pH 8.0, 200 mM KCl, 
0.1 mM EDTA, 1 mM DTT, 0.5 mM PMSF, 20 % glycerol.       

2.1  Molecular 
Cloning Components

2.2  Protein 
Expression 
Components

2.3  Protein 
Purifi cation 
Components
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   7.     Dialysis   membrane.   
   8.    1× DPBS.      

       1.    Resolving gel buffer.   
   2.    Stalking gel buffer.   
   3.    Ammonium persulfate (10 % solution in water).   
   4.    N,N,N,N′-tetramethylethylenediamine (TEMED).   
   5.    SDS-PAGE running buffer: 0.025 M Tris–HCl, pH 8.3, 

0.192 M glycine, 0.1 % SDS.   
   6.    SDS lysis buffer (5×): 0.3 M Tris–HCl, pH 6.8, 10 % SDS, 

25 % β-mercaptoethanol, 0.1 % bromophenol blue (BPB), 45 % 
glycerol.   

   7.    Boiling water bath for sample boiling.      

       1.    Bradford protein assay reagent.   
   2.    96-well plates.   
   3.    Spectrophotometer.      

       1.    MEGAshortscript T7  transcription   kit. 
 (Kit components: Enzyme mix, 10× reaction buffer, nuclease- 
free water, TURBO DNase, ammonium acetate stop solution, 
ATP, CTP, GTP, and UTP solutions).   

   2.    Template oligonucleotides ( see  Subheading  3.3 ,  step 3 ).   
   3.    Gel Purifi cation Kit.   
   4.    8 % denaturing urea-PAGE gel.   
   5.    Phenol:chloroform, chloroform, 70 % ethanol for RNA 

purifi cation.   
   6.    Spectrophotometer.      

       1.    4-maleimidobutyryl-GGGRRRRRRRRRLLLL peptide (m9R) 
for conjugation with the  Cas9   protein.   

   2.    CGGGRRRRRRRRRLLLLC peptide (9R) for formulation 
with in vitro synthesized  sgRNA  .   

   3.    1× DPBS.   
   4.    Rotor.   
   5.     Dialysis   membrane.      

       1.    Cell line: human embryonic kidney cell line (HEK293T). (For 
additional cell line information,  see   Note    1  ).   

   2.    Dulbecco’s modifi ed Eagle’s medium supplemented with 10 % 
fetal bovine serum (FBS, Gibco/Invitrogen) and a  penicillin/
streptomycin mix (100 U/mL and 100 μg/mL, respectively) 
(For cell culture reagents for other cell lines,  see   Note    2  ).   

2.4  SDS 
Polyacrylamide Gel 
Components 
for Validating Protein 
Purity

2.5  Protein 
Estimation 
Components

2.6  RNA Synthesis 
Components

2.7  Protein–Peptide 
Conjugation or 
RNA–Peptide Complex 
Components

2.8  Cell Culture 
Components
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   3.    Dissociation reagent trypsin 0.25 %.   
   4.    Opti-MEM medium.   
   5.    60-mm culture dishes.   
   6.    4-well culture dishes.   
   7.    Hemocytometer.   
   8.    Inverted microscope.   
   9.    Carbon dioxide incubator.      

       1.    Genomic DNA Extraction Kit 
 (Kit components: nuclei lysis buffer, protein precipitation buf-
fer, DNA resuspension buffer).   

   2.    RNase A.   
   3.    Water bath. 

 Centrifuge.      

       1.    High-fi delity DNA polymerase ( Pfu , Promega, or Phusion 
polymerase).   

   2.    Thermocycler (Bio-Rad).   
   3.    Water bath.   
   4.    T7E1 enzyme and NEB buffer 2 (NEB).   
   5.    6× DNA loading buffer.   
   6.    Agarose for preparation of a 2 % agarose gel.   
   7.    Standard DNA gel electrophoresis reagents.   
   8.    100 bp DNA ladder.   
   9.    T vector (e.g., pGEM-T Easy Vector, Promega).   
   10.    Plasmid Isolation Kits.   
   11.    Sequencing primers.       

3    Methods 

        1.    A codon for an additional cysteine residue is incorporated at 
the C-terminus of the Cas9 gene by PCR amplifi cation using a 
full- length humanized Cas9 sequence containing the HA epit-
ope and the NLS sequence at its C-terminus as the template 
[ 16 ] ( see   Note    3  ).   

   2.    The amplifi ed Cas9 gene is then cloned into the pET28-(a), 
bacterial expression vector encoding a His-tag at the N- terminus 
driven by the T7 promoter (Fig.  2 ).

       3.    To express the Cas9 protein, a pET28-(a) vector encoding Cas9 
is transformed into  E. coli  BL21 cells, followed by plating onto 
Luria-Bertani agar medium containing 50 μg/mL kanamycin.   

2.9  Genomic DNA 
Isolation Components

2.10  Gene Disruption 
Detection and DNA 
Sequencing 
Components

3.1  Cas9 Protein 
Expression Using 
Bacterial 
Expression Vector

CPP-Mediated Direct Delivery of Cas9 Protein and Guide RNA
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   4.    A single transformed  E. coli  colony is cultured in Luria broth 
containing 50 μg/mL kanamycin as a starter culture 
overnight.   

   5.    On the following day, 0.1 OD600 of starter culture is inoculated 
into Luria broth containing 50 μg/mL kanamycin and incubated 
for 2 h until the OD600 reached between 0.4 and 0.8.   

   6.    To standardize the Cas9 protein expression, IPTG is added to 
a fi nal concentration of 0.1 mM, and the culture is incubated 
at 37 °C for 4 h or 0.5 mM at 30 °C for overnight.   

   7.    After the given incubation time, protein expression is arrested 
by incubating the culture at 4 °C, and cells were pelleted by 
centrifugation (18,407 × g) at 4 °C.   

   8.    Most of the expressed Cas9 proteins formed inclusion bodies 
at 37 °C in either 0.1 mM or 0.5 mM IPTG, while about 50 % 
of Cas9 proteins are expressed in soluble fraction at 30 °C 
overnight with 0.5 mM IPTG (Fig.  3 ).

              1.    Cells are collected by centrifugation and lysed by sonication 
(40 % duty, 10-s pulse, 30-s rest, for a total of 10 min, on ice) 
in a lysis buffer.   

   2.    After lysis, bacterial cell membrane is pelleted down by cen-
trifugation at 20,000 ×  g  for 20 min at 4 °C, and the superna-
tant is separated and collected into a new container.   

   3.    The Cas9 protein is purifi ed from the soluble fraction using a 
column containing Ni-NTA agarose resin and an AKTA prime 
instrument. The entire purifi cation process should be carried 
out at 4 °C.   

   4.    The AKTA program is created to equilibrate the column, load 
the sample onto the column through a buffer inlet, elute the 
bound proteins, and regenerate the column.   

   5.    The purifi cation procedure consists of two sequential steps – 
affi nity chromatography and  dialysis  :

   (a)    At the beginning of the purifi cation process, the column is 
washed with 15 column volumes of washing buffer con-
taining 20 mM imidazole.   

3.2  Cas9  Protein   
Purifi cation

  Fig. 2    Structure of the bacterial expression vector, pET28a, encoding the Cas9 
gene.  T7  T7 RNA polymerase promoter,  6× His tag  hexahistidine tag,  hSpCas9  
human codon-optimized  Streptococcus pyogenes  Cas9,  NLS  nuclear localization 
signal,  HA  hemagglutinin tag       
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  (b)    During the affi nity step, the lysed samples are loaded onto 
Ni-NTA agarose resin columns at a fl ow rate of 1 mL/min. 
Subsequently, the column is washed with 15 column volumes 
of washing buffer containing 20 mM imidazole at a fl ow rate 
of 1 mL/min. During the washing step, loosely attached con-
taminating proteins are eluted from the column.   

  (c)    The Cas9 with His-tagged proteins are fi nally eluted with 
2 column volumes of elution buffer containing 250 mM 
imidazole at a fl ow rate of 0.5 mL/min and collected in a 
fresh tube.   

  (d)    For the  dialysis   step, the eluted samples are loaded into a 
dialysis bag and dialyzed against storage buffer (50 mM 
Tris–HCl, pH 8.0, 200 mM KCl, 0.1 mM EDTA, 1 mM 
DTT, 0.5 mM PMSF, 20 % glycerol ( see   Note    4  ). The sam-
ples were aliquoted, frozen, and stored at −80 °C.    

      6.    A sample aliquot from each step of the protein purifi cation 
process is analyzed on SDS-PAGE by Coomassie blue staining 
(Fig.  4 ), and the protein concentration is determined using the 
Bradford assay.

               1.    RNA is transcribed in vitro through a runoff reaction using the 
T7 RNA polymerase and a MEGAshortscript kit.   

3.3  sgRNA 
Preparation

  Fig. 3    Expression of His-tagged Cas9  protein   in BL21  E. coli  cells. SDS-PAGE of 
insoluble (pellet) and soluble fractions (supernatant) after induction of protein 
expression at 30 °C overnight.  Arrows  indicate the expected position of the Cas9 
protein.  IPTG  isopropyl-β- D -thiogalactopyranoside       
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   2.    Templates for sgRNA  transcription   are generated by annealing 
and extension of two complementary oligonucleotides target-
ing our gene of interest.   

   3.    The designed oligonucleotide template contained the T7 pro-
moter sequence and a target sequence (5′-N20-3′). 
  Forward primer  (Template) 5′ GAAATTAATACGACTCAC
TATAGG  T   GACATCAATTATTATACATG  TTTTA
GAGCTAGAAATAGCAAGTTAAAATAAGGCTAGTCCG 3′ 
 (The CCR5 target sequence is in bold, and the T7 promoter 
sequence is underlined). 

  Universal reversal primer  

 5 ′ A A A A A A G C A C C G A C T C G G T G C C A C T T
TTTCAAGTTGATAACGGACTAGCCTTATTTTAACT
TGC 3′   

   4.    The frozen reagents are thawed, and the  transcription   reaction 
is assembled at room temperature. A single reaction of 20 μL 
is shown below. Reaction volume is scaled according to the 
requirement. 

 T7 10× Reaction Buffer  2 μL 

 T7 ATP Solution (75 mM)  2 μL 

 T7 CTP Solution (75 mM)  2 μL 

 T7 GTP Solution (75 mM)  2 μL 

 T7 UTP Solution (75 mM)  2 μL 

 Template DNA  <8 μL 

 T7 Enzyme Mix  2 μL 

 Nuclease-free water  Final volume to 20 μL 

  Fig. 4    SDS-PAGE of purifi ed Cas9 protein. ( a ) The 6× His-tagged Cas9 protein 
was purifi ed from the soluble fraction using a Ni-NTA column. ( b ) Pooled elution 
fractions 2–4 were dialyzed and used as the source of Cas9-m9R.  Arrows  indi-
cate the expected position of the Cas9 protein       
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       5.    The reaction mixture is gently agitated and incubated at 37 °C 
for at least 4 h or overnight ( see   Note    5  ).   

   6.    One microliter of TURBO DNase is added to the reaction 
mix, and it is incubated at 37 °C for another 15 min to remove 
any residual DNA template ( see   Note    6  ).   

   7.    The transcribed RNA is resolved on an 8 % denaturing urea- 
PAGE gel. RNA is recovered in nuclease-free water followed 
by phenol/chloroform extraction, chloroform extraction, and 
ethanol precipitation.   

   8.    Purifi ed RNA is quantifi ed by spectrometry and stored at 
−80 °C.      

       1.    Purifi ed Cas9 protein (1 mg) in storage buffer and m9R pep-
tide (50 μg) in PBS, pH 7.4, is prepared for conjugation ( see  
 Note    7  ).   

   2.    The conjugation is carried out by dropwise mixing of m9R 
with Cas9 protein with constant tapping of the tube to ensure 
uniform mixing.   

   3.    The reaction is allowed to proceed for 2 h at room tempera-
ture on a rotator or a vibrator.   

   4.    Finally, the excess-free or unconjugated m9R peptides are 
removed by dialyzing the samples against DPBS (pH 7.4) at 
4 °C for 24 h. DPBS is changed two or three times during 
 dialysis   ( see   Note    8  ).   

   5.    For  dialysis  , a 50-kDa molecular weight cutoff membrane is 
used to ensure that only the Cas9-m9R protein (~168 kDa) is 
retained in the dialysis bag, while the free m9R (~2 kDa) is 
removed.   

   6.    Cas9-m9R protein is collected from the  dialysis   membrane, 
and protein concentrations are determined using the Bradford 
assay.      

       1.    Cells are seeded at a concentration of 1 × 10 4  cells/well in a 
4-well plate 24 h prior to protein treatment.   

   2.    Twenty-four hours after plating, cells are washed with Opti- 
MEM (without antibiotics) ( see   Note    9  ) and incubated for 1 h 
prior to protein treatment.   

   3.    The sgRNA:9R complex is formed by incubation of 10 μg of 
sgRNA and 30–50 μg of 9R peptide in 100 μl of Opti-MEM 
medium at room temperature for 30 min to form nanoparti-
cles (Fig.  5 ).

       4.    A mixture of 150 μl Cas9-m9R (2 μM) protein and 100 μl 
sgRNA:9R (10:50 μg) complex is applied to the cells for 4–6 h 
at 37 °C.   

3.4  Conjugation 
of m9R to the  Cas9   
Protein

3.5  Cas9-m9R 
Protein and sgRNA:9R 
Treatments

CPP-Mediated Direct Delivery of Cas9 Protein and Guide RNA
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   5.    After 4 h of Cas9 protein treatment, cells are washed with PBS 
and incubated at 30 °C in serum-containing complete media.   

   6.     Steps 1 – 5  are repeated for two more days. Cells that had been 
treated for three times over three separate days are harvested 
by trypsinization for further analysis.      

       1.    To determine the mutation frequency in Cas9 protein-treated 
cells, the genomic DNA is isolated.   

   2.    A region containing the Cas9 target site can be PCR amplifi ed 
using high-fi delity DNA polymerase ( see   Note    10  ).   

   3.    The PCR amplicons are denatured by heating and are annealed 
to form heteroduplex DNA that is subjected to the  T7E1 assay  .   

   4.    Five units of T7 endonuclease 1, mismatch-sensitive nucleases 
are incubated with self-hybridized DNA for 15–20 min at 
37 °C ( see   Note    11  ).   

   5.    T7 endonuclease 1 recognizes and cleaves heteroduplex DNA 
at mismatches and extrahelical loops formed by single or mul-
tiple nucleotides (Fig.  6 ).

       6.    The reaction mix is then analyzed using 2 % agarose gel electro-
phoresis. For example, in experiments involving the CCR5 gene, 
we designed primers to obtain a 544-bp PCR amplicon, in 
which the target site lies at position 271. T7E1 treatment of the 
heteroduplexed DNA in the CCR5 group gave rise to two DNA 
bands of almost the same size (271 bp and 273 bp), which 
appeared as a single band after gel electrophoresis (Fig.  7 ).

       7.    Mutation frequencies are calculated as previously described 
based on the band intensities using ImageJ software [ 27 ].   

3.6  Evaluation 
of Mutant Cells 
and Sequencing

  Fig. 5    Scanning electron microscopy image of nanoparticles with an sgRNA:9R 
weight ratio of 1:5. Scale bar = 500 nm       
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  Fig. 6    Schematic overview of the  T7E1   nuclease assay. DNA segments including 
the Cas9 target site were PCR amplifi ed using genomic DNA isolated from cells 
treated with the Cas9 protein. The amplicons were melted, annealed, and sub-
jected to T7E1 nuclease, a mismatch-sensitive endonuclease. If the amplicon 
contains mutated as well as wild-type sequences, heteroduplexes can be formed 
that can be digested with T7E1 nuclease; homoduplexes cannot be digested with 
T7E1 nuclease. The T7E1-treated samples were then subjected to agarose gel 
electrophoresis. A schematic gel result is shown.  M  size marker       

  Fig. 7    The effects of CPP-mediated Cas9 delivery on endogenous gene modifi ca-
tion. HEK293T cells were treated with Cas9-m9R and sgRNA:9R directly target-
ing the  CCR5  gene, and the resulting mutation frequencies were determined 
using the  T7E1 assay  . The  arrow heads  indicate the expected position of DNA 
bands cleaved by the T7E1 nuclease       
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   8.    The equation used to calculate the mutation frequency is 
(%) = 100 × (1 − (1 − fraction cleaved) 1/2 ), where the fraction 
cleaved is the total relative density of the  cleavage   bands divided 
by the sum of the relative density of the cleavage bands and 
uncut bands.   

   9.    For sequencing, PCR products are cloned into the T vector 
using a pGEM-T Easy Vector PCR Cloning Kit. Cloned prod-
ucts are sequenced using the T7 promoter primer (5′ 
TAATACGACTCACTATAGGG 3′).       

4               Notes 

     1.    Other cells such as HeLa (a human cervical cancer cell line), 
NCCIT (a human embryonal carcinoma cell line), and H9 (a 
human embryonic stem cell line; from WiCell Research 
Institute, Madison, WI) have also been used with Cas9 pro-
tein delivery.   

   2.    Experimental conditions and growth media may differ for each 
cell line. For example, 293, HeLa, and NCCIT cells are typically 
cultured in Dulbecco’s modifi ed Eagle’s medium supplemented 
with 10 % fetal bovine serum and a penicillin/streptomycin mix. 
The H9 cells are cultured in DMEM/F12 medium supplemented 
with 20 % serum replacement, 1 % nonessential amino acids, 1 % 
penicillin–streptomycin, 0.1 mM β-mercaptoethanol, and 4 ng/
mL basic fi broblast growth factor in the presence of mitomycin 
C-treated mouse embryonic fi broblasts as feeder cells.   

   3.    The C-terminal cysteine of Cas9 containing free SH residue is 
capable of reacting selectively with the primary amine (-NH2) 
residue in m9R to form a thioether bond.   

   4.    We observed that glycerol concentrations that were higher 
than 20 % in the storage buffer lead to precipitation during the 
protein-CPP conjugation step.   

   5.    For most of these reactions, incubation times between 2 and 
4 h are suffi cient. Optimum incubation time is determined 
based on the template size and concentration. When synthetic 
oligonucleotides are used as templates, overnight incubation 
improves RNA yield.   

   6.    If large amount of DNA template are used, adding 2 μL of 
TURBO DNase helps to remove residual DNA from the reac-
tion mix.   

   7.    We recommend using low concentrations (about 1 mg/mL) 
of  Cas9   protein for CPP-protein conjugation. This is the ideal 
concentration for effi cient protein conjugation with minimal 
precipitation of Cas9 protein.   
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   8.    The Cas9 protein frequently precipitates during the  dialysis   
process. The glycerol content in the storage buffer should be 
less than or equal to 20 %, which results in minimal protein 
precipitation.   

   9.    We fi nd that using Opti-MEM improves  protein delivery   into 
cells when compared with serum-free DMEM media.   

   10.    It is critical to obtain a single amplicon from the genomic 
DNA. In cases of nonspecifi c PCR amplicons, we recommend 
performing nested PCR to yield a single amplicon for reliable 
quantifi cation of percent cutting effi ciency.   

   11.    Longer incubation times result in nonspecifi c  cleavage   or deg-
radation of PCR amplicons.         
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Chapter 8

Epigenetic Analysis of Endocrine Cell Subtypes 
from Human Pancreatic Islets

Jia Zhang and Klaus H. Kaestner

Abstract

Epigenetic mechanisms have been proposed to contribute to multiple complex diseases, including diabetes 
mellitus. Dissecting the epigenomic landscape of normal and disease states has greatly expanded our 
understanding of the regulation of key players in disease pathogenesis and is thus opening doors to novel 
therapeutic avenues. The human pancreatic islet is a pivotal micro-organ that maintains global glucose 
homeostasis. The heterogeneity of the islet impedes meaningful in-depth epigenetic analysis using whole 
islet tissue, because important marks in one cell type are masked by signals from other cell types. We 
describe here a detailed protocol for the isolation of highly purified endocrine cell subtypes (beta, alpha, 
and delta cells) from human cadaveric islets, to perform cell-type-specific epigenomic analysis of histone 
modifications as well as global gene expression profiling.

Key words Epigenetics, FACS, Human islets, RNA extraction, ChIP-seq, Beta cell, Alpha cell, Delta cell

1  Introduction

Epigenetics, the study of heritable changes in gene function or 
other traits without alterations in the nucleotide sequence, is 
beginning to revolutionize our interpretation of disease mecha-
nisms and therapeutic avenues [1, 2]. Epigenetic changes are con-
sidered the molecular basis that mediates the environmental impact 
on diabetes susceptibility, such as what can result from low birth 
weight, obesity, and aging [3]. Several types of epigenetic marks, 
for instance, various covalent modifications of the histones that 
from the nucleosome core, have been used to chart gene regula-
tory modules genome-wide. Thus, the presence of nucleosomes 
carrying histone H3 lysine 4 trimethylation (H3K4me3) typically 
marks active promoters, while histone H3 lysine 27 acetylation 
(H3K27Ac) is present at active enhancers, and histone H3 lysine 4 
monomethylation (H3K4me1) denotes poised enhancers, for 
example [4]. Moreover, manipulations of epigenetic marks are able 
to drive desirable changes in gene expression [5, 6], opening doors 
to novel versatile means to delay or reserve disease progression.



96

The human pancreatic islet, producing multiple potent glucose-
regulating hormones, is a pivotal micro-organ that helps to maintain 
global glucose homeostasis. At the forefront of the pathogenesis of 
diabetes mellitus, a worldwide epidemic, the islet has long been in the 
spotlight of diabetes research. The emerging epigenetic era presents 
us with formidable challenges as human islets contain multiple cell 
types; if analyzed as a whole, the distinct epigenetic signatures of an 
individual cell type are masked by signals from other cell types. Adult 
human islets are comprised of five endocrine cell types, classified by 
the main hormones they produce: insulin-secreting beta cells, gluca-
gon-producing alpha cells, somatostatin-releasing delta cells, pancre-
atic polypeptide-secreting PP cells, and ghrelin-releasing epsilon cells. 
Among these cells, beta, alpha and delta cells make up the majority of 
the endocrine mass, 54 %, 35 %, and 11 %, respectively [7]. In-depth 
epigenetic analysis of individual endocrine subtype is required to 
understand normal islet function and various stages of diabetes pro-
gression and to develop mechanism-based therapeutic strategies. In 
line with this notion, our group discovered that human alpha cells 
exhibit an intriguing epigenomic plasticity, in that many beta-cell sig-
nature genes are marked by both activating and repressing histone 
modifications in alpha cells. In addition, once repressive marks are 
erased, alpha cells can reactivate the “beta-cell program,” leading to 
ectopic expression of beta-cell genes, such as insulin and Pdx1 [6].

Here, we describe a protocol for cell-type-specific epigenomic 
analysis starting from isolated human islets from deceased organ 
donors. Briefly, as summarized in Fig. 1, we detail two fluorescence-
activated cell sorting (FACS) strategies to obtain highly pure beta, 

Fig. 1 Protocol outline. Overall outline of the protocol from human islets to data acquisition
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alpha, and delta cells, after which individual cell populations are 
subjected to chromatin preparation or RNA extraction. These 
methods have been adapted and modified from prior publications 
[8, 9]. Finally, RNA-seq and chromatin immunoprecipitation fol-
lowing sequencing (ChIP-seq) of key histone modifications are 
performed. Data from these studies are then analyzed and inte-
grated into high-resolution epigenomic maps.

2  Materials

	 1.	 Human cadaveric islets are obtained from the Integrated Islet 
Distribution Program (https://iidp.coh.org/secure/isle-
tavail/home.aspx).

	 2.	37 °C water bath.
	 3.	Eppendorf centrifuge 5804R (for 50  ml or 15  ml conical 

tubes).
	 4.	40 μM nylon strainer.
	 5.	1× PBS.
	 6.	100 % fetal bovine serum (FBS).
	 7.	0.05 % trypsin–EDTA.
	 8.	Antibodies:

Primary (gifts from Dr. Markus Grompe at the Oregon Health 
& Science University [8]).

	(a)	 HIC1-2B4 (HPi1) is a mouse IgG1 that labels all human 
islet cells (to slightly varying degrees; beta cells are a bit 
brighter than other endocrine cells). 1: 50 dilution.

	(b)	 HIC3-2D12 (HPa3) is a mouse IgM that differentially 
labels endocrine subtypes. Alpha cells are brightly labeled; 
delta cells are moderately labeled; and beta cells are dim to 
negative. This antibody also dimly labels duct cells, but 
these can be easily distinguished by their HIC1-2B4 nega-
tivity. 1:50 dilution.

	(c)	 HIC1-1C10 (HPx2) is a mouse IgM that labels acinar 
cells. 1:50 dilution.

Secondary:

	(a)	 R-Phycoerythrin-AffiniPure F(ab′)2 Fragment Goat Anti-
Mouse IgM, μ Chain (Jackson ImmunoResearch #115-
116-075) at 1:200 dilution.

	(b)	 Allophycocyanin-AffiniPure Goat Anti-Mouse IgG (sub-
classes 1+2a+2b+3), Fcγ (Jackson ImmunoResearch 
#115-135-164) at 1:200 dilution.

	 9.	FACS tubes.
	10.	DAPI (4′,6-diamidino-2-phenylindole, dihydrochloride).

2.1  FACS of 
Endocrine Cells from 
Human Cadaveric 
Islets

2.1.1  Surface Marker 
Sorting

Epigenetic Analysis of Islet Cell Subtypes
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	 1.	 RNase-free microcentrifuge tubes.
	 2.	RNaseZap.
	 3.	10×PBS, or 1× DEPC-treated PBS without Ca2+ and Mg2+.
	 4.	Bovine serum albumin (BSA).

To make 10 % BSA stock, dissolve 5 g BSA powder in 50 ml 
1×PBS and filter through a sterile centrifuge tube top filter unit.

	 5.	Saponin, molecular biology grade.
To make 1 % saponin stock, dissolve 0.5 g saponin in 50 ml 
1×PBS and filter through a sterile centrifuge tube top filter unit.

	 6.	Formaldehyde (32 % solution).
To make 1 % formaldehyde, dilute with 1×PBS (nuclease-free) 
in a chemical hood.

	 7.	RNasin Plus RNase Inhibitor.
	 8.	Antibodies:

	(a)	 Primary:

Guinea pig anti-insulin antibody (Invitrogen #18-0067): 
1:1000.
Goat antisomatostatin antibody (Santa Cruz #sc-7819): 
1:2000.

	(b)	 Secondary:

Cy5-conjugated Donkey anti-Guinea Pig IgG (Jackson 
ImmunoResearch #706-157-148).

1:500.

Cy2-conjugated Donkey anti-Goat IgG (Jackson 
ImmunoResearch # 705-225-147).

1:500.
	 9.	Low retention tubes.
	10.	Nanodrop 1000 spectrophotometer.
	11.	Qubit 3.0 Fluorometer (optional).

	 1.	 Qiagen RNeasy Mini (#74104) or Micro (# 74004) Kit.
	 2.	QIAshredder (Qiagen #79654).
	 3.	100 % ethanol.
	 4.	RecoverAll Total Nucleic Acid Isolation Kit.
	 5.	Agilent 2100 Bioanalyzer.
	 6.	Agilent RNA 6000 Nano Kit and Reagent.
	 1.	Ovation RNA-seq System V2 (NuGEN #7102-08).
	 2.	SuperScript II Reverse Transcriptase (Life Technologies 

#18064-014).

2.1.2  Intracellular 
Marker Sorting

2.2  Sample Purity 
Assessment 
by Quantitative 
Real-Time PCR 
(qRT-PCR) 
and RNA-seq

2.2.1  RNA Extraction
2.2.2  cDNA Synthesis
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	 3.	Oligo(dT)12-18 (Life Technologies #18418-012).
	 4.	dNTP (Life Technologies #10297-018).
	 5.	RNaseOUT (Life Technologies #10777-019).

	 1.	 NEBNext Ultra RNA Library Prep Kit for Illumina.
	 2.	NEBNext PolyA mRNA magnetic isolation module.
	 3.	NEBNext Muliplex Oligos for Illumina (Index primers set 1).
	 4.	Illumina HiSeq 2500 System (Illumina #SY-401-9001DOC).
	 5.	Agilent High Sensitivity DNA kit and reagent.
	 6.	Agilent Polypropylene 96-well PCR tube plates and Optical 

strip caps.
	 7.	Agilent Mx3000P qPCR system.
	 8.	DynaMag-2 Magnet.

	 1.	 2.5  M glycine: dissolve 190  mg of glycine powder in 1  ml 
H2O; make fresh for each use.

	 2.	ChIP whole cell lysis buffer: 10 mM Tris–HCl, pH 8.0, 10 mM 
NaCl, 3 mM MgCl2, 1 % NP-40, 1 % SDS, 0.5 % DOC.

1 M Tris–HCl (pH 8.0) 10 μl

5 M NaCl 2 μl

1 M MgCl2 3 μl

10 % NP-40 100 μl

10 % SDS 100 μl

10 % DOC 50 μl

50× protease inhibitor 20 μl

100× phosphatase inhibitor 10 μl

H2O 705 μl

Total 1 ml

	 3.	ChIP dilution buffer: 16.7 mM Tris–HCl pH 8.0, 167 mM 
NaCl, 0.01 % SDS, 1.1 % Triton X-100.

1 M Tris–HCl, 
pH 8.1

835 μl

5 M NaCl 1.67 ml

10 % SDS 50 μl

10 % Triton X-100 5.5 ml

H2O 41.9 ml

Total 50 ml

2.2.3  RNA-seq Library 
Preparation

2.3  ChIP 
and ChIP-seq
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	 4.	Wash buffer TSEI: 20 mM Tris–HCl (pH 8.0), 150 mM NaCl, 
2 mM EDTA, 0.1 % SDS, 1 % Triton X-100.

1 M Tris–HCl, pH 8.1 1 ml

5 M NaCl 1.5 ml

0.5 M EDTA 200 μl

10 % SDS 500 μl

10 % Triton X-100 5 ml

H2O 41.8 ml

Total 50 ml

	 5.	Wash buffer TSEII: 20  mM Tris–HCl (pH  8.0), 500  mM 
NaCl, 2 mM EDTA, 0.1 % SDS, 1 % Triton X-100.

1 M Tris–HCl, pH 8.1 1 ml

5 M NaCl 5 ml

0.5 M EDTA 200 μl

10 % SDS 500 μl

10 % Triton X-100 5 ml

H2O 38.3 ml

Total 50 ml

	 6.	ChIP buffer III: 10 mM Tris–HCl (pH 8.0), 0.25 M LiCl, 
1 mM EDTA, 1 % NP-40, 1 % deoxycholate.

1 M Tris–HCl, pH 8.1 500 μl

5 M LiCl 2.5 ml

0.5 M EDTA 100 μl

10 % NP-40 5 ml

10 % deoxycholic acid 5 ml

H2O 36.9 ml

Total 50 ml

	 7.	TE: 10 mM Tris–HCl (pH 8.0), 1 mM EDTA.

1 M Tris–HCl, pH 8.1 500 μl

0.5 M EDTA 100 μl

H2O 49.4 ml

Total 50 ml
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	 8.	Elution buffer: 1 % SDS, 0.1 M NaHCO3.

10 % SDS 100 μl

1 M NaHCO3 100 μl (84 mg in 1 ml H2O made 
fresh)

H2O 800 μl

Total 1 ml

	 9.	1 M Tris–HCl (pH 7.5), 500 mM EDTA, 10 mg/ml Proteinase K.
	10.	QIAquick PCR Purification Kit.
	11.	Covaris M220 focused-ultrasonicator instrument.
	12.	microTUBE with AFA Fiber Snap-Cap.
	13.	Agilent DNA 1000 kit and reagent.
	14.	Agilent High Sensitivity DNA Kit and reagent.
	15.	Antibodies: H3K4me3 (Abcam #8580), H3K27Ac (Abcam # 

ab4729), H3K27me3 (Upstate #07-449).
	16.	Protein-G agarose beads.
	17.	BSA, molecular biology grade.
	18.	NEBNext ChIP-seq Library Prep Reagent Set for Illumina 

(#E6200S).

3  Methods

	 1.	 To sediment islets, combine 30,000–40,000 islet equivalents 
(IEQ) of fresh human islets from cadaveric donors into two 
50 ml conical tubes, and centrifuge 4 min at 300 × g at room 
temperature. Remove supernatant and use supernatant to 
rinse residual islets out of flask. Centrifuge again at 300 × g at 
room temperature for 4 min, and carefully aspirate superna-
tant without disturbing pellets.

	 2.	To prepare a single-cell suspension, add 3 ml 0.05 % trypsin–
EDTA to each 50 ml tube; pipette up and down a few times to 
mix (see Note 2). Incubate in 37  °C water bath for 9  min. 
Pipette up and down a few times every 3 min.

	 3.	Remove tubes from water bath. Passage contents of both tubes 
through one strainer into one 50-ml conical tube in the fol-
lowing order (see Note 3).

(a)	 Passage contents of tube 1 through the strainer.

3.1  FACS of 
Endocrine Cells from 
Human Cadeveric 
Islets (See Note 1)

3.1.1  FACS of Beta 
and Alpha Cells 
from Human Islets Using 
Cell Surface Markers 
(Modified After [8])
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(b)	Use 1 ml 100 % FBS to rinse tube 1 and passage through 
strainer.

(c)	 Passage contents of tube 2 through strainer.
(d)	Use 1 ml 100 % FBS to rinse tube 2 and passage through 

strainer.
(e)	 Swirl tube, and if clumps develop, vortex tube for 2 s.

	 4.	Going forward, cells remain in one conical tube. Centrifuge at 
300 × g for 4 min, discard supernatant, and resuspend pellet in 
25 ml 1×PBS. Centrifuge 4 min at 300 × g again and resuspend 
pellet in 1–2 ml 2 % FBS in 1×PBS.

	 5.	Remove 10 μl of cell suspension to determine cell number. 
Add appropriate amount of 2 % FBS to achieve a final concen-
tration of 5 × 106 cells/ml.

	 6.	Set aside 100,000 cells in a FACS tube as negative control. 
Add appropriate amount of 2 % FBS for a final volume of 
500 μl. Store on ice until ready to proceed (see Note 4).

	 7.	Add three primary antibodies HIC1-2B4, HIC3-2D12, and 
HIC1-1C10 at 1:50 dilution to cell suspension; incubate for 
30 min at 4 °C with gentle agitation.

	 8.	To remove unbound primary antibodies, sediment cells by 
centrifugation for 4  min at 300 × g; resuspend in 25  ml 
1×PBS. Repeat centrifugation and resuspend cell pellet in 2 % 
FBS to a concentration of 5 × 106 cells/ml.

	 9.	Add two secondary antibodies to cell suspension at 1:200 dilu-
tion; incubate for 30 min at 4  °C with gentle agitation (see 
Note 5).

	10.	Remove unbound secondary antibodies as described in step 8. 
Transfer cell suspensions to FACS tubes.

	11.	To collect cells after sorting, coat new FACS tubes with 500 μl 
cold 1×PBS on ice. Add DAPI (final concentration: 500–
1000 ng/ml) to cell suspension just prior to sorting as marker 
of cell viability.

	12.	Analyze unstained negative control first in the cell sorter to set 
up gating parameters (see Note 6). Separate stained cells in the 
sorter and collect populations according to their fluorescent 
signals. A typical sorting outcome is presented in Fig. 2a. Once 
sorted, cells are ready to be used in RNA extraction (detailed 
in Subheading 3.1.3) or chromatin preparation for ChIP and 
ChIP-seq (detailed in Subheading 3.2). Cells can be stored on 
ice for 1 or 2 h prior to downstream applications.
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	 1.	 Wipe clean work surfaces, centrifuge, micropipettors, Pipet-
Aid, and gloves with RNaseZap.

	 2.	Prepare the following solutions in RNase-free 1×PBS. 
Preincubate solutions, especially antibody solutions, with 
RNasin for at least 10 min prior to use to inactivate any remain-
ing RNases. Invert gently to avoid introducing bubbles.

(a)	 Fix buffer: 1 % formaldehyde (w/v), 0.1 % saponin (w/v), 
1:50 RNasin.

3.1.2  FACS of Endocrine 
Beta and Delta Cells 
from Human Islets Using 
Intracellular Markers 
(Adapted from [9])

Fig. 2 Fluorescence-activated cell sorting for highly purified endocrine subtypes from human islets. (a, d) show 
representative sorting plots. After sorting, cells are subjected to contamination assessment in which insulin 
and glucagon or somatostatin gene expression levels from each fraction are measured by qRT-PCR and used 
to calculate the percentage of contamination (b, c, e, f). Both sorting methods provide high sample purity. 
Intracellular marker sorting is even more stringent, with an average 0.1 % contamination of delta cells in 
sorted beta cells, and 2.3 % contamination of beta cells in sorted delta cells
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Total volume: 1 ml/107 cells.

(b)	 Wash buffer: 0.2 % BSA (w/v), 0.1 % saponin, 1:200 
RNasin.
Total volume: 8 ml/107 cells.

(c)	 Staining buffer: 1 % BSA, 0.1 % saponin, 1:25 RNasin, 
antibody.
Total volume: 1 ml/107 cells per antibody stain.

(d)	 Sort buffer: 0.5 % BSA, 1:25 RNasin.
Total volume: 1 ml/107 cells.

	 3.	Starting from as few as 16,000 IEQ human islets, generate a 
single-cell suspension as described in Subheading 3.1.1, steps 
1–5.

For quality control of sorting purity, retain some islet cells 
prior to fixation and extract RNA.

	 4.	Wash cell pellet again and conduct following steps at 4 °C.
	 5.	Resuspend pellets in “fix buffer” at 1 ml/107 cells. Incubate 

for 10–15 min at room temperature (see Note 7).
	 6.	Centrifuge at 3000 × g for 3 min (see Note 8).
	 7.	Wash cells in “wash buffer.” Remove a small aliquot as staining 

negative control. Wash again. Resuspend the pellet in “stain buf-
fer” at 1 ml/107 cells with primary antibody or no antibody (neg-
ative gating control). Incubate for 30 min while gently rocking.

	 8.	Wash cells twice in “wash buffer” and then resuspend in “stain-
ing buffer” with secondary antibodies. Wrap tubes in alumi-
num foil to prevent quenching of the fluorophores. Incubate 
for 30 min while gently rocking.

	 9.	Wash cells twice in “wash buffer” before resuspending in “sort 
buffer” (0.5–1 ml/107 cells). Keep cells on ice for sorting.

	10.	Prime and flush fluidics of cell sorter with DEPC-treated water 
and DEPC-treated PBS in sheath fluid. Coat the inside of 
FASC tubes with cold “sort buffer” for cell collection after 
sorting (see Note 9). A typical sorting result is shown in 
Fig. 2d.

Depending on the yield from FACS, use Qiagen RNeasy Mini (for 
106–107 cells) or RNeasy Micro Kit (for <5 × 105 cells) or equiva-
lent kits from other vendors for RNA extraction.

	 1.	 Sediment sorted cells by a 4 min spin at 300 × g. Loosen pellet 
by flicking, and add RLT plus buffer supplemented with 
β-mercaptoethanol (10  μl per 1  ml buffer RLT plus): for 
<5 × 106 cells, add 350 μl buffer; for 5 × 106 to 1 × 107 cells, add 
600 μl buffer.

	 2.	To homogenize lysate, transfer the lysate directly into a 
QIAshredder spin column, and centrifuge for 2 min at maxi-
mum speed (see Note 10).

3.1.3  Assessment 
of Sample Purity 
by Quantitative Real-Time 
PCR (qRT-PCR) 
and RNA-seq

RNA Extraction from Sorted 
Cells Using Surface 
Markers
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	 3.	Add 1 volume of 70 % ethanol to the lysate, and mix well by 
pipetting. Do not centrifuge. Transfer the entire mixture to an 
RNeasy spin column placed in a 2 ml collection tube. Close the 
lid gently, and centrifuge for 15 s at 9,391 × g. Discard the flow 
through.

	 4.	To wash the spin column membrane, add 700 μl buffer RW1 
to the column and repeat the centrifugation as step 3; subse-
quently add 500 μl Buffer RPE and centrifuge for 2 min at 
9,391 × g.

	 5.	Place the RNeasy spin column in a new 1.5 ml collection tube. 
Add 30–50 μl RNase-free water directly to the spin column 
membrane. Close the lid gently, and centrifuge for 1 min at 
9,391 × g to elute the RNA.

	 6.	Repeat elution one more time with eluate to obtain a higher 
RNA concentration.

	 1.	 Centrifuge sorted cells at 3000 × g for 6 min at 4 °C, and aspi-
rate supernatant as much as possible with care not to disturb 
cell pellet.

	 2.	Add 100  μl of digestion buffer and 4  μl protease from the 
RecoverAll Kit. Mix gently by pipetting up and down. Incubate 
on clean heat block at 50 °C for 3 h.

	 3.	Proceed with the reminder of the RecoverAll procedure for 
RNA isolation or freeze samples at −80 °C until ready for pro-
cessing. Elute the RNA in 60  μl of nuclease-free water (see 
Note 11).

	 4.	Measure RNA concentration with NanoDrop 1000 or Qubit 
3.0 Fluorometer. Assess RNA quality with Agilent 2100 
Bioanalyzer and Agilent RNA Nano or Pico Kit. A RNA integ-
rity number (RIN) greater than 8 is considered good quality. 
Store RNA at −80 °C.

	 1.	 cDNA synthesis

(a)	 Starting material: high quality RNA, >10 ng
Synthesize first-strand cDNA as below:

●● Add the following components to a nuclease-free 
microcentrifuge tube (see Note 12):

Oligo (dT)12-18 (500 μg/ml) 1 μl

Total RNA (10–30 ng) X μl

dNTP Mix (10 mM each) 1 μl

Nuclease-free, distilled water to 12 μl

●● Incubate mixture at 65 °C for 5 min and quickly chill on 
ice. Briefly spin down the contents of the tube and add:

RNA Extraction from Fixed 
and Sorted Cells Using 
Intracellular Markers

qRT-PCR to Assess 
Sample Purity (See 
Representative Sample 
Purities from Five to Six 
Individual Human 
Donors in Fig. 2b, c, e, f)
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5× first-strand buffer 4 μl

0.1 M DTT 2 μl

RNaseOUT (40 units/μl) 1 μl

●● Pipette to mix the content in the tube gently and incu-
bate the tube at 42 °C for 2 min.

●● Add 1 μl (200 unites) of SuperScript II RT, and mix by 
pipetting gently up and down and incubate at 42 °C 
for 50 min.

●● Inactivate the reaction by 15  min-incubation at 
70 °C. The cDNA is ready to be used as template for 
qRT-PCR.

(b)	 Starting material: poor-quality and low-abundance RNA 
(RIN < 8, amount <10 ng)
Synthesize amplified cDNA using Ovation RNA-seq V2 
System (see Note 13) following the manufactures’ instruc-
tion. The resulting SPIA cDNA is suitable for qRT-PCR 
and RNA-seq.

	 2.	qRT-PCR

(a)	 Set up qRT-PCR reactions in triplicates for each sample as 
below:

cDNA 0.5 μl

2× SYBR Green 9.5 μl

Primer mix (forward and reverse 
primers, 10 μM each)

0.5 μl

H2O 9.5 μl

Total 20 μl

Primer sequences:

Gene
Forward primer 
sequence

Reverse primer 
sequence

Hypoxanthine-guanine 
phosphoribosyltransferase 1 (HPRT1)

gcagactttgctttccttgg aacacttcgtggggtccttt

Insulin (INS) aggccatcaagcagatcact gcacaggtgttggttcacaa

Glucagon (GCG) gaattcattgcttggctggt ctggcggcaagattatcaag

Somatostatin (SST) ccaaccagacggagaatgat ccatagccgggtttgagtta

(b)	 Perform the following PCR program on a qPCR instru-
ment (e.g., Agilent Mx3000P qPCR system).
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95 °C for 3 min, 1 cycle

95 °C for 5 s, 60 °C for 20 s, 40 cycles

95 °C for 1 min, 60 °C for 30 s, 95 °C for 30 s, 1 cycle

	 Gene expression units HPRT C GeneCT T= -( )2 1
	

Sample purity is calculated as percentage of contamination by the 
opposite cell type:

	

%Alpha cell contamination in Beta cell population purity Alpha ( ) = (( )
( )

´

GCG GCGexpression units Beta cells expression units Alpha c/ eells( ) 	

	

%Beta cell contamination in Alpha cell population purity Beta ( ) (= ))
( )

´

INS INSexpression units Alpha cells expression units Beta ce/ llls( ) 	

	

%Beta cell contamination in Delta cell population purity Beta ( ) (= ))
( )

´

INS INSexpression units Delta cells expression units Beta ce/ llls( ) 	

	

%Delta cell contamination in Beta cell population purity Delta ( ) = (( )
( )

´

SST SSTexpression units Beta cells expression units Delta c/ eells( ) 	

	 1.	 Perform mRNA isolation, fragmentation, and priming using 
NEBNext PolyA mRNA magnetic isolation module,

	 2.	Using NEBNext Ultra RNA Library Prep Kit, generate RNA-
seq libraries from RNA from the previous step as follows: 
cDNA synthesis, end repair, adaptor ligation, PCR library 
enrichment multiplexing, and purify PCR reaction using 
Agencourt AMPure XP beads.

	 3.	Assess library quality by analyzing 1  μl of library on a 
Bioanalyzer using DNA high-sensitivity chip. A successful 
library displays a narrow distribution on the electrorphero-
gram, with a peak size approximately 300 bp (see Note 14).

	 4.	Sequence libraries on Illumina HiSeq2500.

	 1.	 Synthesize double-stranded SIPA cDNA using Ovation RNA-
seq System V2.

	 2.	To fragment cDNA to 150 bp, add 110 μl TE to 20 μl purified 
SIPA cDNA, and transfer total 130 μl mix to a 130 μl micro-
TUBE with AFA Fiber snap-cap. Place microTUBE in Covaris 
Ultrasonicator M220 and run preloaded protocol for DNA 
shearing for size of 150 bp, and evaluate the outcome by DNA 
1000 chip on a Bioanalyzer.

Preparation of RNA-seq 
Library

For High-Quality, 
High-Abundance RNA

3.1.3.0.1  For Low-
Integrity and/or Abundance 
RNA
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	 3.	Following the manual of NEBNext Ultra RNA Library Prep 
Kit, apply 55.5 μl of fragmented cDNA from previous step to 
end repair, adaptor ligation, and PCR library enrichment and 
multiplexing, and purify PCR reaction using Agencourt 
AMPure XP beads.

	 4.	Evaluate library quality and subject samples to sequencing as in 
subheading “For High-Quality, High-Abundance RNA” steps 
3 and 4.

	 1.	 Resuspend fixed and sorted cells from Subheading  3.1.2 in 
130 μl cold ChIP Whole Cell Lysis Buffer.

	 2.	Shear chromatin using Covaris Ultrasonicator M220 with the 
following protocol:

Duty cycle, 5 %; bath temperature, 7  °C; intensity peak incident 
power, 75 W; cycles per burst, 200; processing time, 4 min; 
cell number, 0.3–3 × 106 cells/130 μl volume.

	 3.	Take 10 μl sheared chromatin to prepare input and to assess 
chromatin shearing, add 90 μl 1×PBS and 3.5 μl NaCl, and 
incubate at 65 °C overnight. Snap freeze the remainder, and 
store at −80 °C.

	 4.	On the next day, add 4 μl 1 M Tris–HCl (pH 7.5), 2 μl 500 mM 
EDTA, and 1 μl 10 mg/ml Proteinase K to input to reverse 
cross-linking; incubate for 1 h at 45 °C, and purify using the 
QIAquick PCR Purification Kit. Elute in 50 μl EB.

	 5.	Analyze 1 μl of elute on a Bioanalyzer to check for appropriate 
shearing using DNA 1000 chip.

	 1.	 Thaw chromatin and place on ice. Add chromatin from mini-
mum 105 sorted cells to 1 ml of ChIP dilution buffer freshly 
supplemented with 20  μl 50× protease inhibitor, mix with 
antibody (~2 μg), and rotate in cold room overnight.

	 2.	Wash protein-G agarose with 1 ml cold ChIP dilution buffer as 
follows:

(a)	 Add 1 ml ChIP dilution buffer to appropriate amount of 
agarose slurry (40 μl per sample)

(b)	 Mix by inverting, then sediment the beads by a spin at 
376 × g for 30 s, and repeat steps a and b two additional 
times

	 3.	To block protein-G agarose, resuspend agarose in appropriate 
amount of cold ChIP dilution buffer with BSA as follows, and 
rotate in cold room overnight.

Prepare 100 μl ChIP dilution buffer/BSA mix for each sam-
ple as below:

3.2  ChIP-seq 
Analysis of Histone 
Modifications

3.2.1  Preparation 
of Chromatin

3.2.2  Immuno 
precipitation and Recovery 
of DNA
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Protein-G agarose slurry 20 μl (from 40 μL of agarose slurry)

10 mg/ml BSA 10 μl

50× protease inhibitor 2 μl

ChIP dilution buffer 68 μl

	 4.	On the next day, add 100 μl of blocked protein-G agarose to 
each chromatin sample, and rotate in cold room for 1 h

	 5.	Centrifuge agarose for 30  s at 376 × g, and aspirate 
supernatant.

	 6.	To wash protein-G agarose after immunoprecipitation, add 
1 ml of room temperature buffer TSEI to agarose pellet, and 
rotate mix at room temperature for 5 min; sediment agarose 
30 s at 376 × g; aspirate supernatant.

	 7.	Repeat wash as in step 6 using buffer TSE II, ChIP Buffer III 
and TE.

	 8.	Add 100 μl freshly made elution buffer to final pellet and rotate 
15 min at room temperature, sediment agarose as before, and 
transfer supernatant (containing ChIP DNA) to a new tube.

	 9.	Add an additional 100 μl elution buffer to pellet, repeat elu-
tion, and combine two eluates.

	10.	Add 8 μl 5 M NaCl per 200 μl eluate and incubate at 65 °C 
overnight.

	11.	On the next day, add 8 μl 1 M Tris–HCl, pH 7.5, 4 μl 0.5 M 
EDTA, and 1 μl 10 mg/ml proteinase K to each tube, incubate 
1 h at 45 °C.

	12.	Purify DNA using Qiagen PCR purification kit, and elute in 
50 μl EB. To validate ChIP, perform qRT-PCR to assess the 
enrichment of ChIP DNA relative to input DNA within posi-
tive and negative control genomic regions, and calculate 

enrichment ratio 
C I
C I

+ +
- -

/
/

. C+ and I+ are ChIP and input CT 

values at the positive control, whereas C− and I− are ChIP and 
input CT values at negative control. Enrichment ratios greater 
than 10 are indicative of successfully ChIP.

	 1.	 To prepare a ChIP-seq library, start with 40 μl of ChIP DNA 
and input DNA from Subheading 3.2.2, and use NEBNext 
ChIP-seq Library Prep Reagent Set to perform end repair, 
dA-tailing of end-repaired DNA, adaptor ligation, and PCR 
enrichment of DNA library/multiplexing. AMPure XP beads 
are used to size select and cleanup DNA between each step.

	 2.	Assess library quality as described in Subheading  3.1.3 and 
subject samples to sequencing.

3.2.3  Preparation 
of ChIP-seq Library 
and High-Throughput 
Sequencing
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4  Notes

	 1.	Either FACS using antibodies against cell surface antigens or 
intracellular hormones can be used to isolate high-purity beta 
cells and alpha cells. For delta cell purification, however, due to 
the lack of specific cell surface marker, FACS using from fixed 
and permeabilized islet cells and an antibody against 
Somatostatin is currently the most reliable means.

	 2.	Resuspend in 1 ml 0.05 % trypsin–EDTA first, and then add 
additional 2 ml 0.05 % trypsin–EDTA; mix again.

	 3.	To help content pass through the strainer, gently press a p1000 
tip against the strainer membrane in a swirling motion.

	 4.	Can pause at this point for a few hours.
	 5.	As secondary antibodies are conjugated with light-sensitive 

fluorophores, for all incubation and washing steps onward, 
wrap tubes with aluminum foil to prevent quenching of fluo-
rescent signals.

	 6.	Human islet cells have notoriously high autofluorescence. It is 
important to have unstained cells from each donor as a nega-
tive control to ensure precise gating parameters.

	 7.	If sorted cells are intended for ChIP, cross-link them in 500 μl 
“fix buffer” containing 1 % formaldehyde for exactly 10 min at 
room temperature on a rotator. Stop cross-linking by adding 
20 μl 2.5 M glycine (190 mg in 1 ml H2O) to every 500 μl fix 
buffer, and rotate at room temperature for 5 min. Prolonged 
fixation impedes downstream chromatin shearing.

	 8.	After fixation/permeabilization, cells are more buoyant and 
resistant to centrifugation. Subsequent centrifugation steps 
occur at this higher g-force for shorter duration to reduce time 
during which RNA degradation may occur. During wash steps, 
take care when removing supernatant so as to not aspirate a 
thin layer of cell pellet on the side of the tube.

	 9.	Low retention tubes (1.5 ml) can be used to collect cells after 
FACS to minimize cell loss.

	10.	Flow-through can be snap frozen and stored at −80  °C for 
future use.

	11.	If low cell numbers are collected (<105 cells), elute RNA still 
bound to the column for the second time with 60  μl of 
nuclease-free water. In addition, RNA can be vacuum concen-
trated if needed.

	12.	The reaction volume can be scaled up if RNA concentration is low.
	13.	The Ovation RNA-seq System V2 offers two advantages to cir-

cumvent low sample quality and abundance. (a) RNA amplifi-
cation is initiated at the 3′ end as well as randomly throughout 
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the whole transcriptome in the sample, so low-integrity RNA 
can also be successfully amplified. (b) The final cDNA amplifi-
cation step usually produces enough material for both qRT-
PCR assays and RNA-seq from one sample.

	14.	If peaks around 80 bp (primers) or 128 bp (adaptor dimer) are 
present in the Bioanalyzer traces, bring up the sample volume 
to 50 μl exactly with nuclease-free water and repeat the AMPure 
XP bead clean up steps.
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    Chapter 9   

 eIF3 Regulation of Protein Synthesis, Tumorigenesis, 
and Therapeutic Response                     

     Ji-Ye     Yin     ,     Zizheng     Dong    , and     Jian-Ting     Zhang      

  Abstract 

   Translation initiation is the rate-limiting step of protein synthesis and highly regulated. Eukaryotic initia-
tion factor 3 (eIF3) is the largest and most complex initiation factor consisting of 13 putative subunits. A 
growing number of studies suggest that eIF3 and its subunits may represent a new group of proto- 
oncogenes and associates with prognosis. They regulate translation of a subset of mRNAs involved in many 
cellular processes including proliferation, apoptosis, DNA repair, and cell cycle. Therefore, unveiling the 
mechanisms of eIF3 action in tumorigenesis may help identify attractive targets for cancer therapy. Here, 
we describe a series of methods used in the study of eIF3 function in regulating protein synthesis, tumori-
genesis, and cellular response to therapeutic treatments.  

  Key words     Eukaryotic initiation factor 3 (eIF3)  ,   Translational control  ,   Protein synthesis  , 
  Tumorigenesis  ,   Therapeutic response  

1      Introduction 

 Gene expression is regulated primarily at  levels      of  transcription   and 
translation. Translation is a process of transferring genetic informa-
tion from mRNA to protein, and, thus, its deregulation results in 
abnormal gene expression. Aberrant  protein synthesis   and dysreg-
ulation of  mRNA      translation have been associated with diseased 
state such as cancer [ 1 – 5 ]. In eukaryotes, mRNA translation is a 
complicated process consisting of three major steps: initiation, 
elongation, and termination [ 6 ]. Translation initiation is the rate- 
limiting step of protein synthesis and therefore highly regulated. 
Eukaryotic initiation factors (eIFs) are proteins that play important 
roles in the initiation step. 

 Among all human eIFs, eIF3 is the largest and most complex 
one consisting of 13 putative subunits, which are named as eIF3a 
to eIF3m. A growing number of studies suggest that eIF3 subunits 
may associate with  tumorigenesis   and  therapeutic response   through 
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regulating protein synthesis [ 3 ,  7 ,  8 ]. Here, we describe a series of 
techniques and methods used in the study of eIF3 in regulating 
protein synthesis,  tumorigenesis     , and therapeutic  response     .  

2    Materials 

       1.    EDTA.   
   2.    Goat and fetal bovine serum.   
   3.    H 2 O 2 .   
   4.    Phosphate-Buffered Saline (PBS).   
   5.    Bovine serum albumin (BSA).   
   6.    Propidium iodide (25 μg/ml).   
   7.    AMV reverse transcriptase.   
   8.    Reverse  Transcription   System Kit (Promega, Madison, WI, 

USA).   
   9.    Fluorescent SYBR Green dyes.   
   10.    Culture media supplemented with 10 % serum.   
   11.    Lipofectamine 2000 (Invitrogen, Carlsbad, CA, USA).   
   12.    Dimethyl sulfoxide (DMSO).   
   13.    Annexin V-FITC Apoptosis Detection Kit I (BD Pharmingen, 

San Jose, CA, USA).   
   14.    DAPI or Hoechst-33342 dye.   
   15.    [ 35 S] methionine     .   
   16.    Trichloroacetic acid (TCA).   
   17.    Cycloheximide (CHX)      .   
   18.    RNeasy Mini Kit (Qiagen, Hilden, Germany).   
   19.    T7 or SP6 RNA polymerase.   
   20.    rNTP.   
   21.    Dithiothreitol (DTT).   
   22.    RNasin.   
   23.    m 7 GpppG.   
   24.    DNase I.   
   25.    Rabbit reticulocyte lysate (RRL) system (Promega, Madison, 

WI, USA).   
   26.    Opti-MEM I (Invitrogen, Carlsbad, CA, USA).   
   27.    Lipofectin (Invitrogen, Carlsbad, CA, USA).   
   28.    Passive Lysis Buffer (Promega, Madison, WI, USA).   
   29.    Luciferase Reporter Assay Kit (Promega, Madison, WI, USA).   
   30.    α[ 32 P]- UTP     .   
   31.    RNase mixture (4 μg/μl RNase A and 5 U/μl RNase T1).   

2.1  Reagents
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   32.     Biotin  -11- CTP     .   
   33.     Streptavidin   MagneSphere Paramagnetic Particles (Promega, 

Madison, WI, USA).   
   34.    Phenol/chloroform/isoamyl alcohol.   
   35.    Ammonium acetate.   
   36.    Lithium chloride.   
   37.    Glycogen.   
   38.    100 % ethanol.   
   39.    RNase-free water.      

       1.    Lysis buffer 1 [50 mM Tris–HCl (pH 7.4), 150 mM NaCl, 1 % 
Triton X-100, 1 % sodium deoxycholate, 0.1 % SDS, 1 % NP-40, 
1 mM sodium orthovanadate, 1 mM EDTA, 1 mM sodium 
fl uoride, 100 mg/ml phenylmethylsulfonyl fl uoride (PMSF), 
100 mg/ml DTT].   

   2.    1× binding buffer 1 [10 mM Hepes/NaOH (pH 7.4), 140 mM 
NaCl, 2.5 mM CaCl 2 ].   

   3.    Polysome extraction buffer [10 mM Tris–HCl (pH 7.4), 
150 mM NaCl, 5 mM MgCl 2 , 1 % Triton X-100, 40 mM DTT, 
0.1 mg/ml CHX, and 1 mg/ml heparin].   

   4.    Binding buffer 2 [20 mM Hepes (pH 7.9), 100 mM KCl, 10 % 
glycerol, 1 mM EDTA, 1 mM DTT, 1 mM PMSF, and 5 mM 
MgCl 2 ].   

   5.    Wash buffer 1 (10 mM (Hepes), 20 mM KCl, 1 mM MgCl 2 , 
1 mM  DTT     , and 1 mM PMSF).   

   6.    Lysis buffer 2 (10 mM Hepes, pH 7.0, 100 mM KCl, 5 mM 
MgCl 2 , 0.5 % NP-40, 1 mM DTT, 100 units/ml RNase  inhibi-
tor     , protease inhibitor cocktail).   

   7.    Wash buffer 2 (50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 
1 mM MgCl 2 , 0.05 % NP-40).   

   8.    Immunoprecipitation buffer (50 mM Tris–HCl, pH 7.4, 
150 mM NaCl, 1 mM MgCl 2 , 0.05 % NP-40, 20 mM EDTA, 
pH 8.0, 1 mM DTT, 100 units/ml RNase inhibitor).   

   9.    Proteinase K solution (50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 
1 mM MgCl 2 , 0.05 % NP-40, 1 % SDS, 1.2 mg/ml proteinase K).   

   10.    Crystal violet staining solution (0.5 % crystal violet in 20 % 
methanol).   

   11.    0.6 % and 0.3 % agar solution in cell culture medium.   
   12.    10 % formalin buffer.   
   13.    5 mg/ml thiazolyl blue tetrazolium bromide solution in 1× 

PBS.      

2.2  Buffers 
and Solutions

 Methods for Evaluating eIF3 Function
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       1.    pCβA vector control.   
   2.    pCβA-eIF3 subunit.   
   3.    eIF3 subunit siRNAs.   
   4.    Scrambled control  siRNAs     .       

3    Methods 

   Expression of various  eIF3      subunits has been found to be altered 
in various human cancers [ 7 ], and it has also been found that eIF3a 
may localize in different subcellular compartments [ 9 ,  10 ]. Thus, 
to investigate the expression of eIF3 subunits and their subcellular 
localization, it is necessary to detect these proteins effectively in 
either cell line models or in clinical samples. For studies involving 
manipulation of eIF3 expression using ectopic overexpression or 
RNA  interference      knockdowns, it is also necessary to effectively 
detect these proteins using different methods. 

       1.    Cells are lysed in lysis buffer 1 [50 mM Tris–HCl (pH 7.4), 
150 mM NaCl, 1 % Triton X-100, 1 % sodium deoxycholate, 
0.1 % SDS, 1 % NP-40, 1 mM sodium orthovanadate, 1 mM 
EDTA, 1 mM sodium fl uoride, 100 mg/ml phenylmethylsul-
fonyl fl uoride (PMSF), 100 mg/ml dithiothreitol (DTT)] at 
4 °C for 30 min.   

   2.    Protein concentration of the lysate is determined using the 
Bradford method.   

   3.    Then, protein samples are separated by 10 % sodium dodecyl 
sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and 
transferred to polyvinylidene difl uoride (PVDF) membranes.   

   4.    The membranes are then blocked with 5 % nonfat milk and 
incubated with eIF3 subunit antibodies overnight followed by 
washing and incubation with horseradish peroxidase-conju-
gated secondary antibodies.   

   5.    The reaction is detected using  ECL      reagents, and the signals 
are captured by X-ray fi lms or by imaging systems.      

       1.    To conduct IHC staining, serial 4-mm thick sections are cut 
from tissue blocks and mounted on slides. The slide containing 
maximum amount of  tumors      is selected for each case, and one 
representative slide from each case is used.   

   2.    Sample sections on slides are fi rst baked at 60 °C for 30 min 
followed by incubation in xylene for 2× 10 min and rehydra-
tion through graded ethanol to distilled water.   

   3.    Antigen retrieval is done by heating samples in 1 mmol/L 
EDTA (pH 8.0) for 20 min.   

2.3  Plasmids 
and siRNAs

3.1  Detection of EIF3 
Expression 
and Localization

3.1.1  Western Blot

3.1.2  Immunohisto
chemistry (IHC)
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   4.    Nonspecifi c staining is blocked by 10 % goat serum in PBS buf-
fer for 20 min at room temperature, and endogenous peroxi-
dase activity is quenched by incubation in 3 % H 2 O 2  for 10 min.   

   5.    Slides are then incubated with eIF3 subunit antibody/antibod-
ies or PBS control at 4 °C overnight followed by incubation 
with biotinylated secondary antibody and peroxidase-conju-
gated  streptavidin  .   

   6.    The staining is then visualized by using 3,3′-diaminobenzidine 
tetrahydrochloride substrate, and all samples are counter-
stained with hematoxylin and eosin (H&E) before viewing 
with an inverted microscope ( see   Note    1  ).      

       1.    For immunofl uorescence staining, cells are seeded on a glass 
coverslip in a six-well plate and allowed to grow until near 
confl uence.   

   2.    The cells on cover glass are washed three times with ice-cold 
phosphate-buffered saline and fi xed with acetone/methanol 
(1:1) at room  temperature      for 10 min and incubated at 4 °C 
for 30 min with blocking solution (1 % BSA in PBS).   

   3.    The cells are then probed with eIF3 antibodies for 1 h at 4 °C 
followed by incubation with secondary  antibody      conjugated 
with fl uorescein isothiocyanate (FITC) at 4 °C for another 1 h.   

   4.    After washing three times with blocking solution, cell nuclei 
are counterstained with propidium iodide (25 μg/ml) for 
10 min ( see   Note    2  ).   

   5.    The coverslips are then mounted on the slides and viewed with 
a confocal microscope.      

       1.    Firstly, total RNA is isolated using RNeasy Mini Kit (Qiagen, 
Hilden, Germany).   

   2.    1 μg of the total RNAs is reverse-transcribed with 0.5 μg ran-
dom primers and 15 unit AMV reverse transcriptase in a total 
volume of 20 μl at 42 °C for 1 h using Reverse Transcription 
System Kit (Promega, Madison, WI, USA).   

   3.    The real-time PCR is then carried out in a real-time PCR sys-
tem with fl uorescent SYBR Green dyes.   

   4.    The cycle threshold value (C t ) is defi ned as the PCR cycle 
number at which the reporter fl uorescence crosses the thresh-
old. The C t  of each product is determined and normalized 
against that of the internal control (β-actin or GAPDH).       

   A large number of studies showed that some eIF3 subunits may play 
important roles in  tumorigenesis  , including eIF3a, eIF3b, eIF3c, 
eIF3h, and eIF3i, using ectopic overexpression and siRNA knock-
down [ 11 – 22 ] and  assays      detecting the effect of eIF3 on cell growth, 
apoptosis, malignant transformation, and tumor formation. 

3.1.3  Immunofl uore
scence (IF)

3.1.4  Real-Time Reverse 
 Transcription  - Polymerase 
Chain Reaction (RT-PCR)

3.2  EIF3-Induced 
Tumorigenic Assays

 Methods for Evaluating eIF3 Function
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       1.    Cells are seeded in a 6-well plate and maintained in culture 
media supplemented with 10 % serum ( see   Note    3  ).   

   2.    It is followed by transfection with 4 μg pCβA vector control 
and  eIF3      subunit-expressing constructs for overexpression or 
50 nmol/L eIF3 subunit and scrambled control siRNAs for 
knockdown using Lipofectamine 2000 (Invitrogen, Carlsbad, 
CA, USA).   

   3.    Following incubation for 48 h post-transfection, cells can be 
harvested for further analysis.   

   4.    To establish stable clones with eIF3 subunit overexpression, 
the transiently transfected cells are collected 24 h post-trans-
fection and replated in 100-mm dishes followed by selection 
with 0.6–1.0 mg/mL G418 for 2 weeks.   

   5.    The G418-resistant clones are further propagated for testing 
eIF3 expression using real-time PCR and Western blot analyses 
as described above. The positive stable clones are then main-
tained in the presence of 0.2 mg/mL G418 for further analysis.      

       1.    Colony formation assay is performed by seeding 100 cells per 
well in six-well plates and cultured for 10–14 days with medium 
changed every 2–3 days.   

   2.    At the end of the assay, cell colonies are stained with crystal 
violet (0.5 % crystal violet in 20 % methanol) for 20 min and 
washed thoroughly with water. The visible colonies are counted 
manually.   

   3.    For anchorage-independent growth assay, cells are suspended 
at a density of 2.5 × 10 3  cells/ml in 0.3 % agar solution in cell 
 culture      medium.   

   4.    1 ml of this suspension is overlaid on top of a 0.6 % agar layer 
made in cell culture medium in a six-well plate.   

   5.    Cells are then cultured for 14–25 days with fresh medium 
changed every 2–3 days.   

   6.    At the end of assays, the cells are stained as described above 
and visible colonies are counted manually.      

       1.    Xenograft tumor formation in immune defi cient mice ( see  
 Note    4  ) is an essential assay to investigate the  tumorigenesis   
function of eIF3 genes.   

   2.    Approximately 1 × 10 7  cells are injected subcutaneously into 
7-week-old nonobese diabetic/severe combined immunodefi -
cient (NOD/SCID)       or nude mice (one injection/mouse).   

   3.    Tumor growth is measured by a caliper twice a week for a total of 
4–9 weeks. The tumor volume is calculated from two perpendicu-
lar diameters using the formula: volume = (length/2) × (width 2 ).   

   4.    To confi rm the xenograft tumor pathology, tumor tissues are 
removed, measured, and fi xed in 10 % formalin buffer.   

3.2.1  Ectopic 
Overexpression 
and Knockdown of eIF3

3.2.2  Colony Formation 
and Anchorage- 
Independent Growth Assay

3.2.3  Xenograft Tumor 
Formation Assay
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   5.    After staining with H&E, samples are subjected to standard 
histology and pathology analyses.       

   In addition to the potential role of eIF3 in  tumorigenesis  , eIF3 has 
also been found to associate with prognosis [ 14 ,  23 – 26 ] possibly 
by regulating cellular response to anticancer drugs [ 14 ,  27 ]. Thus, 
assays to analyze cellular response to different anticancer drugs are 
important for studying the role of eIF3 in  cell      survival against anti-
cancer drugs and in drug-induced  apoptosis     . 

       1.    MTT assay is the easiest and one of the most commonly used 
approaches for studying cell survival.   

   2.    Cells are seeded in 96-well plates at a density of 2000 cells/
well and cultured for 24 h before treating the cells with anti-
cancer drugs at different concentrations for 3 days.   

   3.    The culture medium is then removed, and thiazolyl blue tetra-
zolium bromide is added to a fi nal concentration of 0.5 mg/ml 
followed by incubation for 4 h at 37 °C.   

   4.    The formazan is then solubilized by adding 150 μl/well 
dimethyl sulfoxide (DMSO) and OD 570nm  is measured in a 
 microplate      reader.   

   5.    The half of maximal inhibitory concentration (IC 50 ) values can 
be obtained from the dose–response curves.   

   6.    Alternatively, colony formation assay as described above can be 
used to investigate survival following drug treatments.      

   Apoptosis can be detected using several assays, and in the following 
section, we describe two assays that have been used to study eIF3. 
Annexin V staining is a most commonly used method to quantita-
tively measure apoptotic cell populations:

    1.    Firstly, cells are seeded in 6-well plate and allowed to attach 
overnight.   

   2.    Then, the medium is replaced with  fresh      one containing anti-
cancer drugs and the cells are cultured for 24 h.   

   3.    The cells are then washed twice with ice-cold phosphate- 
buffered saline and resuspended in 1× binding buffer 1 [10 mM 
Hepes/NaOH (pH 7.4), 140 mM NaCl, 2.5 mM CaCl 2 ] at 
1 × 10 6  cells/ml and incubated with FITC-conjugated Annexin 
V antibody and propidium iodide counterstain for  DNA   using 
Annexin V-FITC Apoptosis Detection Kit I (BD Pharmingen, 
San Jose, California, USA).   

   4.    About 10,000  cells      in each sample are analyzed using a BD 
FACSCalibur fl ow  cytometer  . Cell apoptosis profi les are ana-
lyzed using BD CellQuest Pro   software  .   

3.3   Therapeutic 
Response  

3.3.1  Survival Methyl 
Thiazolyl Tetrazolium 
(MTT) Assay

3.3.2  Apoptosis Assay

 Methods for Evaluating eIF3 Function
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   5.    Another assay is based on the staining of disintegrated nuclei 
by using DAPI or Hoechst-33342.   

   6.    Briefl y, cells following anticancer drug treatment are harvested 
and stained with 1 μg/ml DAPI or 1 μg/ml Hoechst-33342 
dye.   

   7.    The stained cells are then mounted onto a polylysine-coated 
slide by centrifugation and examined under a fl uorescent 
microscope.   

   8.    A total of 300–400 nuclei from fi ve randomly chosen fi elds are 
examined, and the nuclei displaying distinctive apoptosis- 
associated morphological changes are scored. Apoptosis can be 
quantifi ed as a fraction of the total number of nuclei 
examined.       

   One mechanism of eIF3 regulation of cell proliferation and 
response to insults is that they differentially regulate translation of 
a subset of specifi c cancer and survival-related mRNAs [ 13 ,  28 , 
 29 ]. Several  assays      can be used to detect translational regulation. 

       1.    [ 35 S]methionine labeling in live cells is widely used to measure 
total or specifi c protein synthesis.   

   2.    Briefl y, 1 × 10 5   cells      per well are seeded in a 24-well plate in 
triplicates and incubated for 24 h followed by washing three 
times with serum-free and methionine-free medium.   

   3.    The cells are then incubated with methionine-free media sup-
plemented with 20 μCi/ml [ 35 S]methionine for 30 min, 
washed for three  times  , and harvested.   

   4.    Next, cells are lysed followed by separation on SDS-PAGE and 
autoradiography analysis for determination of global protein 
synthesis or immunoprecipitation of specifi c proteins of inter-
est and then separation on SDS-PAGE and autoradiography 
analysis of specifi c proteins.   

   5.    Alternatively, cell  lysates      are precipitated with 10 % TCA. The 
acid-insoluble material is collected on a fi lter by rapid fi ltration, 
and the radioactivity is determined by scintillation counting to 
quantify global protein synthesis.      

       1.    Polysomes are defi ned as mRNA bound with multiple ribo-
somes during translation; it represents actively translated 
mRNAs [ 30 ]. Thus, analyzing polysomes using high- 
throughput methods enables profi ling of actively translated 
mRNAs.   

   2.    Approximately 5 × 10 7  cells are incubated at 37 °C prior to the 
experiment. Cycloheximide (CHX) is fi rstly added into the 
medium at a fi nal concentration of 0.1 mg/ml for 10 min at 
37 °C.   

3.4   Protein 
Synthesis   Assays

3.4.1  Metabolic Labeling

3.4.2  Polysome Profi ling 
Analysis
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   3.    The medium is then removed and  cells      are washed twice with cold 
 PBS      containing 0.1 mg/ml CHX followed by harvesting cells.   

   4.    The cells are lysed using 500 μl polysome extraction buffer 
[10 mM Tris–HCl (pH 7.4), 150 mM NaCl, 5 mM MgCl 2 , 
1 % Triton X-100, 40 mM DTT, 0.1 mg/ml CHX, and 1 mg/
ml heparin].   

   5.    Extracts are incubated on ice for 15 min with occasional vor-
texing followed by centrifugation to remove nuclei and debris. 
500 μl supernatant is recovered and layered onto 10 ml, 
10–50 % linear sucrose gradients in extraction buffer lacking 
Triton X- 100  .   

   6.    The gradients are centrifuged at 38,000 ×  g  for 3 h at 4 °C.   
   7.    Then polysome profi les are monitored by collecting fractions and 

concomitant measurement of the absorbance at 254 nm. 
Polysomal RNAs are extracted using RNeasy Mini Kit (Qiagen, 
Hilden, Germany) and subjected to further analysis ( see   Note    5  ).      

       1.    In vitro translation in rabbit reticulocyte lysate can be pro-
gramed using cRNAs, which can also be generated using 
in vitro transcription [ 31 – 34 ].   

   2.    To perform in vitro transcription, cDNA templates are linear-
ized by digestion with restriction endonuclease, and cRNA 
transcripts carrying both 5′-cap and 3′-poly(A) tail are synthe-
sized by incubating 15 units T7 or SP6 RNA polymerase in the 
presence of 5 μg linearized DNA, 0.5 mM rNTP, 10 mM 
DTT, 60 units RNasin, and 30 mM m 7 GpppG in a fi nal vol-
ume of 50 μl at 37 °C for 1.5 h.   

   3.    After digestion with 3 units DNase I at 37 °C for 15 min, the 
in vitro cRNA transcripts are then purifi ed using RNeasy Mini 
Kit (Qiagen, Hilden, Germany).   

   4.    For in vitro translation, about 50 ng of in vitro capped cRNA 
transcripts are used to program cell-free translation in rabbit 
reticulocyte lysate (RRL) system (Promega, Madison, WI, 
USA) in a fi nal volume of 10 μl containing 3.5 μl  RRL      in the 
presence of [ 35 S] methionine      and purifi ed eIF3a proteins fol-
lowed by SDS-PAGE separation and  autoradiography   
analyses.      

       1.    RNA-Based Luciferase Reporter Assay can quantitatively mea-
sure translational regulation in a convenient way and to study 
the role of UTRs in  translational control  .   

   2.    For this assay, in  vitro   transcripts with specifi c UTRs of inter-
ests are advised to be used in place of DNA constructs encod-
ing the transcripts.   

   3.    Briefl y, 2 × 10 5  cells/well are seeded into 6-well plates on the 
day before transfection. Cells are then washed once with Opti- 

3.4.3  In Vitro 
 Transcription   
and Translation

3.4.4  RNA-Based 
Luciferase Reporter Assay

 Methods for Evaluating eIF3 Function
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MEM I (Invitrogen, Carlsbad, CA, USA) with reduced serum 
medium and incubated with a mixture containing 12.5 μg 
Lipofectin (Invitrogen, Carlsbad, CA, USA), 1 μg transcripts, 
and 1 ml Opti-MEM  I   medium.   

   4.    At 8 h after transfection, cells are lysed in 500 μl 1× Passive 
Lysis Buffer (Promega, Madison, WI, USA). The luciferase 
activities can be determined using Luciferase Reporter Assay 
Kit (Promega, Madison, WI, USA).       

   eIF3 proteins have been reported to regulate translation of a sub-
set of specifi c cancer-related mRNAs possibly by directly binding 
to these mRNAs [ 11 ,  29 ,  31 ]. Therefore, assays to assess eIF3–
nucleic acid interactions are important for understanding the 
molecular mechanism of eIF3 function in translational regulation. 

       1.    UV cross-linking is a powerful method to detect RNA-binding 
 proteins      [ 11 ,  31 ]. UV irradiation can trigger the formation of 
covalent bond between RNA and its binding  proteins     .   

   2.    RNA probes are fi rstly generated using in vitro  transcription   as 
described above in the presence of 70 μCi α[ 32 P]-UTP and 
purifi ed using RNeasy Mini Kit (Qiagen, Hilden, Germany).   

   3.    The RNA probe is then diluted to 1 × 10 5  cpm/μl and mixed 
with 20 μg purifi ed eIF3 proteins or total cell lysate and 30 μg 
 E. coli  tRNA in binding buffer 2 [20 mM Hepes (pH 7.9), 
100 mM KCl, 10 % glycerol, 1 mM EDTA, 1 mM DTT, 1 mM 
PMSF, and 5 mM MgCl 2 ] followed by incubation at RT for 
30 min and irradiation by UV (254 nm, 5.4 J/cm 2 ).   

   4.    Following digestion using 10 μl RNase mixture (4 μg/μl 
RNase A and 5 U/μl RNase T1) at 37 °C for 30 min, the mix-
ture can be separated by SDS-PAGE for autoradiography if 
purifi ed protein is used.   

   5.    In the case of cell lysate, the reaction mixture is subjected to 
immunoprecipitation of the eIF3 protein of interest followed 
by SDS-PAGE separation and autoradiography.      

       1.    EMSA is a standard affi nity electrophoresis method to detect 
protein–nucleic acid (DNA or RNA) interactions [ 11 ,  35 ,  36 ].   

   2.    For RNA EMSA, RNA probes are fi rstly generated using in vitro 
 transcription   in the presence of α[ 32 P]-UTP and purifi ed by 
using RNeasy Mini Kit as described above. Then 1–5 μg purifi ed 
proteins or total cell lysate is mixed with 200 μg/mL of yeast 
tRNA, in binding buffer [10 mM HEPES (pH 7.9), 50 mM 
KCl, 10 % glycerol, 0.2 mg/ml BSA, 1 mM DTT, and 0.2 mM 
PMSF], and 4 × 10 4  cpm α[ 32 P]-labeled RNA  probes     .   

   3.    The mixture is incubated for 30 min at room temperature and 
unbound probes are digested by 100 units RNase T1 for 

3.5  EIF3-mRNA 
Binding Assays

3.5.1  UV Cross-Linking

3.5.2  RNA 
Electrophoretic Mobility 
Shift Assay (EMSA)
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15 min at 30 °C. The reaction mixtures are then separated on 
non- denaturing PAGE. The signal is detected by  autoradiogra-
phy      ( see   Note    6  ).      

       1.    Pulldown assays using biotinylated RNA probes have an advan-
tage of avoiding the use of radio isotopes [ 11 ,  31 ].   

   2.    The biotinylated RNA probes are generated using in vitro 
 transcription   as described above but in the presence of 
0.625 mM  Biotin  -11-CTP and purifi ed as described above.   

   3.    Biotinylated RNA probe is incubated with 20 μg purifi ed eIF3 
proteins or total cell lysate and 30 μg  E. coli  tRNA in binding 
buffer 2 [20 mM Hepes (pH 7.9), 100 mM KCl, 10 % glycerol, 
1 mM EDTA, 1 mM DTT, 1 mM PMSF, and 5 mM MgCl 2 ] at 
RT for 1 h and followed by UV irradiation (254 nm, 5.4 J/cm 2 ).   

   4.    The RNA– protein complexes   are then digested by 10 μl RNase 
mix (4 μg/μl RNase A and 5 U/μl RNase T1) at 37 °C for 
30 min and isolated using 0.5 mg/ml  Streptavidin   MagneSphere 
Paramagnetic Particles (Promega, Madison, WI, USA) at room 
temperature for 30 min, followed by washing for three times 
with wash buffer 1 (10 mM Hepes, 20 mM KCl, 1 mM MgCl 2 , 
1 mM dithiothreitol, and 1 mM PMSF).   

   5.    The pulldown materials are then separated by SDS-PAGE and 
analyzed using Western blot probed by antibodies specifi c to 
the  eIF3      proteins of interest.      

       1.    The above methods are directed for studies using in vitro tran-
scribed RNA probes. To investigate interaction between 
 endogenous  proteins      and RNAs, RNA immunoprecipitation 
can be used.   

   2.    Firstly, cells are lysed in lysis buffer 2 (10 mM Hepes, pH 7.0, 
100 mM KCl, 5 mM MgCl 2 , 0.5 % NP-40, 1 mM DTT, 100 
units/ml RNase inhibitor, protease inhibitor cocktail) by 
pipetting up and down 7–10 times followed by incubation on 
ice for 5 min and then freezing at −80 °C overnight.   

   3.    Next day, protein A-conjugated magnetic beads are washed 
with wash buffer 2 (50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 
1 mM MgCl 2 , 0.05 % NP-40) for one time and then resus-
pended in 100 μl wash buffer containing 5 μg eIF3 antibody 
followed by incubation for 30 min at room temperature, wash-
ing for three times, and resuspended in 900 μl immunoprecipi-
tation buffer (50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 
1 mM MgCl 2 , 0.05 % NP-40, 20 mM EDTA, pH 8.0, 1 mM 
DTT, 100 units/ml RNase inhibitor).   

   4.    The cell lysate is thawed quickly and cleared by centrifugation 
at 15,000 ×  g  for 10 min at 4 °C. Aliquot 10 μl of the cell lysate 

3.5.3  Pulldown Assay 
Using Biotinylated RNA 
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and mark it as input and store it at −80 °C. Mix 100 μl cell 
lysate to the bead suspension above and incubate at 4 °C for 
4–6 h or overnight with agitation. At the end of incubation, 
the beads are collected and washed with the wash buffer for 6 
times. Finally, the beads are resuspended in 150 μl proteinase 
K solution (50 mM Tris–HCl, pH 7.4, 150 mM NaCl, 1 mM 
MgCl 2 , 0.05 % NP-40, 1 % SDS, 1.2 mg/ml proteinase K), 
while the cell lysate input is thawed and mixed with 140 μl 
proteinase K solution, followed by incubation at 55 °C for 
45 min and mixing with 250 μl wash buffer to make the fi nal 
volume to 400 μl.   

   5.    The mixtures are then extracted with phenol/chloroform/iso-
amyl alcohol. The RNA is precipitated by adding 1/6 volume 
5 M ammonium acetate, 1/20 volume 7.5 M lithium chloride, 
1/60 volume 5 mg/ml glycogen, and 2.5 volume ethanol and 
storing at −80 °C overnight. The RNAs are recovered and dis-
solved in 20 μl RNase-free  water     .   

   6.    Take 6 RNA µL samples to do reverse transcription to synthe-
size cDNA and analyze by quantitative PCR.        

4          Notes 

     1.    Quantifi cation of  IHC      staining is diffi cult but important to be 
performed. All IHC staining of tissue sections should be evalu-
ated independently by at least two pathologists. Microscopic 
fi elds with the highest degree of immunoreactivity should be 
chosen for analysis, and at least 1000 cells need to be analyzed 
in each case. The score of cells exhibiting staining in each case 
is evaluated semiquantitatively. A numeric intensity score is set 
from 1 to 4 (1 for no, 2 for weak, 3 for moderate, and 4 for 
strong staining). The fraction score (0–100 %) is defi ned by the 
percentage of positive tumor cells per slide. Total score range 
of 0–400 is obtained by multiplying the intensity score and the 
fraction score. The scores can be used to conduct statistical 
analysis as both continuous and binary variable by defi ning 
high and low expression levels.   

   2.    Here, we described the use of FITC-conjugated secondary 
antibody and propidium iodide for staining. Other fl uorescein 
(e.g., rhodamine)-labeled antibodies and nuclei staining dye 
(e.g., DAPI) can also be used.   

   3.    Ectopic and knockdown expression should be performed in 
eIF3 low and high expression cells, respectively. For example, 
immortalized non-cancer cell lines such as NIH3T3, RIE, 
IEC, and IMR-90 cells with low eIF3a expression can be used 
to establish eIF3a overexpression cell lines, while cancer cell 
lines such as H1299, A549, HeLa, and MCF7 cells with high 
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endogenous eIF3a expression can be used to knockdown 
eIF3a expression [ 11 ,  13 ,  14 ,  27 ,  28 ,  37 ].   

   4.    It is noteworthy that in vivo studies using animal models need 
to be approved by institutional animal care and use committee 
before initiation of  animal      study.   

   5.    Since polysome profi ling enables analysis of the translational 
level of a large number of mRNAs, high-throughput methods 
should be used to detect these mRNAs. Previously,  microarray   
is the major method to conduct the high-throughput analysis 
[ 6 ,  38 ]. With the rapid development of next-generation 
sequencing,  RNA-seq   is replacing microarray and becoming a 
powerful method to analyze polysome profi ling. It is, thus, 
recommended.   

   6.    For supershift and competition, 2 μL of specifi c  antibodies      
against target eIF3 proteins or 100-fold cold probe is added to 
the reaction mixture and incubate for 30 min before adding 
α[ 32 P]-labeled probe.         
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    Chapter 10   

 High-Resolution Gene Expression Profi ling of RNA 
Synthesis, Processing, and Decay by Metabolic Labeling 
of Newly Transcribed RNA Using 4-Thiouridine                     

     Andrzej     J.     Rutkowski     and     Lars     Dölken      

  Abstract 

   Cellular RNA levels are orchestrated by highly regulated processes involving RNA synthesis (transcription), 
processing (e.g., splicing, polyadenylation, transport), and degradation. Profi ling these changes provides 
valuable information on the regulation of gene expression. Total cellular RNA is a poor template for 
revealing short-term changes in gene expression, alterations in RNA decay rates, and the kinetics of RNA 
processing as well as the differentiation thereof. Here, we describe the metabolic labeling and purifi cation 
of newly transcribed RNA with 4-thiouridine, by which these limitations are overcome.  

  Key words     4-Thiouridine  ,   Biotin  ,   Streptavidin  ,   Newly transcribed RNA  ,   RNA processing  ,   RNA 
decay  ,   Gene expression profi ling  ,   Microarray  ,   RNA-seq  

1      Introduction 

 Cellular RNA levels are subject to extensive regulation involving 
alterations in the rates of RNA synthesis ( transcription  ), processing 
(e.g., splicing, polyadenylation, transport), and  decay        . Activation of 
cellular signaling pathways following both internal and external 
stimuli commonly results in substantial alterations in transcription 
rates [ 1 ]. However, changes in RNA degradation rates as well as 
impaired  RNA processing   may also signifi cantly alter gene expres-
sion of both coding and noncoding RNAs [ 2 – 4 ]. High-throughput 
transcriptional analysis like microarrays or next-generation sequenc-
ing ( RNA-seq  ) can provide important insights into the underlying 
molecular mechanism [ 5 ]. A major constraint of these analyses is 
the poor temporal resolution for kinetic changes. It is important to 
note that this is not a specifi c problem of these technologies but 
rather due to intrinsic properties of the involved biological samples. 
As such, total RNA levels of a transcript with an RNA half-life of 
10 h will simply take 10 h to go down by twofold following a 
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complete shutdown (e.g., >1000-fold downregulation) of 
  transcription  . The inability to differentiate changes in RNA synthe-
sis rates from changes in  RNA decay   rates represents another major 
limitation. RNA decay rates can be studied by monitoring ongoing 
RNA  decay         over time following transcriptional arrest, e.g., by 
administrating actinomycin D [ 6 ]. However, this approach is not 
readily applicable to all models due to its cell-invasive nature and 
detrimental impact on host cell physiology. In addition, it relies on 
the detection of very small differences in total RNA levels and is 
thus inherently imprecise for more than half of all cellular genes [ 7 ]. 
Finally, the contribution of changes in  RNA processing   remains elu-
sive. As such, while the alternatively spliced transcripts themselves 
are easily revealed by  RNA-seq  , the kinetics of this regulation and 
thus the underlying molecular mechanisms are not depicted. 

 All these problems can be overcome by metabolic labeling of 
 newly transcribed RNA   using  4-thiouridine   (4sU-tagging;  see  
Fig.  1 ). This approach provides direct access to newly synthesized 

add 4sU to cell
culture medium

4-thiouridine
(4sU) isolate total cellular RNA

thiol-specific biotinylation
(Biotin-HPDP or MTS-Biotin)

apply to streptavidin beads

add reducing agent
(DTT)

newly synthesized
RNA

unlabeled
RNA

OH HO

O
OHO N

S

HN

  Fig. 1    Schematic overview on 4sU-tagging. Metabolic labeling of newly tran-
scribed is initiated when 4sU is added to the cell culture  medium        . Following 
 isolation   of total cellular RNA, 4sU residues in  newly transcribed RNA   are thiol- 
specifi cally biotinylated. This allows separation of total RNA into newly tran-
scribed (4sU-RNA) and unlabeled pre-existing RNA using  streptavidin  -coated 
magnetic beads. 4sU-RNA is recovered from the beads by adding a reducing 
agent, which cleaves the disulfi de bond between 4sU and  biotin  . 4sU- RNA         is 
recovered by column purifi cation or isopropanol/ethanol precipitation       
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transcripts with minimal toxic effects [ 7 – 10 ]. Metabolic labeling is 
started by adding 4sU to cell culture medium and stopped by cell 
lysis followed by  isolation   of total cellular RNA. As RNA from 
mammalian cells does not contain thiol groups, the thiol-labeled 
newly transcribed RNA can be specifi cally biotinylated generating 
a disulfi de bond between  biotin   residues and newly transcribed 
RNA molecules. This tag then allows rigorous purifi cation of newly 
transcribed RNA using  streptavidin  -coated magnetic beads. Newly 
transcribed RNA is fi nally recovered from the beads by simply add-
ing a reducing agent (dithiothreitol), which cleaves the disulfi de 
bond and releases the newly transcribed RNA molecules from the 
beads. The purifi ed newly transcribed RNA can then be directly 
subjected to qRT-PCR,  microarray   analysis, and  RNA-seq  . 
Employing this approach, snapshot pictures of the real-time kinet-
ics of eukaryotic gene expression are obtained [ 11 – 13 ].

   We recently applied this approach to study host cell modulation 
in lytic herpesvirus infections. During the fi rst 6 h of lytic murine 
cytomegalovirus infection, discrete clusters of  genes         regulated with 
distinct kinetics were identifi ed revealing the underlying molecular 
signaling events as well as viral counter-regulation thereof [ 14 ]. 
Applying both 4sU-tagging and ribosome profi ling [ 15 ] to the full 
course of lytic herpes simplex virus 1 (HSV-1) infection, we eluci-
dated detailed changes in RNA synthesis and processing as well as 
their impact on translation throughout infection [ 16 ]. Analysis of 
RNA molecules transcribed and processed at specifi c times of infec-
tion (defi ned by the exposure of the cells to 4sU) by  RNA-seq   
revealed HSV-1 to disrupt  transcription   termination of cellular but 
not viral genes with dramatic effects on cellular gene expression. In 
addition, we surprisingly found that splicing, which according to 
textbook knowledge is globally  inhibited by HSV-1, remains fully 
intact throughout infection. In contrast, poly(A) read-through and 
 transcription   into downstream genes were associated with a failure 
in splicing. These fi ndings highlight the benefi ts of profi ling newly 
transcribed rather than total RNA. 

 Under steady-state conditions, RNA synthesis compensates for 
ongoing  RNA decay  . Therefore, the ratios of newly transcribed/
total or newly transcribed/unlabeled RNA allow measurements of 
RNA  half-lives   [ 12 ,  17 ,  18 ]. These are much more precise than 
RNA half-lives obtained by transcriptional arrest [ 17 ]. When all 
three RNA fractions, i.e. newly transcribed, total and unlabeled, 
pre-existing RNA, are analyzed, both data normalization and data 
quality control are intrinsically provided by a linear regression anal-
ysis model [ 17 ]. In case of non-steady-state conditions, compre-
hensive analysis of the changes in  transcription   rates and total RNA 
levels allows computational modeling of kinetic changes in  RNA         
synthesis and decay [ 11 ,  13 ]. Finally, it is important to note that 
the mean age of  newly transcribed RNA   (4sU-RNA) depends on 
the duration of 4sU exposure (i.e., it increases with the duration of 
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4sU-labeling). Therefore, when 4sU-RNA is isolated following 
different durations of labeling and then analyzed by  RNA-seq   ( see  
 Note    1  ), the kinetics of  RNA processing   are revealed at nucleotide 
resolution [ 19 ]. In conclusion, 4sU-tagging provides access to the 
dynamics of RNA synthesis, processing, and decay in eukaryotic 
cells including all major model organisms [ 7 ,  11 ,  20 ]. 

 In this chapter, the methodology to metabolically label, bioti-
nylate, and purify newly transcribed RNA from total cellular RNA 
is described. In all our previous work, we employed  Biotin  -HPDP 
to biotinylate the 4sU residues in  newly transcribed RNA  . Biotin- 
HPDP is a 100 % thiol-selective, reversible biotinylation agent. It 
results in the formation of a disulfi de bond between 4sU and  bio-
tin  , allowing subsequent  cleavage   and release of unbiotinylated 
RNA from the  streptavidin   beads using a reducing agent (e.g., 
dithiothreitol). In addition,  Biotin  -HPDP is not water soluble and 
can thus be effi ciently removed from the RNA samples by chloro-
form extraction. In contrast to more highly reactive biotinylation 
reagents like iodoacetyl-biotin, Biotin-HPDP only biotinylates 
about one in three 4sU residues in 4sU-labeled RNA [ 7 ]. A recent 
report shows that more effi cient biotinylation can be achieved with 
methanethiosulfonate (MTS)- biotin        , which, just like  Biotin  - 
HPDP, is reversible and water insoluble. However, it is not 100 % 
thiol-specifi c (unpublished observations) and may thus cause prob-
lems with unspecifi c biotinylation of RNA, particularly when rather 
small amounts of RNA are to be purifi ed (ultra-short 4sU-label-
ing). Nevertheless, 4sU- tagging performed using MTS-biotin now 
allows studies on RNA synthesis and turnover of smaller RNA spe-
cies (e.g., miRNAs) [ 21 ]. In order to compensate for the greater 
amount of biotin residues introduced, when using MTS-biotin, 
the volume of  streptavidin   beads mentioned in this protocol should 
be doubled [ 21 ]. As further optimisation is still required for using 
MTS-biotin, this protocol only describes the use of Biotin-HPDP.  

2    Materials 

 Prepare all solutions using nuclease-free water. Using in-house 
purifi ed, deionized water can result in problems due to the pres-
ence of trace amounts of RNases or reducing agents and might 
lead to the complete loss of labeled RNA. Therefore, we strongly 
recommend buying commercially available nuclease-free NaCl, 
Tris–HCl, EDTA, and water. Take all necessary precautions to 
ensure nuclease-free conditions at all times. All solutions/reagents 
should be stored at room temperature unless otherwise specifi ed. 

       1.     4-thiouridine  : dissolve in sterile water to 50 mM stock concen-
tration, store in small  aliquots   of 50–500 μl at −20 °C, discard 
unused reagent after use (do not refreeze).   

2.1  Metabolic 
Labeling and  Isolation   
of Total Cellular RNA
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   2.    TRIzol, store at 4 °C.   
   3.    15 ml polypropylene tubes SuperClear™ GateFree™, in con-

trast to standard  Falcon         tubes, these tolerate up to 20,000 ×  g .   
   4.    Polypropylen adaptors for four 15 ml “Falcon” tubes 

62 × 120 mm.   
   5.    Chloroform.   
   6.    Isopropanol.   
   7.    DEPC (to inactivate RNases), store at 4 °C.   
   8.    Sodium citrate: make 1.6 M stock solution, treat with 0.1 % 

DEPC overnight with shaking to eliminate  RNases   and auto-
clave thereafter, alternatively buy nuclease-free sodium citrate, 
and dissolve using nuclease-free water.   

   9.    5 M nuclease-free NaCl.   
   10.     RNA         precipitation buffer: 1.2 M NaCl, 0.8 M sodium citrate.   
   11.    Ethanol.   
   12.    Nuclease-free  H 2 O  .      

       1.    1 M nuclease-free Tris–HCl, pH 7.5.   
   2.    500 mM nuclease-free EDTA, pH 8.0.   
   3.    Nuclease-free 10× biotinylation buffer (BB): 100 mM Tris–

HCl, pH 7.4, 10 mM EDTA, store in aliquots of 1–1.5 ml at 
4 °C.   

   4.    Dimethylformamide.   
   5.    EZ-Link  Biotin  -HPDP: 1 mg/ml stock concentration dissolved 

in dimethylformamide, gentle warming will ensure complete 
solubilization, store in aliquots of 1 ml at 4 °C ( see   Note    2  ).   

   6.    Nuclease-free H 2 O.   
   7.     Chloroform        .   
   8.    Phase Lock Gel (2.0 ml) Heavy Tubes.   
   9.    Isopropanol.   
   10.     Ethanol  .      

       1.    μMacs Streptavidin Kit (Miltenyi,  see   Note    3  ).   
   2.    Magnetic Stand (Miltenyi, one stand holds four or eight col-

umns of the μMacs Streptavidin Kit).   
   3.    Tween 20.   
   4.    Washing buffer (WB): 100 mM, Tris–HCl, pH 7.5, 10 mM 

EDTA, 1 M NaCl, 0.1 % Tween 20.   
   5.    Dithiothreitol (DTT): 100 mM DTT in nuclease-free H 2 O, 

always prepare fresh before use.   
   6.    RNeasy MinElute  Kit  , store columns at 4 °C.       

2.2  Biotinylation 
of Thiol-Labeled, 
 Newly Transcribed 
RNA  

2.3   Streptavidin   
Capture
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3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. 

   As 4-thiouridine is very effi ciently taken up by cells, using too little 
volume of cell culture  media         may reduce labeling effi ciency. We 
therefore recommend using 5 ml/10 ml of medium for a 
10 cm/15 cm dish, respectively. Before beginning the labeling, 
make a detailed time plan of the whole experiment allowing for 
5 min between each condition (usually comprising up to fi ve tech-
nical replicates). 

       1.    Thaw 4-thiouridine (4sU) just before use, and pipette required 
amount of 4sU for each condition into a sterile Falcon tube.   

   2.    Only treat  cells      of one condition at a time. Try to handle cells 
as quickly as possible.   

   3.    Take the required amount of medium off the plates, add this to 
the 4sU-containing Falcon tube, and mix well. Discard the 
remaining medium from the plates.   

   4.    Reapply 4sU-containing medium back to cell culture plates.      

       1.    Carefully remove all cell culture medium from cells (one con-
dition at a time, max. 3–5 plates), and immediately add TRIzol 
to each plate (5 ml per 15 cm dish). For complex experiments 
including multiple time points, this step is best done by two 
people, one removing the medium, the other adding TRIzol 
and harvesting the lysate.   

   2.    Pipette up and down several times and incubate at room tem-
perature for 5 min to facilitate complete cell  lysis        .   

   3.    Transfer to polypropylene tubes. Samples can be stored at 
−20 °C for up to 1 month until RNA is  prepared     .       

   To ensure complete removal of unlabeled RNA, it is important to 
obtain very clean total cellular RNA ( see   Note    4  ). Therefore, do 
not use too little lysis reagent. In case of in vivo samples, prepara-
tion of poly-A RNA may be required.

    1.    Add 1 ml chloroform (0.2 ml per 1 ml TRIzol) and shake vig-
orously for 15 s. Incubate at room temperature for 2–3 min.   

   2.    Centrifuge at 13,000 ×  g  for 15 min at 4 °C.   
   3.    Transfer aqueous upper phase (containing the RNA) to a new 

15 ml polypropylene tube.   
   4.    Add ½ volume of both RNA precipitation buffer and isopro-

panol (e.g., to 3 ml supernatant aqueous phase, add 1.5 ml 
RNA precipitation buffer and 1.5 ml isopropanol).   

3.1  Metabolic 
Labeling of Newly 
Transcribed RNA 
with  4-Thiouridine     

3.1.1  Beginning 
of Labeling

3.1.2  End of Labeling

3.2  RNA Preparation 
Using Modifi ed TRIzol 
Protocol
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   5.    Mix well. Incubate at room temperature for 10 min.   
   6.    Centrifuge at 13,000 ×  g  for 10 min at 4 °C. Discard 

supernatant.   
   7.    Spin down briefl y and remove residual  isopropanol         with 200 μl 

pipette.   
   8.    Add an equal volume of 75 % ethanol and shake carefully until 

the pellet detaches. Avoid extensive vortexing as disrupting the 
pellet too much may make the removal of residual ethanol 
challenging.   

   9.    Centrifuge at 13,000 ×  g  for 10 min at 4 °C. Immediately dis-
card supernatant. Spin down briefl y and remove remaining 
ethanol with a 200 μl pipette. No further drying of the pellet 
is necessary.   

   10.    Add 100 μl of H 2 O per 100 μg expected RNA yield and trans-
fer to RNase-free microcentrifuge tubes.   

   11.    Dissolve RNA by heating to 65 °C for 10 min with shaking 
and immediately place on ice.   

   12.    Measure RNA spectrophotometrically. This RNA can be stored 
at −80 °C for at least 1 month.    

     Carry out all procedures at room temperature. Avoid direct expo-
sure to bright light as 4sU is light sensitive. Use 30–150 μg total 
RNA for biotinylation. 

 Labeling reaction (per 100 μg RNA; pipette in this order):

    1.    100 μl 10× biotinylation buffer   
   2.    100 μg RNA   
   3.    Water up to 800 μl   
   4.    200 μl  Biotin  -HPDP (1 mg/ml DMF)     

 Always add the Biotin- HPDP         last and mix immediately by 
pipetting. In case the  biotin   precipitates, DMF content can be 
increased to a fi nal concentration of 40 %.

    1.    Incubate at room temperature for 1.5 h with rotation.   
   2.    Add an equal volume of chloroform. Mix vigorously. Incubate 

for 2–3 min until phases begin to separate and bubbles start to 
disappear ( see   Note    5  ).   

   3.    Centrifuge at full speed (20,000 ×  g ) for 5 min. Carefully trans-
fer upper phase into new tubes.   

   4.    Repeat  steps 2  and  3  once. This step can also be performed 
using Phase Lock Gel (2.0 ml) Heavy Tubes.   

   5.    RNA precipitation: add 1/10 the volume of 5 M NaCl and an 
equal volume of isopropanol.   

   6.    Centrifuge at 20,000 ×  g  for 20 min at 4 °C. Discard 
supernatant.   

3.3  Biotinylation
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   7.    Add an equal volume of 75 % ethanol, centrifuge at 20,000 ×  g  
for 10 min, and discard supernatant.   

   8.    Spin briefl y and remove residual ethanol by pipetting as 
described above.   

   9.    Do not allow  RNA         to dry but immediately resuspend it in 
100 μl H 2 O.    

          1.    Heat up washing buffer to 65 °C in a 50 ml Falcon tube (3 ml 
per sample).   

   2.    Prepare fresh 100 mM dithiothreitol (DTT) in nuclease-free 
H 2 O for elution.   

   3.    Heat biotinylated RNA samples to 65 °C for 10 min to dena-
ture and immediately place on ice for 5 min.   

   4.    Pre-equilibrate Miltenyi columns with 1 ml room temperature 
washing buffer. This will take about 15 min.   

   5.    Add 100 μl of biotinylated  RNA   to 100 μl of streptavidin 
beads. Incubate with rotation for 15 min.   

   6.    Place μMacs columns into magnetic stand. Do not process more 
than 12 samples at a time (six to eight samples are optimal).   

   7.    Apply beads (RNA) to the columns. Discard the fl ow-through 
(unless unlabeled RNA is of interest;  see  Subheading  3.6 ).   

   8.    Wash 3× with 0.9 ml 65 °C washing buffer (actual aspirated 
volumes can be larger than the volume set on an automatic 
pipette when handling hot solutions).   

   9.    Wash 3× with 0.9 ml room temperature washing buffer.   
   10.    Pipette 700 μl Buffer RLT (RNeasy MinElute Cleanup Kit) 

into new 2 ml tubes.   
   11.    Elute RNA directly into Buffer  RLT         by placing the tubes 

underneath the columns and adding 100 μl 100 mM DTT to 
the columns.   

   12.    Perform a second elution round into the same tubes 3 min 
later.      

   Continue with the RNeasy MinElute (Qiagen) cleanup protocol fol-
lowing the manufacturer’s instructions shown below ( see   Note    6  ).

    1.    Add 500 μl 96–100 % ethanol to the diluted RNA and mix 
thoroughly by pipetting. Do not centrifuge.   

   2.    Apply 700 μl of the sample to an RNeasy MinElute spin col-
umn in a 2 ml collection  tube  . Close the tube gently and cen-
trifuge for 15 s at >8000 ×  g . Discard the fl ow-through.   

   3.    Apply the remaining 700 μl and repeat the centrifugation. 
Discard the fl ow-through. Transfer the spin column into a new 
2 ml collection tube.   

3.4  Separation of 
Labeled and Unlabeled 
RNA Using 
 Streptavidin  - Coated 
Magnetic Beads

3.5  Recovery 
of  Newly Transcribed 
RNA  
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   4.    Pipette 500 μl Buffer RPE onto the spin column. Close the 
tube gently and centrifuge for 15 s at >8000 ×  g  to wash the 
column. Discard the fl ow-through. Transfer the spin column 
into a new 2 ml collection tube (not supplied).   

   5.    Add 500 μl of 80 % ethanol to the spin column. Close the tube 
gently and centrifuge for 2 min at >8000 ×  g  to dry the silica 
gel membrane. Discard the fl ow-through and transfer the spin 
column into a new 2 ml collection tube. Open the cap of the 
spin column and centrifuge at full speed for 5 min.   

   6.    Transfer the  spin         column to a new 1.5 ml collection tube. 
Pipette 20 μl nuclease-free water directly onto the center of the 
silica gel membrane. Close the tube gently and incubate for 
1 min before centrifuging for 1 min at maximum speed to elute.   

   7.    Measure RNA concentration using a NanoDrop 1000 
Spectrophotometer.   

   8.    For qRT-PCR analysis we recommend to use 2.5 μl of labeled 
RNA in 20 μl cDNA synthesis mix. Subject 1:10 dilutions to 
qRT-PCR.   

   9.    Store  RNA   at −80 °C.    

      In case the unlabeled (pre-existing) RNA needs to be recovered, 
collect the fl ow-through and the fi rst wash (Subheading  3.4 ,  steps 
7  and  8 ) for subsequent precipitation (together these contain 
>90 % of the unbound RNA). Combine the two fractions and 
recover the unbound RNA by isopropanol/ethanol precipitation 
as performed after the biotinylation reaction (no salt needs to be 
added as the washing buffer already contains 1 M NaCl).   

4          Notes 

     1.    For  RNA-seq  , rRNA depletion is of much lesser importance as 
 newly transcribed RNA   contains substantially less rRNA than 
total RNA (50–60 % compared to ≈95 %). Therefore, the gain in 
sequencing depth achieved by complete rRNA depletion is not 
nearly as great as for total RNA (2-fold compared to 20-fold).   

   2.    It is crucial to prevent the dimethylformamide from getting in 
contact with incompatible plastic  materials        . Otherwise, sub-
stances are eluted from the plasticware and carried along through 
the chloroform extraction and isopropanol/ethanol precipita-
tion steps, which cause a substantial loss (>75 %) of  newly tran-
scribed RNA   during the  streptavidin   capture. We believe this to 
be due to damage to the coating of the Miltenyi beads. The 
problem becomes even more prominent when the duration of 
labeling is shortened to 30 min or less. The same problem may 
occur when cell scrapers are used to collect the TRIzol samples 
from cell culture plates. This should thus be avoided.   

3.6  Recovery 
of Unlabeled, Unbound 
RNA
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   3.    We would strongly recommend not changing the provider of 
the streptavidin beads as we tested beads from four different 
companies and found only these to work without background 
RNA carry-over. The column-based purifi cation allows for easy 
handling.   

   4.    Using this modifi ed TRIzol protocol by Chomczynski et al. 
[ 22 ] improves the removal of  DNA   and glycoproteins. 5 ml 
TRIzol per 15 cm dish produces clean RNA. Reducing the 
amount of TRIzol may result in incomplete removal of RNases 
and subsequent RNA degradation. As higher centrifugal forces 
are used, the RNA pellets are more solid and easier to handle. 
This requires the use of special polypropylene tubes as the reg-
ular 15 ml Falcon tubes do not survive more than 6000 ×  g .   

   5.    The chloroform extraction is required to remove unincorpo-
rated  Biotin  -HPDP. To reduce template  RNA         loss during the 
chloroform extraction, step Phase Lock Gel Heavy tubes 
(2.0 ml, Eppendorf) may be used following the manufacturer’s 
instructions. We only use the phase-lock tubes for the second 
chloroform extraction as >1 ml biotinylation volume is too 
much volume to fi t into these tubes.   

   6.    Recovery of  newly transcribed RNA   is highly quantitative. If 
you started with the same RNA concentration, you can expect 
the same amounts of newly transcribed RNA. In case the yields 
of labeled RNA are lower than expected, carefully look for 
signs of RNA degradation by electrophoretic analysis of the 
newly transcribed RNA. Newly transcribed RNA is of higher 
molecular weight than total cellular RNA due to the presence 
of large unspliced transcripts and a slightly reduced contribu-
tion of rRNA. OD 260/280  ratios below 1.7 (instead of ~2.0) 
usually indicate the carry-over of washing buffer from the 
Qiagen kit. While this does not pose a major problem in down-
stream analysis (e.g., cDNA synthesis), it confounds RNA 
measurements (overestimating the amount of purifi ed RNA). 
This problem is reduced by changing the collection tube after 
each centrifugation step in the RNeasy MinElute collection 
step or by precipitating the newly transcribed RNA with glyco-
gen and isopropanol/ethanol.         
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    Chapter 11   

 Accurate Detection of Differential Expression 
and Splicing Using Low-Level Features                     

     Tomi     Suomi      and     Laura     L.     Elo      

  Abstract 

   Gene expression can be quantifi ed in high throughput using microarray technology. Here we describe how 
to accurately detect differential expression and splicing using a probe-level expression change averaging 
(PECA) method. PECA is available as an R package from Bioconductor (  https://www.bioconductor.org    ), 
and it supports multiple operating systems.  

  Key words     PECA  ,   Differential expression  ,   Differential splicing  ,   Probe level  

1      Introduction 

  Microarray   technology is a high-throughput method to quantify 
gene expression on thousands of genes simultaneously. Microarrays 
contain probe sequences that represent various genes to which the 
cRNAs in the sample bind. The tested samples are labeled with 
fl uorescent dyes beforehand, and the intensities of the fl uorescent 
emissions in different parts of the microarray can be read using a 
microarray scanner, thus allowing to determine the gene expres-
sion in the sample.  PECA   is specifi cally developed for the analysis 
of measurements from the popular  microarray   platform Affymetrix, 
which utilizes multiple different probes to measure single genes 
(called probe sets). 

 Multiple methods and improvements for detecting differen-
tially expresses genes have been proposed. Cui and Churchill review 
some widely used methods and their modifi cations including the 
 t -test and analysis of variance (ANOVA) [ 1 ]. Huber et al. propose a 
method to apply variance-stabilizing transformation to gene expres-
sion experiments to counter the dependence of the standard devia-
tion of an intensity on its mean [ 2 ]. Many of the proposed methods 
are also available as software such as the popular limma package [ 3 ]. 
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The improved performance of using low-level measurements 
when detecting differential gene expression has been demonstrated 
earlier by us and others [ 4 – 7 ]. For instance, Liu et al. extended the 
modifi ed gamma Model for Oligonucleotide Signal (mgMOS) to 
model the binding affi nity of probe pairs across multiple microar-
rays [ 8 ] and proposed a method that includes  probe-level   measure-
ment errors from replicated experiments in calculating  differential 
expression   of a gene [ 9 ]. There are also methods such as Logit-t 
[ 10 ] and ChipStat [ 11 ], which perform  t -tests on probe level. An 
online algorithm for effi cient use of probe- level   data on preprocess-
ing has also been proposed [ 12 ]. The method shown here, named 
 PECA  , determines differential gene expression using directly the 
probe-level values from Affymetrix gene expression  microarrays  . 
The probe-level expression changes are calculated using the ordi-
nary or modifi ed  t -statistic, and the median  t -statistics are used to 
calculate gene-level scores. Finally, the gene- level signifi cances of 
 p -values are calculated from the  beta   distribution [ 13 ] or by using 
simulated distributions. 

 Similarly as for detecting differential gene expression, we have 
shown the benefi ts of using probe-level data to detect  differential 
splicing   [ 14 ].  Alternative splicing   is a process that allows a single 
gene to code multiple proteins. This happens when mRNA is 
formed from a gene, and its particular exons are included or 
excluded in different patterns during the process. Proteins that are 
translated from these mRNA isoforms have differences in their 
amino acid sequence. For this purpose there are exon  microarrays   
available that have multiple probes per exon and allow to distin-
guish the different isoforms when quantifying gene expressions. It 
has been estimated that approximately 95 % of multiexon human 
genes undergo  alternative splicing   [ 15 ]. For detecting  differential 
splicing   between sample groups, one widely used approach is splic-
ing index (SI), where the exon-level intensities are fi rst normalized 
by the corresponding gene-level values and then those normalized 
values are compared between the sample groups [ 16 ]. Other meth-
ods include ANOSVA [ 17 ] and MIDAS [ 18 ], both of which are 
based on analysis of variance. 

 Here we show practical examples using  probe-level   expression 
change averaging (PECA)    method when calculating differential 
gene expression and differential splicing.  

2    Materials 

 The following examples are run using R environment for statistical 
computing which supports multiple operating systems. It can be 
freely obtained from   http://www.r-project.org    , where installation 
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instructions and basic  guides   are also available. The  PECA   package 
is available from Bioconductor (  https://www.bioconductor.org    ), 
which is an open source project providing tools for genomic data 
analysis and is mainly based on R programming language. To install 
PECA, open R and enter:

        source("http://bioconductor.org/biocLite.R") 
           biocLite("PECA") 

       The following command also installs spike-in  microarray   dataset 
that is used in the example of Section  3.1 . The spike-in data 
includes AffyBatch objects containing the perfect match (PM) and 
mismatch (MM) intensities for genes spiked in at different concen-
trations on Affymetrix HGU95 and HGU133 spike-in experi-
ments. The spike-in experiments allow us to evaluate the 
performance of different methods in terms of their accuracy 
because the changes between different sample groups are known 
beforehand. They contain a number of spiked genes and some 
background that is unchanged between the groups. By using this 
information, we are able to determine the number of true positives 
and false positives when looking at the results. The improved accu-
racy of  PECA   on HGU133  experiment   is shown in  Note    1  .

        source("http://bioconductor.org/biocLite.R") 
           biocLite("SpikeIn") 

       Human Exon 1.0 ST array data that is used in differential splicing 
analysis in the example of Section 3.3 can be downloaded from 
Affymetrix (  http://www.affymetrix.com/support/technical/sample_
data/gene_1_0_array_data.affx    ).  

3    Methods 

 The following examples are run on R version 3.2.0  Full of 
Ingredients  and  PECA   version 1.4.0. Development version of 
PECA 1.5.2 was used in Affymetrix  exon   array examples. 

    In this section we show step-by-step instructions on how to per-
form differential gene expression analysis using spike-in data avail-
able from Bioconductor. This allows inexperienced users to get 
familiar with the R environment, and it requires nothing more 
than copying the listed command into the R console:

    1.    Open R and load the PECA package along with the spike-in 
example dataset. 
      library(PECA) 
         library(SpikeIn) 

        2.    Load the example dataset into memory and subset only part of 
the data for analysis for convenience. The parts of this Latin 

3.1  Differential Gene 
Expression Analysis 
of Built in Spike-In 
Dataset
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square data, which are selected for  differential expression   
analysis, are Expt1_R1 to R3 and Expt2_R1 to R3. Both of the 
experiments contain three replicates, and in most cases the 
spike-in concentrations have twofold increase. For full details, 
see the  SpikeIn133  documentation in R/Bioconductor 
(  https://bioconductor.org    ). 
      data(SpikeIn133) 
         data <- SpikeIn133[,c(1,15,29,2,16,30)] 

        3.    Run the differential expression analysis using  PECA  . The 
AffyBatch object data, that was subsetted above is given as a 
parameter to the PECA function. Data normalization is 
requested so quantile normalization is performed as a default 
option. Other options are also available ( see   Note    2  ). The 
function prints out information of current processing steps 
while the tests are being performed, and in this case the results 
are being stored to peca_results. 
      peca_results <- PECA_AffyBatch(affy=data, 
normalize=TRUE) 

        4.    The resulting data frame peca_results contains all the infor-
mation that was calculated during the  analysis  , and it can be pro-
cessed further. The following command can be used to see all 
genes that have their false discovery rate (FDR) < 0.05 ( see   Notes  
  3   and   4  ). Additional visualization is possible by plotting the signal 
log ratios of genes ( see   Note    5  ) or by using volcano plots ( see  
 Note    6  ). 
      peca_results[peca_results$p.fdr < 0.05,] 

        5.    The write.table command in R can be used to store data frames 
and matrices to disk. The following command can be used to 
write the results into current R working directory using results.
txt as the fi le name and tabulator as a separator for columns. 
Storage place can be changed either by setting a different 
working directory or by including the full path in the fi le name. 
Results can also be sorted beforehand ( see   Note    7  ). 
      write.table(peca_results, fi le="results.txt", 
sep="\t") 

           In this section we show step-by-step instructions on how to per-
form differential gene expression analysis as earlier but by using 
.CEL fi les provided by the users themselves.

    1.    Open R and load the  PECA   package. 
      library(PECA) 

        2.    Set the fi le names of .CEL fi les divided into desired groups for 
 differential expression   analysis. 
      group1 <- c("Exp_A_1.CEL", "Exp_A_2.CEL", 
"Exp_A_3.CEL") 

3.2  Differential Gene 
Expression Analysis 
of Affymetrix .CEL 
Files
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         group1 <- c("Exp_B_1.CEL", "Exp_B_2.CEL", 
"Exp_B_3.CEL") 

        3.    Run the  differential expression   analysis using  PECA  . The fi le 
names are taken from vectors group1 and group2, which are 
given as parameters. Data normalization is requested so quan-
tile normalization is performed as a default option. Other 
options are also available ( see   Note    2  ). This example requires 
that the .CEL fi les are in R working directory. Either set the 
correct working directory using the setwd command or defi ne 
full paths when setting the groups. PECA also prints out infor-
mation of current processing steps while the tests are being 
performed, and in this case the results are being stored to 
peca_results. 
      peca_results <- PECA_CEL(group1, group2, 
normalize=TRUE) 

        4.    The resulting data frame contains all the information that was 
calculated during the analysis, and it can be processed further. The 
following command can be used to see all the probes that have 
their false discovery rate (FDR) < 0.05 ( see   Notes    3   and   4  ). 
Additional visualization is possible by plotting the signal log ratios 
of genes ( see   Note    5  ) or by using volcano plots ( see   Note    6  ). 
      peca_results[peca_results$p.fdr < 0.05,] 

        5.    The write.table command in R can be used to store data frames 
and matrices to disk. To write the results into current R work-
ing directory using results.txt as the fi le name and tabulator as 
a separator for columns, the following command can be used. 
Storage place can be changed either by setting a different 
working directory or by including the full path in fi le name. 
Results can also be sorted beforehand ( see   Note    7  ). 
      write.table(peca_results, fi le="results.txt", 
sep="\t") 

           In this section we show step-by-step  instructions   on how to per-
form differential splicing analysis by using CEL fi les. The example 
fi les are available from Affymetrix. Users can easily use these steps 
to analyze their own data as well. 

  PECA   contains PECASI function that uses the aroma.affyme-
trix package to normalize and extract the  probe-level   data from the 
.CEL fi les [ 19 ]. Therefore, it is important that the naming and 
structure of the data fi les follow exactly the rules specifi ed in the 
aroma.affymetrix package. 

 The raw expression data (.CEL fi les) need to be in the directory 
rawData/[dataFolder]/[chipType], where rawData is a directory 
under the current working directory specifi ed by the path shown later, 
dataFolder is the name of the dataset given by the user, and chipType 
indicates the type of the  microarray   used in the experiment. 

3.3   Differential 
Splicing   Analysis 
of Affymetrix Exon 
.CEL Files
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 In addition to the expression data, a chip defi nition fi le (CDF) 
is required. The CDF fi le(s) for a particular  microarray   type chip-
Type need to be in the directory annotationData/chipTypes/
[chipType], where annotationData is a directory under the current 
working directory specifi ed by the path. Besides the CDF fi les pro-
vided by Affymetrix, various custom CDF fi les are available for a 
particular microarray type. The different versions can be separated 
by adding a suffi x cdfTag to the name of the CDF fi le: 
[chipType],[cdfTag].cdf.

    1.    Set the fi le names of .CEL fi les divided into desired groups for 
 differential splicing   analysis. Names should be given without 
the .CEL extension in fi le name. 
      group1 <- c("TisMix_mix2_01_v1_Exon1", 
            "TisMix_mix2_02_v1_Exon1", "TisMix_
mix2_03_v1_Exon1") 
         group2 <- c("TisMix_mix8_01_v1_Exon1", 
            "TisMix_mix8_02_v1_Exon1", "TisMix_
mix8_03_v1_Exon1") 

        2.    Run the  differential splicing   analysis using PECASI. The fi le 
 names   are taken from vectors group1 and group2, which are 
given as parameters. PECASI prints out information of  current   
processing steps while the tests are being performed, and in 
this case the results are being stored to pecasi_results. Users are 
encouraged to follow the fi ltering steps described by Affymetrix 
( see   Note    8  ). 
      pecasi_results <- PECASI(path="[your direc-
tory path]", 
            cdfTag="U-Ensembl49,G-Affy", 
            dataFolder="TisMix", 
            chipType="HuEx-1_0-st-v2", 
            samplenames1=group1, samplenames2=group2, 
            test="t") 

        3.    The following command can be used to show the results that 
have their estimated  p -values under 0.01. 
      pecasi_results[pecasi_results$p < 0.01,] 

        4.    The write.table command in R can be used to store data frames 
and matrices to disk. To write these results into current R 
working directory using results.txt as the fi le name and tabula-
tor as a separator for columns, the following command can be 
used. Storage place can be changed either by setting a different 
working directory or by including the full path in fi le  name  . 
Results can also be sorted beforehand ( see   Note    7  ). 
      write.table(pecasi_results, fi le="results.txt", sep="\t") 

Tomi Suomi and Laura L. Elo



147

4                            Notes 

     1.    The receiver operating characteristic (ROC) curves can be 
used to assess the sensitivity and specifi city of different  models   
(Fig.  1 ). They are created by plotting the true positive rate 
(sensitivity) against the false positive rate (1 - specifi city) using 
various thresholds. The ROC curve in Figure  1  shows the per-
formance of  PECA   on Affymetrix HGU133 SpikeIn experi-
ment when using the  probe-level   values or summarized 
gene-level values as an input for  differential expression   analysis. 
Both the  x -axis and the  y -axis are scaled from 0.6 to 1.0 as this 
is the most interesting region for practical purposes. The ROC 
curve shows that when PECA is used with probe-level values, 
its true positive rate increases faster than that of gene- level 
method in the region of interest.

       2.    PECA has some default values that are used as settings in various 
processing steps. The following list contains all possible param-
eters, which can be changed, together with their default values.

    (a)    Affy: AffyBatch object containing intensity data.   
   (b)    Normalize: Character string (“quantile”, “median”) or 

logical indicating the type of normalization. Default is false; no 
normalization is performed. True performs quantile 
normalization.   

   (c)    Test: Character string indicating whether the ordinary “t” 
or modifi ed “modt”  t -test is performed. Default is t.   
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  Fig. 1    ROC. Receiver operating characteristic (ROC) curve of  PECA   on Affymetrix 
HGU133 SpikeIn experiment when using the  probe-level   values or summarized 
gene- level   values as an input for  differential expression   analysis       
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   (d)    Type: Character string indicating whether “median” or 
“Tukey” is used when calculating gene-level values. Default is 
median.   

   (e)    Paired: Logical indicating whether a paired test is per-
formed. Default is false; unpaired  test   is performed.   

   (f)    Samplenames1: Character vector containing the names of 
the .CEL fi les in the fi rst group.   

   (g)    Samplenames2: Character vector containing the names of 
the .CEL fi les in the second group.       

   3.    When looking at the statistical signifi cance of median  p -value 
for each gene, the corresponding  p -values are determined from 
the  beta   distribution [ 13 ]. Under the null hypothesis, the  p - 
values of the  n  probes that correspond to a gene will follow the 
uniform distribution  U (0,1) and furthermore the order statis-
tics from that distribution have beta distributions. Additionally, 
the adjusted  p -values for multiple testing are reported. These 
are calculated using the Benjamini-Hochberg method [ 20 ].   

   4.     PECA   provides an option to aggregate the results using 
Tukey’s biweight instead of median and then the statistical sig-
nifi cance of each gene is based on a simulated distribution. 
This is created by repeatedly storing Tukey’s biweight values 
from a set of random  p -values, which are based on the total 
number of probes in the given gene. Additionally, the adjusted 
 p -values for multiple testing are reported. These are calculated 
using the Benjamini- Hochberg method [ 20 ].   

   5.    Results can be visualized using a bar plot of signal log ratios 
from most differentially expressed items (Fig.  2 ). Here the 
threshold for fi ltering is  p -value 0.05. Bars below the  x -axis 
depict genes that are more expressed in sample group2, and 
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  Fig. 2    Bar plot. Bar  plot   of signal log ratios (sir) from most differentially expressed 
items       
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bars above the  x -axis are the ones expressed more in sample 
group1. One unit of change in signal log ratio means that the 
fold change in expressions between the groups has doubled. 
This does not provide any additional information compared to 
the result table, but it provides a fast and convenient way to see 
direction and magnitude of  differential expression  .
        peca_results <- peca_results[peca_results$p 
< 0.05,] 
         max_slr <- max(abs(peca_results$slr), 
na.rm=TRUE) 
         barplot(peca_results$slr[order(peca_
results$slr)], 
         ylim=c(-max_slr, max_slr), 
         ylab="slr") 

        6.    Results can be visualized using volcano plot, a comparison 
between  p -values and signal log  ratios   for each item (Fig.  3 ). It 
shows the relationship between the magnitude of change and 
the signifi cance of statistical test. This can be used, for instance, 
to select the most promising candidates for further validation.
        slr <- peca_results$slr 
         p <- peca_results$p 
         max_slr <- max(abs(slr), na.rm=TRUE) 
         max_p <- max(-log10(p), na.rm=TRUE) 
         plot(slr, -log10(p), 
            xlim=c(-max_slr, max_slr), ylim=c(0, 
max_p), 
            xlab="slr", ylab="-log10 p-value", 
            pch=16) 
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  Fig. 3    Volcano  plot  . Volcano plot showing comparison between  p -values and 
signal log ratios (slr) for each item       
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        7.    Sorting the results (e.g., based on  p -values) can be performed 
before writing results to a fi le. 
      peca_results <- peca_results[order(peca_
results$p),] 

        8.    When using Affymetrix  exon   arrays for  alternative splicing   
analysis, users are encouraged to follow the fi ltering steps pre-
sented in detail in Affymetrix technical note [ 21 ]. The steps 
that are stated mandatory are removing the transcript clusters 
(genes) that are not expressed in both sample groups and also 
removing the probe sets (exons) that are not expressed at least 
in one sample group. It is also suggested to require minimum 
signal level for  genes   and to remove probe sets with either very 
large or very low exon/gene intensity ratios.         
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    Chapter 12   

 Profi ling Changes in Histone Post-translational 
Modifi cations by Top-Down Mass Spectrometry                     

     Mowei     Zhou    ,     Si     Wu    ,     David     L.     Stenoien    ,     Zhaorui     Zhang    ,     Lanelle     Connolly    , 
    Michael     Freitag    , and     Ljiljana     Paša-Tolić      

  Abstract 

   Top-down mass spectrometry is a valuable tool for understanding gene expression through characterization 
of combinatorial histone post-translational modifi cations (i.e., histone code). In this protocol, we describe 
a top-down workfl ow that employs liquid chromatography (LC) coupled to mass spectrometry (MS), for 
fast global profi ling of changes in histone proteoforms, and apply LCMS top-down approach for compara-
tive analysis of a wild-type and a mutant fungal species. The proteoforms exhibiting differential abun-
dances can be subjected to further targeted studies by other MS or orthogonal (e.g., biochemical) assays. 
This method can be generally adapted for screening of changes in histone modifi cations between samples 
such as wild type vs. mutant or healthy vs. diseased.  

  Key words     Histone  ,   Post-translational modifi cation  ,   Liquid chromatography  ,   Mass spectrometry  , 
  Top-down  ,   Screening  

1      Introduction 

 Revealing the complexity of protein species or proteoforms aris-
ing from sequence differences, proteolysis, and post-translational 
 modifi cations   (PTMs) is essential for understanding protein func-
tion and critically needed for identifi cation of novel biomarkers 
[ 1 ].  Mass spectrometry (MS)   has become an indispensable tool for 
analysis of proteoforms due to its ability to effi ciently perform 
large- scale         analysis of complex mixtures [ 2 ,  3 ]. The peptide level or 
“bottom- up” workfl ow is routinely used for characterization of 
protein primary sequence and identifi cation of proteins extracted 
from biological samples. This process involves enzymatic digestion 
of proteins into short peptides.  Liquid chromatography (LC)   is 
typically introduced prior to  MS   to reduce sample complexity and 
facilitate more effective characterization of peptides. The peptide 
mass measurement, together with fragmentation of the peptides 
within the mass  spectrometer  , allows for the peptide sequence 
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identifi cation. The identifi ed peptides are used as proxy for the 
 corresponding proteins. With recent advances in instrument devel-
opment, the “ top-down  ” workfl ow can now also be applied for 
characterizing the whole intact protein (i.e., bypassing enzymatic 
digestion), instead of analyzing small peptides [ 2 ,  3 ]. Top-down 
MS preserves information about combinatorial  PTMs   on sequence 
variants and truncated forms of  proteins         and thus offers great 
opportunities for direct characterization of functional proteoforms 
present in the sample. 

  Histones   are highly conserved, yet heavily modifi ed eukaryotic 
proteins that are involved in gene expression and  regulation  . The 
histone PTMs are highly complex and are known to act as “codes” 
for silencing or activating genes [ 4 – 6 ]. Changes in one or a combi-
nation of multiple histone PTMs could trigger signifi cant changes in 
gene expression and subsequently relate to certain diseases including 
cancer [ 7 – 9 ]. Various  MS   methods, including bottom- up,  top-
down  , and middle-down (e.g., using less frequent cutters, such as 
Glu-C or Asp-N to generate longer peptides harboring multiple 
PTMs), have all been successfully utilized to characterize histone 
PTMs [ 10 ,  11 ]. Each method has its own advantages and resulting 
data can be highly complementary. In this protocol, we present a 
top-down LCMS workfl ow for fast  screening   of changes in core his-
tone profi les using wild-type (WT) and a  kmt6  mutant of  Fusarium 
graminearum  as an example. The identifi ed differences in major H3 
proteoforms are consistent with results previously obtained by  chro-
matin   immunoprecipitation coupled to  DNA   sequencing ( ChIP-
seq  ) and Western blot analyses [ 12 ]. This workfl ow can be universally 
applied for fast global profi ling of histone proteoforms and could 
lead to discovery of potential new targets for other biochemical and 
related studies. For instance,  epigenetic   alterations can be reversed 
making these an attractive target for cancer therapies.  

2    Materials 

       1.    HeLa core histones (catalog number 53501) were purchased 
from Active Motif (Carlsbad, CA) as a standard for optimizing 
LCMS experimental conditions.   

   2.    Histone preparation solutions for  Fusarium    graminearum         : 
buffer A (1 M sorbitol, 7 % Ficoll type 400, 20 % glycerol, 
5 mM magnesium acetate, 3 mM CaCl 2 , 5 mM ethylene glycol 
tetraacetic acid, 50 mM Tris–HCl, pH 7.5), buffer B (10 % 
glycerol, 5 mM magnesium acetate, 5 mM ethylene glycol tet-
raacetic acid, 25 mM Tris–HCl, pH 7.5), and buffer C (1 M 
sucrose, 10 % glycerol, 25 mM Tris–HCl, pH 7.5). Store all 
buffers at 4 °C and add 0.5 mM dithiothreitol (DTT) and pro-
tease inhibitors prior to use.      

2.1  Histone 
Extraction from Cells
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       1.    A custom in-house built  LC  , the design of which is described 
previously [ 13 ,  14 ], was used for off-line fractionation. Briefl y, 
separation was carried out at 4000 psi with two syringe pumps 
(Model 100 DM, ISCO, Lincoln, NE). The gradient was gen-
erated by replacing mobile phase A1 with mobile phase B1 in 
a 2.5 mL stirred mixer (started with 100 % mobile phase A1). 
A split line was used to obtain a fl ow rate around 20 μL/min 
from the pump and about 1 μL/min to the LC column.   

   2.    In-house packed reversed-phase LC (RPLC) C5 column: 
Phenomenex (Torrance, CA, USA) Jupiter C5 5 μm particle, 
pore size 300 Å, column inner diameter (ID) 200 μm, outer 
diameter (OD) 360 μm, length 90 cm.   

   3.    Mobile phase A1 composition (percent volume): 20 % acetoni-
trile (ACN), 5 % isopropyl alcohol (IPA), 0.6 % formic acid 
(FA), and 74.4 % water.   

   4.    Mobile phase B1 composition (percent volume): 45 % ACN, 
45 % IPA, 0.6 % FA, and 9.4 % water.   

   5.    A UV detector was connected at the end of the  LC   column 
and before the fraction collector to monitor the elution of his-
tones at the wavelength of 214 nm.   

   6.    A Triversa NanoMate 100 (Advion Biosciences, Ithaca, NY) 
was used for automatic fraction collection onto a 96-well plate 
(Eppendorf, Westbury, NY).      

       1.    A custom-built nanoLC system with Agilent nano-pumps con-
trolled by  LCMSNet         [ 15 ] or a commercial Waters NanoAquity 
LC (two pumps) was used for the second dimension 
separation.   

   2.    RPLC separation:

   (a)    In-house packed RPLC C18 column: Phenomenex C18 
3 μm particle, pore size 300 Å, column ID 75 μm, OD 
360 μm, length about 50 cm.   

  (b)    Online solid phase extraction (SPE)    trap column: 
Phenomenex Aeris WP C18 3.6 μm particle, column ID 
150 μm, OD 360 μm, length about 10 cm.   

  (c)    Mobile phase A2 composition (percent volume), 1 % FA in 
water; mobile phase B2 composition (percent volume), 1 % 
FA in ACN.       

   3.    Weak cation exchange-hydrophilic interaction  LC   (WCX- 
HILIC) separation:

   (a)    In-house packed WCX-HILIC column: polyCAT A 5 μm 
particle, pore size 1000 Å, column ID 100 μm, OD 
360 μm, length about 70 cm.   

  (b)    Online SPE trap column: polyCAT A 5 μm particle, pore 
size 1000 Å, column ID 150 μm, OD 360 μm, length 
about 10 cm.   

2.2  First Dimension 
Chromatography 
for Purifi cation 
and Fractionation 
of Individual Histone 
Superfamilies

2.3  Second 
Dimension Online 
Chromatography 
Coupled to Mass 
 Spectrometry  
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  (c)    Mobile phase A3 composition (percent volume), 70 % 
ACN, 1 % FA in water; mobile phase  B3         composition (per-
cent volume), 70 % ACN, 10 % FA in  water   ( see   Note    1  : 
low pH may etch the pumps).    

         The LTQ Orbitrap Velos mass spectrometer or the Velos Orbitrap 
Elite mass spectrometer with electron transfer dissociation (ETD) 
was used to acquire high-resolution MS 1  and MS 2  spectra.  

   We have used in-house developed software (MSPathFinder, 
LcMsSpectator, and DeconTools), which can be downloaded from 
the PNNL Omics website at   http://omics.pnl.gov/software    .   

3    Methods 

       1.    Isolate nuclei from 5 to 6 g of  Fusarium graminearum  mycelia 
previously stored at −80 °C. Grind mycelia into a fi ne powder 
using a mortar and pestle under liquid nitrogen for 5 min. 
Transfer powder and the remaining liquid nitrogen to loosely 
capped 50 mL conical tubes and allow liquid nitrogen to evap-
orate at −80 °C for ~30 min.   

   2.    Add 15 mL of a 1:1.7 buffer A/buffer B mixture to four 
30 mL Oakridge centrifuge tubes and store on ice.   

   3.    Add 40 mL of ice-cold buffer A to tubes containing ground 
mycelia and mix by stirring until homogenous. Transfer mix-
ture to a 250 mL fl ask and slowly add 70 mL of ice-cold buffer 
B and mix by swirling.   

   4.    Filter mixture through two layers of cheese cloth. Carefully 
add 25 mL of the fi ltered cell extract to the top of the four 
previously prepared centrifuge tubes (in  step 2 ).   

   5.    Centrifuge at 2600 ×  g  for 7 min in a swinging bucket rotor. 
Collect the top 20 mL of supernatant and layer onto 5 mL of 
buffer C in four 50 mL conical  tubes        .   

   6.    Centrifuge at 7500 ×  g  for 16 min. Carefully decant the super-
natant and store pellets at −80 °C. The presence of nuclei can 
be validated by examining the residual buffer above the pellet 
in a microscope.      

       1.    Histones are prepared using previously published purifi cation 
methods [ 16 ] ( see   Note    2  , alternative extraction method). 
Nuclei pellets are resuspended in 500 μl of 0.2 M H 2 SO 4  by 
pipetting up and down until no clumps are visible. If necessary 
vortex the solution to break up clumps. Incubate for 30 min to 
overnight with rotation at 4 °C.   

2.4  Mass 
 Spectrometers  

2.5  Data Analysis 
Software

3.1  Nuclei Isolation 
from Fungus

3.2  Histone 
Extraction from Nuclei 
Pellets
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   2.    Nuclear debris is removed by centrifugation at 16,000 ×  g  for 
10 min at 4 °C. Remove the supernatant to a clean tube and 
precipitate histones by adding 1/3 volume of trichloroacetic 
acid one drop at a time. Invert the tube several times to thor-
oughly mix and incubate the tube on ice for 30 min to over-
night. The solution will become slightly cloudy over time as 
the histones precipitate.   

   3.    Pellet histones by centrifugation at 16,000 ×  g  for 10 min at 
4 °C. Remove supernatant with pipette taking care not to dis-
turb the pellet which may be on the side wall of the tube.   

   4.    Wash the pellet to remove acid by adding 1 mL of ice-cold 
acetone. Centrifuge at 16,000 ×  g  for 5 min and then carefully 
remove the supernatant. Repeat this acetone wash a total of 
three times. Allow the fi nal pellet to air-dry for ~20 min at 
room temperature.   

   5.    Dissolve the pellet containing histones in 100 μl of H 2 O by 
pipetting up and down. Histone pellets are often smeared on 
the wall of the tube so the resuspension process should account 
for this. Remove the dissolved histones to a clean tube. If visi-
ble aggregates remain, these can be removed by centrifugation 
at 16,000 ×  g  for 10 min at 4 °C. Store purifi ed histones at 
−80 °C until use. If necessary aliquot histones to prevent 
repeated freeze-thawing.   

   6.    Oxidize the extracted histones by incubating with 3 % hydro-
gen peroxide and 3 % formic acid at room temperature for 4 h 
[ 17 ] ( see   Note    3  : intentional  oxidation         of sample if needed). 
Proceed to the next step immediately to quench the reaction.      

       1.    Inject extracted histones (about 10 μg) onto the C5 column. 
C5 RPLC separation helps quench the oxidation and improve 
purity of the sample. Alternatively, the histones can be frac-
tionated for targeted analysis of each histone family ( see   Note  
  4  : the pros and cons of fractionation).   

   2.    Load the sample on the column with solvent A1 for 20 min 
(fl ush with at least twice the volume of the sample loop). 
Measure the fl ow rate of the solution eluting from the column 
and record it for calculating the dead time from the UV detec-
tor (transfer line length divided by fl ow rate).   

   3.    Change the solvent fl owing into the reservoir from solvent A1 
to solvent B1. Gradient is started by gradually replacing the 
prefi lled A1 solvent in the mixer reservoir with solvent B1. 
Start UV chromatogram and collection of the fractions into a 
96-well plate using the automated TriVersa NanoMate system 
( see   Note    5  : add water to the wells). Histones generally elute 
around 100–150 min for the  LC   described earlier. Use the dis-
tinct profi le of HeLa histone standard as retention time refer-
ence for your own LC system.   

3.3  First Dimension 
Chromatography 
Purifi cation 
and Fractionation 
of  Histone   Sample
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   4.    Manually combine fractions based on the UV elution profi le 
( see   Note    6  : choice of fractionation). Figure  1a  shows a UV 
trace collected during the separation of HeLa core histone (a 
standard model used to optimize system performance). A rep-
resentative UV chromatogram obtained for the wild-type 
 Fusarium graminearum  histones is shown in Fig.  1b  ( see   Note  
  7  : elution profi le of histones can greatly vary between different 
organisms/samples). The fractions from the highlighted 
region in Fig.  1b  are combined for the global profi ling 
described below. For targeted analysis of individual histone 
family, each major peak in UV chromatogram can be collected 
as a separate fraction.

       5.    Concentrate the combined fractions by  SpeedVac   for the sec-
ond dimension LCMS.      

       1.    Inject 2 μg of purifi ed/fractionated  histones         of interest onto 
the second dimension LC coupled directly to MS ( see   Note    8  : 
load amount). Use C18 for the second dimension LC separa-
tion of recombined fractions (i.e., all core histones) or for tar-
geted analysis of fractionated H2A, H2B, and H3 families. Use 
WCX-HILIC as second dimension LC for targeted analysis of 

3.4  Second 
Dimension Online LC 
Separation Coupled 
to Online Mass 
Spectrometry 
 Detection     

  Fig. 1    Separation of ( a ) HeLa and ( b )  Fusarium graminearum  core histones on C5 
RPLC with UV detection. Note that different organisms/cell  lines         may show differ-
ent chromatographic patterns. The  gray arrow  in ( b ) above the  horizontal axis  
shows the retention time range where the fractions were combined for subse-
quent LCMS analysis       
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H4 proteoforms. Representative LCMS total ion chromato-
grams of H4, H2B, and  H2A   fractions with RPLC or WCX- 
HILIC columns are shown in Fig.  2 .

       2.    Load the injected samples onto the SPE trap column using 
solvent A2 for RPLC or A3 for WCX-HILIC (i.e., 15–20 min).   

   3.    Switch the eluent fl ow from the  SPE      column to the analytical 
column of choice. Start the gradient and mass spectrometry 
acquisition. In RPLC, histone proteins generally elute between 
30 and 50 % solvent B2 with the C18 column and conditions 
specifi ed. For profi ling all histone families, use a long gradient 
(i.e., 400 min) to maximize coverage.   

   4.    Acquire MS 1  parent ion mass spectra at resolution of 120 K (a 
predefi ned factory setting for the mass analyzer where 120 K 
resolution can be achieved at  m / z  of 400). Use high micro-
scan values (e.g., 7 or 8) ( see   Note    9  : benefi t of more MS 1  
micro- scans). AGC targets are 5E6 for MS 1  and 5E5 for MS 2 . 
Maximum fi ll time is 800 ms for MS 1  and 700 ms for MS 2 .   

   5.    Acquire data-dependent MS 2  fragment ion mass spectra for top 
six most abundant species with ETD, at resolution of 120 K (at 
 m/z  of 400) with dynamic exclusion and micro-scan of 4–6 ( see  
 Note    10  : recommendations for MS 2  settings). ETD reaction 
time is set to 15–20 ms. Figure  3  shows a representative fragment 
ion coverage map for ETD and HCD of human  H2A   histone. 
Typically, ETD yields extensive N(C) terminal fragmentation 
resulting in better coverage and ability to confi dently identify and 
locate  PTMs   on histones ( see   Note    11  : ETD vs. HCD).

  Fig. 2    Various  LC   separation modalities can be applied to further separate fractionated HeLa histone H4, H2B, and 
 H2A   families. The total ion chromatograms are overlaid with the deconvoluted  masses         shown by the blue dots 
( blue vertical axis  on the  right  for mass). WCX-HILIC is best suited for H4 histones differing in the degree of acety-
lation, while H2A and H2B differing in primary amino acid sequence are more effectively separated by C18 RPLC       
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              1.    Search the datasets using MSPathFinder ( see   Note    12  : brief 
software description) against all the histone sequences for 
 Fusarium graminearum  with internal  cleavage   and commonly 
expected modifi cations: Lys mono-/di-/trimethylation, Lys 
acetylation, Ser/Thr/Tyr phosphorylation, Met mono-/di- 
oxidation, and Cys tri- oxidation         ( see   Note    13  : choice of search 
parameters). (Detection of a residual abundant proteins, e.g., 
ribosomal proteins, is almost unavoidable.) Mass error toler-
ance is 10 ppm. MS 2   spectra   can also be analyzed by MS-Align+ 
[ 18 ] (  http://bix.ucsd.edu/projects/msalign/    ) and/or 
ProSightPC [ 19 ] (Thermo Fisher Scientifi c). Each tool has its 
own pros and cons based on specifi c applications ( see   Notes    14   
and   15   for description of these additional tools). Cross-
reference between the outputs from multiple tools is recom-
mended for more reliable results.   

   2.    A “feature map” showing the mass of the detected species 
plotted against  LC   retention time can be visualized in 
LcMsSpectator simply by loading the output from 
MSPathFinder. An example showing the wild-type  Fusarium 
graminearum  histone data is given in Fig.  4 .

       3.    We are using the difference in the normalized abundances of 
the LCMS features to determine and visualize the changes in 

3.5  Data Analysis

  Fig. 3    Fragment error map for ETD (25 ms) and HCD (28 V) spectra acquired for human  H2A   type 2-A, gener-
ated using LcMsSpectator. The mass error is color coded (scale in the  top right corner ). Fragment ions are 
plotted along the  protein         sequence (shown in the  middle ) with c 1 /b 1  starting on the left and z 1 /y 1  starting on the 
 right . Different charge states of a particular fragment ion are plotted along the  vertical axis . ETD is typically 
more effective in generating good sequence coverage at the two termini and more effective in locating the 
 PTM   sites. HCD/CID typically show preferential  cleavage   at certain residues and can sometimes provide infor-
mation complementary to ETD       
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histone proteoforms between the samples (e.g., mutant vs. 
wild-type) ( see   Note    16  : data processing details). For  Fusarium  
example, the differential abundances are plotted in Fig.  5  ( see  
 Note    17  : fi nding LCMS features can be challenging). LCMS 
features displaying differential abundance are selected as tar-
gets for further analysis ( see   Note    18  ).

       4.    Search the list of identifi ed proteoforms and locate the spectra 
showing signifi cant differences in the feature map. Manually 
check parent (MS 1 ) and fragment ion (MS 2 ) spectra to validate 
the identifi cation. For instance, the H3 species at 15,383 Da 
eluting around 285 min in the wild-type and species at 
15,341 Da eluting around 292 min in the mutant were selected 
as interesting targets displaying the most abundant H3 fea-
tures that are differentially abundant between the two samples. 
The MS 2  fragment ion spectra within the region of interest 
confi rmed these proteoforms are differentially modifi ed, in 
agreement with previous ChIP-seq results (Fig.  6 ,  see   Note  
  19  ). For a good match, most of the major fragment ions 
should be accounted for, display similar mass accuracy, and the 
precursor mass should be within the isolation window (Fig.  7 , 
 see   Note    20  ).

        5.    Differentially abundant proteoforms between wild-type and 
mutant identifi ed in the global profi ling can be used as targets 

  Fig. 4    A representative feature map generated from LCMS analysis of histones 
isolated from wild-type  Fusarium graminearum , visualized in LcMsSpectator. 
Major histone species can be identifi ed based on their retention times and accu-
rate masses       
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for further validation studies and guide the selection of specifi c 
proteoforms to better understand the gene control 
 mechanism        .       

4                        Notes 

     1.    The low pH mobile phase can etch  LC   parts; thus, it is recom-
mended to fl ush the LC pumps with regular solvents for long 
time storage after using 10 % formic acid as mobile phase.   

  Fig. 5    Differential map of H3 histones (% abundance in  kmt6  vs. wild-type). LCMS features shown in  blue 
points  are more abundant in wild-type (WT), and LCMS features shown in  red  are more abundant in  kmt6  
mutant. Abundance was normalized to the total ion signal for all detected H3 histones. The most abundant H3 
species in the  WT         has a mass about 42 Da higher and a retention time slightly smaller than the most abundant 
species in the mutant. Their MS 2   spectra   were manually examined for further verifi cation. The x-axis denotes 
the retention time in minutes       

  Fig. 6    Electron transfer dissociation (ETD) error maps for the identifi ed top H3 species in the wild-type and the 
 kmt6  mutant. Fragment mass errors are plotted along the sequence using the color scheme in the legend 
shown in the  middle . High- resolution         and mass accuracy tandem mass spectra facilitate differentiation 
between acetylated and trimethylated proteoforms (∆ m  = 36 mDa)       

 

 

Mowei Zhou et al.



163

   2.    The nuclei extraction protocol described herein was optimized 
for  Fusarium graminearum . Alternative methods to purify 
nuclei may also be used, particularly for dissimilar organisms. 
For instance, when working with cell lines, whole cell extracts 
may be used. In addition, we have used a proprietary histone 
purifi cation kit (i.e., Active Motif) to effectively purify histones 
from mammalian cell lines. However, this approach appears to 
be ineffective for purifying  Fusarium graminearum  histones.   

   3.    The histone extraction protocol that employs sulfuric acid or 
other oxidizing reagents can generate signifi cant and highly vari-
able amount of oxidized histones (cysteine and methionine). 
Incubating the histone samples with 3 % formic acid and 3 % 
hydrogen peroxide at room temperature for 4 h will fully oxidize 
cysteine and methionine residues [ 17 ] and is recommended in 
order to avoid misinterpretation. Namely, artifi cial oxidation can 
be very problematic when comparing histone proteoforms 
between samples because some detected differences may come 
from a different extent of oxidation during sample preparation 
rather than underlying biology. If oxidation is a biologically rele-
vant targeted  PTM  , other extraction methods should be used and 
the oxidation step should be skipped.   

  Fig. 7    Illustration of a highly confi dent identifi cation using LcMsSpectator for manual examination (i.e., the 
most abundant H3 species at 15,383 Da in WT). The major fragments are matched in the tandem mass spec-
trum, and the precursor  ion         matches the expected proteoform in adjacent (i.e., previous and the following) 
parent ion spectra within the isolation window of 3 Th around  m/z  = 734 ( x  axis centered at the isolated precur-
sor  m/z )       
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   4.    Fractionating histones into individual chains (H4, H2B,  H2A  , 
H3) and analyzing them separately by LCMS can improve the 
overall sensitivity and coverage. This step helps remove some 
other proteins that are carried over during the extraction step. 
In addition, optimum separation conditions can be chosen for 
each histone family when they are fractionated into different 
samples (e.g., H4 can be fractionated from other histone fami-
lies by C5 RPLC and subject to WCX-HILIC for optimum 
separation of proteoforms as shown in Fig.  2 ). However, the 
fractionation step will signifi cantly increase the number of the 
LCMS analyses and thus reduce throughput. Whether to skip 
the fractionation or not will depend on the application and the 
purity of the sample. Clearly, for targeted analysis of individual 
histone family, the fractionation step can be very useful.   

   5.    Add 10–20 μL of water into the wells in the collection plate, 
depending on the volume of each fraction. This is to prohibit 
complete evaporation of the liquid for low-volume fractions 
(typically 2 μL per fraction for the fractionation step in this 
 protocol        ).   

   6.    Typically, the fractionation step is not necessary for global 
 screening   across all core histones. Simply combine the core 
histone fractions and use as purifi ed sample for LCMS.   

   7.    Throughout this work, we are using HeLa core histone sample 
as a standard because it shows well-resolved peaks for each his-
tone family under the experimental conditions specifi ed. It can 
be used as a standard for optimizing the experimental condi-
tions. However, different samples can have very different elu-
tion profi les depending on the sample complexity and host 
organism (such as the case for the histones isolated from 
 Fusarium graminearum ).   

   8.    Optimum sample load depends on the size of the column used 
and also the sensitivity of the instrument. It is important not to 
overload and alternate blank between sample analyses when 
performing comparative studies to minimize the carryover. For 
comparative studies, it is important to inject similar amount of 
proteins for each analysis. The actual  concentrations of the his-
tone proteins can be estimated from the UV chromatogram 
during the fractionation step. It is not uncommon that other 
proteins are co-purifi ed with histones, and the protein concen-
tration derived using bulk assays (e.g., bicinchoninic acid assay) 
may overestimate the actual histone concentration.   

   9.    Larger numbers of micro-scans can signifi cantly improve the 
quality of spectra, especially for the H3 family, which normally 
displays much lower S/N than the other core histone families. 
Better quality spectra will allow higher confi dence in proteo-
form identifi cation/characterization.   
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   10.    Fragment ion spectra (MS 2 )    should be acquired for as many 
unique proteoforms as possible to maximize the number of 
identifi cations. Dynamic exclusion is often used to reduce the 
chance of fragmenting the same species over and over again by 
creating an exclusion list of ions ( m / z ) that have been frag-
mented within a certain time period during acquisition. 
However, many different histone proteoforms will have the 
exact same mass, so it is not ideal to set a long duration for 
dynamic exclusion. Better strategy is to specify narrow  m / z  
range for selecting parent ions (e.g., 700 <  m / z <  900) where 
the most abundant histone ions are typically detected to pre-
vent wasteful fragmentation of multiple charge states of the 
same (highly abundant)  species        .   

   11.    ETD generally yields very good sequence coverage at the 
N-terminus and C-terminus of the protein. Most of the his-
tone  PTMs   are located near the N-terminus, making ETD a 
method of choice for histone characterization. CID/HCD 
tend to give sequence specifi c fragments, which can sometimes 
be useful in providing complementary information because 
ETD typically does not cover the middle of the protein 
sequence. However, in most cases, ETD is more effective 
in locating the  PTM   sites.   

   12.    MSPathFinder is an in-house developed search engine, with 
accessory data viewer LCMSSpectator for manual data valida-
tion. A FASTA database including all histone sequences is 
required. All possible modifi cations need to be defi ned in the 
search. Otherwise it will generate false identifi cations for pro-
teoforms with unexpected modifi cations.   

   13.    MSPathFinder is an effi cient strategy for targeted searches. 
Searching with single  cleavage   is recommended because it is 
common to see fragments in histone samples. However, search-
ing a large protein database with single cleavage and large 
number of  PTMs   can be computationally prohibitive. It is 
therefore recommended to perform a search with  MS  - Align+ 
against a large database to explore if there are any unexpected 
modifi cations or other proteins that should be included in the 
MSPathFinder search. When correct PTM or protein is not 
included in the database, MSPathFinder tends to force the 
match to a combination of truncations and specifi ed PTMs, or 
it may not identify any proteoform at all. Such false positives 
can be easily cross-checked and manually fi xed with informa-
tion from MS-Align+.   

   14.    MS-Align+ is an open modifi cation search engine generally 
applicable to top-down MS data analysis. Only a FASTA data-
base including the target proteins is required. It reports the 
mass shift values for modifi cations on identifi ed proteins and 
the range of residues that could be modifi ed.   
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   15.    ProSightPC is another useful tool for characterization of his-
tone  PTMs  , commercially available from Thermo Fisher 
Scientifi c. The tool is unique in that it uses pre-annotated data-
base, which can be generated by downloading the text format 
of the sequences from UniProt database. In general, it works 
well for organisms with well-annotated protein sequences 
(e.g., human histones). However, for poorly studied/anno-
tated organisms, the applicability of ProSightPC could be quite 
limited.   

   16.    The data fi les are deconvoluted with  DeconTools        , and the out-
put peak lists are binned into matrices with bin sizes of 2 min 
in retention time and 4 Da in mass. The binning step helps 
“smooth” out minor variations for better visualization of major 
differences in the LCMS feature maps between the samples.   

   17.    It can be sometimes diffi cult to tell if the differential LCMS 
features originate from the drift in  LC   retention time or if they 
refl ect real differences in  PTMs  . Ideally, multiple LCMS fea-
ture maps from replicate analyses should be acquired, aligned, 
and normalized for statistically sound comparison. However, 
several histone proteoforms display very similar (e.g., trimeth-
ylation vs. acetylation corresponds to 36 mDa difference in 
mass) or exactly the same (e.g., proteoforms differing in the 
PTM site) mass that cannot be resolved in  MS  . In some cases 
these proteoforms may be separated by  LC   retention time but 
in most cases the samples are too complex to be resolved using 
conventional LCMS. Standard alignment algorithms typically 
“over-align” the histone LCMS data because large number of 
proteoforms with similar/identical mass does not offer a good 
reference point for alignment by accurate mass. Using opti-
mized LC conditions and analyzing the samples close in time 
will minimize the drift in retention and is recommended for 
better alignment between datasets. Development for new 
alignment algorithms for histone LCMS features is work in 
progress.   

   18.    It is important to precisely quantify the differences in histone 
proteoforms’ relative abundances. Even a complete loss of a 
particular proteoform may not generate a complete elimina-
tion of the corresponding LCMS feature, because there can be 
other isoforms not fully resolved at the same (or similar) reten-
tion time (e.g., deletion of H3K27me3 in the mutant does not 
eliminate the presence of 15,383 Da because proteoforms dis-
playing trimethylation or acetylation at other positions elute at 
similar retention times; however, the overall abundance of the 
15,383 Da species will change). Thus, the change in relative 
abundance of LCMS features is a more sensitive measure of 
changes in histone proteoforms. The fungal species used in this 
study display a relatively simple histone profi le making the 
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manual analysis relatively straightforward. However, histone 
profi les from human and other organisms can be very complex 
and diffi cult to analyze manually (esp. H3 proteoforms). With 
good experimental design and adequate number of biological 
and technical replicates, the quantitative differences can be 
determined more accurately. The software for determining and 
reporting differential LCMS features is currently under devel-
opment. An alternative way is to integrate with middle- down 
and/or bottom-up data to obtain different levels of informa-
tion that suit specifi c goals of the study [ 20 ].   

   19.    The error map allows for quick check of the quality of the 
match. A high sequence coverage is an indication of high con-
fi dence in the  PTM   assignments. Additionally, high mass 
resolving power and accuracy instruments (e.g., FTMS) facili-
tate confi dent differentiation between acetylation (42,010 Da) 
and trimethylation (42,047 Da). Using typical search algo-
rithms, it is often challenging to differentiate between these 
two PTMs because both will match the data within typical 
mass error tolerance (e.g., 10 ppm). However, with high 
enough  mass         measurement accuracy, a false match will nor-
mally display an abrupt change in the fragment mass error 
(e.g., as indicated by an abrupt change in color in the fragment 
error map in Fig.  6 ).   

   20.    Co-eluting proteoforms is a common occurrence in histone 
 top-down   analysis. Therefore, we are often dealing with multi-
plexed tandem mass spectra composed of fragments from mul-
tiple, co-eluting proteoforms that cannot be resolved in  LC  . 
For instance, H3 proteoforms differing in degree of methyla-
tion (+1/−1) usually co-elute and are often co-selected (with 
typical isolation window of 3 Th). The proteoform that can be 
mapped with the largest number of high-intensity fragment 
ions is at present the most plausible identifi cation. Hence, sig-
nifi cant developments in instrumentation (separations and 
 MS  ) and  bioinformatics   are needed to advance this fi eld in 
relation to  epigenetic   research.         
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    Chapter 13   

 Determining if an mRNA is a Substrate of Nonsense- 
Mediated mRNA Decay in  Saccharomyces cerevisiae                      

     Marcus     J.  O.     Johansson      

  Abstract 

   Nonsense-mediated mRNA decay (NMD) is a conserved eukaryotic quality control mechanism which 
triggers decay of mRNAs harboring premature translation termination codons. In this chapter, I describe 
methods for monitoring the infl uence of NMD on mRNA abundance and decay rates in  Saccharomyces 
cerevisiae . The descriptions include detailed methods for growing yeast cells, total RNA isolation, and 
Northern blotting. Although the chapter focuses on NMD, the methods can be easily adapted to assess the 
effect of other mRNA decay pathways.  

  Key words     Yeast  ,   mRNA levels  ,   mRNA decay  ,   Half-lives  ,   RNA isolation  ,   Northern blotting  ,   NMD  

1      Introduction 

 mRNA degradation is an important aspect of gene expression as it 
controls  mRNA levels   and eliminates aberrant transcripts. This 
chapter describes methods for determining if a transcript is a sub-
strate of nonsense-mediated  mRNA decay   ( NMD  ) in  S. cerevisiae . 
 NMD      is an mRNA surveillance mechanism that triggers decay of 
transcripts harboring premature translation termination codons [ 1 , 
 2 ]. The destabilization of such transcripts requires their translation 
and a distinct set of trans-acting factors, including the Upf1, Upf2, 
and Upf3 proteins [ 1 ,  2 ]. The substrates of NMD not only include 
transcripts from nonsense alleles but also other mRNAs with stop 
codons in a premature or atypical context. In  yeast  , the NMD sub-
strates include intron-containing  pre-mRNAs   that are exported to 
the cytoplasm, transcripts from pseudo- and bicistronic genes, 
mRNAs in which ribosomes scan past the initiation codon and initi-
ates at a downstream out-of-frame AUG, transcripts from transpos-
able elements or their long terminal repeats, mRNAs encompassing 
unusually long 3′-UTRs, mRNAs containing a programmed frame-
shifting site,  RNAs      derived from  transcriptional   noise, and mRNAs 
containing upstream open reading frames (uORFs) [ 2 – 5 ]. 
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 Transcripts regulated by  NMD   usually accumulate in cells deleted 
for  UPF1 ,  UPF2 , or  UPF3 . However, increased  mRNA levels   can 
arise either directly through a change in the decay rate or indirectly 
through the stabilization of mRNAs encoding regulatory proteins, 
which means that measurements of  mRNA decay   rates are essential 
when determining if a transcript is a  bona fi de  NMD substrate. In 
addition to a protocol for determining mRNA abundance, I describe 
two different approaches for inhibiting transcription and monitoring 
mRNA decay. The fi rst takes advantage of the regulatable  MET3  pro-
moter ( P   MET3  ) [ 6 ,  7 ], and the second utilizes a temperature-sensitive 
allele of a gene for a subunit in RNA polymerase II ( rpb1-1 ) [ 8 ]. In 
the  P   MET3   system, the endogenous copy of the gene of interest is 
placed under control of  P   MET3  , and transcription is repressed by addi-
tion of methionine to the growth medium [ 6 ,  7 ]. Transcription inhi-
bition in strains with an  rpb1-1  allele is achieved by shifting the cells 
from the permissive (25 °C) to the nonpermissive temperature 
(37 °C) [ 8 ,  9 ]. In all experiments, quantitative information about the 
RNA of interest is obtained by  Northern blotting   [ 10 ]. An advantage 
of Northern blotting is that it allows for an estimation of RNA size, 
which is, for example, important when the NMD substrate is an inef-
fi ciently spliced  pre-mRNA  . As examples, I show results from experi-
ments where the abundance (Fig.  1 ) and decay rate (Fig.  2 ) of  ALR1  
mRNA, a physiologically relevant  NMD   substrate [ 11 ], were deter-
mined in wild-type and NMD-defi cient yeast cells. The  ALR1  gene 
encodes  yeast   cells’ main magnesium importer [ 12 ,  13 ], and the 
 ALR1  mRNA is a NMD substrate due to the presence of a uORF(s) 
in the 5′-UTR [ 11 ].

2        Materials 

 All media and solutions are prepared using ultrapure water. Buffers 
and solutions for RNA work are prepared using RNase-free  water      
and chemicals. Consult material safety data sheets and local regula-
tions for appropriate handling of hazardous materials. 
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  Fig. 1    Effect of  NMD   inactivation on  ALR1  mRNA abundance. Northern analysis 
of total RNA isolated from wild-type (MJY142),  upf1Δ  (MJY67),  upf2Δ  (MJY169), 
and  upf3Δ  (MJY150) cells grown in SC medium at 30 °C. The blot was probed for 
 ALR1  and  SCR1  transcripts using randomly labeled  DNA      fragments. The noncod-
ing  SCR1  transcript serves as the loading control       
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   To assess if a transcript is controlled by  NMD  , strains that are iso-
genic except for the allele at the  UPF1 ,  UPF2 , or  UPF3  locus are 
used. Standard methods and genetic procedures are used to con-
struct strains with the relevant alleles [ 14 – 16 ] ( see   Note    1  ). The 
strains used in the examples of this chapter (Figs.  1  and  2 ) are all 
congenic with MJY142 ( MATa ura3 leu2-2 his3-11 , 15 trp1 ade2-1 
can1-100 ) [ 11 ], including MJY67 ( upf1::HIS3MX6 ), MJY169 
( upf2::kanMX6 ), MJY150 ( upf3::kanMX6 ), MJY484 ( P   ALR1   ::kan
MX6-P   MET3   -ALR1   5′-UTR(-102)   -3HA ), and MJY485 ( P   ALR1   ::kanMX6-
P   MET3   -ALR1   5′-UTR(-102)   -3HA upf1::HIS3MX6 ). In MJY484 
and MJY485, the  P   MET3   sequence is integrated at the  ALR1  locus 
upstream of the sequence for the NMD-inducing uORF (Fig.  2 ) 
[ 11 ].  Yeast   cells are grown in synthetic complete (SC) or SC-met-cys 

2.1   Yeast   Strains 
and Media
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  Fig. 2    Inactivation of  NMD   reduces the decay rate of  ALR1  mRNA. Northern analysis of total RNA isolated from 
 P   MET3   -ALR1   5′-UTR(-102)   -3HA - ALR1  (MJY484) to  P   MET3   -ALR1   5′-UTR(-102)   -3HA - ALR1 upf1Δ  (MJY485) cells following 
repression of  P   MET3    transcription   by addition of methionine. Time points (minutes) after addition of methionine 
are indicated above the lanes. The blot was probed for  ALR1 ,  MET3 , and  SCR1  transcripts using randomly 
labeled DNA fragments. The signal in each lane was quantifi ed and normalized to the corresponding  SCR1  
signal and the value expressed relative to the value for time point 0. The half-life ( t  1/2 , in minutes) was deter-
mined from the initial slope of the decay curve. The curves of  ALR1  mRNA in MJY484 ( UPF1   +  ) and MJY485 
( upf1Δ ) are shown below       
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medium [ 16 ], containing 0.67 % yeast nitrogen base without amino 
acids, 2 % glucose, and 0.2 % of the appropriate dropout mix ( see  
 Note    2  ).  

      Buffer A: 50 mM NaOAc, pH 5.2, 10 mM EDTA.  
  Complete buffer A: 45 mM NaOAc, pH 5.2, 9 mM EDTA, 1 % 

SDS.  
  Phenol saturated with buffer A.  
  Phenol/chloroform/isoamyl alcohol (25:24:1 v/v), pH 6.6.  
  Ethanol (99.5 % and 80 %).  
  3 M  NaOAc     , pH 5.2.     

      10× MOPS electrophoresis buffer: 0.4 M MOPS, 100 mM NaOAc, 
10 mM EDTA, pH 7.0.  
  Formaldehyde (36.5–38 %).  
  RNA loading buffer: 50 % deionized formamide, 1× MOPS buffer, 

2.2 M formaldehyde.  
  3 % glycerol, 0.02 % bromophenol blue, 0.02 % xylene cyanol, 

25 μg/ml ethidium bromide ( see   Note    3  ).  
  20× SSC: 3 M NaCl, 300 mM sodium citrate, pH 7.0.  
  VacuGene XL vacuum blotting system.  
  Nylon blotting membrane, e.g., Zeta-Probe.  
  UV crosslinker, e.g., Stratalinker.  
  Pre-hybridization solution: 50 % deionized formamide, 5× SSPE, 

10× Denhardt’s solution, 1 % SDS, 100 μg/ml sonifi ed salmon 
sperm DNA ( see   Note    4  ).  

  Hybridization solution: 50 % deionized formamide, 5× SSPE, 2× 
Denhardt’s solution, 5 % dextran sulfate, 1 % SDS, 100 μg/ml 
sonifi ed  salmon   sperm DNA ( see   Note    4  ).  

   32 P-labeled random-primed  DNA      probes ( see   Note    5  ).  
  Wash buffer: 0.1× SSC, 0.1 % SDS.  
  Phosphorimaging  system  , e.g., Typhoon FLA 9500.      

3    Methods 

   Yeast cells are in all experiments grown in a shaking water bath at 
150 rpm. For analyses of  mRNA levels  , an overnight culture is diluted 
to an optical density at 600 nm (OD 600 ) of ~0.025 in 20 ml of SC 
medium ( see   Notes    6   and   7  ), and the growth is monitored until 
the culture reaches OD 600  ~ 0.5. Cells from 10 ml of the culture are 
harvested in a 15 ml tube by centrifugation at 1500 ×  g  for 1 min 
at room temperature. The cell pellet is immediately resuspended in 

2.2  Reagents 
for RNA Preparation

2.3  Reagents 
and Equipment 
for  Northern Blotting  

3.1  Growth 
of  Yeast   Cells
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0.7 ml sterile water and the cells are transferred to a microcentrifuge 
tube. Following centrifugation for 5 s at room temperature, the 
supernatant is discarded and the pellet frozen on dry ice. Cell pel-
lets are stored at −80 °C until  RNA isolation  . 

 For mRNA half-life determinations using the regulatable  MET3  
promoter, cells are grown in 50 ml SC-met-cys medium at 30 °C to 
OD 600  ~ 0.5. The culture is harvested by centrifugation at 1500 ×  g  
for 5 min at room temperature, and the cell pellet resuspended in 
10 ml of pre-warmed (30 °C) SC-met-cys medium. Following rein-
cubation in the shaking water bath for 5 min,  P   MET3    transcription   is 
repressed by addition of 10 ml of pre- warmed (30 °C) SC-cys 
medium containing 2 mM methionine. A 2-ml aliquot is harvested 
immediately by a 10 s centrifugation and the cell pellet frozen on 
dry ice. Aliquots are then harvested at various time points after the 
 transcription    inhibition  , typically 2.5, 5, 10, 20, and 40 min. Cell 
 pellets      are stored at −80 °C until  RNA isolation  . 

 For mRNA half-life determinations using strains with the 
temperature- sensitive  rpb1-1  allele [ 8 ,  9 ], encoding an altered sub-
unit of RNA polymerase II, cells are grown in 50 ml SC medium 
at 25 °C to OD 600  ~ 0.5. The cultures are harvested by centrifuga-
tion at 1500 ×  g  for 5 min at room temperature and the cell pellets 
resuspended in 10 ml of pre-warmed (25 °C) SC medium. The 
cultures are reincubated in a shaking water bath at 25 °C for 
10 min followed by addition of 10 ml of pre-warmed (56 °C) SC 
medium and immediate transfer to a 37 °C shaking water bath. 
Aliquots are harvested as described above for the  P   MET3   system.  

   The protocol for total RNA isolation is adapted from Herrick et al. 
[ 9 ], and it typically yields ~200 μg total RNA from 5 OD 600  units 
of an exponentially growing  yeast   culture.

    1.    Add 500 μl of complete buffer A to the frozen cell pellet and 
immediately add 500 μl pre-warmed (65 °C) phenol ( see   Note    8  ).   

   2.    Vortex for 5 s, place tube in 65 °C water bath, and incubate for 
30 min. Vortex for 5 s after 30 s of incubation and then again 
after 5, 10, 15, 20, 25, and 30 min.   

   3.    Place tube on ice for 5 min. Centrifuge for 2 min at maximum 
speed in a microcentrifuge.   

   4.    Transfer aqueous phase to a new tube and add 400 μl phenol/
chloroform/isoamyl alcohol. Vortex for 10 s and centrifuge at 
maximum speed for 5 min.   

   5.    Repeat  step 4 .   
   6.    Transfer aqueous phase to a new tube.   
   7.    Precipitate the RNA by adding 0.1 volume 3 M NaOAc, 

pH 5.2, and 2.5 volumes 99.5 % ethanol. Place the sample at 
−20 °C for at least 1 h.   

3.2  Isolation 
of Total  RNA  
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   8.    Centrifuge at a maximum speed for 15 min and discard the 
supernatant.   

   9.    Add 1 ml 80 % ethanol and centrifuge at a maximum speed for 
5 min. Discard supernatant, centrifuge briefl y, and remove the 
remaining liquid using a pipette.   

   10.    Dry the RNA pellet for ~10 min on bench and dissolve in a 
volume of RNase-free water that gives an RNA concentration 
of 1–2 μg/μl ( see   Note    9  ).   

   11.    Determine the  RNA   concentration by measuring the absor-
bance at 260 nm (A 260 ) of an appropriate dilution ( see   Note    10  ). 
Freeze the  RNA      sample on dry ice and store at −80 °C.    

     The protocol for Northern blotting is adapted from He et al. [ 17 ,  18 ].

    1.    Prepare a 15 × 15 cm formaldehyde-containing 1 % agarose gel 
as follows: Add 1.2 g agarose to 87 ml of water and boil in a 
microwave oven until the agarose dissolves. Cool the solution 
to 65 °C, add 12 ml of 10× MOPS buffer and 21 ml of form-
aldehyde, and mix by swirling the bottle. Cast the gel and let it 
solidify for 30 min.   

   2.    Prepare the RNA samples by transferring a volume corre-
sponding to 10 μg of total RNA to a new tube. Bring up to 
10 μl with RNase-free water and add 10 μl RNA loading buf-
fer. Incubate at 65 °C for 10 min and centrifuge briefl y.   

   3.    Load the samples on the gel, submerged in 1× MOPS electro-
phoresis buffer, and run at 40 V for 10 min followed by 24 V 
overnight. Run the gel until the bromophenol blue has 
migrated at least three-fourths of the gel. Place the gel on a 
UV transilluminator and take a picture.   

   4.    Cut a piece of the blotting membrane to the dimensions of the 
gel. Pre-wet the membrane in water followed by incubation in 
20× SSC for 5 min. Transfer the RNA to the membrane using 
the vacuum blotting system ( see   Note    11  ) essentially as 
described by the manufacturer ( see   Note    12  )   

   5.    Assess transfer effi ciency by examining both the gel and mem-
brane on a UV transilluminator. Mark the position of 25S and 
18S rRNA on the membrane and cut one corner for orienta-
tion purposes.   

   6.    Crosslink RNA to membrane using a UV crosslinker ( see   Note  
  13  ), set in auto-crosslink mode. Let the membrane dry on the 
bench. Wrap in a plastic fi lm and store at room temperature or 
continue with pre-hybridization.   

   7.    Place the membrane in a hybridization bottle with the RNA 
side pointing inward. Add 15 ml pre-hybridization solution 
and pre-hybridize with rotation in a hybridization oven for at 
least 3 h at 42 °C.   

3.3   Northern Blotting  
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   8.    Discard the pre-hybridization solution and add 15 ml hybrid-
ization  solution      containing the  32 P-labeled probe ( see   Note    5  ). 
Hybridize with rotation at 42 °C for at least 16 h.   

   9.    Transfer the membrane to a plastic box and wash with gentle 
agitation for 2× 10 min at room temperature and then for 2× 
20 min at 58 °C, replacing the 0.1× SSC, 0.1 % SDS solution 
between each wash step.   

   10.    Wrap the membrane in a plastic  fi lm   ( see   Note    14  ) and expose 
to a storage phosphor screen ( see   Note    15  ).   

   11.    Scan and analyze the image (Figs.  1  and  2 ).   
   12.    Strip the membrane by repeated incubations in boiling 1 % 

SDS ( see   Note    16  ). Rinse the membrane briefl y with 0.1× SSC 
0.1 % SDS and proceed to reprobing, starting with the pre- 
hybridization step ( step 7 ).    

4                         Notes 

     1.    For some genetic backgrounds, the individual knockout strains 
can be obtained from a deletion collection.   

   2.    The formulation of the dropout mix varies slightly between 
laboratories. We are using a mix that consists of 4 g leucine, 
0.5 g adenine, 0.2 g  para -aminobenzoic acid, 1 g myo-inositol, 
and 2 g each of alanine, arginine, asparagine, aspartic acid, cys-
teine, glutamine, glutamic acid, glycine, histidine, isoleucine, 
lysine, methionine, phenylalanine, proline, serine, threonine, 
tryptophan, tyrosine, valine, and uracil. When making the mix 
for SC dropout media, the supplement of interest is left out, 
e.g., methionine and cysteine is left out for SC-met-cys medium.   

   3.    The RNA loading buffer is prepared without ethidium bro-
mide and stored as 1 ml aliquots at −20 °C. Before use, add 
2.5 μl of a 10 mg/ml ethidium bromide solution and mix.   

   4.    The pre-hybridization and hybridization solutions are pre-
pared without salmon sperm  DNA   and stored at 4 °C. When 
preparing the hybridization solution, dextran sulfate is added 
as a 50 % (w/v) solution. Before use, transfer 15 ml of pre- 
heated (42 °C) pre-hybridization/hybridization solution to a 
50 ml tube. Add 150 μl of a 10 mg/ml salmon sperm DNA 
solution, which has previously been denatured at 95 °C for 
10 min and placed on ice.   

   5.    Radiolabeled DNA probes are prepared using the Random 
Primed DNA Labeling Kit (Roche) according to the manufac-
turer’s instructions. The radiolabeled DNA is purifi ed using 
mini Quick Spin DNA columns (Roche). Before the radiola-
beled probe is added to the hybridization solution, it is incu-
bated at 95 °C for 10 min and then placed on ice.   

Determining if an mRNA is a Substrate of NMD in S. cerevisiae
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   6.    The volume of the medium should not exceed one-fi fth of the 
Erlenmeyer  fl ask      volume. If starting with an exponentially 
growing culture, additional dilutions are typically not required.   

   7.    Other media such as YEPD or supplemented minimal medium 
[ 16 ] are also frequently used. Moreover, the apparent  NMD   
substrate status of a transcript can be infl uenced by the media 
composition [ 19 ], which means that variations of the standard 
formulations may be required.   

   8.    When isolating RNA from multiple samples, the use of a 
repeater pipette can signifi cantly shorten the handling time. If 
many samples have to be processed, the samples are divided 
into groups of 10–12.   

   9.    The RNA pellet is typically dissolved in 10–15 μl water per ml 
of original  yeast   culture. Dislodge the RNA pellet from the 
side of the tube by carefully pipetting up and down. If the pel-
let is diffi cult to dissolve, incubate the tube at 65 °C for 5 min.   

   10.    The A 260 /A 280  ratio can be used to assess the purity of the RNA 
sample. The pH dependence of the A 260 /A 280  ratio means that 
a dilution of a good quality RNA sample in RNase- free water 
will give a ratio that is lower than 2.0 (typically around 1.7).   

   11.    An alternative approach is to transfer the RNAs by capillary 
blotting.   

   12.    After partial RNA hydrolysis (50 mM NaOH, 10 mM NaCl 
for 5 min) and neutralization (100 mM Tris–HCl, pH 7.5 for 
5 min), we allow transfer to proceed for 2 h at 40 mbar using 
20× SSC as the transfer solution.   

   13.    Make sure that the membrane is damp but not dripping wet.   
   14.    Avoid drying the membrane as it can make stripping diffi cult.   
   15.    Highly abundant transcripts such as  SCR1  typically require a 

short exposure (<1 h), whereas lower abundant transcripts 
such as  ALR1  often require at least 16 h. A Geiger counter can 
be used to estimate an appropriate exposure time.   

   16.    The effi ciency of stripping can be assessed by phosphorimaging.         
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    Chapter 14   

 Optimizing In Vitro Pre-mRNA 3′ Cleavage Effi ciency: 
Reconstitution from Anion-Exchange Separated HeLa 
Cleavage Factors and from Adherent HeLa Cell Nuclear 
Extract                     

     Mihwa     Na    ,     Susana     T.     Valente    , and     Kevin     Ryan      

  Abstract 

   Eukaryotic RNA processing steps during mRNA maturation present the cell with opportunities for gene 
expression regulation. One such step is the pre-mRNA 3′ cleavage reaction, which defi nes the downstream 
end of the 3′ untranslated region and, in nearly all mRNA, prepares the message for addition of the 
poly(A) tail. The in vitro reconstitution of 3′ cleavage provides an experimental means to investigate the 
roles of the various multi-subunit cleavage factors. Anion-exchange chromatography is the simplest proce-
dure for separating the core mammalian cleavage factors. Here we describe a method for optimizing the 
in vitro reconstitution of 3′ cleavage activity from the DEAE-sepharose separated HeLa cleavage factors 
and show how to ensure, or avoid, dependence on creatine phosphate. Important reaction components 
needed for optimal processing are discussed. We also provide an optimized procedure for preparing small- 
scale HeLa nuclear extracts from adherent cells for use in 3′ cleavage in vitro.  

  Key words     Cleavage and polyadenylation  ,   Pre-mRNA processing  ,   Pre-mRNA  ,   3′ end formation  

1      Introduction 

 The site-specifi c  cleavage   of nascent  pre-mRNA   transcripts down-
stream from the stop codon is a mandatory step in the biogenesis 
of all eukaryotic mRNA. Cell-free systems that reconstitute pre- 
mRNA 3′  cleavage      activity in vitro have enabled RNA biochemists 
to identify and study the large  protein complexes   responsible for 
this gene expression step. Early work on the  pre-mRNA   that 
receive a poly(A) tail following 3′ cleavage, that is, all pre-mRNA 
except those from about sixty replication dependent  histone   genes 
[ 1 ], used HeLa cell nuclear extract to reconstitute 3′ cleavage 
activity [ 2 – 6 ]. HeLa nuclear extract was subsequently fractionated 
to reveal a set of separable multi-subunit complexes essential for 
in vitro 3′ cleavage activity [ 7 – 10 ]. These core cleavage factors are 
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 cleavage polyadenylation   specifi city factor (CPSF, six subunits) 
[ 11 ,  12 ], cleavage stimulation factor (CstF, three subunits) [ 13 ], 
mammalian cleavage factors I (CF I m , two subunits) [ 14 ,  15 ] and 
II (CF II m , two or more subunits) [ 16 ], and, for most substrates, 
poly(A) polymerase (PAP) [ 10 ,  17 ]. Owing to the large number of 
essential cleavage factor polypeptides and, for several, their large 
size and poor solubility, the reaction has never been reconstituted 
using  recombinant proteins  . Moreover, the CF II m  fraction has not 
yet been fully characterized, despite earnest attempts [ 16 ,  18 ,  19 ]. 
The daunting complexity of the  cleavage   factors, and other pro-
teins associating with them [ 20 ], poses a dilemma for biochemists 
seeking to learn more about the 3′ cleavage reaction: given that a 
recombinant system is not yet practical, and purifi cation to homo-
geneity is expensive and arduous, to what extent should the cleav-
age factors be purifi ed before in vitro experimentation? The answer 
of course depends on the nature of the experiments proposed. On 
the one hand, the use of unfractionated nuclear extract does not 
allow for the selective treatment of the cleavage factors with modi-
fying  enzymes      or other reagents before reconstitution. On the 
other hand, over-purifi cation risks the loss of ancillary factors that 
may have potentially interesting regulatory or coordinating roles 
via interaction with the core cleavage factors. 

 A compromise we have employed is to use  cleavage   factors 
fractionated from HeLa cell nuclear extract on the anion-exchange 
diethylaminoethyl (DEAE)-sepharose resin [ 21 ]. Several early 
studies began their multistep fractionation procedures with either 
anion-exchange [ 8 ,  10 ,  12 ,  17 ] or size exclusion chromatography 
[ 10 ,  19 ]. Size exclusion chromatography, using, for example, 
Superose 6 resin, separates poly(A) polymerase (PAP) from all 
other core cleavage factors, referred to collectively during early 
studies as the cleavage specifi city factor (CSF) [ 10 ], while anion 
exchange separates the core factors into CPSF, CstF (co-eluting 
with PAP), and CF m  (denotes unseparated CF I m  and CF II m ). 
Thus, DEAE-sepharose anion exchange represents a simple frac-
tionation procedure resulting in the separation of HeLa CPSF, 
CstF, and CF m  in vitro activities. It should be emphasized that the 
DEAE-separated factors are only separated from one another, not 
purifi ed; they contain many co-eluting HeLa proteins, RNA [ 19 ], 
and, very likely, other nuclear extract constituents. Still, in combi-
nation with ammonium sulfate precipitation and a fi nal  dialysis  , the 
DEAE-fractionated factors enable types of experiments not possi-
ble with nuclear extract (e.g.,  see  ref.  21 ). In this report, we discuss 
factors that should be considered when optimizing 3′  cleavage   
activity using the DEAE-separated factors. 

 To obtain useable amounts of the partially purifi ed cleavage 
factors from HeLa nuclear extract, it has been necessary to begin 
multistep fractionation procedures with large amounts of HeLa 
cells grown in suspension, typically using large fl asks with spinner 
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agitation. For example, the fi rst report on CF I m , where this factor 
was purifi ed to apparent homogeneity, began with 240 L of HeLa 
cells grown at a density of 4–6 × 10 5  cells/mL, which resulted in at 
least 312 mL of nuclear extract [ 14 ]. This volume of extract is 
considerable and immediately discourages experiments aiming to 
begin with extracts from cells transiently transfected with plasmids 
encoding  recombinant proteins   of interest. Transient transfection 
experiments normally reduce the scale from cells grown in liters to 
cells grown on 10–15 cm plates in monolayer, where the amount 
of extract produced is too small to begin a chromatographic sepa-
ration of the factors. Nevertheless, interesting 3′  cleavage      experi-
ments can be envisioned in unfractionated nuclear extract made 
from transfected cells, and several methods have been reported for 
preparing nuclear extracts from adherent cells for in vitro 3′  cleav-
age   activity [ 22 – 27 ] as well as for other nuclear activities [ 28 – 32 ]. 
Commercial kits are also available. In our experience, nuclear 
extracts made from plated HeLa cells tend to have lower  pre- 
mRNA   3′ cleavage activity per extract volume than extracts made 
from cells grown in suspension. We have evaluated a variety of 
published methods for making HeLa nuclear extracts from plated 
cells and, in addition to our DEAE-factors discussion, describe 
here our current best procedure for making adherent HeLa cell 
nuclear extracts for use in 3′ pre-mRNA  cleavage   experiments.  

2    Materials 

 It is obviously important to work using RNase-free precautions. 
Guidance for working RNase-free can be found in this reference 
[ 33 ]. The solutions of the following cleavage reaction components 
should be made up in diethyl pyrocarbonate (DEPC)-treated water 
of the highest purity available. Insofar as possible, purchase RNase- 
free reagents, sterilize by syringe or suction fi ltration, and use auto-
claved plasticware. 

       1.    tRNA: approx. 10 mg/mL, e.g.,  E. coli  MRE600.   
   2.    2′-dATP, pH 7–8 (in place of ATP): 100 mM ( see   Note    1  ).   
   3.    Creatine phosphate, disodium salt (adjust for water content 

mass): 1 M, sterile-fi ltered, make fresh every 3 months or less, 
store in single-use aliquots at −80 °C.   

   4.    Dithiothreitol (DTT): 200 mM (made just before use by dilut-
ing a 1 M stock (1 M stock is made in 20 mM NaOAc, pH 5.2; 
dilution done in water).   

   5.    Ethylenediaminetetraacetic acid (EDTA): 25 mM, pH 8, 
diluted from 500 mM stock.   

   6.    RNase  inhibitor     , recombinant or placental: 40 units/μL ( see  
 Note    2  ).   

2.1   Cleavage   
Reaction Component 
Stock Solutions (Water 
Based)

In Vitro Pre-mRNA 3’ Cleavage 
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   7.    Polyvinyl alcohol (PVA, ≈90 % hydrolyzed, avg. MW 
30–70 kDa): 10 % by weight in water ( see   Note    3  ).   

   8.    Buffer D 50 : 20 %  glycerol  , 20 mM Hepes–Na, pH 7.9, 0.2 mM 
EDTA, 0.5 mM DTT, 50 mM (NH 4 ) 2 SO 4 , and 0.2 mM 
phenylmethylsulfonyl fl uoride (PMSF) ( see   Note    4  ).   

   9.    5′-capped, radiolabeled poly(A) signal-containing RNA sub-
strate [ 33 ]: e.g., simian virus 40 late poly(A) signal substrate, 
SV40L [ 10 ], or, e.g., adenovirus 2 late 3 substrate, Ad2L3 
[ 10 ], or other  pre-mRNA   substrate, aim for about 50 nM in 
DEPC-treated water.      

   Use DEAE-fractionated CPSF, CstF-PAP, and CF m  ( see   Note    5  ). 
Alternatively, HeLa cell nuclear extract from cells grown in 
suspension [ 10 ,  34 ] or from adherent cells ( see  below) may be 
used, 2–10 mg/mL total protein.

    1.    DEAE-CPSF, typically 2–7 mg/mL (total protein compared 
to BSA standards) dialyzed in buffer D 50 .   

   2.    DEAE-CstF, 2–7 mg/mL, dialyzed in buffer D 50 .   
   3.    DEAE-CF m , 2–7 mg/mL, dialyzed in buffer D 50 .   
   4.    BSA (bovine serum albumin): 10 mg/mL (molecular biology 

grade, in buffer D 50 ) ( see   Note    6  ).   
   5.     Proteinase      K 2× buffer: 100 mM Tris–HCl, pH 7.5, 20 mM 

EDTA, 200 mM NaCl, 2 % SDS.   
   6.    Glycogen: 10 mg/mL.   
   7.    Proteinase K: 10 mg/mL in water.   
   8.    Saturated phenol–chloroform: equilibrated with 0.1 M Tris–

HCl, pH 7.6 [ 35 ].   
   9.     Chloroform  .   
   10.    Ammonium acetate: 10 M in water, fi ltered through 0.22 μm 

syringe fi lter.   
   11.    Formamide gel loading buffer: highest purity formamide, 

12 mM EDTA (diluted from 500 mM aqueous stock), 0.3 % 
bromophenol blue, and 0.3 % xylene cyanol, by weight, added 
dry.    

         1.    Dulbecco’s Modifi cation of Eagle’s Medium (DMEM) with 
 L -glutamine, 4.5 g/L glucose and sodium pyruvate.   

   2.    Cosmic calf serum (CCS).   
   3.    Penicillin/streptomycin, 10,000 IU/mL and 10,000 μg/mL, 

respectively.   
   4.    HeLa JW36 cells (or other adherent HeLa cell type).   
   5.    Cell culture plates: e.g., 10 cm diameter.   
   6.    Dounce homogenizer, 7 mL, type B pestle.   

2.2   Cleavage   
Reaction Component 
Solutions (Buffer D 50  
Based)

2.3  Components 
Used in Adherent HeLa 
Cell Nuclear Extract 
Preparation
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   7.    Buffer A: 10 mM Tris–HCl, pH 8, 1.5 mM MgCl 2 , 10 mM 
KCl, 0.5 mM DTT, 0.5 mM PMSF.   

   8.    Buffer C: 25 % glycerol, 20 mM Tris–HCl, pH 8, 0.2 mM 
EDTA, 1.5 mM MgCl 2 , 420 mM NaCl.   

   9.    Buffer D 50 : 20 % glycerol, 20 mM Hepes–Na, pH 7.9, 0.2 mM 
EDTA, 0.5 mM DTT, 50 mM (NH 4 ) 2 SO 4 , 0.2 mM PMSF.   

   10.    Trypan Blue solution.   
   11.     Dialysis   membrane (MWCO 1000 Da), cut into 2 cm by 2 cm 

pieces.   
   12.    Small-scale  dialysis      chamber: prepared by severing a capped 

microfuge tube near its 1.5 mL mark with a new razor blade. 
The space inside the lid of the tube serves as the  dialysis   cham-
ber, while the ring of the remaining microfuge tube plastic 
serves as a clamp to hold the stretched dialysis membrane over 
the chamber like a drum.       

3    Methods 

 The reconstituted in vitro cleavage reaction carried out using the 
DEAE-fractionated cleavage factors will be described fi rst, fol-
lowed by details on balancing the relative amounts of the cleavage 
factors and a discussion of three reaction components (creatine 
phosphate, polyvinyl alcohol (PVA) and ATP, or certain structural 
analogs) important for consistently effi cient 3′ cleavage activity. 
The in vitro cleavage protocol described here is adapted from work 
from several laboratories [ 18 ,  36 – 38 ]. 

    The reaction is conveniently carried out in a fi nal volume of 
12.5 μL, but it may be scaled up or down as desired. Half of the 
volume is based on buffer D 50  and contains either nuclear extract 
or the DEAE factors, all previously dialyzed in this buffer, and 
should be prepared entirely on ice in a 4 °C cold room using only 
prechilled, autoclaved plasticware. The other half is unbuffered 
water based and contains aqueous solutions of tRNA, ATP (or 
structural analog), DTT, EDTA, creatine phosphate, RNase inhib-
itor, polyvinyl alcohol (PVA), and the in vitro transcribed [α- 32 P]-
NTP uniformly labeled RNA substrate under study. Components 
that are common to all tubes in an experiment are combined in 
either the buffer D 50  or in the aqueous master mix. The aqueous 
half of the reaction (and its master mix) should also be made on ice 
but can be prepared in a room at ambient temperature and then 
moved to the cold room. The two 6.25 μL master mix halves are 
mixed in a reaction tube and placed at 30 °C to start the reaction. 
The fi nal buffer and salt concentrations therefore become equiva-
lent to 0.5× buffer D 50  ( see   Note    7  ). The volumes of buffer D 50  

3.1  In Vitro 3′ 
 Cleavage   Reaction 
Using DEAE- 
Fractionated HeLa 
Cleavage Factors
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and  water   can be lowered in their respective mixtures to make 
room for other components such as small molecules, enzymes, and 
other variables to be tested. 

 This procedure describes a  cleavage      reaction using the DEAE- 
fractionated cleavage factors. If the goal is to locate cleavage factor 
activities following a chromatographic separation, this protocol 
must be adapted to that use by withholding the factor in question 
from the buffer D 50  master mix tube and adding the individual 
column fractions to the reaction tubes in place of the withheld fac-
tor, as done, for example, in this reference [ 19 ]. In addition to 
being useful in locating cleavage factor activities among the frac-
tions of a chromatographic separation, this procedure provides a 
control cleavage reaction starting point for experimenting with the 
 DEAE   factors. There is much room for fl exibility in planning 
diverse experiments, individually pretreating the factors with 
reagents, for example, but for consistent results, it is best to aim for 
the same fi nal concentrations of the water-based components listed 
here. For the actual cleavage factor amounts,  see  the discussion in 
Subheading  3.2  for balancing the cleavage factor volumes for opti-
mal processing. Note that the volumes in the tables are the amounts 
 per 12.5 μL reaction  and the volumes pipetted are small. Many 
reaction tubes with variations in each are typically run in a single 
experiment; scaling up will increase the pipetting volumes to vol-
umes that can be accurately pipetted:

    1.    Remove the DEAE factor aliquots to be used from −80 °C 
storage and place tubes on ice in the cold room.   

   2.    Add all necessary buffer D 50 , and the BSA, to the pre-iced buf-
fer D 50 -based master mix tube scaled up from the following 
table and leave on ice in the cold room. In scaling up, allow for 
one extra reaction tube (i.e., × 11 per 10 reaction tubes). 
Autoclaved 1.6 mL microfuge tubes are used for master mixes 
and reaction tubes throughout.

 Buffer D 50 -based stocks  Typical volume a  

 Buffer D 50   Enough to make 6.25 μL 

 BSA, 10 mg/ mL       0.31 (250 ng) 

 DEAE-CPSF (4–7 mg/mL total protein)  0.4 μL 

 DEAE-CstF (4–7 mg/mL total protein) ( see  
 Note    8  ) 

 0.3 μL 

 DEAE-CF m  (4–7 mg/mL total  protein  )  1.2 μL 

  Total volume   6.25 μL (per reaction) 

   a  See  discussion below on balancing the volumes of the DEAE factor preparations 
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        3.    While the factors are slowly thawing on ice in the cold room, 
begin to assemble the water-based master mix  tube   scaled up 
from the table below. The indicated order of mixing is recom-
mended but probably not critical, except that the RNase inhib-
itor should be added after the DTT. Mixing is done by fl icking 
the tube gently with a fi nger. If following this order of addi-
tion, after adding the RNase inhibitor, but before adding the 
PVA, mix the tube’s contents by fl icking, spin briefl y, and then 
leave the capped tube on ice. 

 Water-based stocks  Typical volume  Final conc. 

 DEPC-water  As needed 

 tRNA, 10 mg/mL  0.125 μL  0.1 mg/mL 

 2′-dATP, 100 mM  0.25 μL  2 mM 

 Creatine  phosphate     , 1 M  0.625 μL  50 mM 

 DTT, 0.2 M  0.1 μL  1.6 mM 

 EDTA, pH 8, 25 mM  1.0 μL  2 mM 

 RNase inhibitor, 40 μ/μL  0.1 μL 

 PVA, 10 %  3.125 μL  2.5 % 

 RNA substrate, ≈50 nM  0.5 μL  <5 nM 

  Total volume   6.25 μL 

       4.    Thaw the  RNA   substrate and dilute a portion to 50 nM in 
DEPC-treated water, heat it to 80 °C for 2 min, snap chill in 
an ice-water bath, vortex, spin to the bottom of the tube, and 
leave on ice ( see   Note    9  ).   

   5.    Before adding the RNA to the mix, return to the cold room 
and mix the now-thawed  DEAE      factor tubes by gentle fl icking 
and then spin them at 13,200 ×  g  in a precooled microfuge 
located in the cold room for about 1 min.   

   6.    Add the factors one after the other to the buffer D 50  master 
mix tube, mixing by gentle fl icking and then spinning briefl y in 
the microfuge after each addition. Minimize the time outside 
of the ice tray. After the last factor is added, mix well and spin 
again in the cold microfuge for 2 min to remove any surface 
bubbles. Return the tube to the ice tray. Immediately refreeze 
any remaining cleavage factor stock by immersing the tip of the 
microfuge tube in liquid nitrogen (or pulverized dry ice). Mark 
the tube to indicate that this aliquot has been thawed and 
refrozen one time.   

   7.    Continue making the aqueous master mix by adding the 
PVA. Before adding the  PVA  , vigorously mix the 10 % stock 
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solution on a benchtop vortexer and spin the tube at 13,200 ×  g  
in a microfuge at room temperature for 5 min to sediment any 
insoluble debris ( see   Note    10  ).   

   8.    Complete the aqueous master mix tube by adding the labeled 
RNA substrate. Despite the presence of the RNase inhibitor 
protein, the PVA allows the tube to be vortexed at medium 
speed without the formation of bubbles. Bring the tube to the 
cold room and spin at 13,200 ×  g  for 1–2 min in the microfuge 
there.   

   9.    On ice in the cold room, distribute 6.25 μL of the aqueous 
master mix into the series of reaction tubes in which the in vitro 
cleavage experiments will be performed.   

   10.    Distribute 6.25 μL of the DEAE factors master mix into each 
tube. Mix by gentle fl icking and spin for about 1 min in the 
cold room microfuge. (When adapting this procedure to spe-
cifi c experiments having liquid additions unique to the various 
tubes, it is possible to pipette small volumes onto the inside 
wall of the reaction tube and then add to the reaction mix by 
spinning briefl y in the microfuge. In this way, the addition of 
different ingredients to different reaction tubes can be syn-
chronized. This works for aqueous  solutions      only, where the 
surface tension is higher than when PVA or high protein con-
centrations are present.)   

   11.    Place the tubes in a 30 °C circulating water bath for 2 h.   
   12.    During the in vitro cleavage reaction, the denaturing poly-

acrylamide gel (DPAGE) [ 35 ] that will be used to separate the 
RNA cleavage products can be cast. In vitro cleavage does not 
work well on very long  RNA   substrates, so most are kept in the 
125–250 nucleotides (nt) range. The standard SV40L and 
Ad2L3 substrates are in this range and a 6 % DPAGE is used to 
resolve them.   

   13.    Also during the in vitro cleavage incubation period, make the 
proteinase K 2× buffer mix. Scale up the following recipe by 
the number of reaction tubes, plus one. 

 Proteinase K mix  Volume 

 Water  85.5 μL 

 2× Proteinase K buffer  100 μL 

 Glycogen, 10 mg/mL  1 μL 

 Proteinase K, 10 mg/
mL 

 1 μL 

  Total volume   187.5 
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       14.    At the end of the 2 h cleavage reaction incubation, add 
187.5 μL of the proteinase K  mix      to each tube at room tem-
perature, mix by inverting or fl icking, spin briefl y in a microfuge, 
and incubate at 37 °C for 15 min.   

   15.    Add an equal volume of saturated phenol–chloroform [ 35 ], 
 vortex   strongly to completely emulsify, and then spin in a room 
temperature microfuge for 15 min ( see   Note    11  ).   

   16.    Carefully transfer the top (aqueous) phase of each tube to a 
fresh tube containing 67 μL of 10 M ammonium acetate; mix.   

   17.    Add 2.5 volumes (668 μL) of 95–100 % ethanol, place on dry 
ice for 10 min or longer ( see   Note    12  ).   

   18.    Spin 15 min in the cold room microfuge at 13,200 ×  g .   
   19.    Remove all but about 10 μL of the supernatant while carefully 

monitoring with a handheld radioactivity monitor (i.e., Geiger 
counter) to avoid discarding the pellet. Spin for 1 min and very 
carefully remove every last bit of visible liquid while holding 
the tube up to a 60 W incandescent lamp if possible while also 
monitoring for radioactivity ( see   Note    13  ). The glycogen usu-
ally makes the pellet visible. It may resemble a tiny piece of wet 
cotton. Leave the microfuge tube open on the bench for 2 min.   

   20.    Resuspend the pellet in 8 μL formamide gel loading buffer by 
fl icking and  vortexing      and then spin briefl y in the microfuge to 
concentrate the liquid at the bottom of the tube.   

   21.    Clamp the microfuge tubes shut with Sorenson LidLocks™ or 
other means, heat to 80 °C for 2 min in an aluminum microfuge 
tube holder block on a hotplate (or heated sand), and then 
snap chill on ice. Vortex strongly, spin contents to the bottom 
of the tube, and leave tubes at room temperature until the gel 
is ready to load.   

   22.    Load equal volumes (typically 7 μL) of each sample in a pre-
fl ushed well of a (typically) 6 % denaturing “sequencing”  elec-
trophoresis   gel, 20 × 20 cm size, 0.4 mm thickness ( see   Note  
  14  ). For the SV40L and Ad2L3 substrates cited here, run the 
faster xylene cyanol dye to the bottom edge, but no farther as 
the 3′ cleavage fragments may run off the gel. Dry the gel on 
Whatman gel drying paper and expose to a phosphorimager 
plate, or X-ray fi lm, to image the result.    

      In practice, it can be diffi cult to attain consistently high effi ciency 
when reconstituting in vitro 3′ cleavage with partially purifi ed factors. 
We will focus here on important experimental details for maximizing 
processing in a standard 120 min in vitro cleavage reaction. We men-
tion again the need for working under RNase-free  conditions. This 
minimizes the background and consequently makes clearer the gel 
bands resulting from RNA cleavage. Another consideration, not often 
detailed in the literature, is the need to balance the relative amounts of 

3.2  Balancing 
the DEAE Factor 
Amounts for Maximum 
3′  Cleavage   Activity
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the factors for optimal activity. There is evidence that in cells some of 
the cleavage factors are recruited co- transcriptionally   to the RNA via 
the RNA Pol II largest subunit’s C-terminal domain (CTD) [ 39 ], and 
this process undoubtedly facilitates the formation of complexes with 
the proper stoichiometry for in vivo cleavage. In vitro, the pathway to 
pre- cleavage complex assembly may be different because it is not cou-
pled to transcription. In our experience, in vitro cleavage effi ciency 
depends on the relative amounts of the DEAE  cleavage      factor prepa-
rations mixed in a reaction and must be determined experimentally. In 
theory, quantitative Western blotting could be used to specify the stoi-
chiometry of the factors, but this would be laborious, and the func-
tional stoichiometry has not been determined for all factors [ 40 ,  41 ]. 
Interestingly, we have found that the ratio of the volumes is related to 
the still unexplained need for high concentrations of creatine  phos-
phate   to yield effi cient in vitro 3′ cleavage [ 18 ]. 

 An example of varying the DEAE factor volumes is shown in 
Fig.  1 . The total protein concentration of these preparations was 
between 4 and 7 mg/mL ( see   Note    15  ). The starting point in this 

  Fig. 1    In vitro 3′  cleavage   of SV40L  pre-mRNA  : balancing the DEAE-fractionated 
HeLa cleavage factors for optimal activity and creatine phosphate dependence. 
The indicated volume in microliters (μL) of the  DEAE     -fractionated factors used is 
listed. Total protein concentrations were CPSF, 5.7 mg/mL; CstF, 6.4 mg/mL; and 
CF m , 4.0 mg/mL. The upstream (5′ fragment) and downstream (3′) cleavage prod-
ucts are indicated. The relative cleavage (R.C., ratio of 5′ fragment to uncleaved 
substrate) for each reaction is normalized to lane 5 conditions. 6 % DPAGE       
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case was to use approximately equal volumes of CPSF and CstF 
and to use about twice this volume of CF m . The relative cleavage 
effi ciency obtained in this experiment is shown in lane 3. Holding 
CPSF and CstF constant and doubling CF m  led to an increase in 
relative  cleavage   (lanes 3 and 5), whereas holding CF m  constant 
and doubling CPSF and CstF did not signifi cantly change the 
amount of cleavage products (lane 3 vs. lane 7). These results show 
that CF m  was the limiting factor in the fi rst ratio chosen. At a higher 
volume of CPSF and CstF (0.8 and 0.6 μL, respectively), the 
amount of cleavage increases with the amount CF m  from 0.6 to 
3.5 μL. Thus, when balancing a new batch of DEAE factors, it is 
CF m  that is typically limiting, and increasing its volume usually 
leads to more cleavage. CstF can have the opposite effect; too 
much can inhibit 3′ cleavage in vitro. A sound strategy to begin 
with is to hold CPSF (0.5 μL) and CF m  (1 μL) constant while 
increasing CstF from about 0.3 to 1.3 μL. This should quickly lead 
to the optimal ratio of CPSF to CstF (they are typically similar if 
their total protein content is similar). CF m  is then increased until 
cleavage activity levels off or no more room is available in the buf-
fer D 50  half of the reaction volume. However, there is one caveat to 
this, and it relates to creatine phosphate.

      The relationship to the creatine phosphate effect on in vitro cleav-
age activity is also illustrated in Fig.  1 . In lanes 1–7, where the fac-
tors were used at comparatively low levels, detectable cleavage was 
clearly dependent on the addition of 50 mM creatine  phosphate     . 
But at the higher volume of CPSF (0.8 μL) and CstF (0.6 μL), 
increasing the CF m  from 0.6 to 3.5 μL led to some creatine 
phosphate- independent cleavage, as the reactions without it start 
to produce signifi cant amounts of cleavage (compare lanes 6, 8, 
and 10). The cleavage stimulation property of creatine phosphate 
and related compounds may hold clues to the molecular details of 
3′ cleavage [ 18 ,  42 ,  43 ]. It has at different times been postulated 
to be a mimic of a phosphoprotein, a mimic of the RNA Pol II 
CTD [ 42 ], and a serendipitous inhibitor of a 3′ cleavage- 
suppressing protein phosphatase [ 21 ]. How it works though is still 
unknown. The balancing  experiment   shown in Fig.  1  reveals that it 
can boost the activity of low CF m  concentrations just as increasing 
the amount of CF m  concentration can. There is evidence that the 
binding of CF I m  (the CF m  sub-complex containing CF I m 25 and 
either the 59, 68, or 72 subunit) to the RNA substrate is important 
for the early steps of pre-cleavage complex assembly [ 15 ]. At low 
CF m  concentrations, creatine phosphate may foster the proper 
binding of CF I m  to the RNA substrate and/or to other factors. 
The DEAE CF I m  fraction we used here is less pure than that from 
the kinetic study [ 15 ], so other explanations are certainly possible 
( see   Note    16  ). Whatever the explanation, when balancing the fac-
tors for maximum in vitro cleavage activity, the nature of the 

3.3  Dependence 
of the In Vitro 
 Cleavage   Reaction 
on Creatine Phosphate
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planned experiments should be taken into consideration. For 
example, when searching for small molecules [ 43 ] or proteins [ 42 ] 
that can take the place of creatine phosphate, it is obviously neces-
sary to use a combination of factors that ensures dependence on 
the creatine phosphate for cleavage activity.  

    ATP . With the exception of the SV40L  pre-mRNA   substrate, ATP, 
or one of its structural analogs, is required for effi cient in vitro 
cleavage [ 4 ,  18 ]. In fact, ATP was fi rst thought to satisfy an energy 
requirement for the reaction ( see   Note    17  ), and creatine phosphate 
was included to allow creatine kinase to replenish the ATP pool 
[ 4 ]. Though the role of ATP in 3′ cleavage is still unknown, the 
need for its hydrolysis has been shown to be unnecessary [ 18 ]. We 
have found that 2′-dATP used in place of ATP leads to more effi -
cient  cleavage      of the Ad2L3 substrate with the DEAE factors, and 
we therefore recommend its use, but most other analogs, including 
3′-dATP, are less effi cient than ATP. The 3′-dATP analog, cordy-
cepin triphosphate, can nevertheless be used to replace ATP when 
there is a need for Mg 2+  but when polyadenylation, which can 
obscure the cleavage reaction outcome, is to be avoided. The fi rst 
3′-dATP added by PAP to the cleaved 5′ fragment in the presence 
of Mg 2+  cannot be extended by the polymerase, even when Mg 2+  is 
present, because the 3′-OH is lacking. The 2′-dATP analog may 
also work in this way, though it lacks the 2′-OH, not the 3′-OH. 

  PVA .  PVA   is required for effi cient in vitro cleavage and how it 
works is also unknown. It is sometimes assumed to be a molecular 
crowding agent, but we have observed that other crowding agents, 
like polyethylene glycol (PEG) and polyvinylpyrrolidone, cannot 
replace PVA. PVA is a polyol and has a dense array of alcohol groups 
along its chains. Interestingly, the consensus sequence of the CTD 
of RNA polymerase II is also very rich in alcohol side chains. Its 
sequence is YSPTSPS, so the consensus heptads have fi ve hydroxyls 
per seven amino acid residues. The isolated recombinant CTD can 
stimulate 3′ cleavage in place of creatine phosphate for the Ad2L3 
substrate [ 42 ,  44 ] ( see   Note    18  ). We have wondered if, in addition 
to a crowding agent role, PVA works also as a CTD mimic. However, 
we have no evidence for this speculation. 

  RNA substrate concentration . Lastly, we note that the RNA 
substrate should be kept below 5 nM concentration. Increasing the 
concentration, for example, by adding cold substrate to decrease 
the specifi c activity of the labeled substrate, decreases in vitro cleav-
age activity. The likely explanation is that when the RNA concen-
tration is increased, incomplete sets of cleavage factors are 
distributed among different substrate molecules, statistically low-
ering the number of RNA substrates that can interact with all of 
the factors simultaneously.  

3.4  Other Reaction 
Components that 
Affect In Vitro 3′ 
 Cleavage   Effi ciency
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   HeLa cell nuclear extract can be prepared from adherent HeLa 
cells for use in pre-mRNA 3′ cleavage reactions, though in our 
initial  experience     , extracts made from suspended HeLa cells gener-
ally showed greater activity. Despite the small scale used for adher-
ent cells, which does not allow for cleavage factor separation, the 
use of adherent cells can be convenient because their growth can 
be combined with transfection, allowing for ectopic protein expres-
sion, overexpression, or  RNAi      knockdown experiments. Using the 
protocol described here, two 10 cm plates of HeLa cells grown to 
80–90 % confl uency typically yield 60–80 μL of HeLa nuclear 
extract with 3′ cleavage activity comparable to that made from a 
large volume suspension cells ( see  Fig.  2a ). In vitro 3′ cleavage car-
ried out with HeLa nuclear extract is also to some extent depen-
dent on creatine phosphate ( see  Fig.  2b ). In our experience though, 
it is less dependent on creatine phosphate addition than is the reac-
tion reconstituted from the DEAE-separated factors, and it can be 
diffi cult to fi nd an amount of nuclear extract, from suspension cells 
or adherent cells, that will be completely dependent on creatine 
 phosphate      addition for detectable activity. The method we present 

3.5  In Vitro  Pre- 
mRNA   3′  Cleavage   
Using HeLa Nuclear 
Extract 
from Adherent Cells

  Fig. 2    In vitro 3′  cleavage   activity using HeLa cell nuclear extract (Nxt) made from 
suspension cells and adherent cells. ( a ) Extract prepared from adherent cells as 
described here produces in vitro 3′ cleavage activity on par with that from extract 
made from suspension cells, per microgram (μg) total protein. ( b ) Creatine  phos-
phate      (CP, 50 mM) enhances cleavage activity but is not required when a typical 
amount (3 μL, 11.6 μg) of extract is used per 12.5 μL in vitro reaction. ( c ) HeLa 
cells treated with Lipofectamine 2000 (no plasmid and according to manufac-
turer’s instructions) yielded an extract with lower cleavage activity. The SV40L 
 pre-mRNA   substrate was used in all cases. 6 % DPAGE       
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here is in itself not new, but combines features from other pub-
lished nuclear extract preparation methods to maximize in vitro 3′ 
cleavage activity. It should be noted that using transfection reagents 
may lead to decreased 3′ cleavage activity ( see  Fig.  2c ), and vehicle- 
only control experiments should be used to gauge this effect.

   Most small-scale extraction procedures are based on the classic 
Dignam nuclear extract preparation method [ 34 ] and involve (1) 
harvesting, (2) swelling, and (3) bursting the cells, followed by 
extraction of the nuclei at moderate salt concentration. Several 
protocols are available for nuclear extraction from adherent cells, 
mainly differing in the cell bursting technique used [ 25 ,  29 – 32 ]. 
To our knowledge, among these, only one method has been used 
to prepare in vitro 3′ cleavage activity [ 22 – 26 ]. The procedure we 
describe here is based on that method. One important modifi ca-
tion we include is the addition of a small-scale  dialysis   step after salt 
extraction—also a typical step in the preparation of nuclear extract 
from suspended cells—which despite being inconvenient we found 
to be necessary for reliable  pre-mRNA   3′  cleavage   activity. 

 Lastly, we note that some extract-to-extract variability is 
unavoidable in all methods. Though we have not systematically 
studied it, we suspect that the precise confl uency and general 
 health      of the cultured cells may be responsible for this variability. 
Therefore, caution should be exercised when drawing conclusions 
from experiments where different extracts are used within one 
experiment, and extensive controls and repetitions are recom-
mended.  RNAi      knockdown and transient transfection are two such 
experiment types:

    1.    Grow HeLa JW36 cells (or other HeLa cell types as long as 
they adhere well to the plate) on two or more 10 cm plates 
with DMEM media supplemented with 10 % CCS and 1 % pen-
icillin/streptomycin in an incubator at 37 °C and 5 % CO 2 . 
Cells should be grown until they are 80–90 % confl uent.   

   2.    All steps beyond this point should be carried out in the cold 
room using prechilled solutions and glassware. Prepare 100 mL 
of PBS, 10 mL of buffer A, and 1 mL of buffer C on ice. PMSF 
and DTT should be added just before use.   

   3.    Bring the cell culture plates to the cold room. Aspirate the 
media and wash each plate with 10 mL of PBS three times. 
Aspirate all the remaining  PBS      from the plates after leaving the 
plates slanted for a few seconds.   

   4.    Add 5 mL of PBS [ 35 ] to each plate and scrape the cells off the 
plates using a rubber policeman.   

   5.    Transfer the detached cells to the 15 mL falcon tube using a 
10 mL pipette. Prepare a microscope slide with 2 μL of the 
suspension, diluting further with PBS if necessary.   
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   6.    Centrifuge at 2000 ×  g  in a cold room clinical centrifuge for 
5 min to collect the cells to the bottom.   

   7.    Aspirate all the supernatant PBS and gently resuspend the cell 
pellet in 3 mL buffer A fi rst by using the 10 mL pipette. Then 
pipette the cells up and down using a 1000 μL micropipettor 
to thoroughly resuspend the cells.   

   8.    Incubate on ice for 10 min, allowing cells to swell. Verify that the 
cells have swollen by preparing a microscope slide with 2 μL of 
the suspension, and compare it to the pre-swelling sample, from 
 step 5 , under a light microscope. In swollen cells, the nuclei look 
like distinct dark spots within large translucent spheres.   

   9.    During the swelling period, rinse the inside of the  Dounce      
homogenizer with buffer A and place it on ice.   

   10.    Transfer the cell suspension to the Dounce homogenizer using 
a 10 mL pipette. Carefully insert the B-type pestle into the 
Dounce, avoiding bubbles, and slowly move it up and down 
20 times, on ice ( see   Note    19  ).   

   11.    Check for cell lysis by taking 2 μL of the cells in buffer A and 
mixing in a microfuge tube with an equal volume of Trypan 
Blue. Observe cell lysis under the microscope. The lysed cells 
appear blue and ~90 % of the cells should be lysed. If they are not, 
a few more Dounce strokes can be added until most of the cells 
are lysed. Transfer the lysate back to the 15 mL falcon tube.   

   12.    Centrifuge at 4000 ×  g  for 10 min and aspirate the supernatant 
away from the nuclei.   

   13.    Estimate the packed nuclear volume (PNV)       either by using the 
graduation on the falcon tube or using a separate empty falcon 
tube and water.   

   14.    Slowly resuspend the nuclear pellet in 1.5 PNV of buffer C, 
using a 200 μL micropipettor. This results in a ~250 mM NaCl 
concentration for the nuclear extraction.   

   15.    Transfer the nuclear mixture to a microfuge tube. Incubate for 
30 min on a Nutator mixer.   

   16.    During this time, wash the  dialysis   membrane in DEPC- treated 
water, and leave it submerged in a 50 mL falcon tube with 
DEPC-treated water.   

   17.    Centrifuge the nuclei suspension at 13,200 ×  g  for 15 min.   
   18.    Transfer the supernatant (the nuclear extract) to the small- 

scale dialysis chamber. Lay the dialysis membrane over the top 
and then seal the “drum” by sliding the ring of cut tube over 
the opening. Invert the chamber and make sure the liquid 
moves into contact with the membrane. Place the small-scale 
dialysis chamber in a beaker containing 250 mL of buffer D 50 , 
the  membrane      facing down and in contact with the buffer (no 
trapped air).   

In Vitro Pre-mRNA 3’ Cleavage 



194

   19.    Dialyze with gentle stirring for 2 h.   
   20.    Remove the  dialysis   chamber from buffer D 50  and place on the 

bench, the membrane facing up. Blot away any excess buffer 
sitting on the membrane. Using a new razor, cut a slit into the 
dialysis membrane. Using a P200 micropipettor, collect as 
much of the dialyzed nuclear extract as possible and deposit 
into a prechilled microfuge tube ( see   Note    20  ).   

   21.    Use 2 μL to measure the total protein concentration via 
Bradford assay, compared to standard solutions of a protein 
such as BSA. Starting from two 10 cm plates of HeLa cells, this 
procedure typically yields 60–80 μL of nuclear extract having a 
protein concentration of 1–2 mg/mL.   

   22.    Aliquot the rest of the extract in microfuge tubes. Snap freeze 
the aliquots in liquid nitrogen and store at −80 °C. Avoid 
repeated freeze-thaw cycles.   

   23.    For in  vitro    cleavage   reactions, use 3–6.25 μL of the nuclear 
extract in place of the DEAE cleavage factors as described in 
Subheading  3.1 .    

4                           Notes 

     1.    We have surveyed a variety of ATP structural analogs and fi nd 
that 2′-dATP is the most effective [ 46 ].   

   2.    RNase inhibitors work against a type of ribonuclease unrelated 
to the 3′  cleavage   endoribonuclease; there is no danger of 
inhibiting 3′ cleavage.   

   3.    Dissolve PVA with rocking on Nutator at room temperature 
over 1–2 days, vortex, and spin in microfuge at 13,200 ×  g  for 
5 min just before each use.   

   4.    Add PMSF, a serine protease inhibitor, just before contact with 
factors when possible. It has a short half-life in water.   

   5.    DEAE-sepharose and Mono Q are the two anion-exchange 
resins that have been used the most to separate the  cleavage   
factor activities. For DEAE-sepharose chromatographic proce-
dures, see the following references [ 8 ,  10 ,  12 ,  17 ,  38 ,  44 ].   

   6.    BSA prevents the total protein concentration from falling too 
low. 250–500 ng is typically used per 12.5 μL reaction.  DEAE      
factors work well with 250 ng. To be safe, more highly purifi ed 
factors, which have less total protein, should be supplemented 
by higher amounts of BSA.   

   7.    This results in a buffer concentration of only 10 mM, while the 
creatine phosphate concentration is 50 mM. Fortunately, the 
creatine phosphate pH is close to that of the buffer and does 
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not change the pH. If acidic or basic components are used in 
adaptations of this protocol, take care to keep the pH in the 
7.5–8.0 range.   

   8.    CstF and PAP elute in the void volume of anion-exchange col-
umns such as DEAE and Mono Q. It is therefore not necessary 
to supplement the DEAE factors with recombinant PAP when 
processing PAP-dependent substrates, i.e., all substrates except 
the SV40L pre-mRNA. If PAP is suspected to be low, 2 ng 
recombinant bovine PAP can be used [ 45 ].   

   9.    Though heat denaturation is probably not critical for most 
substrates, it is done to break up any unexpectedly strong 
intramolecular secondary structure that might be present and 
affect processing. Longer substrates have more chance for sec-
ondary structure and may work poorly in vitro.   

   10.    10 % PVA is normally stored at −20 °C and can be thawed 
quickly in a warm water bath. PVA is viscous and diffi cult to 
pipette accurately. Draw it slowly into the pipette tip to avoid 
air bubbles, and gently pump after dispensing into the mixture 
to rinse the inside of the pipette tip. The benchtop microfuge 
used throughout this method was an Eppendorf 5415D. Its 
top speed is 13,200 ×  g .   

   11.    Excessive insoluble material at the phase interface may indicate 
(1) the PVA solution is too old or too concentrated, (2) tubes 
are made out of material other than polypropylene and react 
with chloroform, and (3) a need for longer microfuge centrifu-
gation time to separate phases.   

   12.    It is safe to stop the procedure at this step and leave the pre-
cipitation tubes at −20 °C or lower overnight.   

   13.    This procedure can be tedious for a large number of samples 
but it is critical since the pellet can be lost or fracture and be 
partially lost. For best results, remove as much supernatant as 
possible with a P1000  micropipettor     , spin again, remove all 
but 10 μL, spin again, and remove every last trace. If this is 
done, there is no need to rinse the pellet with 70 % aqueous 
ethanol. If the salt in the supernatant is not removed at this 
step, migration through the gel may be adversely affected.   

   14.    One of the plates can be siliconized [ 35 ] to help the gel adhere 
to only one of the plates when the gel is removed from the 
glass plates. Since sequencing gels are now rarely used, the 
spacers and gel combs to form the square wells can be hard to 
fi nd. Labrepco is currently selling them under SKU: 21035043.   

   15.    Bio-Rad Bradford reagent method was used, with comparison 
to BSA standards.   

   16.    RNA Pol II can replace creatine phosphate in in vitro  cleavage   
[ 42 ], and we have detected some RNA Pol II in CF m  by 
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Western blotting. Though it seems not to be in high enough 
concentration to be responsible for this creatine phosphate-
independent cleavage, we cannot rule it out.   

   17.    The hydrolysis of esters such as RNA and DNA in water is 
thermodynamically favorable. Thus, no ATP should be 
required. However, energy could be required to assemble the 
proper cleavage factor complexes needed to carry out cleavage 
at a specifi c site.   

   18.    Along with the partially purifi ed core cleavage factors, the 
recombinant RNA Pol II CTD, in the form of a GST-CTD 
fusion protein, can stimulate in vitro cleavage in place of cre-
atine phosphate for the Ad2L3 substrate but not for the SV40L 
substrate [ 42 ,  44 ]. In our experience, it cannot replace cre-
atine phosphate in unfractionated HeLa cell nuclear extract 
with either substrate.   

   19.    As an alternative to douncing, cells can also be passed through 
syringe needle [ 30 ]. However, using a syringe needle tends to 
generate bubbles. The detergents such as NP-40 and digitonin 
have also been used [ 31 ,  32 ]. The extent to which cells are 
exposed to the detergent must be empirically determined. 
Repeated freeze-thaw cycles (three times) can also lyse the 
cells, but this method can be time consuming [ 28 ].   

   20.    The plastic ring may be removed and the chamber, with its 
loose membrane still over the top, may be inserted into a new 
 microfuge      tube whose cap has been removed. Brief spinning in 
a microfuge will transfer any remaining extract through the slit 
and into the tube. There may also be commercially available 
small-scale  dialysis   alternatives.         
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    Chapter 15   

 Unbiased Interrogation of 3D Genome Topology Using 
Chromosome Conformation Capture Coupled 
to High- Throughput Sequencing (4C-Seq)                     

     Rutger     W.  W.     Brouwer    ,     Mirjam     C.  G.  N.     van den     Hout    , 
    Wilfred     F.  J.     van     IJcken    ,     Eric     Soler     , and     Ralph     Stadhouders      

  Abstract 

   The development and widespread implementation of chromosome conformation capture (3C) technology 
has allowed unprecedented new insight into how chromosomes are folded in three-dimensional (3D) 
space. 3C and its derivatives have contributed tremendously to the now widely accepted view that genome 
topology plays an important role in many major cellular processes, at a chromosome-wide scale, but cer-
tainly also at the level of individual genetic loci. A particularly popular application of 3C technology is to 
study transcriptional regulation, allowing researchers to draw maps of gene regulatory connections beyond 
the linear genome through addition of the third dimension. In this chapter, we provide a highly detailed 
protocol describing 3C coupled to high-throughput sequencing (referred to as 3C-Seq or more com-
monly 4C-Seq), allowing the unbiased interrogation of genome-wide chromatin interactions with specifi c 
genomic regions of interest. Interactions between spatially clustered DNA fragments are revealed by cross-
linking the cells with formaldehyde, digesting the genome with a restriction endonuclease and performing 
a proximity ligation step to link interacting genomic fragments. Next, interactions with a selected DNA 
fragment are extracted from the 3C library through a second round of digestion and ligation followed by 
an inverse PCR. The generated products are immediately compatible with high- throughput sequencing, 
and amplicons from different PCR reactions can easily be multiplexed to dramatically increase throughput. 
Finally, we provide suggestions for data analysis and visualization.  

  Key words     Chromosome conformation capture (3C)  ,   4C-Seq  ,   4C-Seq  ,   Genome-wide  ,   Long-range 
gene regulation  ,   Chromatin looping  ,   DNA  ,   Bioinformatics  

1      Introduction 

  Chromosome conformation capture (3C)   and high-throughput 
derivatives (4C, 3C-   / 4C-Seq  , Capture-C, T2C, Hi-C, Capture- 
Hi- C, ChIA-PET) enable the reconstruction of average topologi-
cal genome conformations from populations of cells [ 1 ,  2 ]. This 
 knowledge      is essential to fully understand gene regulatory princi-
ples, as it has been clearly demonstrated that gene  transcription   is 
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intimately linked to three-dimensional (3D) genome organization. 
Indeed, gene regulatory elements may interact with their target 
genes over large genomic distances (hundreds to thousands of 
kilobases (kb)) via  chromatin    looping   mechanisms (reviewed in 
[ 3 ]) to modulate the  transcriptional   activity of target promoters. 
Therefore, defi ning long- range   chromatin interactions and their 
dynamics across different experimental settings has the potential to 
yield critical insights into gene regulatory processes. 3C, for exam-
ple, allows researchers to detect gene distal cis-regulatory elements 
through their physical co-association with target promoters in 
large and complex genomes. 3C also represents an essential tool 
for studying genotype–phenotype relationships in mammals and 
the functional impact of common noncoding genomic variants in 
humans (i.e., [ 4 – 9 ]). 

 The principle underlying 3C is one of elegant simplicity. 3C 
(and all 3C-related technologies) relies on proximity ligation- 
mediated capture of chromatin interactions (Fig.  1 ). Typically, 
formaldehyde crosslinking is used to fi x the native 3D  genome      
organization, followed by restriction enzyme digestion of the 
genome. This way, distal chromatin fragments that were in close 
proximity in the nuclear space at the time of fi xation remain physi-
cally linked and can be ligated to each other. Subsequent PCR 
strategies and deep sequencing approaches are used to detect these 
ligation products and to reconstruct the 3D chromatin conforma-
tion of the cells under investigation.

   We and others [ 10 ] have used 3C-sequencing ( called 4C-Seq 
or more commonly 4C-Seq  ), a high-throughput 3C derivative to 
analyze topological conformations of genomic regions of interest 
with  genome-wide   coverage. 4C-Seq uses a single chosen genomic 
region of interest (e.g., enhancer, promoter, domain boundary; 
referred to as the “viewpoint”) and interrogates the whole genome 
for chromatin co-associations with this region. As such, 4C-Seq by 
itself is not truly a genome-wide assay as it is focused on chosen 
genomic regions. To overcome this limitation, we apply 4C-Seq in 
a multiplexed fashion to enable analysis of dozens of viewpoints in 
parallel with  genome-wide   coverage [ 11 ].  

2    Materials 

 All materials, reagents, and software listed are divided using the 
same subheadings as used in Subheading  3  describing the meth-
ods. All buffers and solutions described below are prepared using 
nuclease-free deionized water. Reagents can be stored at room 
temperature unless stated otherwise. 

       1.    Computer with standard restriction analysis/PCR primer 
design software.      

2.1  Design of a  4C- 
Seq   Experiment

Rutger W.W. Brouwer et al.
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       1.    Mammalian cells of interest (i.e., cultured  cell      lines or primary 
cells,  FACS   purifi ed cells, or freshly isolated tissue samples) ( see  
 Note    1  ).   

   2.    Cell strainer (40 μM or 70 μM depending on the cell size).   
   3.    Appropriate cell culture medium or 10 % heat-inactivated FCS 

in PBS (FCS/PBS).   
   4.    37 % formaldehyde ( Toxic:  handle in chemical fume hood) ( see  

 Note    2  ).   
   5.    1-M glycine in water (0.22 μM fi ltered).   
   6.    Protease inhibitors (e.g., complete protease inhibitors, Roche).   
   7.    Freshly prepared cell lysis buffer (10-mM Tris–HCl, pH 8.0, 

10-mM NaCl, 0.2 % NP-40 containing protease inhibitors), 
store on ice until needed ( see   Note    3  ).      

       1.    Primary restriction enzyme and appropriate buffer ( see   Note    4  ).   
   2.    10 % (wt/vol) SDS.   
   3.    20 % (wt/vol) Triton X-100.   

2.2  Crosslinking 
of Cells and Isolation 
of Nuclei

2.3  Generation 
of the  3C   Library: 
Digestion and Ligation

nucleusus x-link

region of
interest

interacting
region

1-2% FA

RE1

digest ligationon

junction

de-x-linking,
purification

‘4C library’

RE2

digestligationPCR

inverse

region of
interest

interacting
region

region of
interest

interacting
region

‘4C-Seq
PCR template’

region of
interest

(’viewpoint’)

‘4C-Seq library’

‘trimming’

  Fig. 1    Principles underlying the 4C-Seq protocol. Depicted is a schematic of the different experimental steps 
required to obtain a  4C-Seq   library. Cells are treated with formaldehyde (“FA”; 1–2 %), causing nuclear architec-
ture to be stably fi xed through the formation of protein– protein   and protein– DNA      crosslinks (shown as an “x-link”). 
As a result, interacting genomic regions normally separated on the linear chromosome (exemplifi ed by the  blue  
and  green  strands) are maintained in close proximity during chromatin fragmentation (digestion with the primary 
restriction enzyme, “RE1”) and proximity ligation. The latter step creates chimeric molecules (the “3C library”) 
with a ligation junction that allows their identifi cation. In 3C-/ 4C-Seq   protocols, 3C libraries are digested a second 
time (with RE2) to trim the average size of the individual molecules, allowing for effi cient PCR amplifi cation after 
self-circularization through a second ligation. PCR primers are designed on a region of interest (the “viewpoint,” 
depicted in  blue  here) and face outward to amplify all unknown fragments that have been ligated to the viewpoint 
(represented by the  green ,  red , and  yellow  fragments). The addition of sequencing adapters to the PCR primers 
(shown as  gray  overhangs) allows for direct high-throughput sequencing of  4C-Seq   libraries       
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   4.    Proteinase K (10 mg/ml).   
   5.    Basic agarose gel electrophoresis equipment and reagents.   
   6.    10× T4  DNA   ligation buffer (Roche) ( see   Note    5  ).   
   7.    T4 DNA  ligase   (highly concentrated, 5 U/μl, Roche).      

       1.    Phenol/chloroform/ isoamyl      alcohol (25:24:1), saturated with 
100-mM Tris–HCl, pH 8.0 ( Toxic:  handle in chemical fume 
hood).   

   2.    DNase-free RNase A (10 mg/ml).   
   3.    2-M sodium acetate, pH 5.6 or 3-M sodium acetate, pH 5.2.   
   4.    100 % and 70 % ethanol.   
   5.    10-mM Tris–HCl, pH 7.5.      

       1.    Secondary restriction enzyme and appropriate buffer ( see   Note    6  ).   
   2.    Glycogen (20 mg/μl), molecular biology grade.      

       1.    Spin column-based DNA purifi cation kit ( see   Note    7  ).   
   2.    DNA quantifi cation system (e.g., spectrophotometric or 

fl uorometric).   
   3.    Expand Long Template PCR System (Roche).   
   4.    dNTPs (10 mM).   
   5.    Viewpoint-specifi c inverse PCR oligonucleotides.   
   6.    High Pure PCR Product Purifi cation kit (Roche) or AMPure 

XP beads (Beckman Coulter) ( see   Note    8  ).      

       1.    Bioanalyzer and DNA 12000 chip cartridges (Agilent) ( see   Note    9  ).   
   2.    Accurate DNA quantifi cation methodology.   
   3.    Illumina high-throughput sequencing system and required 

reagents.      

       1.     SAMtools  available at   http://www.htslib.org/     [ 12 ].   
   2.      BEDTools       available at   https://github.com/arq5x/bedtools2     

[ 13 ].   
   3.     Bowtie  available at   http://bowtie-bio.sourceforge.net/     [ 14 ].   
   4.    Illumina base-calling software ( bcl2fastq ) available from 

  http://www.illumina.com/    .   
   5.     IGV genome browser  available at   http://www.broadinstitute.

org/igv/     [ 15 ].   
   6.     Python  available at   http://www.python.org/    . All simple 

4C-Seq analysis scripts have been developed using Python 
release 2.x.   

2.4  De-crosslinking 
and DNA Purifi cation

2.5  Generation 
of the  4C-Seq   PCR 
Template: Digestion 
and Ligation

2.6  DNA Purifi cation, 
PCR Amplifi cation, 
and  4C-Seq   Library 
Preparation

2.7  High-Throughput 
Sequencing and Data 
Analysis

2.8  Primary Data 
Analysis and 
Downstream Data 
Analysis ( See   Note    26  )

Rutger W.W. Brouwer et al.
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   7.     Pysam  available at   https://github.com/pysam-developers/
pysam    .   

   8.    4C-Seq analysis scripts available at   https://github.com/
RWWB/simple3Cseq    .   

   9.    FastA fi le with the reference genome sequence.   
   10.    Chromosome sizes for the reference genome (generated from 

FastA).   
   11.    Bowtie index for the reference genome (generated from 

FastA).   
   12.    Software packages for in-depth data analysis (e.g.,  r3Cseq , 

 Basic4CSeq ,  fourSig ,  4Cseqpipe ,  FourCSeq ).       

3     Methods 

         1.    Determine “bait(s)” or “viewpoint(s)” of interest to be ana-
lyzed. Typically, these represent discrete genomic regions 
defi ned by a known or suspected regulatory function (e.g., 
enhancer or promoter)—however, any genomic region is in 
principle amenable to 4C-Seq analysis.   

   2.    Select a (set of) suitable primary restriction enzyme(s) based on 
(1) general performance in 3C-type conditions, (2) insensitivity 
to mammalian CpG methylation, (3) no/very low star activity, 
(4) excellent (>95 %) ligation effi ciencies after digestion, and (5) 
recognition site distribution surrounding the desired viewpoint(s) 
and the desired resolution ( se  e   Note    4   and Fig.  2 ).

       3.    Select suitable secondary restriction enzymes based on (1) insen-
sitivity to mammalian CpG methylation, (2) excellent (>95 %) 
ligation effi ciencies after digestion, and (3) compatibility with 
the primary restriction  enzyme      in generating a suitable fragment 
for inverse PCR primer design ( see  Fig.  2 ) ( see   Note    6  ).   

   4.    Design inverse  PCR   primer pairs on restriction fragment ends 
of the viewpoint(s) of interest ( see  Fig.  2 ) ( see   Note    10  ).      

       1.    Collect cells or tissues; resuspend in fresh culture medium or 
FCS/PBS. If required (e.g., when using tissue samples), pre-
pare a single-cell suspension by fi ltering through a cell strainer 
( see   Note    1  ).   

   2.    Determine cell concentration and further dilute the cell sus-
pension as necessary using fresh culture medium or FCS/PBS 
( see   Note    11  ). We prefer to crosslink cells at a 1 × 10 6  cells per 
ml density to ensure standardized conditions (e.g., 10 × 10 6  
cells in 10 ml of the medium). We have conducted successful 
 4C-Seq   experiments using this protocol starting from 
10–20 × 10 6  to as little as 1–0.5 × 10 6  cells [ 16 – 18 ].   

3.1  Design of a  4C- 
Seq   Experiment

3.2  Crosslinking 
of Cells and Isolation 
of Nuclei

Analyzing Spatial Genome Organization Using 3C-Seq
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   3.    Add 37 % formaldehyde directly to the cell suspensions to a 
fi nal concentration of 1–2 % ( see   Note    12  ). Immediately mix 
by inverting and incubate at room temperature for 10 min 
under rotation.   

   4.    Transfer the cells to ice and add glycine to a fi nal concentration 
of 0.125 M.   

   5.    Immediately centrifuge the crosslinked cells for 8 min at 
340 ×  g  (4 °C) and remove all supernatant.   

   6.    Gently resuspend the cell pellet in 5 ml of prechilled cell lysis 
buffer. Incubate for 10–15 min on ice.   

   7.    Centrifuge the mixture for 5 min at 650 ×  g  (4 °C) to pellet the 
nuclei.   

RE1 sites:

gene of interest
1kb

Viewpoint (0.4-5kb)

RE1 sites
RE2 sites

0.2-1.0kb

1 21: Undigested
2: Self-circle

RE1 RE2

annealing

index

adapter (P5) adapter (P7)

±100bp<50bp*

primer design region
*depending on sequencing read length

  Fig. 2    Primer design considerations. A hypothetical locus of interest is shown to illustrate several aspects of 
4C-Seq primer design. Primary restriction enzyme (RE1) sites are scattered around the locus, determining 
local resolution of the  4C-Seq   experiment. Viewpoint fragment length is considered optimal between 0.4 and 
5.0 kb and is generally chosen to be located as close as possible to (or preferably overlapping with) the specifi c 
 genomic      element of interest—in this case the promoter region of a chosen gene (the  transcription   start site is 
depicted as an  arrow , exons as  vertical blue lines ). Selected viewpoint fragments are then examined for sec-
ondary restriction enzyme (RE2) sites. Primers can be designed at both the 5′- and 3′-ends of the viewpoint 
fragment (as delineated by the RE1 sites), as long as the fi nal RE1–RE2 fragment is >200 bp (thus ensuring 
effi cient self-circularization) and allows primer design near the RE1 and RE2. In the example, the 5′ RE1–RE2 
combination was chosen for primer design ( see  magnifi cation marked in  yellow ). Sequencing is initiated from 
the RE1 side of the viewpoint; hence, the corresponding primer should contain an optional index and the P5 
Illumina sequencing adapter as overhang. This “reading primer” should be positioned as close to the RE1 site 
as possible (preferably encompassing it) to ensure enough sequence read length is left for aligning the 
unknown interacting sequence to the genome. The design of the nonreading primer with P7 adapter overhang 
near the RE2 site allows for more fl exibility, as sequencing is not initiated from this side. Inherent to the experi-
mental strategy of  3C  -/ 4C-Seq  , two fragments will be amplifi ed with a much higher frequency (also  see  Fig.  3 ): 
(1) the “undigested” fragment due to a failure to cut the RE1 site next to the reading primer (the RE1–RE2 
fragment directly adjacent to the viewpoint RE1–RE2 fragment) and (2) the “self-circle” fragment due to the 
self- circularization of the viewpoint fragment in the fi rst round of ligation (the RE1–RE2 fragment at the oppo-
site end of the viewpoint fragment not used for primer design)       
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   8.    Pelleted nuclei can be washed with PBS and transferred to 1.5- 
ml microcentrifuge tubes (e.g., as aliquots), snap-frozen in liq-
uid N 2 , and stored at −80 °C for at least a year.      

       1.    Gently resuspend the nuclei in 0.5 ml of 1.2× restriction buf-
fer. Do not use more than 10 × 10 6  nuclei per individual reac-
tion ( see   Note    13  ).   

   2.    Place the tubes in a  thermomixer      at 37 °C and add 15 μl of 
10 % SDS (fi nal, 0.3 %).   

   3.    Incubate at 37 °C for 1 h while shaking at 900 rpm.   
   4.    Add 50 μl of 20 % Triton X-100 (fi nal, 2 %) ( see   Note    14  ).   
   5.    Incubate at 37 °C for 1 h while shaking at 900 rpm.   
   6.    Remove a small (5–10 μl) aliquot from each sample and store 

it overnight at −20 °C. The DNA extracted from these nuclei 
will be used to determine the digestion effi ciency ( see   steps 9  
and  10 ).   

   7.    Add 400 U of the preferred restriction enzyme to the remain-
ing sample and incubate overnight at 37 °C while shaking at 
900 rpm ( see   Note    15  ).   

   8.    Remove a small (5–10 μl) aliquot from each sample. The DNA 
extracted from these nuclei will be used to determine the 
digestion effi ciency ( see   steps 9  and  10 ).   

   9.    Add 10 μl of proteinase K to the two control aliquots and add 
10-mM Tris–HCl, pH 7.5 to a fi nal volume of 100 μl. Incubate 
at 65 °C for 1 h to reverse formaldehyde crosslinks.   

   10.    Directly run a 20 μl aliquot of the control samples alongside 
each other on a 0.6 % (wt/vol) standard agarose gel. The DNA 
from undigested control samples should run as a discrete high 
molecular weight band (>12 kb), while a DNA smear should 
appear after a successful digestion (Fig.  3 ) ( see   Note    16  ).

       11.    If digestion was successful, heat-inactivate the restriction 
enzyme by incubating at 65 °C for 20 min. If the enzyme can-
not be heat-inactivated, add 80 μl of 10 % SDS (fi nal, 1.6 %) 
before incubating at 65 °C for 20 min.   

   12.    Transfer the sample to a 50-ml centrifugation tube and add 
6.125 ml of 1.15× ligation buffer ( see   Note    17  ).   

   13.    Only if SDS was added in  step 11 , add 375 μl of 20 % Triton 
X-100 (fi nal, 1 %) and incubate for 1 h at 37 °C in a water bath.   

   14.    Add 100 U of T4 DNA ligase and incubate at 16 °C for 4 h or 
overnight.      

       1.    Add 30 μl of  proteinase      K and incubate for at least 4 h (over-
night is also possible) at 65 °C to de-crosslink the samples.   

   2.    Add 30 μl of RNase A and incubate for 30–45 min at 37 °C.   

3.3  Generation 
of the 3C Library: 
Digestion and Ligation

3.4  De-crosslinking 
and DNA Purifi cation
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   3.    Cool the samples to room temperature and add 7 ml of phe-
nol/chloroform/isoamyl alcohol and shake the samples 
vigorously.   

   4.    Centrifuge for 15 min at 3200 ×  g .   
   5.    Transfer the upper aqueous phase into a new 50-ml tube. Add 

7 ml of Milli-Q H 2 O and 1.5 ml of sodium acetate and add 
35 ml of 100 % ethanol.   

   6.    Mix thoroughly and place the sample at −80 °C for 2–3 h until 
the liquid is frozen solid.   

   7.    Directly centrifuge the frozen samples for 45 min at 3200 ×  g  
(4 °C).   

   8.    Remove the supernatant and add 10 ml of 70 % ethanol.   
   9.    Centrifuge the mixture for 15 min at 3200 ×  g  (4 °C).   
   10.    Remove the supernatant, air-dry, and dissolve the pellet in 

150 μl of 10-mM Tris–HCl, pH 7.5 by incubating for 30 min 
at 37 °C.   

   11.    Determine ligation effi ciency by running a small aliquot 
(1–5 μl) of  3C   material on a 0.6 % (wt/vol) standard agarose 
gel. A successful ligation should result in a signifi cant shift of 
the digested DNA upward in the gel (Fig.  3 ) ( see   Note    18  ).   
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  Fig. 3     4C-Seq   wet-lab quality control. Artifi cial representation of typical DNA smears obtained after agarose gel 
electrophoresis during the various quality control steps of the 4C-Seq protocol (typical average sizes of the 
majority of DNA fragments are shown below the “gel”). Undigested chromatin (1) runs as a sharp high molecular 
weight band. After the fi rst digestion (2 + 3), this sharp band should largely dissolve into a downward smear 
(with an average size depending on whether a 6-bp- or 4-bp-recognizing enzyme was selected). After the fi rst 
ligation (4), the DNA fragment size returns upward as a compact high molecular weight smear/band. The second 
round of digest (3)—using a frequent cutting 4-bp-recognizing enzyme—results again in a smear of low molec-
ular weight fragments. The second ligation (the self-circularization step) does not result in visible  DNA      fragment 
size changes on the gel. Inverse PCR (5 + 6) typically produces a wide range of DNA fragments (representing 
detectable interacting fragments) that appear as a smear on the gel. Two prominent bands (the “undigested” 
and “self-circle” fragments,  see  Fig.  2  for an explanation of their origin) are often readily visible (5). Note that 
these fragments can be very small (<100 bp) and therefore they do not always appear on the gel (6)       
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   12.    Store the 3C library at −20 °C or proceed with the second 
round of digestion. If desired, quantitative PCR can be per-
formed on the 3C library to either ensure the presence of chi-
meric ligation products or validate library quality by probing 
for a known genomic interaction ( see   Note    19  ).      

       1.    Digest the 3C library overnight with the selected four-base 
recognition restriction enzyme using 50 U of enzyme in a 500-
μl total reaction  volume     . Use buffers and incubation tempera-
tures as recommended in the manufacturer’s instructions.   

   2.    Remove a small aliquot (10–20 μl) from the reaction to assess 
digestion effi ciency on a 1.5 % (wt/vol) standard agarose gel. 
The high molecular weight DNA observed after the fi rst liga-
tion should have been digested into a smear of low molecular 
weight fragments (usually the majority is <1000 bp) (Fig.  3 ). 
If digestion is suboptimal, consider repurifying the samples 
using a phenol–chloroform extraction (as described below) 
followed by an additional round of overnight digestion.   

   3.    If digestion was successful, heat-inactivate the restriction 
enzyme by incubating at 65 °C for 20 min. If the enzyme can-
not be heat-inactivated, remove the enzyme by adding 500 μl 
of phenol/chloroform/isoamyl  alcohol  . Shake vigorously and 
centrifuge for 15 min at 16,100 ×  g . Transfer the aqueous phase 
to a new tube and add 2 μl of glycogen, 50 μl of sodium ace-
tate, and 850 μl of 100 % ethanol. Mix thoroughly, place the 
sample at −80 °C until frozen solid, and directly centrifuge the 
frozen samples for 20 min at 16,100 ×  g  (4 °C). Wash the pellet 
once with 70 % ethanol, air-dry, and dissolve in 500 μl of 
10-mM Tris–HCl, pH 7.5.   

   4.    Transfer the sample to a 50-ml centrifugation tube. Add 1.4 ml 
10× ligation buffer, 200 U of T4 DNA ligase, and water up to 
14 ml. Incubate at 16 °C for 4 h or overnight ( see   Note    20  ).      

         1.    To the 14-ml ligation sample, directly add 14-μl glycogen and 
a 1/10 volume of sodium acetate, mix the contents, and add 
35 ml of 100 % ethanol ( see   Note    21  ).   

   2.    Place the tubes at −80 °C for 2–3 h until the liquid is frozen 
solid.   

   3.    Directly centrifuge the  frozen      samples for 45 min at 3200 ×  g  
(4 °C).   

   4.    Remove the supernatant and add 10 ml of 70 % ethanol.   
   5.    Centrifuge the mixture for 15 min at 3200 ×  g  (4 °C).   
   6.    Remove the supernatant, air-dry, and dissolve the pellet in 

150 μl of 10-mM Tris– HCl  , pH 7.5 by incubating for 30 min 
at 37 °C.   

3.5  Generation 
of the  4C-Seq   PCR 
Template: Digestion 
and Ligation

3.6  DNA Purifi cation, 
PCR Amplifi cation, 
and  4C-Seq   Library 
Preparation

Analyzing Spatial Genome Organization Using 3C-Seq



208

   7.    Purify the DNA using a spin column-based DNA purifi cation 
kit (QIAquick gel or PCR purifi cation kits work well in our 
hands) according to the manufacturer’s recommendations. 
Realize that most columns used in such kits have a maximum 
binding capacity of 10–20 μg of DNA. Use one column when 
working with 1–2 × 10 6  cells, increase the number of columns 
to two (2–5 × 10 6  cells) or three (5–10 × 10 6  cells) as more cells 
are used at the start of the protocol.   

   8.    Estimate the DNA concentration of the resulting “4C-Seq 
PCR template” sample using spectrophotometric (e.g., 
Nanodrop) or fl uorometric (e.g., Qubit) measurements.   

   9.    Store the 4C-Seq PCR template at −20 °C or proceed with 
inverse PCR.   

   10.    PCR primer sets designed in Subheading  3.1  can now be tested 
on dilution series of the 4C-Seq PCR template. Ensure that 
primer pairs yield reproducible fragment smears and amplify in 
a linear fashion ( see   Note    22   and Fig.  3 ).   

   11.    After assessing primer pair quality, perform several PCR reac-
tions (we generally amplify the equivalent of 500–1000-ng input 
DNA per bait fragment, using the Roche Expand Long Template 
PCR System) using  PCR      primers containing Illumina P5/P7 
adapters as overhangs. The PCR reaction setup and program are 
indicated below. Ensure that the amount of input 4C-Seq PCR 
template used allows for a linear and reproducible  PCR   reaction. 
We generally do not exceed 200 ng of input material.

  PCR reaction mix 

  5 μl of 1× buffer I  
  1 μl of 10 mM dNTPs  
  25-pmol forward primer  
  25-pmol reverse primer  
  0.75-μl polymerase mix (5 U/μl)  
  25–200 ng of 4C-Seq PCR template  
  H 2 O up to 50 μl.   

  PCR program 

  94 °C—2 min  
  30 cycles: 94 °C, 15 s; [primer-specifi c Tm] °C, 1 min; 68 °C, 3 min  
  68 °C—7 min      

   12.    Verify  PCR      success by analyzing a small aliquot (5–10 μl) of 
each reaction on a 1.5 % (wt/vol) standard agarose gel (Fig.  3 ).   

   13.    Pool all successful reactions from the same bait fragment and 
purify the DNA using the High Pure  PCR   Product Purifi cation 
kit or AMPure XP beads ( see   Note    23  ). Elute the columns/
beads with 40 μl of elution buffer.   
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   14.    Verify the purifi cation procedure success by running a 5-μl ali-
quot on a 1.5 % (wt/vol) standard agarose gel and measuring 
sample purity using spectrophotometric measurements. We 
adhere to similar guidelines as those published by van de 
Werken et al. [ 19 ], with A 260/A280  values between 1.8 and 2.0 
and A 260/A230  values >1.5 considered compatible with Illumina 
sequencing procedures. Also ensure that primer dimers (70–
120 bp) have been successfully removed.   

   15.    4C-Seq libraries can be stored at −20 °C for at least 6 months 
and can be directly sequenced using Illumina high- throughput 
sequencing equipment ( see   Note    24  ).      

       1.    Estimating the average fragment size of  4C-Seq   libraries can be 
challenging. We quantify the average fragment size of the indi-
vidual 4C-Seq libraries on an Agilent Bioanalyzer (ensure that 
the cartridge and kit used allow detection of DNA fragments up 
to 4 kb). If PCR smears show one or two dominant fragments, 
this size (or the average of the two) is generally a good approxi-
mation. Otherwise, a “smear analysis” quantifi cation using the 
Bioanalyzer software provides a reliable size estimate.   

   2.    Quantify 4C-Seq library  DNA      concentrations using a reliable 
library quantifi cation strategy. We have successfully used 
Bioanalyzer, Qubit, and quantitative PCR (i.e., KAPA Library 
Quantifi cation Kit) strategies.   

   3.    Determine DNA molarities of the individual  4C-Seq   libraries 
using the average size estimate and DNA concentration values. 
The following formula can be used: (library concentration [in 
ng/μl] × 10 6 )/(650 D × library size [in bp]) =  x  nM 4C-Seq library.   

   4.    Create different pools of multiple 4C-Seq libraries for Illumina 
sequencing by pooling equimolar amounts of individual librar-
ies in a single tube ( see   Note    25  ).   

   5.    Proceed with single-read sequencing as described by the manu-
facturer. Depending on the primer design, either a 50- or 100- 
bp read length is suffi cient for accurate alignment of the reads 
( see   Note    10  ). To enable custom de-multiplexing using the 
viewpoint primer at the beginning of the 3C-/ 4C-Seq   sequence 
reads, do not specify the “I7_index_ID” and “index” columns 
in the SampleSheet.csv loaded upon starting the sequencer.      

        1.    Proceed with standard sequencing data processing methods 
from Illumina ( bcl2fastq ) to retrieve the reads in FastQ format. 
After this procedure, all data will be located (by default) in the 
data run folder, in the Data/Intensities/BaseCalls/subfolder, 
organized as one gzipped FastQ fi le per lane. 
      > bcl2fastq --runfolder-dir /path/to/run-
folder/ 

3.7  High-Throughput 
Sequencing

3.8  Primary Data 
Analysis
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         > cd /path/to/runfolder/Data/Intensities/
BaseCalls; gunzip *.fastq.gz 

        2.    Obtain the reads from the samples by matching the 5′-ends to 
the viewpoint sequence ( see   Note    27  ). 
      > demultiplex.py –i allreads.fastq –s view-
point_sequence –o sample.fastq 

        3.    Next, remove the viewpoint and the restriction site from the 
5′-end of the reads to keep only the interacting target sequence. 
The remaining sequence should be trimmed to a fi xed length 
from the 3′- end      of the read. Differences in read length between 
different viewpoints can introduce variation between experi-
ments and should thus be avoided. In our experience 36 base-
pair reads yield good mappability and high sensitivity to a wide 
size range of restriction fragments. 
      > subsection.py –i sample.fastq \ 
             -o infi le.fastq \ 
             –s length_of_viewpoint_plus_restric-
tion_site \ 
             -e length_of_viewpoint_plus_restric-
tion_site+36 

        4.    Check for the presence of primary restriction enzyme recogni-
tion sites in the reads. Restriction sites can sometimes be absent 
from a subset of the reads, which is likely due to unexpected 
endonuclease activity and/or PCR artifacts. To check for such 
issues, the bases comprising the restriction site are extracted 
from the reads, and the percentage of reads containing the 
expected restriction site is determined. 
      > subsection.py –i sample.fastq \ 
             -o sites.txt \ 
             –s length_of_viewpoint \ 
             -e length_of_viewpoint+6 \ 
             --table 
         > cut –f 2 sites.txt | sort | uniq –c | sort 
–nr>sites.cnt 
         > grep –e recognition_sequence sites.cnt 

    As a rule of thumb, over 90 % of the reads should contain the 
primary restriction enzyme site.   

   5.    Align the trimmed reads to the reference genome with  Bowtie  
[ 14 ] ( see   Note    28  ). 
      > bowtie –qS -l 32 -n 2 -p 4 --best –m 1 /
path/to/genome/index \ 
             infi le.fastq>infi le.sam 2>bowtie.error.log 
         > samtools view –Sb infi le.sam>infi le.bam 
         > samtools sort infi le.bam infi le.srt 
         > samtools index infi le.srt.bam 
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        6.    Convert the  BAM      fi les into BEDgraph fi les for visualization 
and quality control ( see   Note    29  ). 
      > echo 'track type=bedGraph name=$* 
visibility=full'>infi le.cvrg.bedgraph 
         > bedtools genomecov –ibam infi le.srt.bam 
>>infi le.cvrg.bedgraph 

               1.    Generate a restriction map of the target genome. 
      > fi ndSequence.py –f genome.fasta –s recog-
nition_sequence –b occurences.bed 
         > regionsBetween.py –I occurences.bed –s 
chromsizes.txt –o regions.bed 
         > bedtools sort –I regions.bed>regions.srt.
bed 

        2.    Count the number of reads per restriction fragment. 
      > alignCounter.py –b infi le.srt.bam –r re-
gions.srt.bed –o  infi le.table 

        3.    Convert the tables to BEDgraph fi les for visualization in 
genome browsers. 
      > echo 'track type=bedGraph name=$* 
visibility=full'>infi le.bedgraph 
         > gawk '/[^#]/{if($4>0) print $1 "\t" $2 
"\t" $3 "\t" $4;}' \ 
                infi le.table >>infi le.bedgraph 

        4.    ( Optional ) Convert the  BEDgraph      fi les to .tdf fi les for viewing 
in the IGV genome browser. IGV can also perform this index-
ing upon loading BEDgraph fi les. 
      > java –Xmx2g –Djava.awt.headless=true –jar 
igvtools.jar \ 
              -f median,mean,max –z 10 infi le.bedgraph 
fi le.tdf genome- name 

        5.    Verify  4C-Seq   library quality by examining several important 
parameters. First and foremost, the vast majority (>50 %) of 
reads should map back to the cis-chromosome, clearly cluster-
ing in close proximity (i.e., within 1 Mb) of the viewpoint. 
Read count percentages on the viewpoint fragment itself and 
the fragment directly adjacent to the location of the reading 
primer (the “self-circle” and “undigested” prominent signals, 
respectively;  see  Figs.  2  and  3 ) are informative for assessing 
crosslinking and digestion effi ciencies. Van de Werken et al. 
[ 19 ] provide excellent information on 3C-/ 4C-Seq   library 
quality control parameters.   

   6.    Normalization, in-depth statistical analysis, and visualization of 
3C-   / 4C-Seq   data can be performed using several existing soft-
ware packages. 3C/4C data analysis is usually performed using 
either a restriction fragment-based approach or a window-
based approach. Using the restriction fragment-based 

3.9  Downstream 
Data Analysis
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approaches, the reference genome is digested with the restric-
tion enzyme in silico ( see   step 1  above). These restriction frag-
ments are then assigned a score based on the number of reads 
aligning to that fragment ( see   step 2  above). In window-based 
approaches, sequencing read enrichments are determined per 
chosen genomic interval (i.e., a 20-kb window). Restriction 
fragment- based approaches normally yield bar and line graphs 
as a standard visual output (Fig.  4a, b ). Window-based 
approaches are often represented using smoothened line 
graphs and “domainograms” (Fig.  4b, c ). Below, we briefl y 
describe the main 3C-/4C-Seq analysis software packages cur-
rently available.

    (a)     r3Cseq  [ 20 ] is a Bioconductor package available for the R 
statistical  software      environment. The package performs 
data normalization, identifi es statistically signifi cant inter-
actions (within and between experimental datasets), and 
provides several options for data visualization. The pack-
age uses BAM alignment fi les to count the number of reads 
per restriction fragment. These are then normalized using 
a reverse-cumulative fi tting procedure in which the area 
around the viewpoint is not considered. Signifi cant inter-
actions are detected by comparing the observed read 
counts per fragment to those of a smoothened background 
signal. Biological replicates are combined using Fisher’s 
combined probability test. r3Cseq creates restriction frag-
ment bar graphs, log2 fold change comparison tracks, line 
plots, and domainograms.   

  (b)     Basic4Cseq  [ 21 ] is another Bioconductor package available 
in R. This software is focused on data visualization, but does 
provide data smoothening and a basic “reads-per-million” 
normalization function. Basic4Cseq visualizes the raw and 
normalized data per restriction fragment across the genome 
and creates running mean and median plots for varying win-
dow sizes. Data can be exported in either the .csv or .wig 
formats for downstream processing using other tools.   

  (c)     fourSig  [ 22 ] is a command-line tool written in Perl and R. It 
performs a per restriction fragment analysis, but also features 
a novel statistical approach to determine signifi cant interac-
tions with greater confi dence (“interaction prioritization”). 

Fig. 4 (continued) frequent interactions between transcription factor-bound regions and the  MYB  promoter. 
Panel  c  displays 4C-Seq data as a so-called domainogram generated using r3CSeq software [ 20 ], in which an 
increasing window size (2–30 kb resolution) is used to identify broader regions of high interaction frequency. 
Two conditions (red blood cell progenitors and brain cells) were analyzed. Note how certain regions in the  Myb  
locus display strong tissue-specifi c interactions with the  Myb  promoter. Many of the red blood cell-specifi c 
interactions contain transcription factor-bound enhancer regions, in agreement with the much higher  Myb  
expression levels in these cells.  Data      were taken from Stadhouders et al. [ 5 ,  16 ]       
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  Fig. 4    Examples of  4C-Seq   data visualization. 4C-Seq data can be displayed using different strategies. In the 
different examples shown, the mouse (panels  a  and  c ) or human (panel  b )  Myb / MYB  promoter was used as a 
viewpoint in order to detect genomic regions in the near vicinity interacting with the gene. Panel  a  shows a 
standard bar graph representation, with each individual bar representing the (normalized) number of sequences 
retrieved from that particular restriction fragment—a measure for the interaction frequency between that 
fragment and the viewpoint. Two conditions (red blood cell progenitors and differentiating red blood cells) were 
analyzed. Note that interactions between the  Myb  promoter and  transcription   factor-bound intergenic regions 
(marked in  yellow ) are lost upon differentiation. Panel  b  depicts  4C-Seq   data as a line graph, again highlighting 
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In terms of visualization, fourSig employs restriction frag-
ment read count fi les for genome browser visualization.   

  (d)     4Cseqpipe  [ 23 ] software is a complete analysis package that 
not only performs data normalization and visualization 
but also includes a specifi c 4C-specifi c aligner that matches 
reads with the theoretical restriction fragments in the 
genome. The processed data is visualized in several ways, 
including high- resolution domainograms and  genome-
wide   ideograms.   

  (e)     FourCSeq  [ 24 ] is an R package that uses a variance-stabiliz-
ing transformation and a trend-fi tting approach for 
advanced data normalization. Statistically signifi cant inter-
actions above the expected background trend can be com-
pared between experimental conditions, resulting in line 
 graphs      and log2 fold change comparison tracks that high-
light signifi cantly different interactions.    

4                                              Notes 

     1.    Any mammalian cell is in principle suitable for  4C-Seq   analy-
ses. To ensure equivalent formaldehyde exposure (and thus 
comparable crosslinking effi ciencies) among individual cells 
and between different cell types, it is highly desirable to obtain 
single-cell suspensions before crosslinking. Especially when 
using tissue samples, the use of cell strainers and even collage-
nase treatment should be considered.   

   2.    Typically, formaldehyde used in 3C (and many other biochem-
ical assays, such as  chromatin immunoprecipitation  ) comes 
from 37 % formaldehyde stocks that contain 10–15 % methanol 
as a stabilizing agent. Although suitable for 3C-based tech-
nologies, one should realize that over time these formaldehyde 
stocks are subjected to polymerization and oxidation. We con-
sider the maximum shelf life of a 37 % formaldehyde bottle to 
be 6 months after opening. Alternatively, one could use single-
use ampules of (methanol-free) formaldehyde.   

   3.    The recipe used here has not changed since the original publi-
cation of  3C   by Dekker et al. [ 25 ], and it remains the most 
common lysis buffer for 3C-based approaches. It allows for (a 
partial) extraction of nuclei under mild conditions. As effi cient 
lysis is considered important for allowing the restriction 
enzyme access to the chromatin, other lysis buffers as well as 
the use of a douncer have been employed (i.e., in Splinter et al. 
[ 10 ]) to increase lysis effi ciency. Nevertheless, one should 
strive to be as gentle as possible considering that relevant chro-
matin co-associations originate from intact nuclei [ 26 ,  27 ]. In 
our hands, cell lysis is often poor using only the original 3C 
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lysis buffer. This is usually not problematic, as  SDS      addition 
(0.25–0.5 %) in the subsequent steps prior to digestion often 
effi ciently lyses the cell membrane while keeping crosslinked 
nuclei intact. Nevertheless, some cell types are resistant to lysis 
(even in the presence of SDS), and it is therefore important to 
monitor cell lysis during the fi rst phase of the procedure to 
obtain high digestion effi ciencies.   

   4.    As described in Subheading  3.1  ( step 2 ), primary restriction 
enzyme choice is primarily determined by general performance 
under  3C   conditions, sensitivity to CpG methylation, and liga-
tion effi ciencies of the resulting fragment ends. Other important 
parameters are recognition site distribution around the view-
point of choice, as well compatibility with the second restriction 
enzyme ( see  Fig.  2  and its legend for a detailed example).   

   5.    When diluting the nuclei as traditionally done in 3C-based 
protocols, large quantities of T4 DNA ligation buffer are used. 
We routinely produce our own ligation buffer using the manu-
facturer’s standard recipe, which is stored at −20 °C as single- 
use aliquots.   

   6.    The second restriction enzyme digestion is not performed on 
crosslinked chromatin under the somewhat harsh 3C condi-
tions. Therefore, any 4-bp-recognizing restriction enzyme 
insensitive to CpG methylation leaving fragment ends with high 
ligation effi ciencies can be used. Important is to ensure that the 
secondary restriction enzyme cuts the viewpoint  fragment while 
creating a DNA fragment suitable for self- circularization in the 
second ligation (>200 bp) and inverse PCR primer design ( see  
Fig.  2  and its legend for a detailed example).   

   7.    After two rounds of digestion–ligation,  4C-Seq   PCR template 
samples remain contaminated with impurities that could 
potentially affect the inverse PCR. Standard spin column- based 
DNA purifi cation kits improve sample purity, although in our 
hands the persistence of suboptimal 260/280 absorbance 
ratios does not infl uence PCR effi ciency and linearity under the 
conditions described in Subheading  3.6 .   

   8.    Final 4C-Seq library purifi cation can be performed using spin 
column-based DNA purifi cation kits or AMPure XP beads. 
Important at this step is to remove as much unused primer and 
primer dimer as possible, which resides in the <100–120-nt 
range. Substantial amounts of remaining primer dimers will 
negatively affect sequencing yield and quality. The Roche High 
Pure PCR Product Purifi cation kit suggested by Splinter et al. 
[ 10 ] performs well in separating informative PCR product 
from primers and primer dimers.   

   9.     4C-Seq   libraries have a broad size range (120 bp to >3 kb,  see  
Fig.  3 ), which should be taken into account when choosing 
Agilent  Bioanalyzer      cartridges for quantifi cation.   
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   10.    Standard primer design guidelines (for, i.e., length, %GC, anneal-
ing temperature, and secondary structures) can be followed. 
Critical is to position the reading primer—located near the pri-
mary restriction enzyme site—as close to the enzyme recognition 
site as possible, preferably on top (Fig.  2 ). As single- read sequenc-
ing commences from this side only, any extra sequence in between 
the primer and the primary restriction site will lower the number 
of nucleotides available for mapping sequences stemming from 
unknown interaction fragments to the genome ( see  Fig.  2  and 
Subheading  3.8 ). The design of the primer near the secondary 
restriction site allows for more fl exibility (within ±100 bp of the 
enzyme recognition site,  see  Fig.  2 ), as sequencing is not initiated 
from this site. Ensure that PCR primers used to construct the 
fi nal  4C-Seq   libraries contain the appropriate P5 and P7 Illumina 
adapters as overhang: place the P5/P7 sequence directly upstream 
of the annealing part. Short 3–6-nt barcodes can be placed in 
between the P5 adapter, and annealing part of the reading primer 
if multiplexing of libraries generated with the same viewpoint 
PCR primers is desired. Adapter sequences: P5: 5′-AATGATAC
GGCGACCACCGAACACTCTTTCCCTACACGACGCTCT
TCCGATCT- 3′;P7: 5′-CAAGCAGAAGACGGCATACGA-3′.   

   11.    Formaldehyde crosslinking effi ciency is infl uenced by tempera-
ture. Ensure that solutions in which cells are crosslinked are at 
room temperature.   

   12.    Published  3C  -based protocols typically employ a 1–2 % range of 
fi nal formaldehyde concentration when crosslinking mammalian 
cells. Although only few systematic comparisons have been pub-
lished (especially when using mammalian cells), variations in % 
formaldehyde within this range appear to have little infl uence on 
experimental outcome. It should be noted that higher formalde-
hyde concentrations can reduce digestion effi ciencies [ 28 ].   

   13.    Using more than 10 × 10 6  cells as starting material can pro-
mote the formation of nuclear aggregates. This phenomenon 
is very cell type specifi c and seems to correlate with cell size. 
Some aggregation is normal and not detrimental, but excessive 
clumping can severely reduce digestion effi ciencies and should 
be avoided. In our hands, the best solution to reduce aggrega-
tion is to start with lower numbers of cells.   

   14.    Increasing Triton X-100 concentrations (as suggested by 
Splinter et al. [ 10 ] and van De Werken et al. [ 19 ]) might aug-
ment SDS quenching and further improve digestion effi ciency.   

   15.    Restriction enzymes are known to vary with respect to their 
ability to remain active during prolonged incubation times. In 
case a primary restriction enzyme is used with reported low 
survivability, multiple separate and/or extra  enzyme      additions 
can improve digestion effi ciency.   
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   16.    Digestion effi ciencies can also be quantifi ed more accurately 
using quantitative PCR analysis (qPCR) employing primer sets 
that span restriction sites. One should strive for >70 % overall 
digestion effi ciencies.   

   17.    This protocol still contains the traditional extreme dilution of 
the fi rst 3C ligation initially implemented to favor intramolec-
ular ligation and to minimize random ligation events. Although 
not detrimental, the benefi t of ligating crosslinked chromatin 
under such dilute conditions is now considered obsolete [ 26 , 
 27 ]. Therefore, primary  3C   ligations can also be performed in 
smaller volumes (e.g., as described in Rao et al. [ 27 ]).   

   18.    Bear in mind that average DNA fragment sizes after primary 
ligation differ depending on whether a 6-bp- or 4-bp- 
recognizing restriction enzyme was used: ligations after diges-
tion with the latter type of enzyme tend to produce a less sharp 
high molecular weight band.   

   19.    At this point, the 3C library can be subjected to quantitative 
interaction analysis using qPCR. Both SYBR Green and TaqMan 
probe approaches can be used to quantify interactions in a one-
versus-one manner. This can be extremely useful when verifying 
key interactions identifi ed using more high- throughput meth-
odologies such as  3C  -/ 4C-Seq  . Important considerations for 
such 3C-(q)PCR assays have been described elsewhere [ 29 ].   

   20.    In contrast to the primary ligation step (also  see   Note    17  ), the 
second ligation (specifi c for 3C-/4C-Seq protocols) needs to be 
performed under extremely diluted conditions to strictly pro-
mote self-circularization of individual fragments and to prevent 
random ligations between DNA molecules in the solution.   

   21.    Traditionally, 3C-based protocols include several phenol/
chloroform purifi cations steps. In the original 4C-/4C-Seq 
protocols [ 11 ,  30 ], ligation products at this stage were fi rst 
purifi ed by a phenol/chloroform/isoamyl alcohol extraction, 
immediately followed by ethanol precipitation and spin 
column- based purifi cation. To prevent additional loss of mate-
rial when working with low numbers of cells, we now omit the 
phenol/chloroform extraction and immediately continue with 
the ethanol precipitation.   

   22.    A standard setup for testing  4C-Seq   PCR primers involves run-
ning a duplicate series of PCR reactions (using the reaction 
setup and program described in  step 11  of Subheading  3.6 ) 
using 25, 50, and 100 ng of 4C-Seq PCR library input 
DNA. DNA smears are visualized on a 1.5 % standard agarose 
gel to determine reproducibility and linearity. Another hall-
mark of a successful 4C-Seq PCR is the appearance of two 
“prominent” bands representing self-circularization of the 
viewpoint  fragment      and ligation of the viewpoint fragment to 
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the adjacent fragment when digestion of the primary restric-
tion site was not achieved (Figs.  2  and  3 ). Both these events 
are much more prominent than other interactions, hence their 
abundance in 3C-/ 4C-Seq   libraries. The size of the expected 
prominent bands can be easily estimated (Fig.  2 ). Note that 
these fragments can be very short and therefore not compati-
ble with self-circularization, or they can simply not be visual-
ized on a 1.5 % agarose gel.   

   23.    One column is suffi cient when using the High Pure PCR 
Product Purifi cation kit.   

   24.    The P5/P7 single-read Illumina sequencing adapters used in 
this protocol ( see   Note    10   and Stadhouders et al. [ 11 ]) are not 
compatible with MiSeq and NextSeq sequencing platforms 
and should be sequenced on HiSeq or GA instruments. If 
sequencing on MiSeq/NextSeq platforms is desired, the P5/
P7 sequences described here should be swapped for adapter 
sequences appropriate for these instruments.   

   25.    Important to realize is that Illumina sequencing instruments 
use the fi rst four bases to recognize DNA clusters on the fl ow-
cell. Especially when reading these fi rst four bases, nucleotide 
complexity needs to be high—too little variation and base call-
ing will be compromised—leading to reduced sequence yields. 
As 3C-/ 4C-Seq   libraries consist of amplicons all starting with 
the same sequence (the viewpoint-specifi c primer), pools of dif-
ferent (>6) 4C-Seq libraries (either using different viewpoint 
PCR primers or different barcodes placed upstream of the view-
point-specifi c reading primer sequence) have to be sequenced 
together in a single lane to create enough sequence diversity. 
Alternatively, one could combine  4C-Seq   libraries with other 
samples not suffering from these diversity issues (e.g.,  RNA-
Seq  ,  ChIP-Seq   samples, or a PhiX sequencing control sample).   

   26.    All analysis software has been tested on Red Hat Enterprise 
Linux Server release 6.4 (Santiago), but should work on any 
Linux distribution.   

   27.    In most situations, reads can be assigned to specifi c samples 
based on the fi rst ten bases. Using more bases may cause data 
yield to suffer as sequence errors accumulate across the reads. 
Using fewer bases (down to six) is possible when the number 
of viewpoints is small and their sequences differ at the 5′-end.   

   28.    Bowtie does not align reads with insertions or deletions, but 
this is generally not an issue in  3C  -/ 4C-Seq   data analysis. If 
insertions and deletions need to be taken into account, BWA 
[ 31 ] can be used.   

   29.    BAM fi les can in principle be viewed in genome browsers 
directly, but the large numbers of reads present near the view-
point location prevent effi cient visualization on most personal 
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computers. BEDgraph fi les only contain the read–depth per 
 genome      position and thus allow 4C-Seq data to be rapidly 
viewed on any standard personal computer. We regularly use 
the standalone application IGV ( see  software list) or the web- 
based UCSC genome browser (  https://genome.ucsc.edu/    ), 
although any genome viewer can be used.         
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    Chapter 16   

 Using an Inducible CRISPR-dCas9-KRAB Effector System 
to Dissect Transcriptional Regulation in Human Embryonic 
Stem Cells                     

     Krishna     Mohan Parsi    ,     Erica     Hennessy    ,     Nicola     Kearns    , and     René     Maehr      

  Abstract 

   CRISPR-Cas9 effector systems have wide applications for the stem cell and regenerative medicine fi eld. 
The ability to dissect the functional gene regulatory networks in pluripotency and potentially in differen-
tiation intermediates of all three germ layers makes this a valuable tool for the stem cell community. 
Catalytically inactive Cas9 fused to transcriptional/chromatin effector domains allows for silencing or 
activation of a genomic region of interest. Here, we describe the application of an inducible, RNA-guided, 
nuclease-defi cient (d) Cas9-KRAB system (adapted from  Streptococcus pyogenes ) to silence target gene 
expression in human embryonic stem cells, via KRAB repression at the promoter region. This chapter 
outlines a detailed protocol for generation of a stable human embryonic stem cell line containing both 
Sp-dCas9- KRAB and sgRNA, followed by inducible expression of Sp-dCas9-KRAB to analyze functional 
effects of dCas9-KRAB at target loci in human embryonic stem cells.  

  Key words     Human ES cells  ,   CRISPR-Cas9  ,   dCas9-KRAB  ,   Transcription  ,   Gene regulation  ,   Gene 
silencing and activation  

1      Introduction 

 Embryonic stem (ES)       cells are characterized by an unlimited self- 
renewal capacity and the ability to differentiate into cell types of all 
three germ layers. These unique characteristics of ES cells provide a 
valuable in vitro model to understand the early aspects of human 
development. The in vitro expansion and differentiation potential 
of  human ES cells   can provide an unlimited source of various devel-
opmental intermediates that can be used for drug  screening   and 
possibly regenerative medicine purposes. Currently, a major bottle-
neck to regenerative medicine applications of human ES cells is 
identifying how to direct human ES cells to the desired differenti-
ated cell type of interest, with high effi ciency and purity. Hence, the 
identifi cation and characterization of cell-type-specifi c regulatory 
elements and key factors that maintain regulatory networks has 
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become an intense topic of investigation in the fi eld of  developmental 
biology and regenerative medicine. In order to better understand 
the cellular state-specifi c gene regulatory network, effi cient gene 
 silencing   and/or activation methods are highly desirable. 

 The newly adapted microbial clustered regularly interspaced 
short palindromic repeat (CRISPR) system has been shown to effi -
ciently target  DNA   regions in an RNA-guided manner allowing dis-
section of gene function in a given cell type [ 1 ,  2 ]. The CRISPR 
system is an effi cient adaptive immune response mechanism used by 
many prokaryotes to degrade foreign DNA molecules [ 3 ,  4 ]. 
Modifi ed versions of Type II  CRISPR-Cas9   systems have been 
applied effi ciently in eukaryotes to edit specifi c endogenous genomic 
regions [ 5 ]. They require two main components, Cas9 nuclease and 
guide RNA (single chimeric guide RNA—sgRNA), which has a fused 
version of crRNA and tracrRNA [ 1 ,  6 ]. When these two components 
are provided in a given cell, the expressed sgRNA directs Cas9 nucle-
ase to endogenous complementary DNA sequences where the Cas9 
induces a dsDNA break [ 6 ]. Type II CRISPR systems identifi ed in 
bacterial  species      such as  Streptococcus pyogenes  (Sp),  Neisseria menin-
gitidis  (Nm),  Francisella novicida  (Fn),  Streptococcus thermophilus 1  
(St1),  Treponema denticola  (Td), and  Staphylococcus aureus  (Sa) were 
adapted for application in eukaryotes due to their single Cas9 effector 
protein with minimal regulatory sequence requirements for target 
recognition and  cleavage   [ 7 – 9 ]. A short genomic sequence adjacent 
to the protospacers called protospacer adjacent motif (PAM) is cru-
cial for Cas9 targeting, and to introduce dsDNA breaks at the target 
DNA site [ 10 ], with each Cas9 ortholog requiring different PAM 
sequences for their Cas9 nuclease function. The length and complex-
ity of these PAM sequences impact the frequency that these sequences 
are found in the target genome and, as such, the number of regions 
that may be targeted by each Cas9 ortholog. The Sp-Cas9 requires a 
short NGG PAM sequence leading to its popularity as a versatile sys-
tem [ 11 ]. The Sp-Cas9 system also functions, but to a lesser extent, 
with a NAG PAM sequence [ 12 ]. 

  CRISPR-Cas9  -induced deletion, insertion, or modifi cation to 
the target endogenous DNA locus can produce irreversible changes 
to DNA and gene expression. In order to modulate gene expres-
sion without altering the target DNA sequences, RNA-guided pro-
grammable catalytically inactive Cas9 (dCas9) is used, which can 
be fused with various  chromatin  / transcriptional    effectors      [ 12 – 20 ]. 
dCas9 fused with transcriptional repressor domains (such as 
Kruppel-associated box (KRAB) repressor or SID domains) silences 
the target loci—termed CRISPR transcriptional interference 
(CRISPRi) [ 12 ], whereas dCas9 fused with transcriptional activa-
tion domains (such as VP16, VP64, p65AD domains) activates the 
target loci—termed CRISPR transcriptional activation (CRISPRa) 
[ 17 ]. Targeting dCas9 alone to the gene promoter can also repress 
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transcription due to steric hindrance of the transcriptional complex 
[ 15 ,  18 ]. In addition to transcriptional effector domains, chroma-
tin modifi ers such as LSD1 and p300 fused with dCas9 protein 
silence and activate the target genomic loci, respectively [ 19 ,  20 ]. 

 Unlike small RNA-mediated loss-of-function screens, which 
involve posttranscriptional silencing of RNA in the cytoplasm, the 
CRISPR system has shown to be more effective in modulating 
RNA levels by infl uencing the transcriptional status of the target 
[ 21 ,  22 ]. The CRISPR system also allows a wider coverage of the 
genome, making it possible to use a single platform to probe func-
tional effects of both protein coding and noncoding regions [ 19 , 
 20 ]. Using dCas9 effectors for  genome-wide   applications has great 
scope for dissecting cell fate-determining  transcriptional   networks. 
In the future, this system may be utilized to dissect transcriptional 
regulatory networks of human ES cell differentiation products to 
investigate human development and disease states. 

 Here, we describe a detailed protocol to manipulate gene 
expression in  human ES cells   using an inducible Sp-dCas9-KRAB 
system. We outline the preparation of human ES  cells      for manipu-
lation, generation of an inducible stable  dCas9-KRAB   ES cell line, 
and delivery of sgRNAs and doxycycline-inducible expression of 
Sp-dCas9-KRAB to permit functional characterization of genomic 
targets (experimental workfl ow outlined in Fig.  1 ). While this 

hES Cells

hES Sp-dCas9-KRAB-sgRNA

hES Sp-dCas9-KRAB

Deliver Sp-dCas9-KRAB-
neo lentivirus

+
Selection

Deliver sgRNA-puro
lentivirus

+
Selection

9 days

4 days

Doxycycline Induction

Sp-dCas9-KRAB-sgRNA 
induced effects

2 days

Phenotype Transcription Gene Regulation

  Fig. 1    Overview of an experimental workfl ow for generation of Sp- dCas9-KRAB   
and  sgRNA      expression in  human ES cells         
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protocol outlines the use of a KRAB effector targeted to a gene 
promoter region, it can easily be adapted by substituting alterna-
tive effector domains. Additionally, other genomic sites including 
coding and noncoding gene regulatory regions can be targeted by 
manipulation of the sgRNA sequence.

2       Materials 

       1.    Cell line: H1  human ES cells   (WiCell).   
   2.    mTeSR1 Basal medium (Stem cell Technologies) complete 

with mTeSR 5×   supplement.   
   3.    Matrigel ® hESC qualifi ed matrix.   
   4.    Phosphate-buffered saline (PBS), 1×.   
   5.    Dispase in Hank’s balanced salt solution, 5 U/mL—The work-

ing stock of dispase (1 U/mL) is prepared by dilution of 1 
volume of dispase with 4 volumes of DMEM/F12 media. 
Diluted  dispase      can be stored at 4 °C for a month.   

   6.    DMEM/F12 (1:1), containing  l -glutamine and 2.438 g/L 
sodium bicarbonate, 1×.   

   7.    TrypLE express.   
   8.    RHO/ROCK pathway inhibitor—Y-27632 (dihydrochlo-

ride)—Stock concentrations of 10 mM are prepared in DMSO, 
stored at −20 °C, and protected from light. Working concen-
trations of 10 μM are prepared fresh as required.   

   9.    Tissue culture dishes, 100 × 20 mm.   
   10.    Cell lifter, polyethylene.   
   11.    Costar 6-well plates, ultralow attachment surface, 

polystyrene.   
   12.    Geneticin, 50 mg/mL.   
   13.    Puromycin, 10 mg/mL.   
   14.    Doxycycline, 2 mg/mL.   
   15.    15 mL falcon tubes.   
   16.    Corning 6-well plates   
   17.    Dimethyl sulfoxide Hybri-Max.      

       1.    dCas9-effector plasmid 
  pHAGE      TRE- dCas9-KRAB   (Addgene).   

   2.    sgRNA plasmid 
 pLenti Sp BsmBI sgRNA Puro (Addgene) plasmid (modifi ed 
to contain user-specifi c target sgRNA).      

2.1  Cell Culture 
Reagents

2.2  Plasmids
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       1.    Rat anti-hemagglutinin (HA) antibody (3F10) (Roche).   
   2.    Alexa Fluor 488 donkey anti-rat secondary antibody 

(Invitrogen) or similar.   
   3.    Hoechst 33342, 10 mg/mL.   
   4.    Target-specifi c qPCR primers and/or antibody.   
   5.    Trizol.   
   6.    Molecular biology grade water.   
   7.    Superscript III fi rst-strand synthesis kit.   
   8.    Formalin solution, 10 %.   
   9.    Donkey serum.   
   10.    Tween 20.   
   11.    Eppendorf tubes, 1.5 mL.   
   12.    SYBR-FAST universal qPCR kit.       

3    Method 

   Undifferentiated H1 cells are maintained and cultured under 
feeder-free conditions.

    1.    Tissue culture-grade  dishes      (corning 100 × 20 mm) are coated 
with Matrigel® hESC qualifi ed matrix (diluted in DMEM/F12 
media according to manufacturer’s specifi cations) at 37 °C for 
1 h ( see   Note    1  ).   

   2.    Thaw cryopreserved H1  human ES cells   (approx. 2 × 10 6  cells/
vial) in a 37 °C water bath until only a small ice crystal remains; 
slowly add 9 mL of mTeSR media to dilute the toxic  DMSO   
concentration.   

   3.    Centrifuge resuspended cells at 200 ×  g  for 5 min at room 
temperature.   

   4.    Discard the media without disturbing the pellet.   
   5.    Gently resuspend the pellet in 10 mL of mTeSR media with 

10 μL of 10 mM Y-27632 stock (fi nal concentration 10 μM). 
Add cell suspension to Matrigel matrix-coated culture plates 
and incubate at 37 °C and 5 % CO 2  ( see   Note    2  ).   

   6.    Feed the cells with fresh mTeSR media (without Y-27632) 
daily.   

   7.    Human ES cells are passaged every 3–4 days for maintenance, 
to prevent over confl uence or limit spontaneous differentia-
tion. To passage cells:

   (a)    Remove media and wash once with 1× PBS buffer.   
  (b)    Add 2 mL of 1 U/mL dispase and incubate at 37 °C for 

7 min ( see   Note    3  ).   

2.3  Molecular 
Biology Reagents

3.1  Maintenance 
of H1  Human ES Cell   
Cultures
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  (c)    Remove dispase and discard. Rinse dish twice with 10 mL 
of 1× PBS taking care not to remove any human ES 
colonies.   

  (d)    Add 8 mL of fresh  mTeSR      media to the cells and gently 
scrape compact colonies using cell lifter.   

  (e)    Pipette gently for 3–4 times to break the larger colonies 
into small uniform colonies ( see   Note    2  ).   

  (f)    Transfer into new  plates   at a ratio of 1:4.          

    Standard procedures are used to generate third-generation lentivi-
ral particles from pHAGE-TRE-dCas9-KRAB and are not covered 
in detail here but follow published methods [ 16 ]. Standard viral 
handling procedures are followed during the transduction proce-
dure and for 48 h afterwards. Successfully transduced cells contain-
ing Sp-dCas9- KRAB can be selected using Geneticin and expanded 
to generate stable cell lines.

    1.    Take one 100 mm H1 human ES  cell   culture plate and wash 
once with 1× PBS.   

   2.    Add 2 mL of TrypLE express solution to the cells and incubate 
at 37 °C for 7 min to dissociate human ES colonies into single 
cells ( see   Note    3  ).   

   3.    Add 8 mL of mTeSR media and pipette up and down to ensure 
all colonies have dissociated from the culture dish, and a uni-
form single cell suspension is achieved. Collect cell suspension 
in a 15 mL falcon tube.   

   4.    Centrifuge cells at 200 ×  g  for 5 min at room temperature.   
   5.    Discard supernatant and resuspend  cells      in 5 mL of mTeSR 

media. Perform a cell count to determine the total number of 
cells per mL.   

   6.    Plate 1 × 10 6  human ES cells in 1 mL of mTeSR media in one 
well of an ultralow attachment 6-well  plate  . Add Y-27632 to 
achieve a fi nal concentration of 10 μM.   

   7.    Add dropwise 1 mL of Sp- dCas9-KRAB   lentiviral particles 
(approximate titer of 10 5  viral particles/mL) to  step 6  human 
ES cells ( see   Note    4  ).   

   8.    Incubate the plate at 37 °C for 3 h. Agitate every 30 min to 
prevent human ES cells from settling. During this stage,  human 
ES cells   will remain in suspension, maximizing exposure to the 
lentiviral particles.   

   9.    After 3 h, bring the volume up to 4 mL in mTeSR media contain-
ing 10 μM Y-27632, and distribute 2 mL per well into 2 wells of 
a Matrigel matrix-coated 6-well plate ( see   Notes    1   and   2  ).   

   10.    After 24 h, media is carefully discarded and the cells are fed 
with fresh mTeSR media (without Y-27632).   

3.2  Generation 
of Doxycycline- 
Inducible Sp- dCas9-
KRAB   Effector 
Stable Line
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   11.    48 h after transduction, human ES cells are changed with fresh 
mTeSR media containing 50 μg/mL  Geneticin   selection 
reagent, to select for cells that have been successfully trans-
duced with the Sp-dCas9-KRAB lentiviral particles.   

   12.    Feed transduced  human ES cells   daily with fresh mTeSR media 
containing 50 μg/mL Geneticin selection reagent until non-
transduced human ES control cells have died (usually 6 days).   

   13.    To confi rm the expression of Sp-dCas9-KRAB effector in sta-
ble human ES lines, cells are cultured in mTeSR media with 
2 μg/mL of doxycycline and 50 μg/mL of Geneticin selection 
reagents for 48 h. Cells without doxycycline exposure are used 
as a negative control.   

   14.    At 48 h,  cells      are analyzed by immunofl uorescence for the 
HA-epitope tag to determine Sp- dCas9-KRAB   expression. All 
steps are performed on a slowly rocking platform.

   (a)    Wash cells with 1× PBS and fi x with 10 % formalin solution 
for 20 min at room temperature.   

  (b)    Wash cells once with 1× PBS and incubate cells in blocking 
buffer (5 % donkey serum in PBS 0.2 % Triton X-100) for 
45 min at room temperature.   

  (c)    After blocking, cells are incubated with rat anti-HA anti-
body (1:1000) in blocking buffer overnight at 4 °C.   

  (d)    Wash cells three times, 5 min each in PBS 0.2 % Triton 
X-100 buffer at room temperature.   

  (e)    Add secondary  antibody   (Alexa Fluor 488 donkey anti-rat 
secondary, 1:300 dilution in blocking buffer) and incubate 
at room temperature for 2 h.   

  (f)    Wash cells with 1× PBS 0.2 % Triton X-100 three times, 
5 min each, at room temperature.   

  (g)    Stain with 4 µg/mL Hoechst stain for 5–10 min at room 
temperature.   

  (h)    Wash once with 1× PBS and view using a fl uorescence 
microscope.   

  (i)    Doxycycline-treated cells should display positive staining 
for HA-epitope tag, indicative of Sp- dCas9-KRAB   expres-
sion. Cells not treated with doxycycline should be negative 
or show minimal HA staining; these wells can be used for 
normalization of background antibody staining.    

         The sgRNA target sequence is user defi ned and dependent on the 
individual experimental aims of the user ( see   Note    5  ). Annealed 
sgRNA  oligomers      are ligated into pLenti SpBsmBI sgRNA Puro, 
and lentiviral particles are prepared according to standard proto-
cols [ 16 ]. Viral handling procedures are followed during the 

3.3  Delivery 
of sgRNA Plasmids 
into Sp- dCas9- KRAB   
Effector Human ES 
 Cell   Line
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transduction procedure and for 48 h afterwards. Successfully trans-
duced cells are selected using puromycin, allowing for isolation of 
cells containing both the Sp-dCas9-KRAB and sgRNA 
constructs.

    1.    Take one 100 mm H1 Sp-dCas9-KRAB effector human ES 
cell culture plate and wash once with 1× PBS.   

   2.    Add 2 mL of TrypLE express solution to the cells and incubate 
at 37 °C for 7 min to dissociate human  ES   colonies into single 
cells ( see   Note    3  ).   

   3.    Add 8 mL of  mTeSR   media to dilute the TrypLE action.   
   4.    Pipette up and down to dissociate colonies into single cells and 

collect in 15 mL falcon tube.   
   5.    Pellet cells at 200 ×  g  for 5 min at room temperature.   
   6.    Resuspend cells in 5 mL of mTeSR media and count the total 

number of cells per mL.   
   7.    Plate 1 × 10 6  human ES cells in 1 mL of mTeSR media (con-

taining 10 μM Y-27632) in an ultralow attachment 6-well 
plate.   

   8.    Add dropwise 1 mL of sgRNA lentiviral particles (approximate 
titer of 10 6  viral particles/mL, MOI ≤1) to  step 7  human ES 
single cells ( see   Note    4  ).   

   9.    Incubate the plate at 37 °C for 3 h in the incubator. Agitate 
every 30 min to prevent human ES cells from settling.   

   10.    After the incubation, lentiviral transduced human ES cells are 
plated onto a Matrigel® hESC qualifi ed matrix-coated 100 mm 
tissue culture dish, bringing the volume up to 10 mL with 
 mTeSR      media containing 10 μM Y-27632 ( see   Note    2  ).   

   11.    After 24 h, virus containing mTeSR media is carefully discarded 
and cells are fed with fresh mTeSR media (without Y-27632).   

   12.    The next day, add fresh mTeSR media containing 1 μg/mL of 
puromycin and 50 μg/mL of geneticin selection reagent to 
transduced human ES effector cells. Puromycin allows the 
selection of cells that have been successfully transduced with 
sgRNA lentiviral particles. Cells resistant to both puromycin 
and geneticin selection will contain both the Sp- dCas9-KRAB   
and sgRNA  constructs  .    

     Cells are treated with doxycycline (2 μg/mL) to induce expression 
of the Sp-dCas9-KRAB 48 h before the initiation of the functional 
characterization experiment described in Subheading  3.5  (or other 
experiments discussed in  Note    7  ). Cells not treated with doxycy-
cline can be used as a control.  

3.4  Induction 
of Sp- dCas9- KRAB   
Expression
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    The functional effect of  sgRNA     -mediated recruitment of  dCas9- 
KRAB   to a target locus can be assayed using a variety of tech-
niques, depending on the genomic region being targeted and the 
downstream applications of interest for the user ( see   Note    7  ). As an 
example we describe an experiment where a dCas9-KRAB is tar-
geted to a promoter region of a gene of interest (outlined in 
Fig.  2 ). Functional effects can be determined by analyzing expres-
sion of downstream target gene  transcription   and protein levels 
using qPCR and immunofl uorescence, respectively. Phenotypic 
effects on human ES  cell   pluripotency and differentiation capacity 
can also be addressed by immunofl uorescence staining and qPCR 
analysis of key pluripotency markers (e.g., Oct4, nanog).

     1.    Take one 100 mm confl uent plate of sgRNA expressing Sp- 
dCas9- KRAB human ES cell line and wash once with 1× PBS.   

   2.    Add 2 mL of 1 U/mL dispase and incubate at 37 °C for 7 min 
( see   Note    3  ).   

3.5  Functional 
Characterization 
of KRAB- Mediated 
Repression 
of Genomic Targets

RNA expression
Immunofluorescence

H1 Sp-dCas9-KRAB
cells expressing sgRNAs

- hES cells expressing Sp-dCas9-KRAB

- sgRNA

- Immuno staining for target gene translation in dox- control

- Immuno staining for target gene translation in dox+ control
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  Fig. 2    Schematic representation of experimental setup for analyzing transcriptional effects of sgRNA recruit-
ment of inducible Sp- dCas9- KRAB   to a defi ned promoter region in human  ES   stable cell lines—undifferentiated 
human ES Sp-dCas9-KRAB cells expressing sgRNA are represented as  black circles . Upon doxycycline induc-
tion, sgRNA function is assessed by  immunofl uorescence      and RNA quantifi cation of the target gene. 
Doxycycline-induced cells show a reduction or no expression ( light gray ) of the target gene compared to doxy-
cycline absent cells (normal expression— dark gray )       
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   3.    Wash cells once in 10 mL of 1× PBS.   
   4.    Add 8 mL of mTeSR media to the cells.   
   5.    Gently scrape compact colonies using a cell lifter.   
   6.    Pipette gently 3–4 times to break the larger colonies into small 

uniform  colonies      ( see   Note    2  ).   
   7.    Distribute 1/24th of the cell suspension per well of a 6-well 

plate. Half the wells are labeled as doxycycline negative control 
(Dox−), and the other half are labeled as doxycycline positive 
(Dox+). For each condition, one well can be used for IF analy-
sis and another for RNA quantifi cation of target gene expres-
sion (i.e., the gene under the control of the promoter region 
targeted by the sgRNA). Similarly, plate cells for antibody neg-
ative control, no guide RNA control and negative control 
guide RNA ( see   Note    6  ).   

   8.    Add 2 μg/mL of doxycycline to Dox+ cells and incubate at 
37 °C.   

   9.    After 24 h, feed the cells with fresh mTeSR media and the 
Dox+ wells are treated with 2 μg/mL of  doxycycline     .   

   10.    Optional: Confi rm dCas9 expression by immunofl uorescence. 
Harvest one well from each condition for immunofl uorescence 
analysis for anti-HA antibody following the protocol described 
in Subheading  3.2 ,  step 14 .   

   11.    At the appropriate experimental timing determined by the 
investigator, two wells from each condition are analyzed, one 
for RNA quantifi cation and the other for protein expression by 
immunofl uorescence. RNA is extracted using Trizol reagent 
following the manufacturer’s specifi cations. cDNA is synthe-
sized from 1 μg of RNA using superscript III fi rst-strand syn-
thesis kit as described in the kit protocol. Real-time qPCR for 
target quantifi cation is performed with SYBR-FAST reagent. 
Additional transcripts may be analyzed, depending on the end 
users’ interests ( see   Note    7  ). Effect of KRAB-mediated repres-
sion at the target promoter can be quantifi ed by  differential 
expression   of the Dox+ and Dox− cells or in comparison to 
other controls outlined in  Note    6  .    

4                          Notes 

     1.    Thaw Matrigel® hESC qualifi ed matrix on ice and dilute in 
cold DMEM/F12 media to avoid premature gelling. Protein 
concentration of Matrigel matrix displays lot-to-lot variation; 
therefore, the volume required to coat plates is lot dependent. 
Follow manufacturer’s instructions for the lot-specifi c dilution 
required. Matrigel matrix-coated plates can be stored at 4 °C 
for 1 week.   
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   2.    Handle  human      ES  cells   gently; avoid excess and vigorous 
pipetting or breaking colonies into single cells. Maintaining 
medium- sized colonies improves survival after freezing. 
Addition of Y-27632 improves survival of cryopreserved or 
TrypLE express dissociated single human ES cells [ 23 ]; it 
inhibits dissociation-induced apoptosis of single human ES 
cells and also improves colony formation effi ciency.   

   3.    When passaging  human ES cells  , dispase is used for a mainte-
nance split, and cells are maintained as clusters. TrypLE express 
is only used to achieve a single cell suspension for the purposes 
of transduction experiments.   

   4.    Transduction effi ciencies may vary widely between cell types. It 
is important to test the viral  titer      on your cell line of interest. 
For diffi cult-to-transduce cell types, viral supernatant may need 
to be concentrated by ultracentrifugation before use. It is 
important to titer Sp- dCas9-KRAB   and sgRNA lentiviral par-
ticles (to achieve an MOI less than 1) minimizing the number 
of genomic integrations per cell, which would help to reduce 
any off-target effects [ 24 – 26 ].   

   5.    When using dCas9 systems from  Streptococcus pyogenes  (Sp) or 
 Neisseria meningitidis  (Nm), ensure that the sgRNA con-
structs are designed for the correct species, as PAM target 
sequences which are critical for Cas9 function vary between 
species. A number of web-based analysis tools are available for 
aiding the design of sgRNAs (  http://www.broadinstitute.
org/rnai/public/analysis-tools/sgRNA-design     and   https://
www.addgene.org/crispr/reference/#gRNA    ). To achieve an 
effi cient CRISPRi with  dCas9-KRAB  , sgRNAs can be designed 
within a window of −200 bp to +300 bp of target transcrip-
tional start site (TSS) [ 16 ,  21 ]. Targeting downstream to the 
TSS may yield stronger repression due to KRAB-mediated 
silencing and dCas9- effector- mediated steric hindrance of 
 transcriptional   complex [ 15 ]. We recommend testing more 
than two sgRNAs for each locus to be targeted.   

   6.    To examine the role of a transcriptional regulatory  element      
using the Sp- dCas9-KRAB   system, a number of control condi-
tions need to be incorporated.
   (a)    No sgRNA transduction control: Control cells transduced 

with sgRNA backbone plasmid serve as a no sgRNA trans-
duction control.   

  (b)    Negative control sgRNAs: sgRNAs can be designed to 
unrelated genomic regions not involved in any key features 
of  human ES cells   (e.g., mature differentiation markers). 
Additional negative control sgRNAs that do not target any 
human genomic region, e.g., sgRNA targeting the CAG 
(CMV-IE, chicken actin, rabbit  beta  -globin) sequence or a 
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scrambled sgRNA, can also be used as a negative controls 
[ 24 ]. These negative control sgRNAs ensure that any phe-
notypic effect of the sgRNA of interest is due to the 
sgRNA-specifi c targeting to the site of interest and not 
solely as a consequence of viral transduction and subse-
quent selection.   

  (c)    Antibiotic negative control: The functional characteriza-
tion experiment can be performed in the absence of selec-
tion reagent to rule out any possible infl uence of antibiotics 
on the fi nal results.   

  (d)    Multiple guide control: To verify an on-target-specifi c 
phenotype, use multiple sgRNAs targeted to the same 
genomic region of interest.    

      7.    Experimental timing will vary depending on the endpoints of 
interest to the investigator. If targeting key pluripotency- 
related  transcription   factors such as Oct4, endpoints of interest 
(in addition to directly measuring RNA and protein level of the 
targeted gene) may include RNA sequencing to identify  genes      
regulated by the target gene,  FACS   analysis to determine effect 
on pluripotency cell-surface marker expression, or teratoma 
assays as an in vivo functional measure of pluripotency.         
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    Chapter 17   

 In Vitro Assay to Study Histone Ubiquitination During 
Transcriptional Regulation                     

     Jogender         Tushir-Singh      and     Sanchita     Bhatnagar      

  Abstract 

   In mammals, gene expression is largely controlled at the transcriptional level. In response to environmental 
or intrinsic signaling, gene expression is often fi ne-tuned by epigenetic modifi cations, including DNA 
methylation and histone modifi cations. One such histone modifi cation is ubiquitination that predomi-
nately occurs in mono-ubiquitinated forms on histone H2A and H2B. We recently identifi ed and charac-
terized a novel E3 ligase called TRIM37 that ubiquitinates H2A. This study highlights the consequence 
of aberrant histone ubiquitination at the promoters of tumor suppressor genes in breast cancer. Regulatory 
mechanism by which TRIM37 and other auxiliary proteins are involved in the initiation and progression 
of breast cancer is of utmost importance toward generating effective therapeutics. Here, we describe a 
detailed step-by-step process of carrying out in vitro ubiquitination assay using purifi ed histone proteins or 
reconstituted nucleosomes and affi nity-purifi ed recombinant E3 ligase like TRIM37 .  These experimental 
procedures are largely based on our studies in mammalian cells and will be a useful tool to identify sub-
strate for E3 ubiquitin ligase as well as characterizing new E3 ligases.  

  Key words     Ubiquitination  ,   In vitro assay  ,   Histones  ,   H2A  ,   Nucleosomes  ,   Recombinant protein  ,   E3 
ubiquitin ligase  

1      Introduction 

  Chromatin   is a macromolecular complex for genomic  DNA  , and 
 nucleosome   represents a fundamental building block for  chroma-
tin        . Each nucleosome represents “bead on a string” model where 
two turns of DNA (~146 bp) are wrapped around a  histone   
octamer. Each core histone octamer is composed of four histone 
proteins ( H2A  , H2B, H3, and H4) that are linked to an adjacent 
nucleosome by a linker histone protein H1 [ 1 ]. Often dynamic 
changes in chromatin conformations and  transcriptional   regula-
tions occur by two major  epigenetic   mechanisms: (1) chromatin- 
remodeling complexes and (2) DNA and histone tail 
modifi cations. 
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 Chromatin-remodeling complexes tailor the dynamic 
interactions in the chromatin by altering nucleosomal compositions 
[ 2 ]. CpG methylation is one of the major covalent DNA modifi ca-
tions [ 3 ], whereas histones can undergo covalent post-translational 
modifi cations (PTMs)    that include acetylation, phosphorylation, 
methylation,  ubiquitination  , and poly(ADP-ribosylation) [ 4 ,  5 ]. 
Different modifi cations affect  transcription   differentially, for exam-
ple, trimethylation of histone H3 at Lys 4 (H3K4me3) is abundant 
in actively transcribed region, whereas trimethylation of H3 at Lys 
9 (H3K9me3) and trimethylation of histone H3 at Lys 27 
(H3K27me3) represent  transcriptionally   silenced region [ 6 ]. These 
modifi cations are mediated by methyltransferases, and several of 
them play crucial role in many biological  processes        , including cell-
cycle regulation,  DNA   damage, and stress response. Importantly, 
there is increased interest in the methyltransferases due to their link 
to cancer and aging [ 7 ]. Acetylation of histones is also associated 
with actively transcribed chromatin, for example, histone H3 Lys4, 
and is mediated by histone acetyltransferase (HAT) [ 8 ]. 

 Another important covalent histone  modifi cation         is the mono- 
 ubiquitination   that occurs on histone  H2A   and H2B. Mono- 
ubiquitination of H2B affects transcription both positively and 
negatively [ 9 ], while mono-ubiquitination of H2A at Lys 119 is 
associated with the  transcriptional   repression [ 10 ]. A mono- 
ubiquitination event is catalyzed by three different enzymes, in a 
step-wise process – initiated by the ATP-dependent ubiquitin- 
activating enzyme (E1), followed by ubiquitin transferase (E2), 
and terminal ubiquitin ligase (E3) (Fig.  1 ).

   One of the major mammalian  E3 ubiquitin ligases   is RNF2 
that functions in association with a multi-subunit polycomb 

E1
Ub

E1 Ub

E2

E2

Ub

E3 Ligase

H2A Ub

  Fig. 1    Schematic illustrating the mono- ubiquitination   pathway. E1 enzyme binds 
ubiquitin in ATP-dependent manner and transfers to E2 ubiquitin-conjugating 
enzyme. E3 enzyme facilitates the transfer of ubiquitin moiety from E2 to the 
specifi c substrate       
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complex, PRC1 [ 11 ]. Recently, we discovered a new  H2A   ubiqui-
tin E3 ligase called TRIM37 that is overexpressed in breast cancer 
carrying amplifi cation of 17q23 region [ 12 ]. We showed that 
TRIM37 functions as an oncogene by promoting  ubiquitination   at 
the promoters of several tumor suppressor genes identifi ed by 
 genome- wide   (ChIP)- chip   analysis and, consequently, renders a 
cell tumorigenic. In the following section, we describe a step-by-
step detailed protocol for in  vitro   ubiquitination assays using H2A 
as a substrate. We believe the protocol outlined here will be instru-
mental in identifying and characterizing new ubiquitin E3 ligases.  

2    Materials 

 All buffer solutions are prepared using autoclaved distilled water 
and stored at room temperature unless stated otherwise. All 
reagents used in the protocol are ACS  grade        . 

      Cells: COS-1 cells (ATCC).  
  Cell culturing  conditions        : Cells are maintained in ATCC- 
formulated Dulbecco’s Modifi ed Eagle’s Medium (ATCC) supple-
mented with 10 % fetal bovine serum at 37 °C, 5 % CO 2 .  
  Constructs: TRIM37 cDNA (7) is cloned in a derivative of pEF6/
V-5HisB resulting in addition of  protein   C-epitope 
(MAEDQVDPRLIDGKEFT) at the N-terminus. A TRIM37 
derivative carrying mutation was generated by PCR with overlap-
ping primers [ 12 ].  
  Reagents: Effectene transfection reagent (Qiagen), anti-protein C 
affi nity  matrix  , high-fi delity  Pfu  polymerase.     

      Constructs: A PET-based plasmid expressing H2A (a gift from Dr. 
Craig Peterson, University of Massachusetts Medical School) was used 
as a template in a PCR-based site-directed mutagenesis with primer 
extension reaction using primers ATGTCTGGTCGTGGCAA
ACA, ATGCGCGTCCTCCTGTTGTC, (P)-CATCCCTCGTCACC
TCCAG, and  TGGGTGGCTCTAAAAAGAGCC         (7).  
  Reagents: IPTG, ampicillin, chloramphenicol, PMSF, DTT, ben-
zamidine, DMSO, HA peptide, β-mercaptoethanol (BME),  dialy-
sis   membrane 3500 MWCO.  
  Buffers: 2×YT (tryptone,  yeast   extract NaCl)            .  
  Histone Wash T: 50 mM Tris–HCl, pH 7.4, 1 mM EDTA, 
100 mM NaCl, 1 mM benzamidine and 1 mM  DTT  .  
  Histone Wash TW: 50 mM Tris–HCl, pH 7.4, 1 mM EDTA, 
100 mM NaCl, 1 % (v/v) Triton X-100; add 0.5 mM PMSF, 1 mM 
 Benzamidine  , and 1 mM DTT immediately before use.  

2.1  Recombinant 
 TRIM37   Production

2.2  Expression 
of Recombinant 
Histone  H2A     

In vitro Assay to Study Histone Ubiquitination 
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  Unfolding buffer: 20 mM Tris–HCl, pH 7.4, 10 mM DTT, 7 M 
guanidine HCl. Pass through 0.4 µm fi lters before  use  .  
  Urea dialysis buffer: 10 mM Tris–HCl, pH 8.0, 1 mM EDTA, 
100 mM NaCl, 7 M urea. Add 0.5 mM PMSF and 5 mM BME 
immediately before use.  
  Urea low buffer: 10 mM Tris–HCl, pH 8.0, 1 mM EDTA, 7 M 
urea. Make immediately before use and pass through 0.45 µm fi l-
ters. Add 0.5 mM PMSF and 1 mM DTT immediately before use.  
  Urea high buffer: 10 mM Tris–HCl, pH 8.0, 1 mM EDTA, 1 M 
NaCl, 7 M urea. Add 0.5 mM PMSF and 1 mM DTT immediately 
before  use              .     
      Reagents:  H2A   or H2B (5×), UBE1, UBCH5B, and HA- ubiquitin 
aldehyde and  ATP        .  
  Buffers: Prepare the  reaction      buffer immediately before use. 
50 mM Tris–HCl, pH 7.9, 5 mM MgCl 2 , 2 mM sodium fl uoride, 
50 mM dithiothreitol (DTT), 0.5 mM PMSF, 5 µg/mL aprotinin, 
5 μg/mL leupeptin, and 5 μg/mL pepstatin.     

   SDS-PAGE apparatus, electrophoresis apparatus, transfer unit, 
power supply, nitrocellulose membrane (0.2 μm), sonicator.   

3    Methods 

       1.    TRIM37 open reading frame was PCR amplifi ed from a cDNA 
clone using high-fi delity  Pfu  polymerase and cloned into a 
derivative of pEF6/V-5HisB.   

   2.    COS-1 cells were transfected using Effectene transfection 
reagent according to manufacturer’s protocol. Optimal pro-
tein expression and cell viability require optimizing transfec-
tion conditions.   

   3.    Transiently expressing cells were lysed after 48 h, and cell 
extract were prepared.   

   4.    Anti-protein C-tagged affi nity matrix was used to enrich the 
expressed  protein        .      

    Adapted from previously published protocol [ 13 ]. This  protocol         is 
optimized for 2 L of bacterial cultures, and the volume should be 
adjusted according to the fi nal yield expected ( see   Note    1  ).

    1.    Streak out desired BL-21 (DE3) pLysS  strain   (CP812xH2A- 
HAwt (a gift from Dr. Craig Peterson, University of Massachusetts 
Medical School) or CP812xH2A KKRR-HA (7)) on freshly 
prepared LB plates containing ampicillin and chloramphenicol.   

   2.    Inoculate two 5 mL starter 2×YT cultures (containing ampicil-
lin and chloramphenicol)    with a colony from a plate and incu-
bate at 37 °C on shaking platform (200–240 ×  g ). 8 h later, 

2.3  In Vitro 
Ubiquitination  Assay     

2.4  Equipment

3.1  Recombinant 
TRIM37  Expression  

3.2  Expression 
of Recombinant 
Histone  H2A  
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subculture 50 mL of 2×YT media with 1 mL of the inoculum 
and incubate overnight at 37 °C without rotation.   

   3.    Use 10 mL of inoculum from overnight-grown  culture   to 
inoculate four 500 mL of 2×YT (containing chloramphenicol 
and ampicillin) media in 1-L culture fl asks. Grow into log 
phase at 37 °C on rotation platform (200–240 ×  g ) until absor-
bance reaches (0.6).   

   4.    Induce cultures for 3 h by adding 0.2 mM  IPTG   ( see   Note    2  ).   
   5.    After 3 h, harvest cells by centrifugation at 3000 ×  g  for 30 min 

at room  temperature  .    

     The purifi cation of histone  H2A   or H2A-KKRR (H2A derivative 
with mutation at Lys119) involves three steps:

    1.    Inclusion body preparation in denaturing condition   
   2.    Refolding of protein   
   3.    Affi nity  purifi cation            

        1.    Resuspend pellet, obtained in Subheading  3.2 , in 16.7 mL 
Histone Wash T and fl ash  freeze         ( see   Note    3  ).   

   2.    Thaw pellet in 30 °C water bath and by mixing occasionally. 
Adjust volume to 25 mL for previously resuspended pellet with 
fresh Histone Wash T buffer. Handle the pellet on ice this step 
onward.   

   3.    Sonicate cells at frequency setting of 5 for 15 s on ice. Continue 
until the solution is no longer viscous ( see   Note    4  ).   

   4.    Centrifuge sonicated cells in JA-17 rotor at 14,000 ×  g  for 
20 min at 4 °C.   

   5.    Reconstitute the pellet using Histone Wash TW buffer. Adjust 
the volume to 25 mL per pellet from a 1-L culture ( see   Note    4  ).   

   6.    Discard the supernatant.   
   7.    The resultant pellet represents the “inclusion body.” The inclu-

sion body when thawed should be whitish and the size of the 
pellet refl ects the effi ciency of induced histone. A little black or 
gray discoloration is to be expected.      

       1.    Thaw the inclusion body at room  temperature  .   
   2.    Resuspend the pellet in 350 μl of DMSO and incubate at room 

temperature for 30 min. Pellet can be resuspended using a 
small magnetic stirrer.   

   3.    Combine both 1 L pellets together into one centrifuge tube 
using a spatula.   

   4.    Add 26.6 mL fresh unfolding buffer to resuspend the pellet. 
Use spatula or a stir bar to break the pellet as much as 
possible.   

3.3  Purifi cation 
of Recombinant 
Histones

3.3.1  Inclusion Body 
Preparation

3.3.2  Refolding 
the Histone  H2A   Protein

In vitro Assay to Study Histone Ubiquitination 
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   5.    Harvest cells at 14,000 ×  g  for 20 min at rom temperature and 
collect the supernatant ( see   Note    5  ).   

   6.    To maximize the yield, re-extract the pellet with 9.4 mL 
unfolding buffer after resuspending pellet for 30 min at room 
 temperature        . Centrifuge at 14,000 ×  g  to remove debris and 
collect the supernatant.   

   7.    Pool the supernatants obtained in  steps 5  and  6  and dialyze 
against 2 L of 7 M urea  dialysis   buffer at 4 °C for 3 h.   

   8.    Repeat the dialysis in  step 7  at 4 °C  overnight  .      

       1.    Next day, carefully collect the dialyzed solution and diluted 
with Tris–HCl, pH 7.0 and incubate with anti- HA         matrix at 
4 °C for 3–4 h.   

   2.    Wash with at least fourfold volumes of buffer (4× buffer: 1× 
beads).   

   3.    Use HA peptide to elute the matrix bound protein.   
   4.    Get the concentration of the histone protein post- dialysis   by 

reading absorption at 276 nm ( see   Note    6  ).   
   5.    Aliquot into volumes that are convenient for reconstitution 

(100 nmol). Freshly prepared histones can be used immedi-
ately or can be stored at −20 °C for short term. For long-term 
use, aliquots should be snap-frozen, lyophilized, and stored at 
−80 °C ( see   Note    7  ).       

       1.    Mix 1× histone proteins ( H2A  /H2B) or 5 μg of H2A-HA or 
5 μg of H2A-KKRR-HA; 10 nM ubiquitin-activating enzyme 
(UBE1); 10 nM UBCH5A, UBCH5B, or UBCH5C; and 
10 nM HA- ubiquitin      aldehyde in 10 μl of the reaction buffer 
( see   Note    8  ).   

   2.    Add 5 μg of purifi ed TRIM37 or TRIM37 derivative with 
point mutation C18R.   

   3.    Add 2 mM of ATP and adjust the total volume to 10 μl with 
the reaction buffer.   

   4.    Incubate the reaction at 32 °C for 90 min.   
   5.    Stop the reaction by adding SDS sample loading buffer.   
   6.    Proteins were resolved on 15 % SDS-PAGE and transferred to 

a nitrocellulose  membrane         ( see   Note    9  ).   
   7.    Transferred proteins are subjected to immunoblotting with 

H2AubK119,  H2A  , H2bub, and H2B (Fig.  2 ) [ 14 ].
       8.    Negative control assays: Omit the substrate (ubiquitin) or 

putative or known E3  ligase         or E1 or E2 in the assay and run 
it parallel in the experiment. Another control used in the study 
is histone H2A derivative with mutation in K119 site, and loss 
of  ubiquitination   site should eliminate the H2A ubiquitination 
signal (Fig.  2 ) [ 14 ].   

3.3.3  Affi nity Purifi cation

3.4  In Vitro Histone 
Ubiquitination Assay 
with Purifi ed  Histones     
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   9.    Positive control assays: RNF2/BMI1 are known H2A E3 
ligase and used as positive control for H2A ubiquitination 
(Fig.  2 ). BRCA1 is a known H2B E3 ligase and used as a posi-
tive control for studying H2B  ubiquitination      [ 14 ].      

       1.    Mix 10 nM ubiquitin-activating enzyme (UBE1); 10 nM 
UBCH5A, UBCH5B, or UBCH5C; and 10 nM HA-ubiquitin 
aldehyde.   

   2.    5 μg of  Xenopus  oocyte-derived nucleosomes were added to 
the reaction mixture ( see   Note 10 ).   

   3.    Add 5 μg of purifi ed TRIM37 or TRIM37 derivative with 
point mutation C/ R        .   

   4.    Add 2 mM of ATP and adjust the total volume to 10 μl with 
the reaction buffer.   

   5.    Reactions were incubated at 32 °C for 90 min.   
   6.    Stop the reaction by adding SDS sample loading  buffer        .   
   7.    Proteins were resolved on 15 % SDS-PAGE and transferred to 

a nitrocellulose membrane.   
   8.    Transferred proteins are subjected to immunoblotting with 

H2AubK119,  H2A  , H2bub, H2B, H3, and H4 (Fig.  3 ) [ 14 ].
       9.    Negative control assays: Omit the substrate (ubiquitin) or 

putative or known E3  ligase         or E1 or E2 in the assay and run 
it parallel in the experiment. This should eliminate the H2A 
ubiquitination signal (Fig.  3 ) [ 14 ].   

   10.    Positive control assays: RNF2/BMI1 are known H2A E3 
 ligase         and used as positive control for H2A ubiquitination 
(Fig.  3 ). BRCA1 is a known H2B E3 ligase and used as a posi-
tive control for studying H2B  ubiquitination        .       

3.5  In Vitro 
Ubiquitination Assay 
with Reconstituted 
 Nucleosomes        

Total H2A

H2A-Ub

E3:
H2A-WT:

H2A-KKRR: + +
+

TRIM
37
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T

TRIM
37

-C
18

R

RNF2/B
MI1

RNF2/B
MI1

TRIM
37
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T

TRIM
37

-W
T

+ + +

  Fig. 2    In  vitro   ubiquitination assay with recombinant  H2A  . In vitro ubiquitination 
assay done in the presence of E1, E2, and TRIM37 as ubiquitin E3 ligase. 
Immunoblots probed with either ubiquityl- H2A or H2A   antibody. Recombinant 
H2A or mutant H2A (KKRR) was used as a substrate in the assay. Recombinant 
RNF2 and BMI1 were used as a positive control as described in the text       
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4              Notes 

     1.    In the purifi cation protocol, we did not use the tandem ion- 
exchange columns for purifi cation of histones, as described 
previously [ 14 ].   

   2.    Remember to take pre- and post-induction time points to eval-
uate the expression of histones. Harvest cells from 1 mL of 
culture by centrifuging at 14,000 ×  g  for 5 min at 
4 °C. Resuspend cell pellet in 200 μL of 2×SDS-PAGE sample 
buffer and boil samples for 10 min before analyzing on 15 % 
SDS- PAGE. A good induction will yield a very strong band.   

   3.    The color of the pellet after induction indicates the quality of 
induction; good induction cultures yield much whiter bacterial 
pellets. If larger amounts of protein are required, the culture 
volume should be increased accordingly.   

   4.    If solution contains yellowish chunks after sonication or is still 
viscous, cell pellet can be sonicated for longer time. If superna-
tant is viscous after centrifugation, repeat the sonication ( step 
3 ) and resuspend pellet once more in Histone Wash TW.   

   5.    The volume of unfolding buffer can be adjusted according to 
the yield of protein expected.   

   6.    Use the last change of  dialysis            water as a blank when measuring 
the absorbance of the histones. To accurately determine his-
tone  concentration        , it is important to use at least three differ-
ent dilutions of purifi ed histone. The protocol outlined here 
can be used to express and purify other HA-tagged histone 
proteins with the molecular weight for respective histone pro-
tein listed in the table below: 

TRIM
37

-W
T

TRIM
37

-C
18

R

E3:
Nucleosome: + + + +

TRIM
37

-W
T

RNF2/B
MI1

H2A

H2A-Ub

H3

H2B

H4

+

  Fig. 3    In  vitro      ubiquitination assay with reconstituted  nucleosomes   as substrates. 
In vitro ubiquitination assay done in the presence of E1, E2, and TRIM37 as ubiq-
uitin E3 ligase or TRIM37 derivative carrying mutation (C18R). Immunoblots 
probed with either ubiquityl- H2A, H2A  , H2B, H3, or H4 antibody. Recombinant 
RNF2 and BMI1 were used as a positive control as described in the text       
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 Histone  E (276 nm, per cm per M)  Molecular weight (Da) 

  H2A    4050  13,960 

 H2B  6070  13,774 

 H3  4040  15,273 

 H4  5400  11,236 

       7.    Store the affi nity-purifi ed  proteins         at −80 °C and avoid repeated 
freeze thaw.   

   8.    We prefer to use freshly prepared for in vitro ubiquitination 
 assay     .   

   9.    The nitrocellulose  membrane         works better compared to PVDF 
for histone transfer. We used 0.2 μm membrane for Western 
blotting.   

   10.    We prefer to use freshly reconstituted  nucleosomes   as a sub-
strate for the in vitro ubiquitination assay. Nucleosomes can be 
stored at 4 °C for 2 weeks before using for ubiquitination assay, 
and precipitation is seen with long-term storage that can inter-
fere with the  assay        .         
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    Chapter 18   

 Determination of Alternate Splicing Events 
Using Transcriptome Arrays                     

     Rebecca     S.     DeVaux    ,     Marcy     Kuentzel    ,     Jason     Herschkowitz    , 
and     Sridar     V.     Chittur      

  Abstract 

   Understanding differential isoform expression is critical to mechanistically illuminate the biology underly-
ing both normal development and disease states. High-throughput expression profi ling analysis of splice 
variants has thus far been limited by sample requirements and an appropriate platform for quantitation and 
analysis. Here we describe Affymetrix GeneChip Human Transcriptome Array 2.0, which is employed for 
comprehensive examination of all known transcript isoforms.  

  Key words     Alternative splicing  ,   Gene regulation  ,   Expression profi ling  ,   Microarray  ,   Exon splicing  

1      Introduction 

 Sequencing of the human genome is one of the most signifi cant 
scientifi c accomplishments of our time. When the human genome 
was released in 2001, it was surprising that all of the diversity 
encompassed in human biology was captured in only ~21,000 
genes [ 1 ,  2 ]. This was especially startling when the genomes of far 
less complex organisms, such as the nematode  Caenorhabditis    ele-
gans    and common mouse, were found to have ~19,000 [ 3 ] and 
~22,000 [ 4 ] genes, respectively. It quickly became apparent that 
the number of encoded genes alone could not explain the com-
plexity of human biology. 

 Following the human genome project, the encyclopedia of 
 DNA   elements (ENCODE) project was initiated to dissect the 
genome and identify functional elements [ 5 ]. That ambitious 
enterprise revealed that only approximately 2 % of the human 
genome encodes for protein sequences. The exons encoding for 
the translated messenger RNA (mRNA) were found to be inter-
spersed between noncoding introns. To mediate the split nature of 
eukaryotic genes, a spliceosome complex functions to remove 
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introns and appropriately join coding exons and form mRNA. As 
opposed to the initial hypothesis that one gene results in one 
 protein, now it is well accepted that  alternative splicing   of a locus 
can result numerous isoforms. In fact, alternative splicing is con-
servatively estimated to occur in ~94 % of human genes. Misre-
gulated alternative splicing is estimated to contribute to as many as 
50 % of human genetic diseases and further promote  tumorigenesis   
[ 6 ]. Thus, to decipher the genetic alterations underlying disease 
states, we must understand not only which genes are altered, but 
we must pinpoint exactly which isoforms are affected. 

 In the study described herein, we use the Affymetrix GeneChip ®  
Human Transcriptome Array 2.0 (HTA 2.0) [9] to comprehen-
sively examine the isoforms of both coding and noncoding tran-
scripts altered due to expression of a putative driver of breast cancer 
progression.  

2    Materials and Reagents 

       1.    Agilent Bioanalyzer 2100 system.   
   2.    NanoDrop ND-1000 UV-Vis spectrophotometer.   
   3.    Affymetrix GeneChip ®  System with FS450 and GCS3000 7G 

Scanner.      

       1.    MCF10DCIS.com cells were maintained in MCF10A media—
(DMEM/F12, 5 % horse serum, 20 ng/mL EGF, 0.5 mg/mL 
hydrocortisone, 100 ng/mL cholera toxin, 10 μg/mL insulin, 
1× antibiotic-antimycotic).   

   2.    MCF10DCIS.com cells were reverse transfected using 
RNAiMAX (Life Technologies) and 50 nM of either Silencer ®  
Select Negative control No. 1 siRNA (Life Technologies) or 
siRNA targeting BHLHE40-AS1.      

       1.    All tips, tubes, and reagent bottles must be DNAse- and 
RNase- free ( see   Note    1  ).   

   2.    Omega Bio-tek E.Z.N.A. ®  Total RNA Kit I. (Omega Bio).   
   3.    We recommend the use of nuclease-free water to prepare all 

buffers and solutions.   
   4.     RNaseZap  .      

       1.    RNA 6000 Nanokit (Agilent).   
   2.    GeneChip WT PLUS Reagent kit (Affymetrix). 

 This catalog number includes all kits required for this protocol 
including cDNA synthesis, amplifi cation, labeling, cleanup, 
and  hybridization  .   

2.1  Equipment

2.2  Materials for Cell 
Culture

2.3  Materials 
for  RNA Isolation  

2.4  Materials 
for RNA QC 
and  Microarray   
Experiment
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   3.    GeneChip ®  Human Transcriptome 2.0 ST arrays (Affymetrix).   
   4.    Magnetic stand- 96  .       

3    Methods 

       1.    Indicated cell line was cultured in MCF10A media and main-
tained in 10-cm 2  dishes in a 37 °C incubator under 5 % CO 2 .   

   2.    Cells were reverse transfected with siRNA and seeded into 
6-well plates such that 24 h post transfection, cells were 
approximately 50 % confl uent. Cells were harvested 72 h post 
transfection when cells were approximately 85 % confl uent 
( see   Note    2  ).   

   3.    Wash the cells with PBS to remove any residual media prior to 
harvesting.   

   4.    Lyse cells according to selected RNA isolation method or kit 
( see  Subheading  3.2 ).   

   5.    Alternatively, add TRIzol Reagent directly to the cells. One 
mL per 10-cm 2  dish, 200 μL per 6 wells.  Do not  trypsinize 
the cells prior to treatment with tri-reagent or TRIzol. Move 
the TRIzol around the dish and gently tap to slough off all 
attached  cells  . Pipette into a clean tube and store at −20 °C till 
further use.      

    The specifi c  RNA isolation method   that you choose will depend on 
your downstream application. Generally most methods are accept-
able for  microarray  , RT-PCR, or  Northern blotting  . The Qiagen 
RNeasy and Omega Bio-tek spin-column isolation kits offer the 
advantage of performing an optional DNase I digestion while puri-
fying the RNA, so further processing is avoided. However, detec-
tion of RNA molecules of 200 bp or smaller will be limited if using 
the Omega cleanup procedure and hence not advised if you intend 
to use the RNA for miRNA analysis ( see   Note    3  ). Alternative spin- 
column kits specifi cally indicated to capture miRNA can be pur-
chased. While using arrays such as the transcriptome ST or Gene 
ST arrays, ensure that the RNA is DNase treated since DNA con-
taminants will be amplifi ed and labeled in the array  protocol  .  

       1.    Using a NanoDrop ®  spectrophotometer, measure the optical 
absorbance characteristics of the sample. The A 260/A280  as well as 
the A 260/A230  ratio will ideally be close to 2.0, signifying the 
purifi cation of nucleic acids away from protein and other organ-
ics, respectively. If either ratio is lower than 1.6, expect prob-
lems with downstream applications of the RNA ( see   Note    4  ).   

   2.    Performance of a NanoChip assay using Agilent’s Bioanalyzer 
allows for measurement of the molecular weight profi le of the 

3.1  Cell Culture 
and Harvesting 
of Cells for  RNA 
Isolation  

3.2   RNA Isolation  

3.3  Assessment 
of RNA Quality
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isolated RNA. In this way, you may evaluate the 28S/18S ratio 
measurements. A total RNA ratio between 1.8 and 2.0 is 
 desirable; however, ratios 1.6–1.8 may be acceptable. A RNA 
integrity number (RIN) score should be between 7 and 10 if 
the samples are to be used in a  microarray   or QPCR experi-
ment downstream ( see   Note    5  ).      

   Affymetrix recommends amplifi cation and labeling of the RNA for 
hybridization to transcriptome arrays starting with at least 50 ng of 
total RNA. We will demonstrate use of the 100 ng protocol in this 
example ( see  Fig.  1 ) [ 8 ] ( see   Note    6  ). We have had good results 
with this protocol and also with the Affymetrix WT Pico protocol, 
which enables starting with much lower amounts of RNA (100 pg 
to 1 ng) as seen with LCM or fl ow-sorted samples. Please remem-
ber that since data generated by each of these protocols are not 
directly cross comparable, process all samples of a given study using 
the same protocol.

            1.    Make serial dilutions of the GeneChip PolyA controls (1:20; 
1:50, 1:50, and fi nally 1:10) using the PolyA control dilution 
buffer supplied with the kit. The fi nal concentration of the 
PolyA controls is 1:500,000 of the original stock.   

   2.    Add 2 µl of the diluted poly A controls to the 100 ng total 
RNA in a RNAse free tube. The total volume of the mixture 
should not exceed 5 µl.   

   3.    Prepare the fi rst strand master mix composed of 4 µl fi rst-
strand buffer and 1 µl of the fi rst-strand enzyme per reaction. 
Mix thoroughly by vortexing, centrifuge briefl y and place on 
ice. To this tube, add 5 µl of the total RNA from  step 2 . Mix 
thoroughly by vortexing, centrifuge briefl y and then incubate 
at 1 hr at 25 °C, then for 1 hr at 42 °C, then for at least 2 min 
at 4 °C. Proceed immediately to  step 4 . ( see   Note    7  ).   

   4.    Prepare the second-strand master composed of 18 µl second-
strand buffer and 2 µl second-strand enzyme per reaction. Mix 
thoroughly by vortexing, centrifuge briefl y and place on ice. 
Transfer 20 µl of this second-strand master mix to the fi rst-
strand cDNA from  step 3 . Mix thoroughly by vortexing, cen-
trifuge briefl y and then incubate for 1 hr at 16 °C, then for 
10 min at 65 °C, then for at least 2 min at 4 °C ( see   Note    8  ).   

   5.    Prepare the IVT master composed of 24 µl IVT buffer and 6 µl 
IVT enzyme per reaction. Mix thoroughly by vortexing, cen-
trifuge briefl y and immediately transfer 30 µl of this IVT master 
mix to the second-strand cDNA from step 4. Mix thoroughly 
by vortexing, centrifuge briefl y and then incubate for 16 hr at 
40 °C, then at 4 °C ( see   Note    9  ).   

3.4  Expression 
Analysis of mRNA 
from Cells

3.5  Synthesis 
of Labeled cDNA 
and  Microarray   
Hybridization

3.5.1  Preparation 
of cRNA
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   6.    After the incubation, centrifuge briefl y to collect the cRNA at 
the bottom of the tube or well. Place the reaction on ice, then 
proceed to purify cRNA, or immediately freeze the samples at 
−20 °C for storage.   

   7.    Mix the purifi cation beads by vortexing to resuspend the 
magnetic particles and then add 100 µl to each (60 µl) cRNA 

  Fig. 1    WT PLUS amplifi cation and labeling workfl ow [ 8 ]       

 

Transcriptome Arrays for Studying Alternative Splicing
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sample from  step 6 , mix by pipetting and transfer to a well of 
a U-bottom plate ( see   Note    10  ).   

   8.    Mix well by pipetting up and down ten times and then incu-
bate for 10 min.   

   9.    Move the plate to a magnetic stand to capture the purifi cation 
beads. When capture is complete (after ~5 min), the mixture is 
transparent, and the purifi cation beads form  pellets   against the 
magnets in the magnetic stand. The exact capture time depends 
on the magnetic stand that you use and the amount of cRNA 
generated by in vitro  transcription  . Carefully aspirate and dis-
card the supernatant without disturbing the purifi cation  beads  .   

   10.    While on the magnetic stand, add 200 μL of 80 % ethanol wash 
solution to each well and incubate for 30 s. Slowly aspirate and 
discard the 80 % ethanol wash solution without disturbing the 
purifi cation beads. Repeat twice for a total of three washes with 
200 μL of 80 % ethanol wash solution. Completely remove the 
fi nal wash solution.   

   11.    Air-dry on the magnetic stand for 5 min until no liquid is visi-
ble, yet the pellet appears shiny ( see   Note    11  ).   

   12.    Remove the plate from the magnetic stand. Add to each sam-
ple 27 μL of the preheated (65 °C) nuclease-free water and 
incubate for 1 min. Mix well by pipetting up and down ten 
times, and place the plate on the magnetic stand for ~5 min to 
capture the purifi cation beads. Transfer the supernatant, which 
contains the eluted cRNA, to a nuclease-free tube.   

   13.    Place the purifi ed cRNA samples on ice, then proceed to assess 
cRNA yield and size distribution, or immediately freeze the 
samples at −20 °C for  storage  .      

       1.    On ice, combine 15 μg cRNA (in a volume of 24 μL) and 4 μL 
of second-cycle primers. Mix thoroughly by vortexing, centri-
fuge briefl y, and then incubate for 5 min at 70 °C, 5 min at 
25 °C, and then 2 min at 4 °C.   

   2.    Prepare the second-cycle ss-cDNA master mix composed of 
8 μL second-cycle ss-cDNA buffer, and 4 μL of the second- 
cycle ss-cDNA enzyme per reaction. Mix thoroughly by vor-
texing, centrifuge briefl y, and place on ice. On ice, transfer 
12 μL of the second-cycle ss-cDNA master mix to each (28 μL) 
cRNA/second-cycle primer sample for a fi nal reaction volume 
of 40 μL. Mix thoroughly by gently vortexing the  tube  , centri-
fuge briefl y, and incubate for 10 min at 25 °C, then 90 min at 
42 °C, then 10 min at 70 °C, then for at least 2 min at 4 °C.   

   3.    Add 4 μL of the RNase H to each (40 μL) second-cycle ss- 
cDNA sample for a fi nal reaction volume of 44 μL. Mix 
 thoroughly. Centrifuge briefl y and then incubate for 45 min at 
37 °C, then for 5 min at 95 °C, then for at least 2 min at 4 °C.   

3.5.2  Preparation 
of Second-Cycle 
Single- Stranded cDNA

Rebecca S. DeVaux et al.
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   4.    After incubation, centrifuge briefl y and place the tubes on ice. 
Add 11 μL of the nuclease-free water to each (44 μL) hydro-
lyzed second-cycle ss-cDNA sample for a fi nal reaction volume 
of 55 μL. Mix well, centrifuge, and chill on ice before purifying 
the second-cycle ss-cDNA.   

   5.    Mix the purifi cation beads by vortexing to resuspend the mag-
netic particles and then add 100 μL to each (55 μL) ss-cDNA 
sample from  step 4 ; mix by pipetting and transfer to a well of 
a U-bottom plate. Add 150 μL of 100 % ethanol to each 
(155 μL) ss-cDNA/bead sample ( see   Note    10  ).   

   6.    Mix well by pipetting up and down ten times and incubate for 
20 min.   

   7.    Move the plate to a magnetic stand to capture the purifi cation 
beads. When capture is complete (after ~5 min), the mixture is 
transparent, and the purifi cation beads form pellets against the 
magnets in the magnetic stand. The exact capture time depends 
on the magnetic stand that you use and the amount of ss-
cDNA generated by in vitro  transcription  . Carefully aspirate 
and discard the supernatant without disturbing the purifi cation 
beads.   

   8.    While on the magnetic stand, add 200 μL of 80 % ethanol wash 
solution to each well and incubate for 30 s. Slowly aspirate and 
discard the 80 % ethanol wash solution without disturbing the 
purifi cation beads. Repeat twice for a total of three washes with 
200 μL of 80 % ethanol wash solution. Completely remove the 
fi nal wash solution.   

   9.    Air-dry on the magnetic stand for 5 min until no liquid is visi-
ble, yet the  pellet   appears shiny ( see   Note    11  ).   

   10.    Remove the plate from the magnetic stand. Add to each sam-
ple 30 μL of the preheated (65 °C) nuclease-free water and 
incubate for 1 min. Mix well by pipetting up and down ten 
times and place the plate on the magnetic stand for ~5 min to 
capture the purifi cation  beads  . Transfer the supernatant, which 
contains the eluted ss-cDNA, to a nuclease-free tube.   

   11.    Place the purifi ed ss-cDNA samples on ice, then proceed to 
assess ss-cDNA yield and size distribution, or immediately 
freeze the samples at −20 °C for storage.      

       1.    On ice, prepare 5.5 μg ss-cDNA in a volume of 31.2 μL.   
   2.    Prepare the fragmentation master mix composed of 10 μL 

nuclease-free water, 4.8 μL 10× cDNA fragmentation buffer, 
1 μL uracil-DNA glycosylase, and 1 μL apurinic/apyrimidinic 
endonuclease 1 per reaction. Mix thoroughly by vortexing, 
 centrifuge briefl y, and place on ice. On ice, transfer 16.8 μL of 
the fragmentation master mix to each (31.2 μL) purifi ed ss-
cDNA sample from  step 1  for a fi nal reaction volume of 48 μL. 

3.5.3  Preparation 
of Fragmented 
and Labeled 
Single- Stranded cDNA

Transcriptome Arrays for Studying Alternative Splicing
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Mix thoroughly by gently vortexing the tube, centrifuge 
briefl y, and incubate for 1 h at 37 °C, then for 2 min at 93 °C, 
then for at least 2 min at 4 °C. Immediately after the incuba-
tion, centrifuge briefl y to collect the fragmented ss-cDNA at 
the bottom of the tube or well.   

   3.    Transfer 45 μL of the fragmented ss-cDNA sample to each 
tube or well and place on ice.   

   4.    Prepare the labeling master mix composed of 12 μL 5× termi-
nal deoxynucleotidyl transferase (TdT) buffer, 1 μL 5 mM 
DNA labeling reagent, and 2 μL TdT per reaction. Mix thor-
oughly by  vortexing  , centrifuge briefl y, and place on ice. On 
ice, transfer 15 μL of the labeling master mix to each (45 μL) 
fragmented ss-cDNA sample from  step 3  for a fi nal reaction 
volume of 60 μL. Mix thoroughly by gently vortexing the 
tube, centrifuge briefl y, and incubate for 1 h at 37 °C, then for 
10 min at 70 °C, then for at least 2 min at 4 ° C  .      

       1.    The labeled ss-cDNA (5.2 μg) is mixed with 20× eukaryotic 
hybridization controls, denatured and hybridized to Human 
Transcriptome 2.0 ST arrays as recommended in the kit 
( see   Note    12  ).   

   2.    After hybridization at 60 ×  g  for 16 h at 45 °C, the arrays are 
subjected to a fl uidics protocol that washes and stains the array 
with  streptavidin  -phycoerythrin.   

   3.    The stained arrays are then scanned in a GeneChip 3000G 
scanner and the data is exported as CEL fi les.       

         1.    We have successfully used the Affymetrix Expression Console 
[ 9 ] and Affymetrix Transcriptome Analysis Console [ 10 ] soft-
ware to analyze transcriptome array data. To obtain a robustly 
confi dent list of genes associated with a given condition, we 
use the SST-RMA algorithm as the probe intensity summariza-
tion method [ 6 ,  11 ,  12 ]. The SST-RMA method includes GC4 
(GC Correction Version 4) background reduction and SST 
(Signal Space Transformation) intensity normalization to the 
expression data processing workfl ow.   

   2.    We fi rst import the data into Expression Console  software   that 
provides an easy way to create summarized expression values 
(CHP fi les) for individual fi les or collections of expression array 
feature intensity (CEL) fi les. For gene level analysis, select the 
Gene-level-SST-RMA workfl ow and for alternate-splicing 
 analysis select the Exon-level-SST-Alt-Splice-Analysis  work-
fl ow   to create the respective CHP fi les. 

             1.    Traditional microarray analysis methods present a steep learning 
curve for the average user. The problem resides primarily in the 
normalization techniques used to distribute the signal intensities 

3.5.4  Hybridization 
and Scanning

3.6  Analysis 
of Human 
Transcriptome 2.0 ST 
Array Data

3.6.1  Generation 
of CHP Files

3.6.2  Gene Level 
Analysis
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on the array. To obtain a robustly confi dent list of genes associ-
ated with a given condition, we use the SST-RMA algorithm as 
the probe intensity summarization method [ 6 ,  11 ,  12 ].   

   2.    We strongly recommend the use of replicates in the experi-
ments using  microarray   technology for gene  expression pro-
fi ling     . While we realize that these experiments can be cost 
prohibitive, confi dence in that data from microarray experi-
ments requires the use of at least three biological replicates 
(with fi ve or more replicates being preferred in the case of 
 biological samples with rare transcripts or high level of 
variability).   

   3.    After summarization, we routinely conduct a Principal compo-
nent analysis to identify any outliers in the samples. We also 
evaluate the control spikes and hybridization metrics as 
described by Affymetrix [ 7 ].   

   4.    The gene level CHP fi les created in Expression Console are 
imported into Transcriptome  Analysis   Console software and 
analyzed using the Gene Level  Differential Expression   Analysis 
workfl ow.   

   5.    A statistical  test   (Students  t -test or ANOVA) with a  p -value 
< 0.05 and a false discovery rate correction (Benjamini 
Hochberg) routine is most appropriate at this step. The strin-
gency of the statistics will determine how many differentially 
expressed targets are identifi ed.   

   6.    We further reduce the data by applying a fi lter on fold change 
of expression values between the two conditions. While a two-
fold cutoff seems to be used in many  microarray   experiments, 
we prefer to use a 1.5-fold cutoff. This enables us to have 
enough probe sets in our lists while performing secondary 
analysis such as gene ontology or pathway analysis.      

       1.    For exon-level analysis, the alt-splice CHP fi les created using 
Expression Console are imported in to Transcriptome Analysis 
Console software and analyzed using the  Alternative Splicing   
Analysis workfl ow.   

   2.    This is followed by a splicing ANOVA with a  p -value < 0.05. 
This uses a gene-normalized intensity value, i.e., ratio of probe 
set intensity to expression level of the gene (Table  1 ).   

   3.    A Splicing Index value is then calculated. This is similar to a 
fold-change fi lter where the gene-normalized intensity 
values are compared between the two experimental conditions. 
 Splicing Index  algorithm   is a way to measure how much exon- 
specifi c expression differs between two conditions after exclud-
ing gene level infl uences. The algorithm fi rst normalizes the 
 exon   and junction expression values by the level of gene expres-
sion and creates a ratio of normalized  signal   estimates from 
one condition relative to another.   

3.6.3  Transcriptome 
Splicing Analysis (Exon 
Level)
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   4.    The default criteria for alt-splicing analysis include (a) Splicing 
Index (linear) < −2 or Splicing Index (linear) > 2, (b) ANOVA 
 p -value < 0.05, (c) a gene is expressed in both conditions, (d) 
a Probe Selection region (PSR)/Junction must be expressed in 
at least one condition, and that (e) a gene must contain at least 
one PSR.   

   5.    On average the HTA 2.0 array contains ten probes per exon 
and four probes per junction. The list of probes that pass the 
above steps can then be visualized.  See  Fig.  2  for an example of 
 alternative splicing   in the 5′end of CXCL2.
   The results of any  microarray   experiment should be verifi ed using 
an independent technique such as quantitative PCR or sequenc-
ing. Additional functional  analysis   is also recommended.        

4                  Notes 

     1.    All instruments, glassware, and plasticware that touch cells or 
cell lysates should be certifi ed DNase-free and RNase-free or 
should be prewashed with RNaseZap (Ambion, cat. #9780; 
9782) or RNase AWAY (Molecular BioProducts cat. #7001) 
followed by DEPC water and allowed to air-dry.   

  Fig. 2    Alternate splicing events observed in CXCL2 using the visualization tool in TAC software       
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   2.    The number of cells required for each  microarray   experiment 
can vary from cell type to cell type. Typically we utilize a 25 or 
75 cm 2  fl ask of confl uent cells per condition. This corresponds 
to about 2–10 × 10 6  cells and provides enough material for 
both the microarray experiment as well as other validation and 
QC experiments.   

   3.    If using this RNA for any miRNA analysis, avoid the column 
(unless it is specifi ed for miRNA use) cleanup step since it 
results in loss of small RNAs.   

   4.    Ambion and Affymetrix protocols and technical literature (and 
our experience) suggest that samples failing to meet either (or 
both) of these criteria may (or will) perform poorly in molecu-
lar techniques, which are based on reverse  transcription   fol-
lowed by amplifi cation. This is likely due to the interference of 
protein, carbohydrate, or phenolic contaminants on the reverse 
transcription process.   

   5.    The Agilent BioAnalyzer is a preferable substitute to MOPS- 
formaldehyde agarose gel analysis due to the reduced sample 
required, increased sensitivity, and reduced exposure to toxic 
reagents. The Agilent 2100 Expert software provides a RIN or 
RNA integrity number for the RNA nano and pico assays (series 
II). It is recommended that this RIN number be between 7 and 
10 if the RNA sample is to be used in a  microarray   experiment. 
We generally use the RIN number as a secondary QC criteria 
along with 260/280, 260/230, and 28S/18S ratios.   

   6.    All the reagents for this protocol are supplied in the Affymetrix 
WT PLUS Reagents kit [ 8 ]. It is recommended that polyA 
RNA controls be spiked in to the starting RNA samples since 
this will allow to QC for any degradation occurring during the 
protocol. The signals from these spikes can also be used for 
normalization. We have also successfully used the Affymetrix 
WT Pico kit to generate data from transcriptome arrays.   

   7.    Holding the fi rst-strand cDNA synthesis reaction at 4 °C for 
longer than 10 min may signifi cantly reduce cRNA yields.   

   8.    Disable the heated lid of the thermal cycler or keep the lid off 
during the second-strand cDNA synthesis.   

   9.    Transfer the second-strand cDNA samples to room tempera-
ture for ≥5 min while preparing IVT Master Mix. After the IVT 
buffer is thawed completely, leave the IVT buffer at room tem-
perature for ≥10 min before preparing the IVT Master Mix.   

   10.    Preheat the nuclease-free water in a heat block or thermal 
cycler to 65 °C for at least 10 min. Mix the purifi cation beads 
thoroughly by vortexing before use to ensure that they are 
fully dispersed. Transfer the appropriate amount of purifi cation 
beads to a nuclease-free tube or container, and allow the puri-
fi cation beads to equilibrate at room temperature. For each 
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Sheridan A, Sougnez C, Stange-Thomann Y, 
Stojanovic N, Subramanian A, Wyman D, 
Rogers J, Sulston J, Ainscough R, Beck S, 
Bentley D, Burton J, Clee C, Carter N, 
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D, Gregory S, Hubbard T, Humphray S, Hunt 
A, Jones M, Lloyd C, McMurray A, Matthews 
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N, Cheng JF, Olsen A, Lucas S, Elkin C, 
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Weinstock GM, Sakaki Y, Fujiyama A, Hattori 
M, Yada T, Toyoda A, Itoh T, Kawagoe C, 
Watanabe H, Totoki Y, Taylor T, Weissenbach 
J, Heilig R, Saurin W, Artiguenave F, Brottier 
P, Bruls T, Pelletier E, Robert C, Wincker P, 
Smith DR, Doucette-Stamm L, Rubenfi eld M, 
Weinstock K, Lee HM, Dubois J, Rosenthal A, 
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Yang H, Yu J, Wang J, Huang G, Gu J, Hood 
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Federspiel NA, Abola AP, Proctor MJ, Myers 
RM, Schmutz J, Dickson M, Grimwood J, Cox 
DR, Olson MV, Kaul R, Raymond C, Shimizu 
N, Kawasaki K, Minoshima S, Evans GA, 
Athanasiou M, Schultz R, Roe BA, Chen F, 
Pan H, Ramser J, Lehrach H, Reinhardt R, 
McCombie WR, de la Bastide M, Dedhia N, 
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reaction, 100 μL plus ~10 % overage will be needed. Prepare 
fresh dilutions of 80 % ethanol wash solution each time from 
100 % ethanol (molecular biology grade or equivalent) and 
nuclease-free water in a nuclease-free tube or container. For 
each reaction, 600 μL plus ~10 % overage will be needed. 
Transfer the cRNA sample to room temperature while preparing 
the purifi cation beads.   

   11.    Do not over-dry the beads as this will reduce the elution 
 effi ciency. The bead surface will appear dull and may have sur-
face cracks when it is over-dry.   

   12.    It is recommended that hybridization controls be prepared 
from a master mix. The signal from the controls (bioB, bioC, 
bioD, and Cre) can be used to qualitatively compare chips 
being hybridized over time.     

 The Affymetrix GeneChip ®  Human Transcriptome Array 2.0 
expands the toolkit for comprehensive examination of the human 
transcriptome. The HTA 2.0 array creates an ideal platform for 
discovery through incorporation of on average 109 probes per 
gene, 10 probes per exon, and 4 probes per splice junction while 
evaluating all known genes and noncoding transcripts. With our 
growing appreciation for the divergent functions of alternative 
 splice   variants and the importance of noncoding RNAs, utilizing 
this highly sensitive system will be critical to uncovering novel 
biology.     
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    Chapter 19   

 Large-Scale RNA Interference Screening to Identify 
Transcriptional Regulators of a Tumor Suppressor Gene                     

     Matteo     Forloni    ,     Thuy     Ho    ,     Lisha     Sun    , and     Narendra     Wajapeyee      

  Abstract 

   RNA interference (RNAi) is a powerful research tool that can be used to silence the expression of a specifi c 
gene. In the past several years, RNAi has provided the opportunity to identify factors and pathways 
involved in complex biological processes by performing unbiased loss-of-function screens on a genome- 
wide scale. Here we describe a genome-wide RNAi screening strategy to identify factors that regulates 
epigenetic silencing of a specifi c tumor suppressor gene, using RASSF1A as an example. The approach we 
describe is a general RNAi screening strategy that can be applied to identify other factors that drive and/
or maintain epigenetic modifi cations on specifi c genes, including cancer-related genes.  

  Key words     RNA interference  ,   Epigenetic silencing  ,   Positive-selection screen  ,   RNA interference  , 
  siRNA  ,   shRNA  

1      Introduction 

 High-throughput  RNAi    screening   provides the opportunities to 
identify in unbiased manner cellular genes associated with specifi c 
biological  phenotypes         and has the potential to identify new targets 
for therapeutic interventions. Several factors must be considered 
when designing a successful RNAi screen. General guidelines for 
choosing the appropriate RNAi  library   (e.g., shRNA vs. siRNA, 20 
retroviral vs. lentiviral) and screening strategy (single well vs. 21 
pooled format, positive vs. negative selection, etc.) have been cov-
ered in detail elsewhere, and the reader is referred to several excel-
lent reviews on these topics [ 1 – 4 ]. 

 When planning a genome-scale RNAi  screening   for  epigenetic   
factors, there are several critical parameters to consider. First, it is 
important to clone a suitable promoter region. For example, as 
hypermethylation usually occurs at  DNA   segments abundant with 
CpG dinucleotides, it will be of necessary to clone the whole pro-
moter region carrying these CpG islands. Second, it is important 
to clone the promoter of the gene of interest in a suitable reporter 
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plasmid, which in turn can be used for the selection of cells that 
eventually expression the tumor suppressor gene of interest. Third, 
a suitable cell line must be chosen in which the gene of interest is 
 epigenetically   silenced, yet can easily be reexpressed by treatment 
of the cells with epigenetic agents, such as DNA methyltransferase 
inhibitors and histone deacetylase inhibitors. Fourth, including 
appropriate negative control will allow one to evaluate the back-
ground of the screen. In most cases, a control non-silencing shRNA 
or luciferase siRNA is suitable for this purpose. Moreover, in order 
to discern off-target effects of shRNAs, it is very important to use 
multiple, unrelated shRNAs/siRNAs targeting the same gene. 
Finally, the choice of appropriate assays to validate the positive can-
didates from the  RNAi    screening   is also important to consider 
because a clear read out will reduce the background and increase 
the likelihood of success of the  RNAi   screen. 

 Here, we describe an RNAi screening that has been published 
by our group [ 5 ] in which we identifi ed factors involved in  epigen-
etic   silencing of the tumor suppressor RAS association domain 
family 1A (RASSF1A)         . In brief, we generated a reporter construct 
in which the RASSF1A promoter was used to direct expression of 
a gene encoding red fl uorescent protein (RFP) fused to the blasti-
cidin resistance (Blast R ) gene. This RASSF1A-RFP-Blast R  reporter 
construct was stably transduced into human MDA-MB-231 breast 
cancer  cells         in which the endogenous RASSF1A gene is epigeneti-
cally silenced [ 6 ]. We then selected cells in which the reporter gene 
had been silenced as evidenced by loss of RFP expression and 
acquisition of blasticidin sensitivity. We used a human shRNA 
library [ 7 ] comprising ~62,400 shRNAs directed against 28,000 
genes. The shRNAs were divided into ten pools, which were 
 packaged into retrovirus particles and used to stably transduce 
the MDA-MB-231/RASSF1A-RFP-Blast R  reporter cell line. 
Blasticidin-resistant colonies, indicative of derepression of the epi-
genetically silenced reporter gene, were selected, and the shRNAs 
were identifi ed by sequence analysis. One positive candidate was 
further confi rmed. Indeed, stable transduction of parental 
MDA-MB-231 cell line with a single shRNA directed against the 
candidate gene led to derepression of the endogenous, epigeneti-
cally silenced RASSF1A gene. Confi rmed candidate shRNAs were 
then tested in a secondary screen for their ability to promote 
derepre ssion of endogenous epigenetically silenced RASSF1A in 
three independent NSCLC cell lines: A549, NCI-H23, and NCI-
H460 [ 5 ]. 

 The approach described here is a general  screening   strategy 
that can be used to study other epigenetically silenced genes in dif-
ferent human cancer (or mouse) cell lines.  
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2    Materials 

       1.    BAC.   
   2.    pDsRed2-N1 (Clontech)         .   
   3.    PEF6V5-HisB (Invitrogen).   
   4.    Neomycin.   
   5.    Blasticidin.   
   6.    Transfection reagent, such as Effectene (Qiagen).   
   7.    MDA-MB-231 cell line.      

       1.     Genome-wide   shRNA library and a control  shRNA        , such as a 
non-silencing shRNA (Open Biosystems or Sigma-Aldrich).   

   2.    Phoenix-gp helper-free retrovirus producer cell line (Garry 
Nolan, Stanford University; l).   

   3.    pCI-VSVG plasmid (Addgene).   
   4.    pGag-pol (Addgene).   
   5.    Transfection reagent, such as Effectene.   
   6.    0.45 mM fi lters.   
   7.    Culture medium: DMEM high glucose (1×, liquid, with 

 L - glutamine and sodium pyruvate), 10 % FBS, and penicillin–
streptomycin.   

   8.    Polybrene.   
   9.    Puromycin.   
   10.    Crystal violet staining solution: 40 % methanol, 10 % acetic 

acid, 50 % ddH 2 O, 0.01 % crystal violet.   
   11.    MDA-MB-231 cell  line        .      

       1.    Trypsin-EDTA (0.25 %, Invitrogen)         .   
   2.    Genomic DNA preparation buffer: 100 mM NaCl, 10 mM 

Tris–HCl, pH 8.0, 25 mM EDTA, pH 8.0, 0.5 % (v/w) SDS, 
50 mL of proteinase K.   

   3.    Phenol–chloroform–isoamyl alcohol (25:24:1).   
   4.    Chloroform.   
   5.    NaCl (5 M).   
   6.    Ethanol (70 and 100 % solutions).   
   7.    TE buffer (1×): 10 mM Tris–HCl, 1 mM EDTA, pH 8.0.   
   8.    Spectrophotometer or NanoDrop.   
   9.    5× Go-Taq PCR buffer.   
   10.    Taq DNA  polymerase        .   

2.1  Generation 
of the Reporter 
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   11.    Primers for sequencing shRNA inserts in pSM2 library: 
 For-pSM2 (5′-GCTCGCTTCGGCAGCACATATAC-3′) and 
 Rev-pSM2 (5′-GAGACGTGCTACTTCCATTTGTC-3′).   

   12.    DNase- and RNase-free agarose for gel  electrophoresis        .   
   13.    Ethidium bromide solution (10 mg/mL).   
   14.    QIAquick gel extraction kit.   
   15.    pGEM-T Vector system I (Promega).   
   16.    Bacterial competent cells that allow for blue/white selection, 

such as DH5a, and that have a transformation effi ciency of 
>10 6  colonies/μg.   

   17.    LB-agar plates with 100 μg/mL ampicillin, 40 μL X-gal 
(50 mg/mL), and 10 μL IPTG (1 M).   

   18.    LB liquid.   
   19.    QIAprep Miniprep kit (Qiagen).   
   20.    SP6 sequencing primer (sequence 5′-ATTTAGGTGACAC

TATAG-3′).       

3    Methods 

        1.    Excise the CMV promoter from pDsRed2-N1.   
   2.    PCR amplify the blasticidin resistance gene from a plasmid, 

such as PEF6V5-HisB.   
   3.    Clone the blasticidin resistance gene into pDsRed2-N1 to gen-

erate an in-frame fusion with DsRed2 gene.   
   4.    Amplify 2.5 Kb of the RASSF1A promoter from a  BAC        .   
   5.    Clone the RASSF1A promoter fragment into the derivative of 

DsRed2-N1 with the blasticidin resistance gene.   
   6.    Transfect MDA-MB-231 cells with the RASSF1A-RFP-Blast R  

reporter construct by using a transfection reagent, such as 
Effectene (Qiagen).   

   7.    After 24 h enrich for the stable clones by selecting with 
neomycin.   

   8.    Use in the subsequent  RNAi      screen the clones that show  epi-
genetic   silencing of the RASSF1A promoter, as observed by 
blasticidin sensitivity and lack of RFP expression.      

       1.    Plate 3 × 10 6  Phoenix-gp cells in ten individual 100 mm tissue 
culture dishes. Plate one additional dish, to be infected with a 
retrovirus expressing a control non-silencing shRNA.   

   2.    After 36 h, transfect cells with 10 μg pooled shRNA plasmid 
DNA ( see   Note    1  ), 1 μg Gag–pol plasmid DNA, and 1 μg pCI- 
VSVG plasmid DNA using a transfection reagent.   

3.1  Generation 
of the RASSF1A- RFP- 
Blast R  Reporter 
Construct, Cell 
Transduction, 
and Selection 
of Stable  Clones        

3.2  Generation 
of Retroviral Particles
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   3.    After 48 h, collect the culture supernatants, which contain ret-
roviral particles.   

   4.    Filter the culture supernatants using 0.45 μM fi lters. Aliquot 
1 mL supernatant into microfuge  tubes         and freeze at −80 °C 
( see   Note    2  ).      

       1.    Plate 1 × 10 5  293 cells in each well of a 6-well plate, using one 
plate for each  pool        .   

   2.    Perform serial dilutions of each retroviral shRNA pool. First, 
label six microfuge tubes as “10 −1 ,” “10 −2 ,” “10 −3 ,” “10 −4 ,” 
“10 −5 ,” and “10 −6 .” Add 1 mL of the DMEM media to the fi rst 
tube and add 1000 and 900 μL in the tubes from 2 to 6. Add 
100 μL of retroviral supernatant in the fi rst tube, resulting in a 
1/10 dilution (10 −1 ). Remove 100 μL of the 10 −1  dilution and 
add it to the second tube to create a 10 −2  dilution. Repeat to 
generate subsequent serial dilutions.   

   3.    Aspirate the media from all the wells and add 1 mL of serially 
diluted retroviral supernatant with polybrene (10 μL/mL) to 
the appropriate well.   

   4.    After 24 h, remove the media and add 2 mL of fresh DMEM 
media.   

   5.    After 24 h, add puromycin (1.0 μg/mL) to select for cells car-
rying the retroviral shRNA.   

   6.    Change the media with puromycin every 3 days.   
   7.    Between day 10 and 14, depending upon the size of the colo-

nies, stain the colonies that survive the puromycin selection 
using crystal violet staining solution.   

   8.    Calculate the multiplicity of infection (MOI)          of the retroviral 
supernatants as follows: 

  
MOI particle forming units pfu mL Number of colonies dilutio( )( ) = ×/ nn factor × 10.

   
 For example, if you observe fi ve colonies in the 10 −4  dilution 
 plate        , the calculation will be: 5 × 10 4  × 10 = 5 × 10 5  pfu/mL 
( see   Note    3  ).      

       1.    Plate 1.2 × 10 6  MDA-MB-231 cells in ten individual 100 mm 
tissue culture dishes.   

   2.    After 24 h, transduce the MDA-MB-231 cells with retroviral 
shRNA pools in a total volume of 5 mL of DMEM media with 
10 % FBS/penicillin–streptomycin and polybrene (10 μg/mL) 
to achieve infection at an MOI of 0.2 ( see   Note    4  ).   

   3.    After 24 h, change the media and add 10 mL of DMEM media 
with 10 % FBS/penicillin–streptomycin.   

3.3  Determining 
the Multiplicity 
of Infection 
for Retroviral shRNA 
Pools

3.4  Infection 
and Selection of Cells 
After Transduction 
with Retroviral shRNA 
Pools
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   4.    After 24 h, add puromycin (1.0 μg/mL) to enrich for cells that 
carry integrated shRNAs. Change the media every 3 days with 
fresh puromycin.   

   5.    After 5–7 days, when the puromycin selection is over, add blas-
ticidin (2.0 μg/mL) to select for blasticidin-resistant colonies, 
indicative of derepression of the epigenetically silenced reporter 
gene.      

       1.    For all ten pools, trypsinize and isolate the cells that acquired 
blasticidin  resistance        .   

   2.    Extract genomic DNA using Qiagen genomic DNA isolation 
kit as per the manufacturers’ instructions.   

   3.    To amplify the retroviral  shRNA         integrated into the genomic 
DNA, set up the following PCR: 

 Components  Volume 

 5× Go-Taq PCR buffer  10 μL 

 Taq polymerase (5 units/μL)  Taq polymerase (5 units/μL) 

 Genomic DNA  2 μL [100 ng (50 ng/μL)] 

 For-pSM2 (10 pmoles/μL)  1 μL 

 Rev-pSM2 (10 pmoles/μL)  1 μL 

 dd H 2 O  35 μL 

       4.    Run the PCR products on a 1 % agarose gel with 10 μL ethid-
ium bromide (10 mg/mL stock) and elute from the gel using 
a Qiagen gel elution  kit        .   

   5.    Ligate 100 ng of the eluted PCR product with the TA vector 
using the TA cloning kit (Promega) as per the manufacturer’s 
 instructions        .   

   6.    Perform an overnight ligation at 16 °C.   
   7.    Next day, transform ligation mixture into bacterial competent 

cells, and plate the reaction onto LB-agar plates containing 
ampicillin, 40 μL of X-gal (50 mg/mL), and 10 μL of IPTG 
(1 M).   

   8.    Inoculate white colonies into tubes containing 3 mL of LB 
liquid with 100 μg/mL ampicillin. Grow overnight at 37 °C.   

   9.    Isolate plasmid DNA from white colonies using Qiagen’s mini-
prep kit as per the manufacturer’s instructions.   

   10.    Sequence the plasmid DNA using the SP6 primer.   
   11.    To identify the genes targeted by the shRNAs, perform 

a nucleotide BLAST search using the shRNA sequence as a 
query.      

3.5  Isolation 
of Genomic DNA 
from Blasticidin- 
Resistant and RFP-
Positive Cells 
and Identifi cation 
of Integrated shRNAs 
by DNA Sequencing

Matteo Forloni et al.



267

       1.    Select the individual shRNA corresponding to the  candidate 
gene   from the  RNAi    library         and prepare the retrovirus as 
described above in Subheading  3.1 .   

   2.    Plate 1 × 10 5  MDA-MB-231 cells in a well of a 6-well for each 
candidate shRNA to be tested, and infect with the retrovirus 
particle(s).   

   3.    After 24 h, change the media and add 2 mL of DMEM  media        .   
   4.    After 24 h, add puromycin (1.0 μg/mL) to enrich the cells 

that carry integrated shRNAs. Change the media every 3 days 
with fresh puromycin.   

   5.    Validate the candidates by using several assays to assess if the 
knockdown promotes the derepression of the endogenous 
 epigenetically silenced target gene. These assays include qRT-
PCR as well as immunoblot.   

   6.    Validate the positive candidate by using other shRNAs, unre-
lated in  sequence   to the fi rst shRNA, to rule out “off-target” 
effects ( see   Note    5  ).   

   7.    To further confi rm the candidates, repeat the validation in 
 several cell lines in which the gene of interest is epigenetically 
silenced.       

4         Notes 

     1.    DNA amount along with the packaging plasmids should be 
optimized to obtain high retroviral titer.   

   2.    It is important to note that freeze-thawing will lead to drop in 
virus titer Therefore, we recommend avoiding multiple freeze- 
thaw cycles. Storing viral supernatant in the form of aliquots at 
−80 °C freezer prevents the drop of viral titer and improves the 
infection.   

   3.    While performing the titration, it is important to determine 
the titer in the cell line that will be eventually used for the 
screen, rather than in an unrelated cell line, because titer can 
differ depending upon the infectivity of different cancer cell 
lines.   

   4.    The purpose of infecting the cells at the MOI of 0.2 is to pre-
vent superinfection and to ensure that each cell receives no 
more than one shRNA, and thus the observed phenotype is 
driven due to a single-gene knockdown.   

   5.    It is recommended that at least two to three additional shR-
NAs are used against the validated candidates to ensure the 
gene- specifi c effect and to rule out off-target  effects        . Addi-
tionally, when possible an shRNA-resistant cDNA can be used 
to perform the rescue experiments.         

3.6  Secondary 
Assays to Confi rm 
the Candidates 
Identifi ed 
from the Initial 
 Screening  
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    Chapter 20   

 Transcriptional Analysis-Based Integrative Genomics 
Approach to Identify Tumor-Promoting Metabolic Genes                     

     Romi     Gupta     and     Narendra     Wajapeyee      

  Abstract 

   Metabolic regulation can play key role in normal and pathological states. In particular in cancer cells, 
alterations in metabolic pathways can drive the growth and survival of cancer cells. Among these altera-
tions, many occur at the transcriptional level leading to the overexpression of metabolic genes. However, 
not every metabolically upregulated genes may be necessary for tumor growth. Therefore, functional vali-
dation approaches are required to distinguish metabolically overexpressed genes that are necessary for 
tumor growth versus the ones that are not. One of the experimental approaches to do this is to use the 
approach of RNA interference to systematically survey the transcriptionally upregulated metabolic genes 
for their requirement in tumor growth. Here, we describe an integrative genomics approach to identify 
metabolic genes that are necessary for tumor growth. The approach we describe is a general integrative 
genomics approach that combines bioinformatics-based identifi cation of overexpressed metabolic genes in 
cancer patient samples and then uses RNAi-based knockdown approach to identify genes that are necessary 
for tumor growth.  

  Key words     RNA interference  ,   Metabolism alteration  ,   Gene expression analysis  

1      Introduction 

 It is now well appreciated that cancer cells arise due to not small set 
of changes in normal  cells  , rather a series of multiple changes that 
make cancer cells adaptable to grow and expand in vivo and counter-
act a variety of stress and inhibitory situations. Collectively, these 
features are recognized as hallmarks of cancer. From the time of 
Otto Warburg discovery of aerobic glycolysis in cancer cells, it 
became clear that cancer cells show alterations in metabolic path-
ways and these changes seemed more than just passenger alterations 
[ 1 ]. Since the discovery of “Warburg effect,” several studies have 
identifi ed, and implication metabolic alteration in almost all meta-
bolic pathways in cancer cells and their role has been shown in almost 
all aspects of cancer growth and metastasis as well as therapy response 
[ 1 ]. In most cases candidate-based approaches have been used to 
identify genes and pathways that are important for metabolic 
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regulation of tumor growth. However, in most cases these targeted 
approaches do not allow a large-scale survey of metabolic alterations 
in cancer cells. Therefore, systematic approaches to identify meta-
bolic alterations necessary for tumor growth are necessary. 

 Availability of a large number of  microarray   and  RNA- 
sequencing   data from the patient-derived tumor samples and nor-
mal control in public domain gives an ample opportunity to identify 
metabolic alterations in cancer cells. Once metabolic genes that are 
 transcriptionally   upregulated in patient-derived cancer cells are 
identifi ed, this information can be combined with a targeted RNA 
 interference    screening      approach to identify which of the transcrip-
tionally upregulated genes that are necessary for tumor growth. 

 Several factors must be considered when analyzing the  micro-
array   or RNA-sequencing datasets for patient-derived cancer sam-
ples and designing a successful  RNAi    screening  . General guidelines 
for choosing the appropriate RNAi library (e.g., shRNA vs. siRNA, 
20 retroviral vs. lentiviral) and screening strategy (single well vs. 21 
pooled format, positive vs. negative selection, etc.) have been cov-
ered in detail elsewhere, and the reader is referred to several excel-
lent reviews on these topics [ 2 – 5 ]. 

 When planning a targeted RNAi screening for  transcriptionally   
overexpressed metabolic genes, there are several critical parameters 
to consider. First, it is really important to choose the right cancer 
datasets. Preferably, multiple datasets should be analyzed for each 
cancer type, and genes that are commonly overexpressed should be 
considered for analysis. Second, at least two and ideally three 
sequence-independent short-hairpin (shRNA) or small interfering 
(siRNA) should be used to confi rm the observed effect. Third, it is 
important to choose a cancer cell line in which the gene of interest 
is overexpressed, similar to that observed in the case of patient sam-
ples. Fourth, it is fundamental to choose an appropriate negative 
control to evaluate the background of the  screen  . In most cases, a 
control non-silencing shRNA or luciferase siRNA is suitable. Finally, 
the choice is also very important, as these will allow the researcher 
to clearly distinguish between false and true positive. 

 Here, we describe an integrative genomics  approach   to iden-
tify metabolic drivers of tumor growth. The approach described 
here is a general  screening   strategy that could be used to study and 
identify metabolic driver of tumor growth.  

2    Materials 

       1.    Gene Expression Omnibus (  http://www.ncbi.nlm.nih.gov/
gds    ) (publically available).   

   2.    ArrayExpress (  https://www.ebi.ac.uk/arrayexpress/    ) (publi-
cally available).   

   3.    Oncomine (  https://www.oncomine.org/resource/login.
html    ) (license required for detailed dataset analysis).   

2.1  Analysis 
of Patient- Derived 
Cancer Sample 
Datasets
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   4.    The Cancer Genome Atlas (  http://cancergenome.nih.gov/    ) 
(request to access is needed).   

   5.    International Cancer Genome Atlas (  https://icgc.org/    ).   
   6.    cBioPortal (  http://www.cbioportal.org/    )   .      

       1.    Gene-specifi c shRNAs (preferably TRC library shRNAs cloned 
in pLKO.1 vector) and a control shRNA, such as a nonspecifi c 
shRNA.   

   2.    293 T cells (American Type Culture Collection)   .   
   3.    pMD2.G plasmid (Addgene).   
   4.    psPAX2 plasmid (Addgene).   
   5.    Transfection reagent, such as Effectene (Qiagen).   
   6.    0.45 mM fi lters.   
   7.    Culture medium: DMEM high glucose (1×, liquid, with 

 L - glutamine and sodium pyruvate), 10 % FBS, and 
penicillin–streptomycin.   

   8.    Puromycin.   
   9.    Cancer cell line of choice, for example, A735 for melanoma- 

related experiments.      

       1.    Trizol reagent (Invitrogen).   
   2.    RNeasy mini columns (Qiagen).   
   3.    Gene-specifi c  primers  .   
   4.    ProtoScript First Strand cDNA synthesis kit (New England 

Biolabs).   
   5.    Power SYBR green mix (Invitrogen)   .   
   6.    384-well qPCR plates.   
   7.    Clear qPCR plate sealing fi lm.   
   8.    Quantitative PCR  machine     .      

       1.    DMEM high-glucose media with  L -glutamine powder for 1 L 
(Sigma-Aldrich).   

   2.    100× penicillin and streptomycin.   
   3.    Trypsin-EDTA (0.25 %) (Invitrogen).   
   4.    1× phosphate-buffered saline.   
   5.    Low gelling agarose.   
   6.    Sterile 6-well tissue culture plates.   
   7.    CO 2  incubator.   
   8.    Water bath.   
   9.    Staining solution (0.05 % crystal violet, 40 % methanol, 10 % 

acetic acid, and 50 % double distilled water)   .   

2.2  Generation 
of Retroviral Particles, 
Determination 
of the Multiplicity 
of Infection, and Cell 
Infection

2.3  Isolation of Total 
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Specifi c Gene 
Knockdown Validation 
by RT- qPCR  

2.4  Soft-Agar Assay 
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Tumorigenic Potential 
of Cancer Cells 
Expressing Specifi c 
shRNAs
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   10.    De-staining solution (40 % methanol, 10 % acetic acid, and 
50 % double distilled water).   

   11.    Inverted microscope.      

       1.    Athymic nude mice NCR sp/sp (Taconics).   
   2.    Insulin syringe with the 23-gauge needle.   
   3.    Alcohol wipe.   
   4.    Clear air BSL2+ level animal facility.   
   5.    BSL2 laminar  airfl ow  .       

3    Methods 

   Identify the dataset for analysis using one or more of the databases 
listed in the Subheading 2.1. GEO datasets available at   http://
www.ncbi.nlm.nih.gov/gds     and can be freely downloaded. Most 
 datasets   available through GEO can be analyzed using GEO2R. A 
detailed instruction for using GEO2R is provided at   http://www.
ncbi.nlm.nih.gov/geo/info/geo2r.html    , and a video for using 
GEO2R is also available through   https://www.youtube.com/
watch?v=EUPmGWS8ik0    . ( see   Note    1  ).  

       1.    Plate 100,000 293 T cells in 12-well tissue culture dishes using 
DMEM high-glucose  media   containing 10 % fetal bovine 
serum and penicillin and streptomycin. One well each can be 
used for gene-specifi c shRNAs and for non-silencing shRNA.   

   2.    After 36 h of plating, transfect cells with 0.5 μg of shRNA 
plasmid DNA, 0.5 μg of psPAX2, and 0.25 μg of pMD2.G 
using Effectene transfection reagent as per the suppliers’ 
information.   

   3.    After 48 h of transfection, collect the culture supernatants, 
which contain lentiviral particles.   

   4.    Filter the culture supernatants using 0.45 μM fi lters. Aliquot 
0.5 ml supernatant into 1.5 ml microfuge tubes and freeze at 
−80 °C ( see   Note    2  ).      

       1.    Plate 100,000 cancer cells of choice in 12-well plates in 1 ml of 
culture media recommended for growing the given cancer 
cells. If you are testing fi ve gene-specifi c shRNAs, then the 
total number of wells required for the experiment will be six, 
which includes one well for the control-nonspecifi c  shRNA  .   

   2.    After 24 h, transduce the cells with 100 μl of supernatant 
 containing lentiviral shRNA particles ( see   Note    3  ). For this 
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purpose, add the 100 μl of lentiviral shRNA particles contain-
ing supernatant directly to the  media  .   

   3.    After 24 h of injection, change the media and add fresh culture 
media with 10 % FBS and penicillin and streptomycin.   

   4.    After 24 h of changing the media, add puromycin (range 
0.2 μg/ml to 2.0 2 μg/ml) to enrich for cells that carry inte-
grated shRNAs ( see   Note    4  ). Change the media every 3 days 
with fresh puromycin. For most cells puromycin selection is 
complete by 7–10 days. Use uninfected cells as controls to 
ensure that the selection is complete.      

       1.    Isolate total RNA from cells expressing individual gene-specifi c 
shRNAs as well as nonspecifi c shRNA using Trizol reagent as 
per the manufacturers’ instructions.   

   2.    Purify the total RNA using the Qiagen RNAeasy mini column 
as per the manufacturers’ instructions.   

   3.    Perform cDNA synthesis using ProtoScript First Strand cDNA 
synthesis kit as per the manufacturers’  instructions  . Dilute the 
cDNA to two times after the reaction is over. For example, a 
20 μl reaction should be diluted to 40 μl.   

   4.    To determine the knockdown effi ciency of shRNAs, perform 
the quantitative PCR. A typical reaction in a 384-well qPCR 
plate will be as following: 

 Components  Volume 

 2× Power SYBR green mix  5  μl   

 cDNA  2 μl 

 Gene-specifi c primer mix  1  μl   

 Double distilled H 2 O  2 μl 

       5.    The relative fold changes in mRNA expression can be calculated 
using the comparative C T  method [ 6 ]. The amount of target 
gene expression under each indicated condition should be nor-
malized to the expression of human or mouse  GAPDH  as neces-
sary. Relative gene  expression   among treatment conditions 
should be calculated using the formula: −2 ΔΔC T. PCR effi ciency 
of target genes was matched to the PCR effi ciency of  GAPDH  
by ensuring that log input versus ΔC T  had a slope of zero.      

       1.    Select the  cells   with shRNAs that shows strong knockdown 
effi ciency. Preferentially shRNAs having 50 % or more gene 
knockdowns should be used. Also, include nonspecifi c shRNA-
expressing cells. Use cells that are from 50 to 70 % confl uency 
for soft-agar assay.   

3.4  Validation 
of Knockdown 
Effi ciency for shRNAs

3.5  Soft-Agar Assay 
to Determine 
the Tumorigenic 
Potential of Specifi c 
shRNA- Expressing 
Cancer Cells
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   2.    As a fi rst step generate the base agar layer of 0.8 % agar. To do 
this mix equal volume of 1.6 % low gelling agar in water, and 
mix it with 2× DMEM media containing 2× 10 % FBS and 2× 
penicillin–streptomycin. Make sure to mix the 1.6 % agarose at 
no higher than 45 °C to avoid degrading the heat-labile com-
ponent in culture media. Pour 2 ml/well of the agarose and 
culture media mix to the 6-well plate.   

   3.    Allow the base agar layer to solidify. Typically it will take about 
1 h for base agar layer to solidify.   

   4.    Once the base agar layer solidifi ed, plate the cells (typically in 
the range of 2500–10,000 cells/well depending upon the cell 
lines) in 0.4 % agarose. To do so, mix 750 μl of 0.8 % low gell-
ing agarose with 750 μl of 1× DMEM with 10 % FBS and 1× 
penicillin–streptomycin containing desired number of cells.   

   5.    Allow the top agar to solidify for 30 min and then transfer the 
plates to the CO 2   incubators  .   

   6.    After 24 h of plating the cells, add 1 ml of cell culture media 
and continue to feed the cells with 1 ml media every 3 days. 
Typically, it takes 2–3 weeks to obtain right size colonies in 
soft- agar assay.   

   7.    At the end of experiments, stain the soft-agar  colonies   with 
staining solution (0.05 % crystal violet solution in 40 % metha-
nol, 10 % acetic acid, and 50 % water) for 2 h. Remove the 
staining solution and de-stain the plate using de-staining solu-
tion (40 % methanol, 10 % acetic acid, and 50 % water) until the 
colonies start to become visible.   

   8.    Scan and count the number of colonies and also acquire images 
at 4× and 10× resolution using inverted microscope. The less 
number of colonies or smaller number of colonies in a soft-
agar assay upon the knockdown of a given gene is refl ective of 
the role of a gene in facilitating tumor growth. A secondary 
assay, potentially an in vivo  tumorigenesis   assay should be used 
to confi rm this role. Below, we describe how to perform a typi-
cal in vivo tumorigenesis assay.      

   As a secondary validation for the soft-agar results, we recommend 
to perform the human cancer cell line xenograft-based in vivo 
tumorigenesis  assay   using immunocompromised mice. This can be 
achieved as below:

    1.    Obtain athymic nude mice from a commercial supplier 
approved by your institute to avoid long delays in quarantine. 
For examples, most places direct supplies from Taconic or 
Jackson  Laboratories  . At least fi ve mice per group should be 
used for obtaining statistically signifi cant result. For a more 
accurate estimate for the animal number, a power  analysis   can 
be performed with the potential effect size included in the 

3.6  Athymic Nude 
Mice-Based 
 Tumorigenesis   
Experiments 
to Determine the Role 
of Tumor- Promoting 
Genes Validated 
from Soft-Agar Assay 
In Vivo
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 analysis  . A typical power analysis can be performed using the 
following website:   http://powerandsamplesize.com/    .   

   2.    Grow the cells in required amount. Typically fi ve to ten million 
cells are injected per mice subcutaneously ( see   Note    5  ).   

   3.    Label the mice with ear tags for easy identifi cation.   
   4.    Wipe the fl ank of athymic nude mice with ethanol wipes, and 

then using insulin syringe with attached needles, inject fi ve to 
ten million cells expressing gene-specifi c shRNAs subcutane-
ously into the fl ank of athymic nude mice. As a control, a same 
number of cells expressing control shRNAs need to be injected 
in mice, and tumor growth should be compared with the gene- 
specifi c knockdown shRNAs.   

   5.    Allow the subcutaneously inject cells to form a tumor and 
monitor the  tumor   growth. Typically tumor growth is moni-
tored for the period of 2–3 months depending upon the 
growth rate of tumor cells.   

   6.    Measure the tumor growth every 3 days using vernier caliper, 
and calculate the tumor volume using the formula: 
length × width 2  × 0.5. Reduced tumor  growth   in vivo in mice 
due to a specifi c gene knockdown shows the role of the gene in 
tumor growth.    

4            Notes 

     1.    It is recommended that multiple gene expression datasets are 
 analyzed   for each cancer types and this allows data and patient 
sample collection biases. Also, it is recommended to focus on 
genes that are upregulated in multiple gene expression datasets 
compared to the ones that are present only in one.   

   2.    It is important to note that freeze-thawing will lead to drop in 
virus titer Therefore, we recommend avoiding multiple freeze- 
thaw cycles. Storing viral supernatant in the form of aliquots at 
−80 °C freezer prevents the drop of viral titer and improves the 
infection.   

   3.    Depending upon the titer of lentiviral supernatant, a smaller or 
larger amount of supernatant can be used.   

   4.    It is recommended that a kill curve is performed using differ-
ent concentrations of puromycin ranging from 0.1 to 2.0 
microgram/ml puromycin to determine the right puromycin 
concentrations for a given cancer cell line for the selection.   

   5.    In some cases human cancer cell lines may not form tumor in 
athymic nude mice. In such cases injecting the cells with 
Matrigel might help. Additionally, using severe combined 
immunodefi ciency (NOD-SCID) mouse model may increase 
the chance of tumor  formation  .         

RNAi Screening for Identifying Metabolic Drivers
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