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Preface

The theory of dynamic games provides important instruments for economic analy-
sis. At the same time, the progress of this theory and the associated analytical and
numerical methods is largely driven by problems arising in dynamic economic con-
siderations. With the aim of promoting and facilitating the development of optimal
control and dynamic games and their applications in economics, the Vienna Uni-
versity of Technology founded a conference series named “Viennese Workshop on
Optimal Control, Dynamic Games and Nonlinear Dynamics” (abbreviated as VW),
in which specialists in optimal control, dynamic games and dynamical systems gath-
ered with economists, demographers, and social scientists. The research covered by
the 12 VWs organized to date ranges from “strange and chaotic behavior” (in the
first few workshops) to games involving stochastic dynamics that dominate the dy-
namic games component (in the last VW).

The present book originates from the most recent, 12th VW, held in Vienna be-
tween May 30th and June 2nd, 2012. However, the aim of the editors was to collect
papers that present, together, a broader view of the state of the art of dynamic games
in economics. Therefore, along with contributions of selected participants in the 12th

VW, the book includes several additional contributions by specially invited distin-
guished scientists in the area. Each chapter consists of a single contribution (paper)
and the chapters are ordered alphabetically according to the name of the first author.

The first chapter (“Robust Markov Perfect Equilibria in a Dynamic Choice Model
with Quasi-hyperbolic Discounting”) deals with intergenerational game setup with
an infinite (countable) number of descendants (copies) of an agent as players against
Nature in which each copy represents a generation. The utility of each generation
depends on its own choice as well as on the utility of consumption of all descen-
dants. Unlike existing publications, in which the transition probability function is
completely known, in the present chapter this function depends on uncertain param-
eters. The chapter applies the concept of quasi-hyperbolic discounting to an infinite
horizon stochastic game and proves two existence theorems for a robust Markov
perfect equilibrium.

Chapter “Stochastic Differential Games and Intricacy of Information Structures”
deals with the analysis of information structural problems in the context with two-
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vi Preface

player zero-sum stochastic dynamic games. First, the chapter recapitulates results
for constructing saddle point equilibria (SPE) for stochastic games with a noisy
measurement channel, especially through the concept of certainty equivalence. The
innovative part of the chapter extends existing results for the construction of SPE
to a case in which the noisy measurement channel fails intermittently. The general
analysis of the information structural problem is illustrated by the complete solution
of a two-stage zero-sum game.

The main contribution of chapter “Policy Interactions in a Monetary Union:
An Application of the OPTGAME Algorithm” is the analysis of a small nonlinear
two-country macroeconomic model of a monetary union in which the governments
control the fiscal policy while the central bank controls the monetary policy (the
central bank sets monetary instruments). It is assumed that the players have dif-
ferent objective functions and the conflict is analyzed using concepts of dynamic
game theory. The chapter follows a numerical approach based on a previous study
(forthcoming) in which the authors have described the algorithm OPTGAME. The
algorithm proved to be flexible enough to accommodate several scenarios and four
game strategies (one cooperative and three non-cooperative).

Chapter “The Dynamics of Lobbying Under Uncertainty: On Political Liberal-
ization in Arab Countries” presents an extension of a topical lobbying differential
game between a conservative elite and a reformist group by introducing uncertain-
ties to the model; the conservative elite pushes against political liberalization in
opposition to the reformist group. It applies a rarely used approach of differential
games that introduces multiple equilibria in different kinds and through a different
mechanism.

Chapter “A Feedback Stackelberg Game of Cooperative Advertising in a Durable
Goods Oligopoly” analyses a deterministic infinite horizon hierarchical game, in
which the manufacturer as the leader decides strategically what fraction of retailers’
advertising expenditures will be recompensed/subsidized. The retailers, themselves,
determine as followers their individual advertising strategy. Postulating durable
goods the authors use the concept of feedback Stackelberg equilibrium to compute
optimal advertising policies and subsidy rates for various setups, for example, in
case of N identical or in case of two non-identical retailers. In the case of a retail
channel with two retailers, the authors explore the impact of cooperative advertising
on channel and supply chain coordination.

Chapter “Strategies of Foreign Direct Investment in the Presence of Technologi-
cal Spillovers” focuses on the effects of technological spill-overs, generated by for-
eign direct investments, have on the evolution of the technology gap. More specif-
ically, a differential game is employed to model the dynamic strategic interaction
between two competing firms located in high and low-tech countries, respectively.
Due to the highly non-linear structure, numerical methods are utilized to character-
ize the Markov perfect equilibria of the game.

Chapter “Differential Games and Environmental Economics” provides a review
of several publications (including such by the author) that aims to explain several
concepts and techniques in the differential games and their applications to environ-
mental and resource economics. However, it is more than a simple compilation of
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results. The chapter moves from the basics of differential games to recent scientific
outcomes in the resolution of two very well-known examples: the game of inter-
national pollution and the lake game. The chapter presents the main questions and
results in a unified framework. These examples are simple enough to have some
analytical solutions, but rich enough to capture the principal techniques and the in-
formational difficulties when solving differential games. The chapter makes it clear
that differential games are not a simple and straightforward extension of optimal
control problems to the case of several agents.

Chapter “Capacity Accumulation Games with Technology Constraints” consid-
ers a dynamic bilateral monopoly of two firms, one of which is the provider of
input to the other, where the firms must work together to obtain surplus. Taking the
strategy of the other firm into account, the firms decide on their own investment
strategies in order to gain higher individual payoffs. A crucial point of the chapter is
that, given overall technology constraints, technology interdependences are allowed.
The authors investigate how different types of contracts (based on input quantities
and on final revenues, respectively) affect efficiency and market power. In a frame-
work of a linear-quadratic non-cooperative deterministic two-player dynamic game
example, the authors numerically derive Markov perfect equilibria and point out the
influence of the two types of long-term contracting.

Chapter “Dynamic Analysis of an Electoral Campaign” considers a deterministic
differential game, in which political parties as players invest in order to maximize
their individual aggregated benefits resulting from their particular patronage of vot-
ers over a finite planning horizon. The scientific work of this chapter investigates,
which impact political parties’ strategies and the number of political parties have
on the social optimum. The social optimum is defined as to minimize the number
of non-voters in a cooperative solution of the game. The main result is that a po-
litical party will have lesser votes in its noncooperative optimum than will have in
the cooperative case, as long as its campaign is aggressive enough to destroy po-
litical rivals’ consensus substantially. Further the chapter shows that in the social
optimum (cooperative game) the optimal number of political parties is lower than
the number of political parties that gain a positive share of consensus (votes) in the
noncooperative game.

Chapter “Multi-agent Optimal Control Problems and Variational Inequality
Based Reformulations” deals with multi-agent dynamic games, the novelty of which
is that each player’s cost functional and strategy set are dependent on her rivals’
decisions. In this context, a publication in the journal Mathematical Programming
studies a reformulation of the game as a system of differential equations constrained
by parameterized variational inequalities, along with some boundary conditions.
This chapter of the book extends this reformulation to stochastic multi-agent dy-
namic games in which the state dynamics is noisy.

Chapter “Time-Consistent Equilibria in a Differential Game Model with Time
Inconsistent Preferences and Partial Cooperation” studies differential games with
time-inconsistent preferences. Non-cooperative Markovian Nash equilibria are de-
rived as a benchmark. Time-consistent solutions under partial cooperation—in
which players can cooperate at every instant of time—are also obtained. Coop-
eration is partial in the sense that, although players cooperate at every moment t
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forming a coalition, due to the time inconsistency of the time preferences, coali-
tions at different times value the future in a different way and are treated as different
agents. Finally, Markovian subgame perfect equilibria in the cooperative sequential
game are derived.

Chapter “Interactions Between Fiscal and Monetary Authorities in a Three-
Country New-Keynesian Model of a Monetary Union” presents important issues
concerning the macroeconomic policy coordination of fiscal (governmental) and
monetary (central bank) authorities in the European Monetary Union in the pres-
ence of different types of economic shocks. The authors have used continuous-
time linear-quadratic differential games based on a multi-country New-Keynesian
monetary union framework to investigate strategic interactions of n heterogeneous
countries that are both cooperative or in conflict with the (single) central bank. The
novelty of this chapter is that the authors consider various types of coalitions in-
cluding non-cooperative regimes, partial fiscal cooperations, full fiscal cooperation
of all countries, and the grand coalition (including the central bank). Numerical
simulations for different types of shocks reveal some interesting results, including
unexpected main results and policy suggestions, and the fact that full cooperation
without an appropriate transfer system is not a stable configuration.

The final chapter (“Subgame Consistent Cooperative Provision of Public Goods
Under Accumulation and Payoff Uncertainties”) deals with discrete-time dynamic
games, in which both state dynamics and payoffs are uncertain. In detail, the authors
consider noisy stock accumulation dynamics and derive subgame consistent coop-
erative solutions for n asymmetric players, who try to optimize distributed expected
future payoffs gained from public goods. To ensure subgame perfect solutions upon
optimality principle, the authors develop a suitable payoff distribution procedure.

We are confident that the material presented in this book will be appreciated by
researchers and graduate students in applied mathematics and economics. For the
latter group especially, we recommend chapters “Policy Interactions in a Monetary
Union: An Application of the OPTGAME Algorithm,” “A Feedback Stackelberg
Game of Cooperative Advertising in a Durable Goods Oligopoly,” “Strategies of
Foreign Direct Investment in the Presence of Technological Spillovers,” “Differ-
ential Games and Environmental Economics,” “Dynamic Analysis of an Electoral
Campaign,” and the first two sections of chapter “Multi-agent Optimal Control Prob-
lems and Variational Inequality Based Reformulations.”

Finally, we would like to thank all the contributors and referees for the time and
the efforts they have devoted to this book.

Josef Haunschmied
Vladimir M. Veliov

Stefan Wrzaczek

Vienna, Austria
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Robust Markov Perfect Equilibria in a Dynamic
Choice Model with Quasi-hyperbolic
Discounting

Łukasz Balbus, Anna Jaśkiewicz, and Andrzej S. Nowak

Abstract A stochastic dynamic choice model with the transition probability de-
pending on an unknown parameter is specified and analysed in this chapter. The
main feature in our model is an application of the quasi-hyperbolic discounting con-
cept to describe the situation in which agent’s preferences may hinge on time. This
requirement, in turn, leads to a non-cooperative infinite horizon stochastic game
played by a countably many selves representing him during the play. As a result, we
provide two existence theorems for a robust Markov perfect equilibrium (RMPE)
and discuss its properties.

1 Introduction

In a number of real-life problems, the preferences of an economic agent change over
time. Rational behaviour of such agents was analysed by Strotz (1956) and Pollak
(1968), who considered so-called “consistent plans”. In a related paper, Phelps and
Pollak (1968) introduced the notion which is nowadays called “quasi-hyperbolic
discounting” (Montiel Olea and Strzalecki 2014). This concept is a modification of
the classical paradigm (discounted utility), proposed in 1937 by Samuelson (1937),
that was extensively used in the analysis of intertemporal choice for a great deal
of time (Stokey et al. 1989). Within such a framework an economic agent is rep-
resented by a sequence of selves, who play a non-cooperative dynamic game with
appropriate defined payoff functions. A Markov perfect equilibrium in this game,
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2 Ł. Balbus et al.

if exists, constitutes a time-consistent, optimal (in a certain sense) plan for the
agent. The meaning of the equilibrium is adequately explained in Maskin and Tirole
(2001). The concept of capturing time-inconsistency, suggested by Phelps and Pol-
lak (1968), was applied in various intergenerational games (Fudenberg and Tirole
1991), with altruism between generations. In such games it is assumed that each
generation lives, saves and consumes over just one period. Moreover, each genera-
tion cares about the consumption of the following generations, in the sense that it
wants to leave a bequest to the successors. Therefore, such generation derives util-
ity from its own consumption and those of its descendants. The next generation’s
inheritance or capital is described by a certain production function. Dynamic games
with quasi-hyperbolic discounting (or intergenerational games) have numerous ap-
plications in economics or management, for instance, see Di Corato (2012), Nowak
(2006b, 2010) as well as Haurie (2005), Karp (2005), Krusell and Smith (2003), and
Krusell et al. (2003).

The existence of a Markov perfect equilibrium in an intergenerational game with
an uncountable state space is equivalent to the existence of a fixed point in an appro-
priately defined function space. This problem was successfully solved by Bernheim
and Ray (1987), Leininger (1986), and Harris (1985) for certain classes of deter-
ministic games. Some extensions to continuous-time models are given in Marín-
Solano and Shevkoplyas (2011). The models with finite time horizon and produc-
tion uncertainty, on the other hand, were first examined in Bernheim and Ray (1986).
Furthermore, Amir (1996a), Nowak (2006a), and Balbus et al. (2012a) are among
those who dealt with stochastic bequest games that possess specific transition struc-
ture. The results in these papers are formulated for intergenerational games, where
each generation has finitely many descendants. The intergenerational games involv-
ing infinitely many descendants were studied by Alj and Haurie (1983) (with finite
state space), Harris and Laibson (2001), Balbus and Nowak (2008), Jaśkiewicz and
Nowak (2014), and Balbus et al. (2012b). In all the aforementioned works it is as-
sumed that the transition probability function is completely known. A novel feature
in this chapter is a dependence of transition probabilities on an unknown parame-
ter. Then, the natural solution for such a model is a concept stemming from robust
control theory, called a robust Markov perfect equilibrium. Roughly speaking, this
solution is based upon the assumption that the players involved in the game are risk-
sensitive and accept some kind of a maxmin utility. For the application of the con-
cept of a robust Markov perfect equilibrium in various economic models the reader
is referred to Gilboa and Schmeidler (1989), Hansen and Sargent (2001, 2003),
Jaśkiewicz and Nowak (2011), Maccheroni et al. (2006), Strzalecki (2011) and ref-
erences cited therein. In this chapter, we provide sufficient conditions for the exis-
tence of a RMPE in models with non-atomic transitions and in models where some
atoms are admissible. The question of monotonicity of the functions determined by
a RMPE is also addressed. A detailed discussion of our assumptions and their re-
lationships with the conditions used in the literature is given in Remarks 1 and 2.
Finally, we would like to emphasise that this paper, to the best of our knowledge, is
a first study of a RMPE in stochastic games with quasi-hyperbolic discounting.



Robust Markov Perfect Equilibria in a Dynamic Choice Model 3

2 The Model and Main Results

2.1 The Dynamic Game with Quasi-hyperbolic Discounting

We start with some preliminaries and notation. Let R be the set of all real numbers
and R =R∪{−∞}. LetN denote the set of all positive integers. By a Borel space Y
we mean a non-empty Borel subset of a complete separable metric space endowed
with the Borel σ -algebra B(Y ). We use P(Y ) to denote the space of all proba-
bility measures on Y endowed with the weak topology and the Borel σ -algebra,
see Billingsley (1968) or Chap. 7 in Bertsekas and Shreve (1978). If Y is a Borel
space, then P(Y ) is a Borel space too, see Corollary 7.25.1 in Bertsekas and Shreve
(1978). Further, let us assume that X and Y are Borel spaces. A transition prob-
ability or a stochastic kernel from X to Y is a function ϕ : B(Y ) × X �→ [0,1]
such that ϕ(B|·) is a Borel measurable function on X for every B ∈ B(Y ) and
ϕ(·|x) ∈ P(Y ) for each x ∈ X. It is well-known that every Borel measurable map-
ping g : X �→ P(Y ) induces a transition probability ϕ from X to Y . Namely,
ϕ(D|x)= g(x)(D),D ∈ B(Y ), x ∈X, see Proposition 7.26 in Bertsekas and Shreve
(1978). We shall write g(dy|x) instead of g(x)(dy).

The set B ⊂X is universally measurable, if it is measurable with respect to every
complete probability measure on X that measures all Borel subsets of X, i.e., it
is measurable with respect to the σ -algebra U :=⋂p∈P(X)Bp(X), where Bp(X)
is the completion of B(X) with respect to p. We say that the function f : X �→
R is universally measurable, if f−1(B) is universally measurable in X for every
B ∈ B(R).

Definition 1 The function f : X �→ R is lower semianalytic, if the set {x ∈ X :
f (x) < c} is analytic for each c ∈R.

Since every analytic set is universally measurable, we conclude that any lower
semianalytic function is universally measurable. For further properties of univer-
sally measurable and lower semianalytic functions and their applications, the reader
is referred to Bertsekas and Shreve (1978) and Shreve and Bertsekas (1979).

Put S := [0, s] and S+ := (0, s] for some fixed s > 0. Let a(·) and a(·) be non-
decreasing and continuous functions on S such that a(0)= a(0)= 0 and 0≤ a(s) <
a(s)≤ s for each s ∈ S+. We set

A(s) := [a(s), a(s)] and Â(s)= [s − a(s), s − a(s)]

for each s ∈ S and

D := {(s, a) : s ∈ S,a ∈A(s)} and D̂ := {(s, y) : s ∈ S,y ∈ Â(s)}.
In a dynamic choice model with quasi-hyperbolic preferences and unknown

transition probabilities, we envision an individual consumer as a sequence of au-
tonomous temporal selves. These selves are indexed by the respective periods
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t ∈ T := N in which they make their consumption choices. More precisely, for a
given state st ∈ S at the beginning of t-th period, self t chooses a consumption level
at ∈A(st ) and the remaining part yt := st − at is invested for future selves. Self t’s
satisfaction is reflected in some way in an instantaneous utility function u : S �→ R

that remains unchanged over all periods. Let Θ be a non-empty Borel subset of
the Euclidean space Rm (m ≥ 1). The next state st+1 is determined by a transition
probability q from S ×Θ to S and depends on yt ∈ Â(st ) and a parameter θt ∈Θ .
This parameter is chosen according to a certain probability measure γt ∈ P , where
P denotes the action set of Nature and it is assumed to be a Borel subset of P(Θ).

Let Φ be the set of Borel measurable functions φ : S �→ S such that φ(s) ∈A(s)
for each s ∈ S. A strategy for self t is a function ct ∈Φ . If ct = c for all t ∈ T and
some c ∈Φ , then we say that the selves employ a stationary strategy. The transition
probability q(·|i(s), ξ) induced by q , any c ∈Φ and ξ ∈P is defined as follows

q
(
B|i(s), ξ)=

∫

Θ

q
(
B|i(s), θ)ξ(dθ)

where i(s)= s − c(s) and B ∈ B(S).
Let Γ be the set of all sequences (γt )t∈T of Borel measurable mappings

γt :D �→P . For any t ∈ T and γ = (γt )t∈T ∈ Γ , we set γ t := (γτ )τ≥t . Clearly,
γ t ∈ Γ . A Markov strategy for Nature1 is a sequence γ = (γt )t∈T ∈ Γ . Note that γ t

can be called a Markov strategy used by Nature from period t onwards.
For any t ∈ T , define Ht as the set of all sequences

ht = (at , θt , st+1, at+1, θt+1, . . .), where (sk, ak) ∈D and k ≥ t.
H t is the set of feasible future histories of the process from period t onwards. Endow
Ht with the product σ -algebra. Assume that u≤ 0 and is Borel measurable. Assume
that the selves employ a stationary strategy c ∈Φ and Nature chooses some γ ∈ Γ .
Then the choice of Nature is a probability measure depending on (st , c(st )). The
Ionescu–Tulcea theorem (see Proposition V.1.1 in Neveu 1965 or Chap. 7 in Bert-
sekas and Shreve 1978) guarantees the existence of a unique probability measure

P
c,γ t

st on Ht induced by a stationary strategy c ∈ Φ used by each self τ (τ ≥ t), a

Markov strategy of Nature γ t ∈ Γ and the transition probability q . Let Ec,γ
t

st denote

the expectation operator corresponding to the measure P c,γ
t

st .
If self t knew γ , his expected utility would be

Ŵ
(
c, γ t

)
(st ) :=Ec,γ

t

st

(

u
(
c(st )

)+ αβ
∞∑

τ=t+1

βτ−t−1u
(
c(sτ )

)
)

,

where β ∈ (0,1) is a long-run discount factor and α (α > 0) is a short-run discount
factor (see Harris and Laibson 2001; Montiel Olea and Strzalecki 2014). Assuming

1One can allow for a general class of strategies for Nature, i.e., strategies that may depend on the
history of the game. However, this extension does not change our main results, see Remark 3.
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that in each period k (k ≥ t) Nature chooses a probability γk from the set P with
the objective of minimising self t’s utility and that the choice of Nature may de-
pend on a current state and consumption level performed by self k, we may accept
an idea coming from robust dynamic programming programming (see for example
Jaśkiewicz and Nowak 2011),2 and say that the preferences of self t are represented
by the following utility function

W(c)(st ) := inf
γ t∈Γ

Ŵ
(
c, γ t

)
(st ).

This interpretation of a dynamic choice model with quasi-hyperbolic preferences
provides an intuitive notion of ambiguity aversion, which can be regarded as the
selves’ diffidence for any lack of precise definition of uncertainty, something that
provides room for the malevolent influence of Nature.

For any c ∈Φ , γ ∈ Γ , j ≥ 2 and sj ∈ S, put

Ĵ
(
c, γ j

)
(sj )=Ec,γ

j

sj

( ∞∑

τ=j
βτ−j u

(
c(sτ )

)
)

; (1)

then we have

Ŵ
(
c, γ t

)
(st ) = u

(
c(st )

)

+ αβ
∫

Θ

∫

S

Ĵ
(
c, γ t+1)(st+1)q

(
dst+1|st − c(st ), θ

)
γt
(
dθ |st , c(st )

)
.

By Theorem 1 in Shreve and Bertsekas (1979), the function sj �→ J (c)(sj ), defined
by

J (c)(sj ) := inf
γ j∈Γ

Ĵ
(
c, γ j

)
(sj ),

is universally measurable (lower semianalytic) on S. Using standard dynamic pro-
gramming arguments (see Bertsekas and Shreve 1978 or Shreve and Bertsekas
1979), one can show that

W(c)(st )= u
(
c(s)

)+ inf
ξ∈P

αβ

∫

S

J (c)(st+1)q
(
dst+1|st − c(st ), ξ

)
.

For any s ∈ S, a ∈A(s) and c ∈Φ , let us define

P(a, c)(s)= u(a)+ inf
ξ∈P

αβ

∫

S

J (c)
(
s′
)
q
(
ds′|s − a, ξ).

If s = st , then P(a, c)(s) is the utility for self t choosing a ∈A(st ) in this state when
all future selves employ a stationary strategy c ∈Φ .

2Similar concepts have been also examined in Hansen and Sargent (2001, 2003), Maccheroni et al.
(2006), and Strzalecki (2011).
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Definition 2 A Robust Markov Perfect Equilibrium (RMPE) is a function c∗ ∈ Φ
such that for every s ∈ S we have

sup
a∈A(s)

P
(
a, c∗

)
(s)= P (c∗(s), c∗)(s)=W (c∗)(s). (2)

Note that (2) says that if the followers of any self t are going to employ c∗, then
the best choice for him in state s = st ∈ S is to choose c∗(s).

The model considered in this chapter can be described in terms of intergener-
ational stochastic games as studied for example in Balbus and Nowak (2008) or
Nowak (2010). Then every self t represents a short-lived generation. The utility of
each generation t depends on its own choice and consumptions of all (infinitely
many) descendants. The number α > 0 is called an altruism factor towards follow-
ing generations (descendants). The equilibrium concept is the same.

2.2 The Existence of Markov Perfect Equilibria

We now formulate our basic assumptions:

(A0) The functions s �→ a(s), s �→ a(s) and s �→ s − a(s), s �→ s − a(s) are non-
decreasing and continuous.

(A1) u≤ 0 is unbounded from below and u(0)=−∞. Moreover u is strictly con-
cave, increasing and continuous on S+ and a(s) > 0 for each s ∈ S+.

(A2) u ≤ 0 is strictly concave, increasing and continuous on S and a(s) ≥ 0 for
each s ∈ S+.

(A3) There exist probability measures μθ1, . . . ,μ
θ
l on S and functions g1, . . . , gl :

S �→ [0,1] such that

q(·|s − a, θ)=
l∑

k=1

gk(s − a)μθk(·),

where gk are continuous and

l∑

k=1

gk(s − a)= 1 for all (s, a) ∈D.

(A4) There exist probability measures ν1, . . . , νl such that μθk � νk for each k =
1, . . . , l. In other words, each μθk has a density function f̃k(·, θ). It is assumed
that f̃k(·, ·) is Borel measurable on S ×Θ . In addition, there exist functions
fk : S �→ [0,∞) such that

f̃k(·, θ)≤ fk(·) and
∫

S

fk(s)νk(ds) <+∞

for all θ ∈Θ and k = 1, . . . , l.
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(A5) max1≤k≤l
∫
S
|u(a(s))|fk(s)νk(ds) <+∞.

Remark 1

(a) Let S = [0,1] and u(a)= loga for a ∈A(s), s ∈ S. Assume that νk is a uniform
distribution on S and 0 < ε1 ≤ f̃k(s′, θ) ≤ ε2 for all (s′, θ). Let c(s′) = e−1/s′

for s′ ∈ S+. Then
∫
S
u(c(s′))q(ds′|s − a, θ)=−∞, if such consumption func-

tion is employed. This example explains the role of our assumptions (A1) and
(A5). In the case of unbounded from below function u, one can observe that
very small consumption may lead to minus infinite expectations calculated with
respect to the transition probability. A typical example of a is a linear function,
i.e., a(s)= λs, where λ > 0.

(b) Under condition (A0),D and D̂ are complete lattices with the usual component-
wise order.

(c) The density functions in (A4) are assumed to depend on θ ∈ Rm. However, a
specific function f̃k(·, θ) may only hinge on some coordinates of θ . We avoid
describing it for convenience of our notation.

(d) By adding a positive constant to u one can extend the results of this chapter to
instantaneous utilities bounded from above.

Remark 2 The additivity assumption (A3) was extensively used in the study of
Nash equilibria in standard stochastic games Nowak (2003) and stochastic bequest
games Balbus et al. (2012a), and Nowak (2006a). Recently, Jaśkiewicz and Nowak
in Jaśkiewicz and Nowak (2014) proposed a pretty general model of intergenera-
tional stochastic game with additive transitions and risk-sensitive players. Related
conditions together with additional stronger requirements were suggested in Balbus
and Nowak (2008), and Balbus et al. (2012b). In particular, Balbus et al. (2012b)
assume that μ1 is a Dirac measure concentrated at zero, u is bounded, u(0)= 0 and
the functions gk are strictly concave and increasing. These assumptions, however, al-
low them to examine extra aspects of equilibria such as uniqueness or computational
methods. Finally, it is worth mentioning that the transition probability function used
by Harris and Laibson (2001) is of different type. Namely, they study a model whose
dynamics evolves according to the following equation st+1 = ρ(st −at )+ θt , where
ρ > 0 and θt is a random shock that occurred at time t . Moreover, it is assumed that
the sequence (θt ) is i.i.d. and satisfies some boundedness condition. We would like
to point out that all aforementioned papers deal with completely known transition
functions, which correspond to the case with Θ being a singleton.

Remark 3 LetΣj be the set of general (history dependent) strategies used by Nature
from period j onwards. Such a strategy σ j ∈Σj is defined in a usual manner as in
the discrete-time Markov control processes (see Bertsekas and Shreve 1978). The
expected utility (1), for any σ j ∈Σj , is then also well-defined with the aid of the
Ionescu–Tulcea theorem. By Theorem 3 in Shreve and Bertsekas (1979),

J (c)(sj )= inf
γ j∈Γ

Ĵ
(
c, γ j

)
(sj )= inf

σ j∈Σj
Ĵ
(
c, σ j

)
(sj ).
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Hence, our results remain true, if we assume that Nature uses general strategies.

Let I denote the set of non-decreasing lower semicontinuous functions φ : S �→
R such that φ(s) ∈ Â(s) for each s ∈ S. Note that every φ ∈ I is continuous from
the left and has a countable set of discontinuity points. Define

F := {c ∈Φ : c(s)= s − i(s), i ∈ I}. (3)

Every c ∈ F is upper semicontinuous and continuous from the left.
Our first main results concerns the model with non-atomic transitions.

Theorem 1 Assume that either (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. If,
in addition, the probability measures ν1, . . . , νl are non-atomic, then there exists a
RMPE c∗ ∈ F .

Our second results allows for transitions having some atoms, but then we make
some additional assumptions:

(C) The functions g2, . . . , gl in (A3) are continuous, non-decreasing and concave.
Moreover, μθk 
 μθ1 for all θ ∈ Θ and k = 2, . . . , l, that is, μθk (first order)
stochastically dominates μθ1.

Note that

g1(s − a)= 1−
l∑

k=2

gk(s − a), (s, a) ∈D.

Recall that μθk 
 μθ1 if and only if for any non-decreasing function v : S �→ R, hav-
ing finite integrals with respect to every μθj , we have

∫

S

v(s)μθk(ds)≥
∫

S

v(s)μθ1(ds).

If c ∈Φ , then i ∈Φ is defined as i(s) := s − c(s) for each s ∈ S. Define

FL := {c ∈Φ : c and i are non-decreasing}. (4)

It is easy to see that FL consists of Lipschitz functions with constant one.
Here is our second main result.

Theorem 2 Assume that either (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. If
in addition (C) holds, then there exists a RMPE c∗ ∈ FL and the corresponding equi-
librium functions are non-decreasing and continuous on S+ (S) in the unbounded
(bounded) case.

Clearly, Theorem 2 can also be applied to the non-atomic case, but at the cost
of an additional condition (C). However, in that case we obtain a stronger asser-
tion concerning the monotonicity and continuity of both RMPE and the equilibrium
utility functions.



Robust Markov Perfect Equilibria in a Dynamic Choice Model 9

Remark 4 Bernheim and Ray (1987) were the first who proposed the set F of strate-
gies in the search of equilibria in deterministic bequest games. Their idea was suc-
cessfully applied to the study of certain classes of dynamic games, for instance, see
Dutta and Sundaram (1992). Lipschitz equilibria, on the other hand, were exten-
sively examined in the following papers Amir (1996a, 1996b), Balbus et al. (2012a,
2012b), Curtat (1996), Harris and Laibson (2001), Jaśkiewicz and Nowak (2014),
Leininger (1986), Nowak (2006a), and references cited therein.

3 Proofs

We recall that the function u is strictly concave and continuous on S+. Let w : S �→
R be a continuous function. Define

Û (s, y) := u(s − y)+w(y), (s, y) ∈ D̂.
Put

Â0(s) := arg max
y∈Â(s)

Û (s, y) and i0(s) :=min Â0(s), s ∈ S.

Clearly, Â0(s) �= ∅ and compact for each s ∈ S and Â0(0) = {0}. Therefore the
function i0 is well-defined.

The following result is related to Theorem 6.3 in Topkis (1978).

Lemma 1 Assume that (A0) holds. Then the correspondence s �→ Â0(s) has a
closed graph and is strongly ascending, i.e., if s1 < s2 and y1 ∈ Â0(s1), y2 ∈ Â0(s2),
then y1 ≤ y2. Moreover, the function i0 is lower semicontinuous and non-decreasing.

Proof Suppose that the correspondence s �→ Â0(s) is not strongly ascending. Then
there exist s1 < s2 and y1 ∈ Â0(s1), y2 ∈ Â0(s2) such that y1 > y2. Under assump-
tion (A0), D̂ is a lattice. Thus (s2, y1) and (s1, y2) belong to D̂. Since u is strictly
concave, from the arguments given in Lemma 2 in Nowak (2006a) or Lemma 0.2 in
Amir (1996b), we obtain

u(s2, y1)− u(s2, y2) > u(s1, y1)− u(s1, y2). (5)

Adding w(y1)−w(y2) to both sides of (5) and knowing that y1 ∈ Â0(s1) and y2 ∈
Â0(s2), we obtain

0≥ Û (s2, y1)− Û (s2, y2) > Û(s1, y1)− Û (s1, y2)≥ 0.

This contradiction implies that the correspondence s �→ Â0(s) is strongly ascend-
ing. Obviously, it has a closed graph. Thus, the function i0 is non-decreasing and
continuous from the left. Hence i0 is lower semicontinuous. �

Remark 5 Lemma 1 does not directly follow from Theorem 6.3 in Topkis (1978).
The reason is that we should know that Û can be extended from D̂ to a supermodular
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function on the product space S × S. That is not true, for example, if S = [0,1] and
u(s, y)=√

s − y.

Lemma 2 Assume that (A0) holds. Let φ : S �→ S be a non-decreasing function
such that φ(s) ∈ Â0(s) for each s ∈ S. If s0 ∈ S+ is a continuity point of φ, then
Â0(s0) is a singleton.

Proof Suppose that y1 and y2 belong to Â0(s0) and y1 < y2. Since s �→ Â0(s) is
strongly ascending, we get that lims→s0− φ(s) ≤ y1 < y2 ≤ lims→s0+ φ(s). This
contradicts our assumption that φ is continuous at the point s0 ∈ S+. �

Example 1 Let S = [0,1], a(s) = 0 and a(s) = s for each s ∈ S. Let u(s − y) =
2(s − y)− (s − y)2 and w(y)= 2y2 for (s, y) ∈ D̂. It is easy to verify that Â0(s)=
{0} for s ∈ [0,2/3), Â0(s) = {s} for s ∈ (2/3,1] and Â0(2/3) = {0,2/3}. Hence
i0(s)= 0 for s ∈ [0,2/3] and i0(s)= s for s ∈ (2/3,1].

Assume now that w is concave and continuous on S. Then

Â0(s)= arg max
i∈Â(s)

Û (s, i)= {i0(s)
}

for every s ∈ S.

Let U(s, a) := u(a)+w(s − a) for all (s, a) ∈D and

A0(s) := arg max
a∈A(s)

U(s, a) for s ∈ S.

Clearly, A0(s) is a singleton, so there exists a function c0 : S �→ S such that A0(s)=
{c0(s)} for each s ∈ S. Moreover from our concavity assumptions on u and w, it
follows that c0(s)= s − i0(s) for every s ∈ S. Additional useful information on the
function c0 is given below.

Lemma 3 Assume that (A0) holds and w is continuous concave on S. Then the
function c0 defined above is Lipschitz with constant one.

Proof Note that A0(s) is a singleton for each s ∈ S. Write A0(s)= {c0(s)}. Under
assumption (A0), D is a lattice. Assume first that w is strictly concave. A simple
modification of the arguments used in the proof of Lemma 1 yields that the cor-
respondence s �→ A0(s) is strongly ascending. Thus, c0 is non-decreasing. Since
s �→ i0(s)= s − c0(s) is also non-decreasing (Lemma 1) we conclude that c0 (and
also i0) is Lipschitz with constant one; for this assume that s1 < s2, then we have

0 ≤ c0(s2)− c0(s1)=
∣
∣c0(s2)− c0(s1)

∣
∣= ∣∣s2 − i0(s2)−

(
s1 − i0(s1)

)∣
∣

= s2 − i0(s2)−
(
s1 − i0(s1)

)≤ s2 − s1 = |s2 − s1|.
Assume now that w is concave on S. Then there exists a sequence (wn) of strictly
concave functions converging uniformly to w on the set S. Define Un(s, a) :=
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u(a)+wn(s − a) for all (s, a) ∈D and An0(s) := arg maxa∈A(s) Un(s, a) for s ∈ S.
Then, for each n ∈ N , there exists a Lipschitz function cn0 : S �→ S such that
An0(s)= {cn0(s)} for all s ∈ S. Without loss of generality (by the Arzèla–Ascoli the-
orem), we can assume that the sequence (cn0) converges uniformly to some function
c̃0 on S. Clearly, A0(s) = {c̃0(s)} for each s ∈ S and c̃0 is Lipschitz with constant
one. �

3.1 Non-atomic Transition Probability Functions

Let X be the vector space of continuous from the left real-valued functions with
bounded variations on S. Let (hn) be a sequence of functions in X. It is said that
(hn) converges weakly to h ∈ X, if limn→∞ hn(s) = h(s) for any continuity point
of h. The weak convergence of (hn) to h is denoted by hn

ω→ h.
We endow I ⊂ X with the topology of weak convergence (see (3)). Let M be

the space of all regular signed measures on S with bounded variation and C(S)
the Banach space of all continuous real-valued functions on S endowed with the
supremum norm. It is well-known that M is the dual of C(S) (see Theorem 14.14
in Aliprantis and Border 2006) and is a linear metrizable topological space when
equipped with the weak-star topology. Moreover, there is a homeomorphism H be-
tween I and a set of measures μ such that s − a(s) ≤ μ(S) ≤ s − a(s). Denote
this set of measures by MS . An example of such a homeomorphism is the mapping
H(μ) = φμ(·), where φμ(x) = μ([0, x)), x ∈ S+, φμ(0) = 0. Using the Banach–
Alaoglu theorem, we infer that MS is compact in the weak-star topology, see also
Helly’s theorem in Billingsley (1968). Since I =H(MS), I is compact in the space
X endowed with the topology of weak convergence. It is obvious that F ⊂X is con-
vex and is obtained by a continuous transformation of I , namely: c(s) = s − i(s),
s ∈ S, i ∈ I . Thus, we have the following auxiliary result.

Lemma 4 F is a convex sequentially compact subset of the space X endowed with
the topology of weak convergence.

For c ∈ F and any lower semianalytic function v : S �→R integrable with respect
to each measure μθk , where k = 1, . . . , l and θ ∈Θ , define the operator Tc as follows

Tcv(s) := u
(
c(s)

)+ inf
ξ∈P

β

∫

S

v(y)q
(
dy|s − c(s), ξ), s ∈ S. (6)

By Propositions 7.47 and 7.48 in Bertsekas and Shreve (1978), it follows that Tcv
is also lower semianalytic. Let us now consider v0 ≡ 0, where v0 is a function that
assigns 0 to each s ∈ S. Taking n-th composition of the operator Tc with itself on
v0 and using dynamic programming argument (see Proposition 8.2 in Bertsekas and
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Shreve 1978) we obtain that

T nc v0(sj )= inf
γ j∈Γ

E
c,γ j

sj

(
j+n−1∑

τ=j
βτ−j u

(
c(sτ )

)
)

. (7)

Moreover, the function sj �→ T nc v0(sj ) is lower semianalytic. Since u is non-
positive we have that

T nc v0(sj )≥ J (c)(sj ) for every n ∈N. (8)

On the other hand, for any γ̂ j ∈ Γ

E
c,γ̂ j

sj

(
j+n−1∑

τ=j
βτ−j u

(
c(sτ )

)
)

≥ T nc v0(sj ).

From the monotone convergence theorem we have that

E
c,γ̂ j

sj

(
j+n−1∑

τ=j
βτ−ku

(
c(sτ )

)
)

→ Ĵ
(
c, γ̂ j

)
(sj ) as n→∞.

Since γ̂ j was arbitrary it follows that

J (c)(sj )≥ lim
n→∞T

n
c v0(sj ). (9)

Letting n tend to infinity in (7) and combining (8) and (9) we infer that

J (c)(sj )= lim
n→∞T

n
c v0(sj ). (10)

Assume for the moment that u is unbounded. Then, by assumption (A5) and the
monotone convergence theorem for any c ∈ F and γ j ∈ Γ we get that

∣
∣J (c)(sj )

∣
∣ ≤ ∣∣Ĵ (c, γ j )(sj )

∣
∣≤Ec,γ jsj

( ∞∑

τ=j
βτ−j

∣
∣u
(
c(sτ )

)∣
∣

)

=
( ∞∑

τ=j
βτ−jEc,γ

j

sj

∣
∣u
(
c(sτ )

)∣
∣

)

≤
( ∞∑

τ=j
βτ−jEc,γ

j

sj

∣
∣u
(
a(sτ )

)∣
∣

)

.

Next observe that using assumptions (A3)–(A5) for m≥ 1 we obtain that

E
c,γ j

sj

∣
∣u
(
a(sj+m)

)∣
∣ = Ec,γ jsj

[∫

S

∣
∣u
(
a
(
s′
))∣
∣q
(
ds′|i(sj+m−1), γj+m−1

)
]

≤ max
k=1,...,l

∫

S

∣
∣u
(
a
(
s′
))∣
∣fk
(
s′
)
νk
(
ds′
)=: C <+∞, (11)
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where i(sj+m−1)= sj+m−1 − c(sj+m−1). Therefore, by assumption (A1)

∣
∣J (c)(sj )

∣
∣ ≤ ∣∣u(a(sj )

)∣
∣+C

∞∑

τ=j+1

βτ−j

= ∣∣u(a(sj )
)∣
∣+ Cβ

1− β <+∞

for all sj ∈ S+. Clearly, if u is bounded, i.e., assumption (A2) holds instead of (A1),
then supc∈F |J (c)(sj )| is finite for all sj ∈ S.

In the proofs of Lemmas 5–7 we heavily exploit the assumption that the mea-
sures ν1, . . . , νl are non-atomic. This means that the weak convergence denotes the
convergence almost everywhere.

Lemma 5 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm

ω→ c in F . Then, for each n ∈N , and k = 1, . . . , l

sup
θ∈Θ

∫

S

∣
∣T ncmv0(s)− T nc v0(s)

∣
∣μθk(ds)→ 0 as m→∞. (12)

Proof Let us first consider the case with the unbounded function u and apply the in-
duction argument. The proof for bounded function u is analogous. Let n= 1. Then,
by (A1) u(cm)

ω→ u(c). Obviously, the function u(c) has at most countable num-
ber of discontinuity points. Therefore, making use of (A3)–(A4) and the dominated
convergence theorem it follows that

∫

S

∣
∣u
(
cm(s)

)− u(c(s))∣∣μθk(ds)

≤
∫

S

∣
∣u
(
cm(s)

)− u(c(s))∣∣fk(s)νk(ds)→ 0 (13)

for each k = 1, . . . , l.
Assume now that (12) holds true for some n ∈N . We show that it is satisfied for

n+ 1. Indeed, recall first that

T n+1
c v0(s)= u

(
c(s)

)+ inf
ξ∈P

β

∫

S

T nc v0
(
s′
)
q
(
ds′|i(s), ξ)

with i(s)= s − c(s). Similarly, we put im(s)= s − cm(s). Hence,

∫

S

∣
∣T n+1
cm v0(s)− T n+1

c v0(s)
∣
∣μθk(ds) (14)

≤
∫

S

∣
∣u
(
cm(s)

)− u(c(s))∣∣μθk(ds)+
∫

S

Zm(s)μ
θ
k(ds),
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where

Zm(s) := sup
θ∈Θ

∣
∣
∣
∣
∣

l∑

k=1

gk
(
im(s)

)
∫

S

T ncmv0
(
s′
)
μθk
(
ds′
)

−
l∑

k=1

gk
(
i(s)

)
∫

S

T nc v0
(
s′
)
μθk
(
ds′
)
∣
∣
∣
∣
∣
.

Obviously,

Zm(s) ≤ Ym(s)

+ sup
θ∈Θ

∣
∣
∣
∣
∣

l∑

k=1

gk
(
im(s)

)
∫

S

T nc v0
(
s′
)
μθk
(
ds′
)

−
l∑

k=1

gk
(
i(s)

)
∫

S

T nc v0
(
s′
)
μθk
(
ds′
)
∣
∣
∣
∣
∣
, (15)

where

Ym(s) = sup
θ∈Θ

∣
∣
∣
∣
∣

l∑

k=1

gk
(
im(s)

)
∫

S

T ncmv0
(
s′
)
μθk
(
ds′
)

−
l∑

k=1

gk
(
im(s)

)
∫

S

T nc v0
(
s′
)
μθk
(
ds′
)
∣
∣
∣
∣
∣
.

The induction hypothesis and (A3) imply that

sup
s∈S
∣
∣Ym(s)

∣
∣→ 0 as m→∞. (16)

Observe that for each k = 1, . . . , l

gk
(
im
) ω→ gk(i), (17)

which implies by the dominated convergence theorem that

∫

S

∣
∣
∣
∣
∣

l∑

k′=1

gk′
(
im(s)

)−
l∑

k′=1

gk′
(
i(s)

)
∣
∣
∣
∣
∣
μθk(ds)

≤
∫

S

∣
∣
∣
∣
∣

l∑

k′=1

gk′
(
im(s)

)−
l∑

k′=1

gk′
(
i(s)

)
∣
∣
∣
∣
∣
fk(s)νk(ds)→ 0. (18)
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Making use of (7) and (11), the second term in (15) can be estimated as follows

∣
∣
∣
∣

l∑

k=1

gk
(
im(s)

)−
l∑

k=1

gk
(
i(s)

)
∣
∣
∣
∣

∫

S

∣
∣T nc v0

(
s′
)∣
∣μθk

(
ds′
)

≤
∣
∣
∣
∣
∣

l∑

k=1

gk
(
im(s)

)−
l∑

k=1

gk
(
i(s)

)
∣
∣
∣
∣
∣

C

1− β .

Therefore, the above display, (18), (16) and (15) yield that
∫

S

∣
∣Zm(s)

∣
∣μθk(ds)≤

∫

S

∣
∣Zm(s)

∣
∣fk(s)νk(ds)→ 0 as m→∞.

This fact, (13) and (14) finish the proof. �

Lemma 6 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm

ω→ c in F . Then, for each k = 1, . . . , l

sup
θ∈Θ

∫

S

∣
∣J
(
cm
)
(s)− J (c)(s)∣∣μθk(ds)→ 0 as m→∞.

Proof Assume first that u is unbounded. In view of Lemma 5, it is sufficient to show
that the convergence in (10) is uniform with respect to c ∈ F and s ∈ S+. Observe
that

sup
c∈F
∣
∣J (c)(sj )− T nc v0(sj )

∣
∣ ≤ sup

c∈F
sup
γ j∈Γ

βn

∣
∣
∣
∣
∣
E
c,γ j

sj

( ∞∑

τ=0

βτu
(
c(sτ+j+n)

)
)∣
∣
∣
∣
∣

≤ sup
c∈F

sup
γ j∈Γ

βnE
c,γ j

sj

( ∞∑

τ=0

βτ
∣
∣u
(
c(sτ+j+n)

)∣
∣

)

.

Assumption (A1) and the monotone convergence theorem yield that

E
c,γ j

sj

( ∞∑

τ=0

βτ
∣
∣u
(
c(sτ+j+n)

)∣
∣

)

=
∞∑

τ=0

βτE
c,γ j

sj

∣
∣u
(
c(sτ+j+n)

)∣
∣.

Making use of (11), for any c ∈ F , γ j ∈ Γ and n ∈N we obtain that

E
c,γ j

sj

∣
∣u
(
c(sj+n+τ )

)∣
∣≤ C,

and consequently,

sup
s∈S+

sup
c∈F
∣
∣J (c)(s)− T nc v0(s)

∣
∣≤ βn

∞∑

τ=0

βτC = βn C

1− β → 0
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as n→∞. This fact yields the proof. We note again that the case with bounded u
can be treated analogously. �

Lemma 7 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm

ω→ c in F . Then,

sup
a∈A(s)

P
(
a, cm

)
(s)→ sup

a∈A(s)
P (a, c)(s) for each s ∈ S.

Proof Note that
∣
∣
∣ sup
a∈A(s)

P
(
a, cm

)
(s)− sup

a∈A(s)
P (a, c)(s)

∣
∣
∣

≤ sup
θ∈Θ

αβ

l∑

k=1

∫

S

∣
∣J
(
cm
)(
s′
)− J (c)(s′)∣∣μθk

(
ds′
)
.

Thus, the result follows from Lemma 6. �

Proof of Theorem 1 Let us set

Â0(c)(s) := arg max
y∈Â(s)

P̂ (y, c)(s),

where

P̂ (y, c)(s)= u(s − y)+ αβ inf
ξ∈P

∫

S

J (c)
(
s′
)
q
(
ds′|y, ξ).

Define

i0(s)=min Â0(c)(s). (19)

From Lemma 1, it follows that i0 ∈ I . Let c0(s)= s−i0(s). Then, c0 ∈ F . Moreover,
we define

Lc(s) := c0(s).

We show that L is weakly continuous. Assume that cm
ω→ c in F . Let us consider

c0(s) = Lc(s) and cm0 (s) = Lcm(s). Clearly, (cm0 ) is relatively compact in F . Let
c̃0 be any accumulation point of (cm0 ) in the sequentially compact space F (see
Lemma 4). By Sd we denote the set of discontinuity points of c̃0. If s ∈ S+ \ Sd ,
then from Lemma 7, we conclude that

P
(
c̃0(s), c

)
(s)= max

a∈A(s)

[

u(a)+ αβ inf
ξ∈P

∫

S

J (c)
(
s′
)
q
(
ds′|s − a, ξ)

]

.

Hence, c̃0(s) ∈ arg maxa∈A(s) P (a, c)(s). Consequently, ĩ0(s) = s − c̃0(s) ∈
Â0(c)(s) and s is a continuity point of ĩ0. From Lemma 2, we deduce that Â0(c)(s)

is a singleton. Therefore, c̃0(s)= c0(s). If, on the other hand, s ∈ Sd and s �= 0, then
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we may take a sequence (sk) such that sk < s, sk ∈ S+ \Sd . Applying the above rea-
soning to every sk , we get that c̃0(sk)= c0(sk). Since both c̃0 and c0 are continuous
from the left at s, we obtain that

c̃0(s)= lim
k→∞ c̃0(sk)= lim

k→∞ c0(sk)= c0(s).

Hence, c̃0(s)= Lc(s) for all s ∈ S. Thus L is weakly continuous on F .
Now from the Schauder–Tychonoff fixed point theorem there exists c∗ ∈ F such

that c∗ = Lc∗ and this fact completes the proof. �

3.2 Transition Probability Functions with Atoms

We endow the space FL (see (4)) with the topology of uniform convergence. By the
Arzèla–Ascoli theorem FL is a compact metric space. Obviously, FL is a convex
subset of C(S).

Lemma 8 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm→ c in FL. Then, for each n ∈N , and k = 1, . . . , l

sup
θ∈Θ

∫

S

∣
∣T ncmv0(s)− T nc v0(s)

∣
∣μθk(ds)→ 0 (20)

as m→∞.

Proof Observe first that assumption (A5) implies that in the case of unbounded u,
μθk({0}) = 0 for each k = 1, . . . , l and all θ ∈Θ . This fact yields that u(cm(s))→
u(c(s)) for all s ∈ S. Therefore, by the dominated convergence theorem it follows
that (13) holds.

In the case of bounded u, the convergence of u(cm) to u(c) is uniform on S.
Hence, (13) is also satisfied. The remaining part of the proof goes by induction and
is analogous to the proof of Lemma 5 except that the weak convergence in (17) is
replaced by the uniform convergence of gk(im)→ gk(i) for each k = 1, . . . , l. �

The next result is a repetition of Lemma 6.

Lemma 9 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm→ c in FL. Then, for each k = 1, . . . , l

sup
θ∈Θ

∫

S

∣
∣J
(
cm
)
(s)− J (c)(s)∣∣μθk(ds)→ 0 as m→∞.

Lemma 9 implies the following fact.
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Lemma 10 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. Assume that
cm→ c in FL. Then,

sup
a∈A(s)

P
(
a, cm

)
(s)→ sup

a∈A(s)
P (a, c)(s) for each s ∈ S.

Lemma 11 Let (A0)–(A1), (A3)–(A5) or (A0), (A2)–(A4) hold. If, in addition,
Assumption (C) is satisfied, then for any c ∈ FL it follows that the function s �→
J (c)(s) is non-decreasing.

Proof We consider the operator Tc defined in (6). We show that the function
s �→ T nc v0(s) described in (7) is non-decreasing for every n ∈ N . We proceed by
induction. Clearly, for n= 1, the function

Tcv0(·)= u
(
c(·)) is non-decreasing. (21)

Assume now that T nc v0(·) is non-decreasing and consider T n+1
c v0. Observe that

T n+1
c v0(s) = u

(
c(s)

)+ inf
ξ∈P

β

∫

S

T nc v0
(
s′
)
q
(
ds′|s − c(s), ξ)

= u(c(s))+ inf
ξ∈P

β

∫

Θ

[(

1−
l∑

k=2

gk
(
s − c(s))

)∫

S

T nc v0
(
s′
)
μθ1
(
ds′
)

+
l∑

k=2

∫

S

T nc v0
(
s′
)
μθk
(
ds′
)
gk
(
s − c(s))

]

ξ(dθ)

= u(c(s))+ inf
ξ∈P

β

∫

Θ

[∫

S

T nc v0
(
s′
)
μθ1
(
ds′
)

+
l∑

k=2

(∫

S

T nc v0
(
s′
)
μθk
(
ds′
)−

∫

S

T nc v0
(
s′
)
μθ1
(
ds′
)
)

× gk
(
s − c(s))

]

ξ(dθ).

By (C) and induction assumption, we have that
∫

S

T nc v0
(
s′
)
μθk
(
ds′
)−

∫

S

T nc v0
(
s′
)
μθ1
(
ds′
)≥ 0

for all θ ∈ Θ and k = 2, . . . , l. This inequality, and the fact that s �→ s − c(s) is
non-decreasing, allow to deduce that the function

s �→
(∫

S

T nc v0
(
s′
)
μθk
(
ds′
)−

∫

S

T nc v0
(
s′
)
μθ1
(
ds′
)
)

gk
(
s − c(s))
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is non-decreasing for every θ ∈Θ and k = 2, . . . , l. This fact and (21), in turn, imply
that T n+1

c v0(·) is non-decreasing. From (10) it follows that the function J (c)(·) is
non-decreasing. �

Proof of Theorem 2 Observe first that for any c ∈ FL the function

y �→ inf
ξ∈P

∫

S

J (c)
(
s′
)
q
(
ds′|y, ξ) is concave. (22)

Indeed, by (A3)
∫

S

J (c)
(
s′
)
q
(
ds′|y, ξ)

=
∫

Θ

[∫

S

J (c)
(
s′
)
μθ1
(
ds′
)

+
l∑

k=2

(∫

S

J (c)
(
s′
)
μθk
(
ds′
)−

∫

S

J (c)
(
s′
)
μθ1
(
ds′
)
)

gk(y)

]

ξ(dθ)

for any ξ ∈ P . By Assumption (C) and Lemma 11, we obtain that
∫

S

J (c)
(
s′
)
μθk
(
ds′
)−

∫

S

J (c)
(
s′
)
μθ1
(
ds′
)≥ 0 (23)

for all θ ∈Θ and k = 2, . . . , l. Since g2, . . . , gk are concave, we infer that

y �→
l∑

k=2

(∫

S

J (c)
(
s′
)
μθk
(
ds′
)−

∫

S

J (c)
(
s′
)
μθ1
(
ds′
)
)

gk(y)

is concave for all θ ∈Θ , and therefore (22) is follows.
For c ∈ FL let us set

A0(c)(s) := arg max
a∈A(s)

P (a, c)(s).

From (22) and the strict concavity of u, we deduce that A0(c)(s) is a singleton,
and therefore there exists c0 : S �→ S such that A0(c)(s) = {c0(s)}. Moreover, our
concavity assumptions imply that c0(s) = s − i0(s), where i0 is defined in (19).
From Lemma 3, we have that c0(·) is Lipschitz with constant one. As in the proof
of Theorem 1 we define Lc(s) := c0(s).

Assume now that cm → c in FL and that u is unbounded. We show that L is
continuous on FL. Set cm0 = Lcm and c0 = Lc. Clearly, (cm0 ) is relatively compact.
Let c̃0 be an accumulation point of (cm0 ) in FL. Since c̃0 is continuous on S+, from
Lemma 10 it follows that

P
(
c̃0(s), c

)
(s)= max

a∈A(s)

[

u(a)+ αβ inf
ξ∈P

∫

S

J (c)
(
s′
)
q
(
ds′|s − a, ξ)

]

.
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But A0(c)(s) is a singleton and therefore c̃0(s)= c0(s) for all s ∈ S.
By the Schauder–Tychonoff fixed point theorem there exists c∗ ∈ FL such that

P
(
c∗(s), c∗

)
(s)= max

a∈A(s)

[

u(a)+ αβ inf
ξ∈P

∫

S

J
(
c∗
)(
s′
)
q
(
ds′|s − a, ξ)

]

.

Finally, we have to show that s �→ P(c∗(s), c∗)(s) is continuous and non-
decreasing. But it follows from the following two facts that both

s �→ u
(
c∗(s)

)
and s �→

∫

S

J
(
c∗
)(
s′
)
q
(
ds′|s − c∗(s), ξ)

are non-decreasing and continuous on S+. Indeed, by (A3) we have that
∫

S

J
(
c∗
)(
s′
)
q
(
ds′|s − c∗(s), ξ)

=
∫

Θ

[∫

S

J
(
c∗
)(
s′
)
μθ1
(
ds′
)

+
l∑

k=2

(∫

S

J
(
c∗
)(
s′
)
μθk
(
ds′
)−

∫

S

J
(
c∗
)(
s′
)
μθ1
(
ds′
)
)

gk
(
s − c∗(s))

]

ξ(dθ).

Now the conclusion easily follows from Assumption (C) and (23) with c replaced
by c∗. �
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00325 (A. Jaśkiewicz and A.S. Nowak).

References

Aliprantis, C. D., & Border, K. C. (2006). Infinite dimensional analysis. A hitchhiker’s guide.
Heidelberg: Springer.

Alj, A., & Haurie, A. (1983). Dynamic equilibria in multigenerational stochastic games. IEEE
Transactions on Automatic Control, 28, 193–203.

Amir, R. (1996a). Strategic intergenerational bequests with stochastic convex production. Eco-
nomic Theory, 8, 367–376.

Amir, R. (1996b). Continuous stochastic games of capital accumulation with convex transitions.
Games and Economic Behavior, 15, 111–131.

Balbus, Ł., & Nowak, A. S. (2008). Existence of perfect equilibria in a class of multigenerational
stochastic games of capital accumulation. Automatica, 44, 1471–1479.
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Stochastic Differential Games and Intricacy
of Information Structures

Tamer Başar

Abstract This chapter discusses, in both continuous time and discrete time, the is-
sue of certainty equivalence in two-player zero-sum stochastic differential/dynamic
games when the players have access to state information through a common noisy
measurement channel. For the discrete-time case, the channel is also allowed to fail
sporadically according to an independent Bernoulli process, leading to intermittent
loss of measurements, where the players are allowed to observe past realizations of
this process. A complete analysis of a parametrized two-stage stochastic dynamic
game is conducted in terms of existence, uniqueness and characterization of saddle-
point equilibria (SPE), which is shown to admit SPE of both certainty-equivalent
(CE) and non-CE types, in different regions of the parameter space; for the latter,
the SPE involves mixed strategies by the maximizer. The insight provided by the
analysis of this game is used to obtain through an indirect approach SPE for three
classes of differential/dynamic games: (i) linear-quadratic-Gaussian (LQG) zero-
sum differential games with common noisy measurements, (ii) discrete-time LQG
zero-sum dynamic games with common noisy measurements, and (iii) discrete-time
LQG zero-sum dynamic games with intermittently missing perfect state measure-
ments. In all cases CE is a generalized notion, requiring two separate filters for the
players, even though they have a common communication channel. Discussions on
extensions to other classes of stochastic games, including nonzero-sum stochastic
games, and on the challenges that lie ahead conclude the chapter.

1 Introduction

In spite of decades long research activity on stochastic differential games, there
still remain some outstanding fundamental questions on existence, uniqueness, and
characterization of non-cooperative equilibria when players have access to noisy
state information. Even in zero-sum games and with common measurement channel
that feeds noisy state information to both players, derivation of saddle-point poli-
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cies is quite an intricate task, as first identified in Başar (1981). That paper also
addressed the issue of whether saddle-point equilibria (SPE) in such games is of the
certainty-equivalent (CE) type (Witsenhausen 1971a), that is whether the solution of
a similarly structured game but with perfect state measurements for both players can
be used in the construction of SPE for the stochastic game with noisy measurement,
by simply replacing the state with an appropriately constructed conditional estimate.
The answer was a “cautious conditional yes,” in the sense that not all SPE are of the
CE type, and when they are in both the construction of the conditional estimate and
the derivation of conditions for existence many perils exist. This chapter picks up
where Başar (1981) had left, and develops further insights into the intricacies and
pitfalls in the derivation of SPE of the CE as well as non-CE types. It also provides
a complete solution to a two-stage stochastic game of the linear-quadratic-Gaussian
(LQG) type where the common measurement channel is not only noisy but also fails
intermittently.

Research on stochastic differential games with noisy state measurements goes
back to the 1960’s, where two-person zero-sum games with linear dynamics and
measurement equations, Gaussian statistics, and quadratic cost functions (that is,
LQG games) were addressed when players have access to different measurements,
within however some specific information structures (Behn and Ho 1968; Rhodes
and Luenberger 1969; Willman 1969). A zero sum differential game where one
player’s information is nested in the other player’s was considered in Ho (1974), and
a class of zero-sum dynamic games where one player has noisy state information
while the other one plays open loop was considered in Başar and Mintz (1973)
which showed that the open-loop player’s saddle-point strategy is mixed. A class
of zero-sum stochastic games where the information structure is of the nonclassical
type was considered in Başar and Mintz (1972), which showed that some zero-sum
games could be tractable even though their team counterparts, as in Witsenhausen
(1968), Bansal and Başar (1987), Ho (1980) are not; see also Başar (2008).

When a game is not of the zero-sum type, derivation of equilibria (which in
this case would be Nash equilibria) is even more challenging, even when players
have access to common noisy measurements, with or without delay, as discussed
in Başar (1978a) where an indirect approach of the backward-forward type was
developed and employed; see also Başar (1978b) for a different formulation and
approach for derivation. Recently, a new class of discrete-time nonzero-sum games
with asymmetric information was introduced in Nayyar and Başar (2012), where the
evolution of the local state processes depends only on the global state and control
actions and not on the current or past values of local states. For this class of games, it
was possible to obtain a characterization of some Nash equilibria by lifting the game
and converting it to a symmetric one, solving the symmetric one in terms of Markov
equilibria, and then converting it back. Among many others, two other papers of
relevance to stochastic nonzero-sum dynamic games are Altman et al. (2009) and
Hespanha and Prandini (2001), and one of relevance to teams with delayed sharing
patterns is Nayyar et al. (2011).

The paper is organized as follows. In the next section, we introduce LQG zero-
sum stochastic differential/dynamic games (ZSDGs) with common noisy measure-
ments, first in continuous time and then in discrete time, and for the latter we also
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include the possibility of intermittent failure of the measurement channel (modeled
through a Bernoulli process), leading to occasionally missing measurements. In the
section we also introduce the concept of certainty equivalence, first in the context of
the classical LQG optimal control problem and then generalized (in various ways) to
the two classes of games formulated. In Sect. 3, we introduce a two-stage stochastic
dynamic game, as a special case of the general discrete time LQG game of Sect. 2,
which is solved completely for its SPE in both pure and mixed strategies, some of
the CE type and others non-CE (see Theorem 1 for the complete solution). Analysis
of the two-stage game allows us to develop insight into the intricate role information
structures play in the characterization and existence of SPE for the more general ZS-
DGs of Sect. 2, and what CE means in a game context. This insight is used in Sect. 4
in the derivation of generalized CE SPE for the continuous-time LQG ZSDG with
noisy state measurements (see Theorem 2 for the penultimate result) as well as for
the continuous-time LQG ZSDG with noisy state measurements and perfect state
measurements with intermittent losses. The paper ends with a recap of the results of
the paper and a discussion on extensions and open problems, in Sect. 5.

2 Zero-Sum Stochastic Differential and Discrete-Time Games
with a Common Measurement Channel and Issue of Certainty
Equivalence

2.1 Formulation of the Zero-Sum Stochastic Differential Game

We first consider the class of so-called Linear-Quadratic-Gaussian zero-sum differ-
ential games (LQG ZSDGs), where the two players’ actions are inputs to a linear
system driven also by a Wiener process, and the players have access to the system
state through a common noisy measurement channel which is also linear in the state
and the driving Wiener noise process. The objective function, to be minimized by
one player and maximized by the other, is quadratic in the state and the actions of
the two players.

For a precise mathematical formulation, let {xt , yt , t ≥ 0}, be respectively the
n-dimensional state and m-dimensional measurement processes, generated by

dxt = (Axt +But +Dvt)dt + Fdwt , t ≥ 0, (1)

dyt = Hxtdt +Gdwt, t ≥ 0, (2)

where {ut , t ≥ 0} and {vt , t ≥ 0} are respectively Player 1’s and Player 2’s con-
trols (say of dimensions r1 and r2, respectively), nonanticipative with respect to the
measurement process, and generated by measurable control policies {γt } and {μt },
respectively, that is

ut = γt (y[0,t)), vt = μt(y[0,t)), t ≥ 0. (3)
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In (1) and (2), x0 is a zero-mean Gaussian random vector with covarianceΛ0 (that is
x0 ∼N(0,Λ0)), {wt, t ≥ 0} is a vector-valued standard Wiener process independent
of x0, and A, B ,D, F ,H ,G are constant1 matrices of appropriate dimensions, with
(to avoid singularity) FFT > 0, GGT > 0, and FGT = 0, where the last condition
assures that system and channel noises are independent. We let Γ and M denote
the classes of admissible control policies for Player 1 and Player 2, respectively,
with elements γ := {γt } and μ := {μt }, as introduced earlier. The only restriction on
these policies is that when (3) is used in (1), we have unique second-order stochastic
process solutions to (1) and (2), with almost sure continuously differentiable sam-
ple paths. Measurability and uniform Lipschitz continuity will be sufficient for this
purpose.

To complete the formulation of the differential game, we now introduce a
quadratic performance index over a finite interval [0, tf ]:

J (γ,μ)=E
{

|xtf |2Qf +
∫ tf

0

[|xt |2Q + λ|ut |2 − |vt |2
]
dt

∣
∣
∣u= γ (·), v = μ(·)

}

, (4)

where expectation E{·} is over the statistics of x0 and {wt }; further, |x|2Q := xTQx,
Q and Qf are non-negative definite matrices, and λ > 0 is a scalar parameter. Note
that any objective function with nonuniform positive weights on u and v can be
brought into the form above by a simple rescaling and re-orientation of u and v and
a corresponding transformation applied to B and D, and hence the structure in (4)
does not entail any loss of generality as a quadratic performance index.

The problem of interest in the context of LQG ZSDGs is to find conditions for
existence and characterization of saddle-point strategies, that is (γ ∗ ∈ Γ,μ∗ ∈M)

such that

J
(
γ ∗,μ

)≤ J (γ ∗,μ∗)≤ J (γ,μ∗), ∀γ ∈ Γ,μ ∈M. (5)

A question of particular interest in this case is whether the saddle-point equilibrium
(SDE) has the certainty equivalence property, that is whether it can be obtained di-
rectly from the perfect state-feedback SPE of the corresponding deterministic differ-
ential game, by simply replacing the state by its “best estimate,” as in the one-player
version, the so-called LQG optimal control problem. This will be discussed later in
the section.

If a saddle-point equilibrium (SDE) does not exist, then the next question is
whether the upper value of the game is bounded, and whether there exists a con-
trol strategy for the minimizer that achieves it, that is existence of a γ̄ ∈ Γ such
that

inf
γ

sup
μ
J (γ,μ)= sup

μ
J (γ̄ ,μ). (6)

Note that the lower value of the game, supμ infγ J (γ,μ), is always bounded away
from zero, and hence its finiteness is not an issue.

1They are taken to be constant for simplicity in exposition; the main message of the paper and
many of the expressions stand for the time-varying case as well, with some obvious modifications.
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2.2 Formulation of the Discrete-Time Zero-Sum Stochastic
Dynamic Game with Failing Channels

A variation on the LQG ZSDG is its discrete-time version, which will allow us also
to introduce intermittent failure of the common measurement channel. The system
equation (1) is now replaced by

xt+1 =Axt +But +Dvt + Fwt , t = 0,1, . . . , (7)

and the measurement equation (2) by

yt = βt (Hxt +Gwt), t = 0,1, . . . , (8)

where x0 ∼ N(0,Λ0); {wt } is a zero-mean Gaussian process, independent across
time and of x0, and with E{wtwTt } = I , ∀t ∈ [0, T − 1] := {0,1, . . . , T − 1}; and
{βt } is a Bernoulli process, independent across time and of x0 and {wt }, with
Probability(βt = 0) = p, ∀t . This essentially means that the channel that carries
information on the state to the players fails with equal probability p at each stage,
and these failures are statistically independent. A different expression for (8) which
essentially captures the same would be

yt = βtHxt +Gwt, t = 0,1, . . . , (9)

where what fails is the sensor that carries the state information to the channel and
not the channel itself. In this case, when βt = 0, then this means that the channel
only carries pure noise, which of course is of no use to the controllers.

Now, if the players are aware of the failure of the channel or the sensor when it
happens (which we assume to be the case), then what replaces (3) is

ut = γt (y[0,t], β[0,t]), vt = μt(y[0,t], β[0,t]), t = 0,1, . . . , (10)

where {γt } and {μt } are measurable control policies; let us again denote the spaces
where they belong respectively by Γ and M .

The performance index replacing (4) for the discrete-time game, over the interval
{0,1, . . . , T − 1} is2

J (γ,μ)=E
{
T−1∑

t=0

[|xt+1|2Q + λ|ut |2 − |vt |2
]
dt

∣
∣
∣u= γ (·), v = μ(·)

}

, (11)

where the expectation is over the statistics of x0, {wt } and {βt }.
The goal is again the one specified in the case of the LQG ZSDG—to study exis-

tence and characterization of SPE (defined again by (5), appropriately interpreted),

2We are using “T ” to denote the number of stages in the game; the same notation was used to
denote transpose. These are such distinct usages that no confusion or ambiguity should arise.
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boundedness of upper value if a SPE does not exist, and certainty-equivalence prop-
erty of the SPE. We first recall below the certainty-equivalence property of the stan-
dard LQG optimal control problem, which is a special case of the LQG ZSDG ob-
tained by leaving out the maximizer, that is by letting D = 0. We discuss only the
continuous-time case; an analogous result holds for the discrete-time case (Witsen-
hausen 1971a; Yüksel and Başar 2013).

2.3 The LQG Optimal Control Problem and Certainty Equivalence

Consider the LQG optimal control problem, described by the linear state and mea-
surement equations

dxt = (Axt +But )dt + Fdwt , t ≥ 0, (12)

dyt = Hxtdt +Gdwt, t ≥ 0, (13)

and the quadratic cost function

J (γ )=E
{

|xtf |2Qf +
∫ tf

0

[|xt |2Q + λ|ut |2
]
dt

∣
∣
∣u= γ (·)

}

, (14)

where F and G satisfy the earlier conditions, and as before γ ∈ Γ .
It is a standard result in stochastic control (Fleming and Soner 1993) that there

exists a unique γ ∗ ∈ Γ that minimizes J (γ ) defined by (14), and γ ∗t (y[0,t)) is linear
in y[0,t). Specifically,

u∗(t)= γ ∗t (y[0,t))= γ̃t (x̂t )=−1

λ
BT P (t)x̂t , t ≥ 0, (15)

where P is the unique non-negative definite solution of the retrograde Riccati dif-
ferential equation

Ṗ + PA+AT P − 1

λ
PBBT P +Q= 0, P (tf )=Qf , (16)

where {x̂t } is generated by the Kalman Filter:

dx̂t = (Ax̂t +But)dt +K(t)(dyt −Hx̂tdt), x̂0 = 0, t ≥ 0, (17)

K(t) = Λ(t)HT [GGT ]−1 (18)

with Λ being the unique non-negative definite solution of the forward Riccati dif-
ferential equation

Λ̇−AΛ−ΛAT +ΛHT [GGT ]−1
HΛ− FFT = 0, Λ(0)=Λ0. (19)
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Note that this is a certainty-equivalent (CE) controller, because it has the structure
of the optimal controller for the deterministic problem, that is − 1

λ
BT P (t)xt , with

the state xt replaced by its conditional mean, E[xt |y[0,t), u[0,t)], which is given by
(17). The controller gain (− 1

λ
BT P (t)) is constructed independently of what the

estimator does, while the estimation or filtering is also essentially an independent
process with however the past values of the control taken as input to the Kalman
filter. Hence, in a sense we have a separation of estimation and control, but not
complete decoupling. In that sense, we can say that the controller has to cooperate
with the estimator as the latter needs to have access to the output of the control box
for the construction of the conditional mean. Of course, an alternative representation
for (17) would be the one where the optimal controller is substituted in place of u:

dx̂t =
((

A− 1

λ
BBT P (t)

)

x̂t

)

dt +K(t)(dyt −Hx̂tdt), x̂0 = 0, t ≥ 0, (20)

but in this representation also there is a need for collaboration or sharing of infor-
mation, since the estimator has to have access to P(·) or the cost parameters that
generate it. Hence, the solution to the LQG problem has an implicit cooperation
built into it, but this does not create any problem or difficulty in this case, since the
estimator and the controller are essentially a single unit.

2.4 The LQG ZSDG and Certainty Equivalence

Now we move on to the continuous-time (CT) LQG ZSDG, to obtain a CE SPE,
along the lines of the LQG control problem discussed above. The corresponding
deterministic LQ ZSDG, where both players have access to perfect state measure-
ments, admits the state-feedback SPE (Başar and Olsder 1999):

u∗(t) = γ ∗t (x[0,t])= γ̃t (xt )=−1

λ
BT Z(t)xt , t ≥ 0, (21)

v∗(t) = μ∗t (x[0,t])= μ̃t (xt )=DTZ(t)xt , t ≥ 0, (22)

where Z is the unique non-negative definite continuously differentiable solution of
the following Riccati differential equation (RDE) over the interval [0, tf ]:

Ż +AT Z +ZA−Z
(

1

λ
BBT −DDT

)

Z +Q= 0, Z(tf )=Qf . (23)

Existence of such a solution (equivalently nonexistence of a conjugate point in the
interval (0, tf ), or no finite escape) to the RDE (23) is also a necessary condition for
existence of any SPE (Başar and Bernhard 1995), in the sense that even if any (or
both) of the players use memory on the state, the condition above cannot be further
relaxed. This conjugate-point condition translates, in this case, on a condition on λ,
in the sense that there exists a critical value of λ, say λ∗ (which will depend on the
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parameters of the game and the length of the time horizon, and could actually be
any value in (0,∞)), so that for each λ ∈ (0, λ∗), the pair (21)–(22) provides a SPE
to the corresponding deterministic ZSDG.

Now, if a natural counterpart of the CE property of the solution to the LQG
optimal control problem would hold for the LQG ZSDG, we would have as SPE:

u∗(t) = γ ∗t (y[0,t))= γ̃t (x̂t )=−1

λ
BT Z(t)x̂t , t ≥ 0, (24)

v∗(t) = μ∗t (y[0,t))= μ̃t (x̂t )=DTZ(t)x̂t , t ≥ 0, (25)

where

x̂t :=E
[
xt |y[0,t),

{
us = γ ∗s (y[0,s)), vs = μ∗s (y[0,s)),0≤ s < t

}]

is generated by (as counterpart of (20)):

dx̂t = Âx̂t dt +K(t)(dyt −Hx̂tdt), x̂0 = 0, t ≥ 0, (26)

where

Â :=A−
(

1

λ
BBT −DDT

)

Z(t) (27)

and K is the Kalman gain, given by (18), with Λ now solving

Λ̇− ÂΛ−ΛÂT +ΛHT [GGT ]−1
HΛ− FFT = 0, Λ(0)=Λ0. (28)

The question now is whether the strategy pair (γ ∗,μ∗) above constitutes a SPE
for the LQG ZSDG, that is whether it satisfies the pair of inequalities (5). We will
address this question in Sect. 4, after discussing in the next section some of the
intricacies certainty equivalence entails, within the context of a two-stage discrete-
time stochastic dynamic game. But first, we provide in the subsection below the
counterpart of the main result of this subsection for the discrete-time dynamic game.

2.5 The LQG Discrete-Time ZS Dynamic Game and Certainty
Equivalence

Consider the discrete-time (DT) LQG ZS dynamic game (DG) formulated in
Sect. 2.2, but with non-failing channels (that is, with p = 0). We provide here a
candidate CE SPE for this game, by following the lines of the previous subsection,
but in discrete time. First, the corresponding deterministic LQ ZSDG, where both
players have access to perfect state measurements admits the state-feedback SPE
(Başar and Olsder 1999) (as counterpart of (21)–(22))
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u∗t = γ ∗t (x[0,t])= γ̃t (xt )=−1

λ
BT Zt+1

(
N−1
t

)−1
Axt , t = 0,1, . . . , (29)

v∗t = μ∗t (x[0,t])= μ̃t (xt )=DTZt+1
(
N−1
t

)−1
Axt , t = 0,1, . . . , (30)

where

Nt = I +
(

1

λ
BBT −DDT

)

Zt+1, t = 0,1, . . . , (31)

and Zt is a non-negative definite matrix, generated by the following discrete-time
game Riccati equation (DTGRE):

Zt =Q+AT Zt+1
(
N−1
t

)T
A, Z(T )=Q. (32)

Under the additional condition

I −DTZt+1D > 0, t = 0,1, . . . , T − 1, (33)

which also guarantees invertibility of N , the pair (29)–(30) constitutes a SPE. If, on
the other hand, the matrix (33) has a negative eigenvalue for some t , then the upper
value of the game is unbounded (Başar and Bernhard 1995). As in the CT conjugate
point condition, the condition (33) translates into a condition on λ, in the sense that
there exists a critical value of λ, say λc (which will depend on the parameters of the
game and the number of stages in the game), so that for each λ ∈ (0, λc), the pair
(29)–(30) provides a SPE to the corresponding deterministic ZSDG.

Now, the counterpart of (24)–(25), as a candidate CE SPE, would be

u∗t = γ ∗t (y[0,t])= γ̃t (x̂t |t )=−1

λ
BT Zt+1

(
N−1
t

)T
Ax̂t |t , t = 0,1, . . . , (34)

v∗t = μ∗t (y[0,t])= μ̃t (x̂t |t )=DTZt+1
(
N−1
t

)T
Ax̂t |t , t = 0,1, . . . , (35)

where

x̂t |t :=E
[
xt |y[0,t],

{
us = γ ∗s (y[0,s]), vs = μ∗s (y[0,s]), s = 0, . . . , t − 1

}]

is generated by, with x̂0|−1 = 0:

x̂t |t = x̂t |t−1 +ΛtHT
(
HΛtH

T +GGT )−1
(yt −Hx̂t |t−1)

x̂t+1|t = (Nt )−1Ax̂t |t−1

+ (Nt )−1AΛtH
T
(
HΛtH

T +GGT )−1
(yt −Hx̂t |t−1),

(36)

where the sequence {Λt, t = 1,2, . . . , T } is generated by

Λt+1 = (Nt )−1AΛt
[
I −HT (HΛtHT +GGT

)−1
HΛt

]
AT
(
(Nt )

−1)T

+ FFT ,
(37)

with the initial condition Λ0 being the covariance of x0.
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Now, if instead of the noisy channel, we have intermittent failure of a channel
which otherwise carries perfect state information, modeled as in Sect. 2.2 but with
clean transmission when the channel operates (failure being according to an inde-
pendent Bernoulli process as before), then as a candidate CE SPE, the pair (34)–(35)
is replaced by

u∗t = γ ∗t (y[0,t])= γ̃t (ζt )=−1

λ
BT Zt+1

(
N−1
t

)T
Aζt , t = 0,1, . . . , (38)

v∗t = μ∗t (y[0,t])= μ̃t (ζt )=DTZt+1
(
N−1
t

)T
Aζt , t = 0,1, . . . , (39)

where the stochastic sequence {ζt , t = 0,1, . . .} is generated by

ζt = βtyt+(1−βt )
(

I−
(

1

λ
BBT +DDT

)

Zt+1
(
N−1
t

)T
)

Aζt−1, ζ0 = y0. (40)

We will explore in Sect. 4 whether these CE policies are in fact SPE policies, and
under what conditions.

3 A Two-Stage Discrete-Time Game with Common
Measurement

To explicitly demonstrate the fact that certainty equivalence generally fails in games
(but holds in a restricted sense), we consider here a specific 2-stage version of the
formulation (7), (8), (11):

x2 = x1 − u+w1; x1 = x0 + 2v+w0, (41)

y1 = β1(x1 + r1); y0 = β0(x0 + r0), (42)

J (γ,μ) = E{(x2)
2 + λu2 − v2|u= γ (·), v = μ(·)}, (43)

with u= γ (y1, y0;β1, β0), v = μ(y0;β0), where the random variables x0, w0, w1,
r0, r1 are independent, Gaussian, with zero mean and unit variance, and β1, β0 are
independent Bernoulli random variables with Probability(βt = 0)= p, for t = 0,1.

3.1 Certainty-Equivalent SPE

The deterministic version of the game above, with u= γ (x1, x0), v = μ(x0), admits
a unique saddle-point solution (Başar and Olsder 1999), given by

γ ∗(x1, x0)= 1

1+ λx1, μ∗(x0)= 2λ

1− 3λ
x0, (44)
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whenever

0< λ<
1

3
, (45)

and for λ > 1/3, the upper value is unbounded.
Now, a certainty-equivalent (CE) SPE for the original stochastic game, if exists,

would be one obtained from the SPE of the related deterministic dynamic game, as
above, by replacing x0 and x1 by their conditional means, which in the case of x1
would require the SP policy at the earlier stage (that is, stage 0). Carrying this out,
we have

μ∗(y0;β0)= 2λ

1− 3λ
E[x0|y0;β0] = λ

1− 3λ
y0, (46)

and

γ ∗(y[0,1];β[0,1]) = 1

1+ λE
[
x1|y1, y0;β1, β0;v = μ∗(y0;β0)

]

= 1

1+ λ
[

β1

(
2

3
y1 − 3

10
y0 − 6

5
μ∗(y0;β0)

)

+ β0

(

− 1

15
y1 + 1

2
y0 + 2μ∗(y0;β0)

)]

. (47)

Note that if the channel does not fail at all (that is, β0 = β1 = 1), then one can have
a simpler expression for (47), given by:

γ ∗(y1, y0)= 3

5(1+ λ)y1 + 1

5(1− 3λ)
y0. (48)

3.2 Analysis for p = 0 for CE SPE and Beyond

We assume in this subsection that p = 0, in which case the CE SPE (whose SPE
property is yet to be verified) is given by (46)–(48). It is easy to see that J (γ ∗, v),
with γ ∗ as in (48) is unbounded in v unless λ < 3/25, which means that the CE pair
(46)–(48) cannot be a SPE for λ ∈ [3/25,1/3), even though the pair (44) was for the
deterministic game. For the interval λ ∈ (0,3/25), however, the CE pair (46)–(48) is
a SPE for the stochastic game, as it can easily be shown to satisfy the pair of inequal-
ities (5). Further, for this case, since μ∗ is the unique maximizer to J (γ ∗,μ), and γ ∗
is the unique minimizer to J (γ,μ∗), it follows from the ordered interchangeability
property of multiple SP equilibria (Başar and Olsder 1999) that the SPE is unique.
Hence, for the parametrized stochastic dynamic game, a “restricted” CE property
holds—restricted to only some values of the parameter.

Now the question is whether the parametrized stochastic game admits a SPE for
λ ∈ [3/25,1/3). Clearly, it cannot be a CE SPE, that is the SPE of the determinis-
tic version cannot be used to obtain it. Note that, for λ ∈ [3/25,1/3), if one picks
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γ (y1, y0) = [1/(1 + λ)]y1 in J (γ,μ), then the maximum of this function with re-
spect to μ exists and is bounded, which means that the upper value of the stochastic
game is bounded. Its lower value is also clearly bounded (simply pick v = 0).

Again working with the special case p = 0 (that is no failure of the noisy chan-
nels), we now claim that there indeed exists a SPE for λ ∈ [3/25,1/3), but it entails
a mixed strategy for the maximizer (Player 2) and still a pure strategy for the mini-
mizer (Player 1). These are:

v = μ∗(y0)= 2λ

1− 3λ
E[x0|y0] + ξ = λ

1− 3λ
y0 + ξ,

ξ ∼N(0, σ 2), σ 2 = 4− 5
√

1− 3λ

8
√

1− 3λ
,

(49)

and

u = γ ∗(y1, y0)= 1

1+ λE
[
x1|y1, y0, v = μ∗(y0)

]

= 2−√
1− 3λ

2(1+ λ) y1 + 1

4
√

1− 3λ
y0. (50)

First note that σ 2 > 0 for λ ∈ (3/25,1/3), and σ 2 = 0 at λ= 3/25, and further
that the policies (49)–(50) agree with (46)–(47) at λ = 3/25, and hence transition
from CE SPE to the non-CE one is continuous at λ= 3/25. Now, derivation of (49)–
(50) as a SPE uses the conditional equalizer property of the minimizer’s policy (that
is (50)). One constructs a policy γ for the minimizer, under which (that is, with
u= γ (y0, y1)) the conditional cost

E
{
(x2)

2 + λu2 − v2|y0
}

becomes independent of v, and (50) is such a policy; it is in fact the unique such
policy in the linear class. Hence, any choice of μ, broadened to include also mixed
policies, would be a maximizing policy for Player 2, and (49) is one such policy.
This establishes the left-hand-side inequality in (5). For the right-hand-side inequal-
ity, it suffices to show that (50) minimizes J (γ,μ∗); this is in fact a strictly convex
LQG optimization problem, whose unique solution is (50). Because of this unique-
ness, and ordered interchangeability of multiple SPE (Başar and Olsder 1999), the
SPE (49)–(50) is unique.

3.3 The Case p > 0

We now turn to the case where the channels fail with positive probability, for which
a candidate pair of SPE policies, based on CE, was given by (46)–(47). Their SPE
property is yet to be shown, as well as the range of values of λ for which it is valid as
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a SPE is yet to be determined, which we address in this subsection. Toward that end,
let us first consider, as a benchmark, the special case with noise-free (but still failure
prone) measurement channel. This would therefore correspond to the formulation
where (42) is replaced by

y1 = βx1; y0 = β0x0.

The counterpart of (46)–(47) in this case would be (this can also be obtained directly
from the perfect-state SPE):

v = μ∗(y0;β0)= 2λ

1− 3λ
y0, (51)

u = γ ∗(y[0,1];β[0,1])= β1
1

1+ λy1 + (1− β1)
1

1+ λ
[
y0 + 2μ∗(y0)

]
. (52)

Now, if Player 2 employs (51), then the unique response of Player 1 will be (1/(1+
λ))x1 for β1 = 1, and (1/(1+ λ))E[x1|x0] = (1/(1+ λ))(x0 + 2μ∗(x0)) if β1 = 0
and β0 = 1, which agrees with (52); if both β’s are zero, then clearly Player 1’s
response will also be zero. Note that the responses by Player 1 in all these cases are
unique.

If Player 1 employs (52), then the conditional cost (conditioned on y0, β0) seen
and to be maximized by Player 2 is:

For β0 = 1 (after some simplifications):

1+ p+ (1− p) λ

1+ λ
[
1+ (x0 + 2v)2

]+ p
[
λ

1+ λx0 + 2v− 2

1+ λμ
∗(y0)

]2

p

+ λ

(1+ λ)2
[
x0 + 2μ∗(y0)

]2
p− v2 (53)

and for β0 = 0 (after some simplifications):

1+ p+ λ

1+ λ(2− p)+
3λ+ 4p− 1

1+ λ v2. (54)

Both (53) and (54) are strictly concave in v if and only if

p <
1

4
and λ <

1− 4p

3
, (55)

in which case the unique maximizing solution to (54) is v∗ = 0, and likewise to
(53) is v∗ = μ∗(x0) = (2λ/1 − 3λ)x0, both of which agree with (51). Hence, the
CE pair (51)–(52) indeed provides a SPE if the condition (55) holds, that is the
failure probability should be less than 1/4, and the parameter λ should be less than
a specific threshold, which decreases with increasing p. Note that if p = 0, we
recover the earlier condition (45) for the deterministic game, where we know that
if λ > 1/3, then the upper value is unbounded. The question is whether the same
applies here, for λ > (1−4p)/3. This indeed is the case, as one can easily argue that



36 T. Başar

the concavity condition of (54) cannot be improved further as universally optimal
choice for γ when Player 1 has access to x1 but not x0 has led to that conditional
cost. Hence, the pair (51)–(52) is the complete set of SPE for the game of this
subsection (with channel failure but no noise in the channel), and the condition (55)
is tight.

We are now in a position to discuss the SPE of the original stochastic game of
this section, to find the conditions (if any) under which the CE policies (46)–(47)
are in SPE, and whether those conditions can be relaxed by employing structurally
different policies (as in Sect. 3.2).

3.4 CE SPE and Beyond for the 2-Stage Game

To obtain the complete set of SPE for the original stochastic 2-stage game, our
starting point will be the pair of CE policies (γ ∗,μ∗) given by (47) and (46), and to
find the region in the λ−p space for which these policies constitute a SPE. Clearly,
we would expect that region (if exists) to be no larger than the one described by (55)
since that one corresponded to the noise-free channel.

Let us first consider the right-hand inequality of (5) for this game, with
μ∗(y0;β0) given by (46). In terms of γ this is a strictly convex quadratic opti-
mization problem, which one minimizes with respect to u after conditioning the
cost on y[0,1] and β[0,1]; the result is the unique solution given by (47). This part of
the inequality does not bring in any additional restriction on λ and p, other than the
condition λ < 1/3 needed in the expression for μ∗.

The left-hand inequality of (5) for this game is a bit more involved. We now pick
γ ∗ as given by (47), and maximize the resulting cost over μ, which is equivalent to
maximizing the conditional cost with respect to v where conditioning is with respect
to y0 and β0. Even though this is also a quadratic optimization problem, existence
and uniqueness of maximum are not guaranteed for all values of λ and p, and we
have to find (necessary and sufficient) conditions for strict concavity (in v). Now,
the conditional cost (conditioned on (y0, β0), and with v = μ(y0, β0)) is:

For β0 = 1 (after some simplifications):

p

[

x0 + 2v− 1

2(1− 3λ)
y0

]2

+ (1− p)
[

2+ 5λ

5(1+ λ)(x0 + 2v)− 1

5(1− 3λ)
y0

]2

+ λ(1− p)
[

3

5(1+ λ)(x0 + 2v)+ 1

5(1− 3λ)
y0

]2

− v2

+ 2p+ (1− p)50λ2 + 88λ+ 38

25(1+ λ)2 + λp

4(1− 3λ)2
(y0)

2, (56)

and for β0 = 0 (after some simplifications):
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(1− p)
[

2+ 5λ

5(1+ λ)(x0 + 2v)

]2

+ λ(1− p)
[

3

5(1+ λ)(x0 + 2v)

]2

− v2

+ p[x0 + 2v]2 + 2p+ (1− p)50λ2 + 88λ+ 38

25(1+ λ)2 . (57)

Both (56) and (57) are strictly concave in v if and only if the coefficients of the
quadratic terms in v (identical in the two cases) are negative, that is

(1− p)
[

4(2+ 5λ)2

25(1+ λ)2 +
36λ

25(1+ λ)2
]2

+ 4p− 1< 0,

which is equivalent to

p <
3

28
and λ <

3− 28p

25
. (58)

We note that the upper bound on the failure probability p is precisely the condition
that makes the upper bound on λ in (58) positive. Another point worth making is
that we naturally would expect the conditions on p and λ as given above in (58) to
be more stringent than the ones in (55), for the noise-free case. Clearly the condition
on p is more restrictive, as 3/28 < 1/4. For the bound on λ, it again immediately
follows that

3− 28p

25
<

1− 4p

3
, (59)

whenever p < 1.
Now, to complete the verification of the SPE property of the pair (47) and (46),

we still have to show that the unique maximizers of the strictly concave (under (58))
quadratic conditional costs (57) and (56) are given by (46). For the former, the result
follows readily since its maximizer is v = 0. For the latter, a simple differentiation
with respect to v, and using E[x0|y0, β0 = 1] = (1/2)y0, leads after some extensive
calculations and simplifications to v = [λ/(1− 3λ)]y0, which is the same as (46).

Hence, the SPE for the 2-stage game of this section (with noisy channels and
nonzero failure probabilities) is a CE SPE, but for a more restrictive set of values
for p and λ (compare (58) with (55), as we have noted earlier). The question now is
whether the gap can be closed by using non-CE policies, as was done in the failure-
free case (p = 0). Clearly, the upper bound of the game is finite for the entire set of
values of p and λ in (55) (simply substitute (52) into the cost for u, with additive
noise in y1 and y0) and note that the presence of additive noise in the channels does
not alter the required concavity condition, and hence we have a well-defined strictly
concave quadratic maximization problem for v under the same condition (55).

As already mentioned, the region in the parameter space λ− p that corresponds
to the CE SPE (47) and (46) is smaller than the region corresponding to the SPE of
the noise-free channel case, and the question now is whether region of existence of
a SPE can be enlarged by transitioning to a pair of non-CE policies, as it was done
in Sect. 3.4 for the case when p = 0. We will see that this is indeed the case, and
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an equalizer policy for Player 1 does the job. Its derivation, however, is a bit more
complicated than the one of Sect. 3.4 because the possibility of channel failures
brings in an additional element of complexity (even though the basic idea is still
the same). Let us first assume that β0 = 1, and start with a general linear policy for
Player 1:

u= γ̂ (y1, y0, β1)= α1y1 + α0(β1)y0, (60)

where α1, α0(β1 = 1) =: α1
0 , α0(β1 = 0) =: α0

0 are constant parameters yet to be
determined.3 They will be determined in such a way that with (60) used in J (γ, v),
the latter expression becomes independent of v (when conditioned on y0). Skipping
the details, the expression for

J (γ̂ , v)=E{(x1− γ̂ (y1, y0, β1)+w1
)2+λ(γ̂ (y1, y0, β1)

)2−v2|y0, β0 = 1
}

(61)

is

p
[
x0 + 2v− α0

0y0
]2 + (1− p)[(1− α1)(x0 + 2v)− α1

0y0
]2

+ λ(1− p)[α1(x0 + 2v)+ α1
0y0
]2 − v2 + (1− p)λ(2(α1)

2 + (α1
0

)2 + 1
)

+ 2p+ (1− p)((α1)
2 + (1− α1)

2 + 1
)+ λp(α0

0

)2
(y0)

2 + 1. (62)

This is a quadratic function of v; the coefficient of v2 can be annihilated by choosing

α1 = 1

1+ λ
[

1−
√
(1− 4p− 3λ)(1− p)

2(1− p)
]

, (63)

which is a well-defined expression provided that 4p+ 3λ < 1, and naturally (since
λ > 0) also p < 1/4 which are identical to (55). For annihilation of the coefficient
of v, on the other hand, we need the following relationship between α1

0 and α0
0 :

2pα0
0 + α1

0

√
(1− 4p− 3λ)(1− p)= 1

4
. (64)

Now, we have to show that these are best responses to some policy by Player 2,
which will necessarily be a mixed strategy, as in Sect. 3.4. The process now is to
assume that v has the form4

v = μ̂(y0)= k0y0 + ξ, ξ ∼N(0, σ 2), (65)

for some k0 and σ 2; find the best response of Player 1 to this by minimizing J (γ, μ̂)
with respect to γ (which, by strict convexity, will clearly be unique, and be in

3We have taken α1 not to be dependent on β1, because when β1 = 0, y1 ≡ 0, making α1 superflu-
ous.
4One can take any form here, since γ̂ had annihilated v, but we take linear-plus-Gaussian in antic-
ipation of γ̂ to be in equilibrium with v.
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the structural form (60)); require consistency with (63)–(64); and solve for k0, σ 2,
α1

0 , α0
0 . The outcome is the following set of unique expressions:

k0 = λ

1− 3λ
, σ 2 =

√
(1− p)

2
√
(1− 4p− 3λ)

− 5

8
(66)

α0
0 =

1

2(1− 3λ)
, α1

0 =
√
(1− 4p− 3λ)(1− p)
4(1− p)(1− 3λ)

. (67)

To complete the construction of the SPE, we still have to find the conditions under
which σ 2 as given above is well defined (that is, it is positive). The required con-
dition (both necessary and sufficient, provided that (55) holds, which is a natural
condition) is

4(1− p) > 5
√
(1− 4p− 3λ)(1− p) ⇔ λ >max

(

0,
3− 28p

25

)

. (68)

Note that the (lower) bound on λmatches exactly the upper bound in (58), and hence
non-CE SPE policies make up for the restriction brought in by the CE SPE.

To gain further insight (for purposes of establishing continuity) we can look at
two limiting cases: (i) For p = 0, the non-CE solution matches exactly the one
given in Sect. 3.2 for the failure-free case. (ii) At λ= (3− 28p)/25, with p > 3/28,
which is the boundary between the two regions corresponding CE and non-CE SPE,
α1 in (63) is 3/[5(1+ λ)], which is exactly the coefficient of y1 in (47) with β1 =
β0 = 1; α1

0 in (67) is 1/[5(1 − 3λ)], which is exactly the coefficient of y0 in (47)
with β1 = β0 = 1; and finally, α0

0 in (67) (which does not depend on p) is exactly
the coefficient of y0 in (47) with β1 = 0, β0 = 1, and this one is for all λ satisfying
all other conditions, and not only at the boundary.

The remaining case to analyze is β0 = 0. The CE SPE in this case would be (from
(46)–(47)):

γ ∗(y1;β1)= 2

3(1+ λ)y1, v∗ = 0, (69)

which is a valid one (that is the cost under γ ∗ is strictly concave in v) if and only if
the multiplying term for v2 is negative, that is

(1− p)
[

4(3λ+ 1)2

9(1+ λ)2 + 16λ

9(1+ λ)2
]

− 1+ 4p < 0,

which simplifies to λ < (5− 32p)/27, for which we need p < 5/32 (for positivity).
To extend the solution to a larger region, we again have to look for an equalizer
policy that annihilates v, and is also best response to v = ξ ∼N(0, σ 2) for some σ 2.
Following the same process as earlier, we start with u= α1y1, and compute the cost
faced by Player 2, where the multiplying term for v2 is:

4(1− p)[(1− α1)
2 + λ(α1)

2]− 1+ 4p.
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Setting this equal to zero, and solving for α1 we obtain the expression given by (63).
Now, the best response by Player 1 to v = ξ is

u= 1

1+ λE[x0 + 2ξ +w0|y1] = 1

λ

(

1− 1

2

√
1− 3λ

)

y1,

where we then invoke the multiplying term above to equal α1 given by (63), which
leads to the following unique expression for σ 2:

σ 2 =
√

1− p
2
√

1− 4p− 3λ
− 3

4
, (70)

which is well-defined and positive provided that

max

(

0,
5− 32p

27

)

< λ<
1− 4p

3
. (71)

Note that the lower bound on λ matches the upper bound in the case of the CE
SPE, and that the SPE policy of Player 1 is continuous across the boundary λ =
(5− 32p)/27.

We now collect all this in the following theorem, which is the main result of this
section.

Theorem 1 The two stage discrete-time stochastic game formulated in this section
admits a saddle-point equilibrium (SPE) provided that

0≤ p < 1

4
and 0< λ<

1− 4p

3
;

otherwise, the upper value of the game is unbounded. The SPE policies of the play-
ers, (γ ∗,μ∗), admit different characterizations in two different regions of the pa-
rameter space, and also depending on whether β0 = 1 or 0:

• For λ ≤ (5 − 32p)/27 and p < 5/32 when β0 = 0, and λ ≤ (3 − 28p)/25 and
p < 3/28 when β0 = 1, γ ∗ and μ∗ are given by (47) and (46), respectively; this
constitutes a certainty-equivalent (CE) SPE.

• For max(0, (5 − 32p)/27) < λ < 1 − (4p/3) and p < 1/4 when β0 = 0, and
max(0, (3 − 28p)/25) < λ < 1 − (4p/3) and p < 1/4 when β0 = 1, the SPE
policies are of the non-CE type, given by

γ ∗(y1, y0;β1, β0)= α1y1 +
(
β1α

1
0 + (1− β1)α

0
0

)
y0 (72)

μ∗(y0;β0)= k0y0 + ξ,

ξ ∼N(0, σ 2), σ 2 =
√

1− p
2
√

1− 45− 3λ
− 3

4
+ 1

8
β0,

(73)

where α1 is given by (63), and the pair (α0
0, α

1
0) is given by (67).
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4 CE SPE of the LQG ZSDG in Continuous and Discrete Time

4.1 Various Approaches Toward Construction of SPE

For a two-person ZSDG (in normal or strategic form), with strategy spaces Γ (for
Player 1, the minimizer) and M (for Player 2, the maximizer), with (expected) cost
function J , defined on Γ ×M, let us recall from (5) that a pair (γ ∗ ∈ Γ,μ∗ ∈M)
is in SPE if

J
(
γ ∗,μ

)≤ J (γ ∗,μ∗)≤ J (γ,μ∗), ∀γ ∈ Γ,μ ∈M.

The general direct approach toward derivation of a SPE would be:

• Fix μ ∈M as an arbitrary policy for Player 2, and minimize J (γ,μ)with respect
to γ on Γ .

• Fix γ ∈ Γ as an arbitrary policy for Player 1, and maximize J (γ,μ) with respect
to μ on M.

• Look for a fixed point, which would then be a SPE.

Even though direct, this approach would entail a very complex process for dynamic
games (in continuous or discrete time), even if they are of the linear-quadratic type.
Unless the information structure is static, the optimization problems involved struc-
turally depend on the selection of arbitrarily fixed policies, rendering the underlying
optimization problems unwieldy.

An alternative (still direct) approach would be a recursive (backward-forward)
one, applicable to discrete-time dynamic games with particular information struc-
tures, and possibly extendable to some classes of continuous-time ZSDGs:

• Proceed recursively at t = T − 1, T − 2, . . . .
• At t , solve for SPE (if exists) of the 1-stage game by fixing in J policies for
t + 1, . . . , T − 1 at their optimum choices and for 0, . . . , t − 1 arbitrarily, with
the former possibly depending on the optimum policies (yet to be determined) at
0,1, . . . , t .

Such a construction is doable, but it is quite tedious (and depends on the specific in-
formation structure, and applies primarily to discrete-time games); for such a deriva-
tion, in a broader Nash equilibrium context, see Başar (1978a).

A third, indirect approach, entails expansion of information structures of the
players, obtaining a SPE in the induced expanded (richer) policy spaces, and then
projecting the solution (contracting it) back to the original policy spaces. Such an
approach works when the SPE values of the two games (one on original policy
spaces and the other one on the expanded ones) are the same, and this is generally
the case if the expansion involves only past actions of the players. Hence, we have
the following process:

• Endow both players with past actions, assuming that they already have access to
the past measurements in terms of which the actions were generated.
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• Any SPE to the original stochastic dynamic game (SDG) is also a SPE to the new
one (but naturally not vice versa).

• Any two SPE of the new SDG are ordered interchangeable.
• Solve for some (conveniently constructed) SP policies for the new SDG, and find

representations (Başar and Olsder 1999) in the original policy spaces.
• Verify for the original SDG that the policies arrived at are indeed in SPE (this step

is a verification of existence, which is much simpler than verifying characteriza-
tion).

A further justification of this indirect approach can be found in Başar (1981). In
the next two subsections, we illustrate the approach on the two LQ ZSDGs intro-
duced and discussed in Sects. 2.1, 2.2, 2.4, and 2.5. While doing this, we have to
keep in mind the features we have observed within the context of the 2-stage ZS
SDG of Sect. 3.

4.2 SPE Property of CE Policies of the LQG ZSDG

We turn here to the continuous-time LQG ZSDG of Sect. 2.1, for which the CE
policies (24)–(25) were offered as a candidate SPE for the original SDG with noise
in the common channel. We now investigate whether these policies are indeed in
SPE for at least some region of the parameter space (as was the case for the 2-stage
game of Sect. 3). Toward this end, we first enlarge the policy spaces of the players to
include also past actions, that is, the players now have access to (y[0,t), u[0,t), v[0,t))
at time t . Denote the corresponding expanded policy spaces for Players 1 and 2
by Γ̃ and M̃, respectively. If y[0,t) was replaced by xt (that is, the perfect state
measurement case) and still allowing players to have access to past actions, the
pair of policies (21)–(22) would still be in SPE (Başar and Olsder 1999), whose CE
counterpart in Γ̃ ×M̃ would still be of the form (24)–(25), with however {x̂t , t ≥ 0}
replaced by {ζt , t ≥ 0}, generated by

dζt = (Aζt +But +Dvt)dt +K(t)(dyt −Hζtdt), ζ0 = 0, t ≥ 0. (74)

Note that the above is still the Kalman filter equation, but driven not only by the
measurement but also by the past actions. Now, one can show using the ordered
interchangeability property of multiple SPE policies that any pair of SP policies
in Γ ×M also constitute a SPE in the expanded policy spaces Γ̃ × M̃ (but not
vice versa) (Başar and Olsder 1999; Başar 1981), and further that by some standard
properties of the LQG control problem discussed in Sect. 2.3, the pair (24)–(25)
indeed constitutes a SPE for the new SDG with expanded policy spaces, provided
that the RDE (23) does not have a conjugate point in the interval [0, tf ], which
is exactly the condition of existence of SPE to the LQG ZSDG with perfect-state
measurements.

Clearly, however, the SP policies above for the SDG with expanded policy spaces
are not implementable even for that game, because they require cooperation on the
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generation of the conditional mean of x, or that estimate ζ (as in (74)) to be gen-
erated by a third party, and supplied to the two antagonistic players, which is not
realistic. To make it real-time implementable, and in line with the adversarial aspect
of the game, we have to replace these policies with ones that allow players to run
their own filters, driven by the common measurement (but not with actions of the
players), as given below:

u∗(t) = γ ∗t (y[0,t))= γ CE
t (zt )=−1

λ
BT Z(t)zt , t ≥ 0, (75)

v∗(t) = μ∗t (y[0,t))= μCE
t (ηt )=DTZ(t)ηt , t ≥ 0, (76)

where z and η are generated by (as counterpart of (74)):

dzt = Âztdt +K(t)(dyt −Hztdt), z0 = 0, t ≥ 0, (77)

dηt = Âηtdt +K(t)(dyt −Hηtdt), η0 = 0, t ≥ 0, (78)

where

Â :=A−
(

1

λ
BBT −DDT

)

Z(t),

K is the Kalman gain, given again by (18), with Λ solving (28).
The policies (γ CE,μCE) given by (75)–(76) constitute representations of the SP

policies in the expanded policy spaces and now belong to Γ ×M, and as such also
constitute SPE for the original SDG, as argued earlier, provided that the response
of Player 1 to (76) and that of Player 2 to (75) are well defined, leading to bounded
costs. For the former, it can be shown easily (and in fact argued without any explicit
computation) that

min
γ∈Γ J

(
γ,μCE)= J (γ CE,μCE),

and particularly that the quadratic function J (u,μCE) is strictly convex in u. This
establishes the right-hand-side of the SP inequality (5). For the left-hand-side in-
equality, on the other hand, we have the LQG optimal control problem

max
μ∈M

J
(
γ CE,μ

)
,

with 2n-dimensional differential constraints:

dxt = (Ax +Dvt)dt − 1

λ
BT Z(t)ztdt + Fdwt, t ≥ 0,

dzt = Ãztdt +K(t)(dyt −Hztdt), z0 = 0, t ≥ 0.

The conjugate-point condition on (23) is not sufficient for this LQG optimal con-
trol problem to be well defined, as the cost J (γ CE, v) could be non-concave in v.
Strict concavity here is in fact the only condition that would be needed for the pair
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(γ CE,μCE) in (75)–(76) to constitute a SPE. Now note that J (γ CE, v) can be written
as

J
(
γ CE, v

) = E

{

|xtf |2Qf +
∫ tf

0

[

|xt |2Q +
1

λ

∣
∣BT Z(t)zt

∣
∣2 − |vt |2

]

dt

}

=: E
{

|mtf |2Q̃f +
∫ tf

0

[|mt |2Q̃ − |vt |2
]
dt

}

,

where m := (xT zT )T , Q̃f := block diag(Qf ,0), and Q̃ := block diag(Q, (1/λ)×
ZBBT Z). Further, m evolves according to

dmt = Ãmtdt + D̃vtdt + F̃ dwt ,

where D̃ := [DT ,0]T , F̃ := [FT ,GT KT ]T , and Ã is a 2n× 2n matrix, whose ij -
th block is, for i, j = 1,2: [Ã]11 := A, [Ã]21 :=KH , [Ã]12 := −(1/λ)BBT Z, and
[Ã]22 := Â−KH .

The condition for strict concavity for this optimization problem, regardless of
the nature of the information available to Player 2, is (Başar and Bernhard 1995)
nonexistence of a conjugate point to the RDE below on the interval [0, tf ]:

Ṡ + SÃ+ ÃT S + SD̃D̃T S + Q̃= 0, S(tf )= Q̃f . (79)

We now collect all this in the theorem below.

Theorem 2 The continuous-time LQG ZSDG of Sect. 2.1 admits a pure-strategy
SPE provided that the RDEs (23) and (79) have well-defined nonnegative-definite
solutions on the interval [0, tf ], in which case the corresponding policies for the
players, in SPE, are given by (75)–(76). These feature a restricted certainty equiva-
lence property.

Remark 1 A number of observations are in order here. First, the policies in SPE for
the SDG are not simple CE versions of the SPE of the deterministic game, that is
they are not the pair (24)–(25), even though they can be derived from the SPE of
the deterministic game by endowing the players with two separate filter equations
even though the players have access to a common measurement channel. Second,
the condition of existence of a pure-strategy SPE for the SDG is more restrictive
than its counterpart for the perfect-state version (or essentially equivalently the de-
terministic game). This would not be surprising in view of the results of Sect. 3
for perhaps the simplest stochastic dynamic game, where the gap between the two
conditions (for existence of pure-strategy SPE in the games with perfect state and
noisy state information) was completely covered by allowing for mixed strategies
(for the maximizing player). It is quite plausible that the same would hold here, but
derivation of such a mixed-strategy SPE for the continuous-time LQG ZSDG still
remains a challenging task.
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4.3 SPE Property of CE Policies of the LQG Discrete-Time ZSDG

We now proceed with an analysis that is the counterpart of the one above (in
Sect. 4.2) for the discrete-time game of Sect. 2.2 and Sect. 2.5, not for the most
general case, but for two scenarios: (i) when there is no failure of channels (that
is p = 0, as in Sect. 3.2), and (ii) the channel provides perfect state measurement,
but intermittently fails (as in Sect. 3.3). In both cases, we obtain restricted CE SPE.
The derivation is a direct counterpart of the one in Sect. 4.2), and hence to avoid
duplication we will just provide the basic results without providing details of the
reasoning and the pathway.

Let us first discuss case (i). In Sect. 2.5, we had offered (34)–(35) as a candidate
SPE pair for this scenario, but as we have argued in the previous subsection, having
a single filter to be shared by both players is not a realistic situation, and hence we
will have to introduce individualized compensators. In view of this, (34)–(35) will
have to be modified as follows:

u∗t = γ ∗t (y[0,t])= γ CE
t (zt |t )=−1

λ
BT Zt+1

(
N−1
t

)T
Azt |t , t = 0,1, . . . , (80)

v∗t = μ∗t (y[0,t])= μCE
t (ηt )=DTZt+1

(
N−1
t

)T
Aηt |t , t = 0,1, . . . , (81)

where zt |t and ηt |t are generated by, with z0|−1 = 0:

zt |t = zt |t−1 +ΛtHT
(
HΛtH

T +GGT )−1
(yt −Hzt |t−1)

zt+1|t = (Nt )−1Azt |t−1

+ (Nt )−1AΛtH
T
(
HΛtH

T +GGT )−1
(yt −Hzt |t−1),

(82)

and, with η0|−1 = 0,

ηt |t = ηt |t−1 +ΛtHT
(
HΛtH

T +GGT )−1
(yt −Hηt |t−1)

ηt+1|t = (Nt )−1Aηt |t−1

+ (Nt )−1AΛtH
T
(
HΛtH

T +GGT )−1
(yt −Hηt |t−1),

(83)

and the sequence {Λt, t = 1,2, . . . , T } is as in (37). By going through similar argu-
ments as in the previous subsection, the pair (80)–(81) provides a SPE, provided that
(33) holds and the quadratic function J (γ CE, v) is strictly concave in v. An explicit
condition can be obtained for the latter in terms of a 2n× 2n discrete-time Riccati
equation, which involves a recursive verification as in (33).

For case (ii), that is when yt = βtxt , t = 0,1, . . . , T − 1, the starting point is the
pair of policies (38)–(39), where as before we endow the players with two separate
compensators, with states ζ 1 and ζ 2, generated by, for i = 1,2,
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ζ it = βtyt + (1− βt )
(

I −
(

1

λ
BBT +DDT

)

Zt+1
(
N−1
t

)T
)

Aζ it−1, ζ i0 = y0.

(84)

Hence, the players’ CE policies become

u∗t = γ ∗t (y[0,t])= γ̃ CE
t (ζt )=−1

λ
BT Zt+1

(
N−1
t

)−1
Aζ 1
t , t = 0,1, . . . , (85)

v∗t = μ∗t (y[0,t])= μ̃CE
t

(
ζ 2
t

)=DTZt+1
(
N−1
t

)−1
Aζt , t = 0,1, . . . , (86)

which, by an argument similar to the earlier case, are in SPE provided that (33)
holds and the quadratic function J (γ̃ CE, v) is strictly concave in v. As before, an
explicit condition can be obtained for the latter in terms of a 2n× 2n discrete-time
Riccati equation, which involves a recursive verification as in (33).

In view of the complete set of results of Sect. 3 for a 2-stage version of this
game, for case (ii), we would not expect a less stringent condition to be obtained
(that is, there would not be any need to expand the policy spaces to include mixed
strategies), whereas for case (i) the extra condition introduced in terms of strict
concavity of J (γ CE, v) in v can be dispensed with by inclusion of mixed strategies.
We do not pursue this any further here.

For the more general case, however, when the channel is noisy and failure prob-
ability is p > 0, still a restricted CE will hold, with z and η in (82)–(83) now in-
corporating the possibility of failures, as in the case of derivation of Kalman filters
with missing measurements (Shi et al. 2010). Here also a strict concavity condition
will be needed for the existence of a pure-strategy SPE, in addition to the one for
p = 0, which however can be dispensed with by inclusion of mixed strategies.

5 Discussion, Extensions, and Conclusions

One important message that this chapter conveys (which applies to more general
differential/dynamic games with similar information structures) is that in zero-sum
stochastic differential/dynamic games (ZS SDGs) a restricted certainty equivalence
(CE) applies if players have a common measurement channel, but the adversarial
nature of the problem creates several caveats not allowing the standard notions of
certainty equivalence or separation prominent in stochastic control problems (Wit-
senhausen 1971a, 1971b; Fleming and Soner 1993; Yüksel and Başar 2013) to find
an immediate extension. Expansion of information structures to include also action
information compatible with the original information, and without increasing payoff
relevant information, appears to be a versatile tool in an indirect derivation of pure-
strategy saddle-point equilibria (SPE), which however does not apply to derivation
of mixed-strategy SPE, as it relies heavily on the ordered interchangeability prop-
erty of multiple pure-strategy SPE. For the same reason, the indirect approach does
not apply to nonzero-sum dynamic games; in fact, Nash equilibria of genuinely
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nonzero-sum stochastic games (unless they are strategically equivalent to zero-sum
games or team problems) never satisfy CE (Başar 1978b). Now, coming back to ZS
SDGs, when a generalized CE SPE exists in some region of the parameter space,
this is not the full story because the game may also admit mixed-strategy SPE out-
side that region, which however has to be obtained using a different approach–using
notions of annihilation and conditional equalization, as it has been demonstrated in
Sect. 3. Hence, expansion of strategy (policy) spaces from pure to mixed helps to
recover the missing SPE.

We have deliberately confined our treatment in this paper to ZS SDGs with sym-
metric information, to be able to introduce a restricted (and in some sense gener-
alized) notion of CE and to show that any attempt of directly extending CE from
stochastic optimal control to games is a path full of pitfalls, even though the prob-
lem (of derivation of SPE) is still tractable, but using an indirect approach (that
makes use of expansion of strategy spaces and ordered interchangeability property
of multiple pure-strategy SPE). As indicated earlier, this approach does not extend
to nonzero-sum games (NZSGs), because expansion of strategy spaces (through
actions) leads to multiplicity of Nash equilibria, and in fact a continuum of them
(Başar and Olsder 1999), and multiple Nash equilibria (NE) are not orderly inter-
changeable. Still, there is another approach to derivation of NE with nonredundant
information, as briefly discussed in Sect. 1, provided that we have a discrete-time
game, with complete sharing of information (that is, a common measurement chan-
nel) or sharing of observations with one step delay (Başar 1978a). The same ap-
proach would of course apply to ZSDGs as well (with one-step delayed sharing),
but then the SPE will not be of the CE type. If there is no sharing of information
(or with delay of two units or more), and players receive noisy state information
through separate channels, then the problem remains to be challenging in both ZS
and NZS settings, unless there is a specific structure of the system dynamics along
with the information structure, as in Nayyar and Başar (2012).

Several fairly direct extensions of the results of this chapter are possible, all in
the ZS setting. First, it is possible to introduce intermittent failure of the common
measurement channel (2) in the continuous-time case, by mimicking (8):

dyt = βt (Hxtdt +Gdwt) or dyt = βtHxtdt +Gdwt, t ≥ 0,

where βt is an independent two-state Markov jump process (or a piecewise deter-
ministic process) with a given rate (jumps are between βt = 1 and βt = 0), and
both players observe realization of this process. The counterpart of the analysis for
the discrete-time case could be carried over to this case also (for a related frame-
work, see Pan and Başar 1995). A variant of this, in both discrete and continuous
time, is the more challenging class of problems where the failure of the transmis-
sion of the common noisy measurement of the state to the players is governed by
two independent Bernoulli processes with possibly different rates. Such ZS SDGs
would involve primarily two scenarios: (i) the players are not aware of the failure of
links corresponding to each other, and (ii) this information is available (that is play-
ers share explicitly or implicitly the failure information) but with one step delay.
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Further extensions to (i) multi-player ZS SDGs (with teams playing against teams,
where agents in each team do not have identical information), and (ii) nonzero-
sum stochastic differential games (with particular type of asymmetric information
among the players) constitute yet two other classes of challenging problems. In all
these problems, including the ones discussed in Sect. 4, characterization of mixed-
strategy SPE (as extension of the analysis of Sect. 3) or NE stand out as challenging
but tractable avenues for future research.
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Policy Interactions in a Monetary Union:
An Application of the OPTGAME Algorithm

Dmitri Blueschke and Reinhard Neck

Abstract In this chapter we present an application of the dynamic tracking games
framework to a monetary union. We use a small stylized nonlinear two-country
macroeconomic model (MUMOD1) of a monetary union to analyse the interac-
tions between fiscal (governments) and monetary (common central bank) policy
makers, assuming different objective functions of these decision makers. Using the
OPTGAME algorithm we calculate equilibrium solutions for four game strategies:
one cooperative (Pareto optimal) and three non-cooperative games: the Nash game
for the open-loop information pattern, the Nash game for the feedback information
pattern, and the Stackelberg game for the feedback information pattern. Applying
the OPTGAME algorithm to the MUMOD1 model we show how the policy makers
react to demand and supply shocks according to different solution concepts. Some
comments are given on possible applications to the recent sovereign debt crisis in
Europe.

1 Introduction

The economic situation in the European Monetary Union (EMU) is relatively unsta-
ble nowadays due to the economic crisis of 2007–2010 and a wide range of struc-
tural problems in the affected countries. At the breakout of the last economic crisis
policy makers tried to cooperate and to use coordinated countercyclical fiscal and
monetary policies to reduce the negative impact of the crisis, placing great emphasis
on the GDP growth rate and unemployment. Unfortunately, the public debt situation
worsened dramatically and we have been facing a severe sovereign debt crisis in Eu-
rope since 2010. Today, there is no consensus among politicians on what is the best
way out of the crisis. The European Monetary Union does not appear to be acting
like a union of cooperating partners speaking with one voice but like a pool of inde-
pendent players seeking gains for their own country only. The core of the problem
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seems to be a lack of agreement about objectives and strategies to pursue. This is
a typical problem of dynamic strategic interaction. Hence, it is appropriate to run a
study of a monetary union using concepts of dynamic game theory.

The framework of dynamic games is most suitable to describe the dynamics of
a monetary union because a monetary union consists of several players with inde-
pendent and different aims and instruments. Even if there are common, union-wide
objectives, each of the players may assign different importance (weights) to these
targets. In addition, the willingness to cooperate to achieve the common goal is
country-specific as well. For these reasons it is necessary to model the conflicts
(‘non-cooperation’) between the players. Such problems can best be modeled us-
ing the concepts and methods of dynamic game theory, which has been developed
mostly by engineers and mathematicians but which has proved to be a valuable an-
alytical tool for economists, too (see, e.g., Başar and Olsder 1999; Van Aarle et al.
2002).

In this chapter we present an application of the dynamic tracking game frame-
work to a macroeconomic model of a monetary union. Dynamic games have been
used by several authors (e.g., Petit 1990) for modeling conflicts between monetary
and fiscal policies. There is also a large body of literature on dynamic conflicts be-
tween policy makers from different countries on issues of international stabilization
(e.g., Hamada and Kawai 1997). Both types of conflict are present in a monetary
union, because a supranational central bank interacts strategically with sovereign
governments as national fiscal policy makers in the member states. Such conflicts
can be analysed using either large empirical macroeconomic models or small styl-
ized models. We follow the latter line of research and use a small stylized non-
linear two-country macroeconomic model of a monetary union (called MUMOD1)
for analysing the interactions between fiscal (governments) and monetary (common
central bank) policy makers, assuming different objective functions of these de-
cision makers. Using the OPTGAME algorithm we calculate equilibrium solutions
for four game strategies, one cooperative (Pareto optimal) and three non-cooperative
game types: the Nash game for the open-loop information pattern, the Nash game
for the feedback information pattern, and the Stackelberg game for the feedback in-
formation pattern. Applying the OPTGAME algorithm to the MUMOD1 model we
show how the policy makers react optimally to demand and supply shocks. Some
comments are given about possible applications to the recent sovereign debt crisis
in Europe.

2 Nonlinear Dynamic Tracking Games

The nonlinear dynamic game-theoretic problems which we consider in this chapter
are given in tracking form. The players are assumed to aim at minimizing quadratic
deviations of the equilibrium values (according to the respective solution concept)
from given target (desired) values. Thus each player minimizes an objective function
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J i given by:

min
ui1,...,u

i
T

J i =
T∑

t=1

Lit
(
xt , u

1
t , . . . , u

N
t

)
, i = 1, . . . ,N, (1)

with

Lit
(
xt , u

1
t , . . . , u

N
t

)= 1

2

[
Xt − X̃it

]′
Ωit
[
Xt − X̃it

]
, i = 1, . . . ,N. (2)

The parameter N denotes the number of players (decision makers). T is the ter-
minal period of the finite planing horizon, i.e. the duration of the game. Xt is an
aggregated vector

Xt :=
[
xt u1

t u2
t · · · uNt

]′
, (3)

which consists of an (nx × 1) vector of state variables

xt :=
[
x1
t x2

t · · · x
nx
t

]′ (4)

and N (ni × 1) vectors of control variables determined by the players i = 1, . . . ,N :

u1
t :=

[
u11
t u12

t · · · u
1n1
t

]′
,

u2
t :=

[
u21
t u22

t · · · u
2n2
t

]′
,

...

uNt := [uN1
t uN2

t · · · u
NnN
t

]′
.

(5)

Thus Xt (for all t = 1, . . . , T ) is an r-dimensional vector, where

r := nx + n1 + n2 + · · · + nN . (6)

The desired levels of the state variables and the control variables of each player
enter the quadratic objective functions (as given by equations (1) and (2)) via the
terms

X̃it :=
[
x̃it ũi1t ũi2t · · · ũiNt

]′
. (7)

Each player i = 1, . . . ,N is assumed to be able to observe and monitor the con-
trol variables of the other players, i.e. deviations of other control variables can be
punished in one’s own objective function. For example, the central bank in a mon-
etary union, which controls monetary policy, can also penalize ‘bad’ fiscal policies
of member countries.

Equation (2) contains an (r × r) penalty matrix Ωit (i = 1, . . . ,N ), weighting
the deviations of states and controls from their desired levels in any time period t
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(t = 1, . . . , T ). Thus the matrices

Ωit =

⎡

⎢
⎢
⎢
⎢
⎣

Qit 0 · · · 0

0 Ri1t 0
...

... 0
. . . 0

0 · · · 0 RiNt

⎤

⎥
⎥
⎥
⎥
⎦
, i = 1, . . . ,N, t = 1, . . . , T , (8)

are of block-diagonal form, where the blocks Qit and Rijt (i, j = 1, . . . ,N ) are

symmetric. These blocks Qit and Rijt correspond to penalty matrices for the states
and the controls respectively. The matrices Qit ≥ 0 are positive semi-definite for

all i = 1, . . . ,N ; the matrices Rijt are positive semi-definite for i �= j but positive
definite for i = j . This guarantees that the matrices Riit > 0 are non-singular, a nec-
essary requirement for the analytical tractability of the algorithm.

In a frequent special case, a discount factor α is used to calculate the penalty
matrix Ωit in time period t :

Ωit = αt−1Ωi0, (9)

where the initial penalty matrix Ωi0 of player i is given.
The dynamic system, which constrains the choices of the decision makers, is

given in state-space form by a first-order system of nonlinear difference equations:

xt = f
(
xt−1, xt , u

1
t , . . . , u

N
t , zt

)
, x0 = x̄0. (10)

x̄0 contains the initial values of the state variables. The vector zt contains non-
controlled exogenous variables. f is a vector-valued function where f k (k =
1, . . . , nx ) denotes the kth component of f . For the algorithm, we require that the
first and second derivatives of the system function f with respect to xt , xt−1 and
u1
t , . . . , u

N
t exist and are continuous.

Equations (1), (2) and (10) define a nonlinear dynamic tracking game problem.
The task, for each solution concept, is to find N trajectories of control variables
uit , i = 1, . . . ,N , which minimize the postulated objective functions subject to the
dynamic system. In the next section, the OPTGAME3 algorithm, which is designed
to solve such types of problems, is presented.

3 The OPTGAME3 Algorithm

We apply the OPTGAME3 algorithm in order to solve the nonlinear dynamic track-
ing games as introduced in the previous section. This section briefly describes the
OPTGAME3 algorithm; for more details about the solution procedures and the nu-
merical methods used, see Blueschke et al. (2013). OPTGAME3 was programmed
in C# and MATLAB. The source code of the algorithm is available from the authors
on request. A very simplified structure of the OPTGAME algorithm is presented in
Table 1.
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Table 1 Algorithm: Rough structure of the OPTGAME algorithm

1: initialize input parameters x0, (
◦
uit )

T
t=1, (x̃it )

T
t=1, (ũijt )

T
t=1, (zt )Tt=1 and f (· · · )

2: calculate tentative paths for states xt = f (xt−1, xt , u
1
t , . . . , u

N
t , zt ), t = 1, . . . , T

3: while the stopping criterion is not met (nonlinearity loop) do

4: for T to 1 (backward loop) do

5: linearize the system of equations: xt =Atxt−1 +∑N
i=1B

i
t u
i
t + ct

6: minJ i , get feedback matrices: Git and git
7: end for

8: for 1 to T (forward loop) do

9: calculate the solution: ui∗t =Gitx∗t−1 + git and x∗t = f (x∗t−1, xt , u
1∗
t , . . . , u

N∗
t , zt )

10: end for

11: at the end of the forward loop, the solution for the current iteration of the nonlinearity
loop is calculated: (ui∗t , x∗t )Tt=1

12: end while

13: final solution is calculated: (ui∗t )Tt=1, (x∗t )Tt=1, J i∗, J ∗

The algorithm starts with the input of all required data. As indicated in step (1),
tentative paths of the control variables (

◦
uit )

T
t=1 are given as inputs. In order to find

a tentative path for the state variables we apply an appropriate system solver like
Newton–Raphson, Gauss–Seidel, Levenberg–Marquardt or Trust region in step (2).
After that the nonlinearity loop can be started where we approximate the solution
of the nonlinear dynamic tracking game. To this end we linearize the nonlinear
system f along the tentative path determined in the previous steps. Note that we do
not globally linearize the system prior to optimization but repeatedly linearize the
system during the iterative optimization process. Accordingly, for each time period t
we compute the reduced form of the linearization of equation (10) and approximate
the nonlinear system by a linear system with time-dependent parameters in step (5).

The dynamic tracking game can then be solved for the linearized system using
known optimization techniques, which results in feedback matricesGit and git in step
(6). These feedback matrices allow us to calculate in a forward loop the solutions
(ui∗t and x∗t ) of the current iteration of the nonlinearity loop and, at the end of the
nonlinearity loop, the final solutions. The convergence criterion for the nonlinearity
loop requires the deviations of solutions of the current from previous iterations to
be smaller than a pre-specified number.

The core of the OPTGAME3 algorithm occurs in step (6) where the lin-
earized system has to be optimized. The optimization technique for minimizing
the objective functions depends on the type of the game or solution concept. The
OPTGAME3 algorithm determines four game strategies: one cooperative (Pareto
optimal) and three non-cooperative games: the Nash game for the open-loop infor-
mation pattern, the Nash game for the feedback information pattern, and the Stack-
elberg game for the feedback information pattern.

Generally, open-loop Nash and Stackelberg equilibrium solutions of affine linear-
quadratic games are determined using Pontryagin’s maximum principle. Feedback
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Nash and Stackelberg equilibrium solutions are calculated using the dynamic pro-
gramming (Hamilton–Jacobi–Bellman) technique. A detailed discussion on how to
calculate the dynamic game solutions depending on the type of the game is given
in Blueschke et al. (2013). Here we apply the algorithm to a model of a monetary
union.

4 The MUMOD1 Model

In this chapter we use a simplified model of a monetary union called MUMOD1,
which improves on the one introduced in Blueschke and Neck (2011) in order to
derive optimal fiscal and monetary policies for the economies in a monetary union.
The model is calibrated so as to deal with the problem of public debt targeting (a sit-
uation that resembles the one currently prevailing in the European Union), but no
attempt is made to describe the EMU in every detail. The model builds on discrete
data, which is a popular way in economics but there are similar frameworks in con-
tinuous time, see, for example, Van Aarle et al. (2002). One of the most important
features of our model is the fact that it allows for different kinds of exogenous shocks
acting on the economies in the monetary union in an asymmetric way. Analyzing
the impact of these different shocks allows us to gain insights into the dynamics of
a monetary union.

In this chapter, we investigate three different shocks on the monetary union:
a negative demand side shock and two negative supply side shocks. Before we
present these three studies it is appropriate to describe the model in detail.

In the following, capital letters indicate nominal values, while lower case letters
correspond to real values. Variables are denoted by Roman letters, model parameters
are denoted by Greek letters. Three active policy makers are considered: the gov-
ernments of the two countries responsible for decisions about fiscal policy and the
common central bank of the monetary union controlling monetary policy. The two
countries are labeled 1 and 2 or core and periphery respectively. MUMOD1 is a styl-
ized model of a monetary union consisting of two homogeneous blocs of countries,
which in the current European context might be identified with the stability-oriented
bloc (core) and the PIIGS bloc (countries with problems due to high public debt).

The model is formulated in terms of deviations from a long-run growth path. The
goods markets are modeled for each country by a short-run income-expenditure
equilibrium relation (IS curve). The two countries under consideration are linked
through their goods markets, namely exports and imports of goods and services. The
common central bank decides on the prime rate, that is, a nominal rate of interest
under its direct control (for instance, the rate at which it lends money to private
banks).

Real output (or the deviation of short-run output from a long-run growth path)
in country i (i = 1,2) at time t (t = 1, . . . , T ) is determined by a reduced form
demand-side equilibrium equation:

yit = δi(πjt −πit )− γi(rit − θ)+ ρiyjt − βiπit + κiyi(t−1)− ηigit + zdit , (11)
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for i �= j (i, j = 1,2). The variable πit denotes the rate of inflation in country i,
rit represents country i’s real rate of interest and git denotes country i’s real fiscal
surplus (or, if negative, its fiscal deficit), measured in relation to real GDP. git in
(11) is assumed to be country i’s fiscal policy instrument or control variable. The
natural real rate of output growth, θ ∈ [0,1], is assumed to be equal to the natural
real rate of interest. The parameters δi , γi , ρi , βi , κi , ηi , in (11) are assumed to be
positive. The variables zd1t and zd2t are non-controlled exogenous variables and
represent demand-side shocks in the goods market.

For t = 1, . . . , T , the current real rate of interest for country i (i = 1,2) is given
by:

rit = Iit − πeit , (12)

where πeit denotes the expected rate of inflation in country i and Iit denotes the
nominal interest rate for country i, which is given by:

Iit =REt − λigit + χiDit + zhpit , (13)

where REt denotes the prime rate determined by the central bank of the monetary
union (its control variable); −λi and χi (λi and χi are assumed to be positive)
are risk premiums for country i’s fiscal deficit and public debt level. This allows
for different nominal (and hence also real) rates of interest in the union in spite
of a common monetary policy due to the possibility of default or similar risk of a
country (a bloc of countries) with high government deficit and debt. zhpit allows
for exogenous shocks on the nominal rate of interest, e.g. negative after-effects of a
haircut or a default (see Blueschke and Neck 2012, for such an analysis).

The inflation rates for each country i = 1,2 and t = 1, . . . , T are determined ac-
cording to an expectations-augmented Phillips curve, i.e. the actual rate of inflation
depends positively on the expected rate of inflation and on the goods market excess
demand (a demand-pull relation):

πit = πeit + ξiyit + zsit , (14)

where ξ1 and ξ2 are positive parameters; zs1t and zs2t denote non-controlled ex-
ogenous variables and represent supply-side shocks, such as oil price increases, in-
troducing the possibility of cost-push inflation; πeit denotes the rate of inflation in
country i expected to prevail during time period t , which is formed at (the end of)
time period t − 1. Inflationary expectations are formed according to the hypothesis
of adaptive expectations:

πeit = εiπi(t−1) + (1− εi)πei(t−1), (15)

where εi ∈ [0,1] are positive parameters determining the speed of adjustment of
expected to actual inflation.

The average values of output and inflation in the monetary union are given by:
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Table 2 Parameter values for
an asymmetric monetary
union, i = 1,2

T θ ω δi , βi , ηi , εi γi , ρi , κi , ξi , λi χi

30 3 0.6 0.5 0.25 0.0125

yEt = ωy1t + (1−ω)y2t , ω ∈ [0,1], (16)

πEt = ωπ1t + (1−ω)π2t , ω ∈ [0,1]. (17)

The parameter ω expresses the weight of country 1 in the economy of the whole
monetary union as defined by its output level. The same weight ω is used for calcu-
lating union-wide inflation in equation (17).

The government budget constraint is given as an equation for government debt
of country i (i = 1,2):

Dit = (1+ ri(t−1))Di(t−1) − git + zhit , (18)

where Di denotes real public debt of country i measured in relation to (real) GDP.
No seigniorage effects on governments’ debt are assumed to be present. zhit allows
us to model an exogenous shock on public debt; for instance, if negative it may
express default or debt relief (a haircut).

Both national fiscal authorities are assumed to care about stabilizing inflation
(π ), output (y), debt (D) and fiscal deficits of their own countries (g) at each time t .
This is a policy setting which seems plausible for the actual EMU as well, with full
employment (output at its potential level) and price level stability relating to country
(or bloc) i’s primary domestic goals, and government debt and deficit relating to its
obligations according to the Treaty of the European Union. The common central
bank is interested in stabilizing inflation and output in the entire monetary union,
also taking into account a goal of low and stable interest rates in the union.

Equations (11)–(18) constitute a dynamic game with three players, each of them
having one control variable. The model contains 14 endogenous variables and four
exogenous variables and is assumed to be played over a finite time horizon. The
objective functions are quadratic in the paths of deviations of state and control vari-
ables from their desired values. The game is nonlinear-quadratic and hence cannot
be solved analytically but only numerically. To this end, we have to specify the
parameters of the model.

The parameters of the model are specified for a slightly asymmetric monetary
union; see Table 2. Here an attempt has been made to calibrate the model parameters
so as to fit for the EMU. The data used for calibration include average economic
indicators for the (then) 16 EMU countries from EUROSTAT up to the year 2007.
Mainly based on the public finance situation, the EMU is divided into two blocs:
a core (country or bloc 1) and a periphery (country or bloc 2). The first bloc has a
weight of 60 % in the entire economy of the monetary union (i.e. the parameter ω
is equal to 0.6). The second bloc has a weight of 40 % in the economy of the union;
it consists of countries with higher public debt and deficits and higher interest and
inflation rates on average. The weights correspond to the respective shares in EMU
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Table 3 Initial values of the
two-country monetary union yi,0 πi,0 πei,0 D1,0 D2,0 RE,0 g1,0 g2,0

0 2 2 60 80 3 0 0

Table 4 Target values for an
asymmetric monetary union ỹit D̃1t D̃2t π̃it π̃Et ỹEt g̃it R̃Et

0 60↘50 80↘60 1.8 1.8 0 0 3

Table 5 Negative symmetric
shock on the demand side t 1 2 3 4 5 6 · · · 30

zd1 −2 −4 −2 0 0 0 · · · 0

zd2 −2 −4 −2 0 0 0 · · · 0

real GDP. For the other parameters of the model, we use values in accordance with
econometric studies and plausibility considerations.

The initial values of the macroeconomic variables, which are the state variables
of the dynamic game model, are presented in Table 3. The desired or ideal values
assumed for the objective variables of the players are given in Table 4. Country 1
(the core bloc) has an initial debt level of 60 % of GDP and aims to decrease this
level in a linear way over time to arrive at a public debt of 50 % at the end of the
planning horizon. Country 2 (the periphery bloc) has an initial debt level of 80 %
of GDP and aims to decrease its level to 60 % at the end of the planning horizon,
which means that it is going to fulfill the Maastricht criterion for this economic
indicator. The ideal rate of inflation is calibrated at 1.8 %, which corresponds to the
Eurosystem’s aim of keeping inflation below, but close to, 2 %. The initial values of
the two blocs’ government debts correspond to those at the beginning of the Great
Recession, the recent financial and economic crisis. Otherwise, the initial situation
is assumed to be close to equilibrium, with parameter values calibrated accordingly.

5 Effects of a Negative Demand-Side Shock

The MUMOD1 model can be used to simulate the effects of different shocks act-
ing on the monetary union, which are reflected in the paths of the exogenous non-
controlled variables, and the effects of policy reactions towards these shocks. In this
section we analyse a symmetric shock which occurs on the demand side (zdi ) as
given in Table 5. The numbers can best be interpreted as being measured as percent-
age points of real GDP.

In the first three periods, both countries experience the same negative demand
shock (zdi ) which reflects a financial and economic crisis like the one in 2007–
2010. After three periods the economic environment of countries 1 and 2 stabilizes
again.
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Fig. 1 Prime rate REt
controlled by the central bank

Here, we investigate how the dynamics of the model and the results of the policy
game (11)–(18) depend on the strategy choice of the decision makers. For this game,
we calculate five different solutions: a baseline solution with the shock but with pol-
icy instruments held at pre-shock levels (zero for the fiscal balance, 3 for the cen-
tral bank’s interest rate), three non-cooperative game solutions and one cooperative
game solution. The baseline solution does not include any policy intervention and
describes a simple simulation of the dynamic system. It can be interpreted as result-
ing from a policy ideology of market fundamentalism prescribing non-intervention
in the case of a recession.

Figures 1–5 show the simulation and optimization results of this experiment.
Figures 1–2 show the results for the control variables of the players and Figs. 3, 4,
5 show the results of selected state variables: output, inflation and public debt.

Without policy intervention (baseline scenario, denoted by ‘simulation’), both
countries suffer dramatically from the economic downturn modeled by the demand-
side shock in the first periods. The output of both countries drops by more than
6 %, which for several European countries is a fairly good approximation of what
happened in reality. This economic crisis decreases their inflation rates and starting
with time period 2 creates a persisting deflation of about −0.5 % to −1 %. Even
more dramatic is the development of public debt. Without policy intervention it
increases during the whole planning horizon and arrives at levels of 240 % of GDP
for country 1 (or core bloc) and 390 % for country 2 (or periphery bloc), which
shows a need for policy actions to preserve the solvency of the governments of the
monetary union.

Fig. 2 Country i’s fiscal surplus git (control variable) for i = 1 (core; left) and i = 2 (periphery;
right)
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Fig. 3 Country i’s output yit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 4 Country i’s inflation rate πit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 5 Country i’s debt level Dit for i = 1 (core; left) and i = 2 (periphery; right)

If the players (the central bank and the governments of the countries) want to
react optimally to the demand-side shocks, their actions and their intensity depend
on the presence or absence of cooperation. For example, optimal monetary policy
has to be expansionary (lowering the prime rate) in all solution concepts considered,
but in the cooperative Pareto solution it is more active during the first 15 periods.
The Nash open-loop solution, in contrast, is more or less constant during the whole
optimization period, which causes the central bank to be less active at the beginning
and relatively more active at the end of the optimization horizon.

With respect to fiscal policy, both countries are required to set expansionary ac-
tions and to create deficits in the first three periods in order to absorb the demand-



62 D. Blueschke and R. Neck

Table 6 Negative symmetric
persistent shock on the supply
side

t 1 2 3 4 5 6 · · · 30

zs1 10 5 0 0 0 0 · · · 0

zs2 10 5 0 0 0 0 · · · 0

side shock. After that a trade-off occurs and the governments have to take care of
the financial situation and to produce primary surpluses. The only exception is the
cooperative Pareto solution: cooperation between the countries and the central bank
(which in this strategy runs a more active expansionary monetary policy) and the
resulting moderate inflation means that the balance of public finances can be held
close to zero. For country 2 it is even optimal to run a slightly expansionary fiscal
policy again during the last 15 periods in the Pareto solution. Even so the countries
are able to stabilize and to bring down their public debts close to the targeted values
under cooperation.

The open-loop Nash solution, which assumes unilateral (not cooperating) com-
mitment for all players, shows a bad performance. The central bank is less active
than in all other solutions. The governments are forced to run restrictive fiscal poli-
cies which show that the trade-off between output and the public debt target is dom-
inated by the latter one. The lack of cooperation between the players and the open-
loop information pattern make the policy makers less flexible and as a result produce
huge drops in output and an unsustainable deflation. Here both countries are trapped
in a deflationary spiral, the possibility of which is frequently discussed these days
for some of the European countries. An economic reason for this result is the lack
of (even weak) time consistency of strategies in this solution concept, which implies
very restrictive fiscal policies.

The non-cooperative Nash feedback and Stackelberg feedback solutions give
very similar results. In comparison to the Pareto optimal solution, the central bank
acts less actively and the countries run more active fiscal policies (except during
the negative demand shock). As a result, output and inflation are slightly below
the values achieved in the cooperative solution, and public debt is slightly higher.
Comparing these results with the ones of the Pareto solution the impact of the coop-
eration can be clearly observed. In the Pareto solution, the central bank cooperates
and is willing to be more active in order to support the countries.

6 Effects of a Persistent Negative Supply-Side Shock

In this section we analyze a symmetric shock which occurs on the supply side (zsi )
as given in Table 6.

We call this shock a ‘persistent’ supply-side shock because after its occurrence
there is no exogenous recovery from it and the system has to adjust to the new situa-
tion endogenously. This shock could be interpreted as a simplified representation of
an oil price shock leading to the worst macroeconomic scenario, stagflation. Here, in
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Fig. 6 Prime rate REt
controlled by the central bank

the first two periods both countries experience the same negative shock (zsi ) which
directly increases the price levels and the inflation rates in the economies.

Figures 6–10 show the simulation and optimization results of this experiment.
Figures 6–7 show the results for the control variables of the players and Figs. 8, 9,
10 show the results of selected state variables: output, inflation and public debt.

Without policy intervention (baseline scenario, denoted by ‘simulation’), both
countries suffer dramatically from the supply-side shock especially in terms of out-
put drop and high inflation. The output of both countries drops by more than 6 %
in the first two periods and improves at very slow rates so that it stays negative (i.e.
below the long-run growth path) during the whole planning horizon. The inflation
rates start with values of more than 10 % and go back to the ‘normal’ values of
about 2 % very slowly. The one and only positive aspect of these high inflation rates
is the resulting development of public debt. Except for the first three periods, where
the effect of the negative deviation of output from the steady-state path outweighs
the impact of the inflation-led depreciation, the public debt stays even below the
targeted values.

If the players want to react optimally to the supply-side shocks, again their ac-
tions and their intensity depend on the presence or absence of cooperation. The
non-cooperative strategies show very similar optimal solutions. A conflict between
the central bank giving high importance to the inflation rate and the local govern-
ments caring more about GDP is well observable. The central bank reacts to the
shock with a restrictive monetary policy in order to decrease the inflation rate. This
restrictive monetary policy becomes less active as time goes by and after 10 to 13

Fig. 7 Country i’s fiscal surplus git (control variable) for i = 1 (core; left) and i = 2 (periphery;
right)
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Fig. 8 Country i’s output yit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 9 Country i’s inflation rate πit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 10 Country i’s debt level Dit for i = 1 (core; left) and i = 2 (periphery; right)

periods (depending on the non-cooperative strategy played) the central bank gradu-
ally switches to an active monetary policy. On the other hand, the governments of
the countries care about output and run expansionary fiscal policies. While coun-
try 1 can concentrate on the output target and therefore runs an expansionary fiscal
policy over the whole optimization period, country 2 is forced to take higher public
debt into account by running a slightly restrictive fiscal policy for certain periods
(between periods 10 and 27). Here the trade-off between the output and public debt
target is clearly visible.

From the results of the Pareto optimal solution is clear once again the benefit of
the cooperation. In the first two periods, where the impact of the supply-side shock
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Table 7 Negative symmetric
reverse shock on the supply
side

t 1 2 3 4 5 6 · · · 30

zs1 10 5 −5 −5 −3 −2 · · · 0

zs2 10 5 −5 −5 −3 −2 · · · 0

Fig. 11 Prime rate REt
controlled by the central bank

is strongest, the central bank supports the countries in reducing the drop in output
by applying an active monetary policy even though the inflation rate stays high.
After these two periods the central bank runs a policy similar to the non-cooperative
solutions but is slightly more active. As a result the outputs of the countries in the
Pareto solution are slightly above and the public debts are slightly below the ones
of the non-cooperative solutions.

7 Effects of a Reverse Negative Supply-Side Shock

In this section we analyze another symmetric shock which occurs on the supply side
(zsi ) as given in Table 7.

We call this shock a ‘reverse’ supply-side shock because after its occurrence
there is a smooth exogenous recovery from it. This shock could be interpreted as a
temporary oil price shock with the oil price first going up and then coming back to
the initial level. Such a temporary oil price shock occurred in the industrial countries
in the 1980s. In the first two periods, both countries experience the same negative
shock (zsi ) which directly increases the price levels in the economies and which is
similar to the shock described in the previous section. After that the shock changes
from the negative to a positive one during four periods.

Figures 11–15 show the simulation and optimization results of this experiment.
Figures 11–12 show the results for the control variables of the players and Figs. 13,
14, 15 show the results of selected state variables: output, inflation and public debt.

Without policy intervention, in the first two periods, both economies show the
same dynamics as in the case of a persistent supply-side shock with a drop in output
by more than 6 % and an increase in the inflation rate to more than 10 %. In contrast
to the persistent shock experiment, the reversion of the shock improves the economic
situation in both countries very quickly except for the dynamics of their public debts.
Now the public debt problem in the uncontrolled scenario grows to dramatic values
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Fig. 12 Country i’s fiscal surplus git (control variable) for i = 1 (core; left) and i = 2 (periphery;
right)

Fig. 13 Country i’s output yit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 14 Country i’s inflation rate πit for i = 1 (core; left) and i = 2 (periphery; right)

Fig. 15 Country i’s debt level Dit for i = 1 (core; left) and i = 2 (periphery; right)
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of around 160 % for the core block and 250 % for the periphery block. This means
that the policy actions of the players have to deal with the trade-off between the
output/inflation problem in the first two periods and the public debt problem for the
later periods.

The optimal policies show more or less similar dynamics for all solution con-
cepts. Monetary policy is expansionary during the whole optimization period, with
the Pareto solution requiring it to be more active at the beginning and the Nash open-
loop solution implying a nearly constant prime rate. The feedback Nash and Stack-
elberg solutions give results which are in between. Fiscal policy is expansionary
during the first part of the supply-side shock for all strategies, requiring the govern-
ments to produce deficits in order to improve their outputs. During the second part
of the supply-side shock, again all strategies require similar policies, but now re-
strictive ones. When the crisis runs out after six periods a slight divergence between
the proposed solutions can be observed. The Nash open-loop requires restrictive
fiscal policies for both countries with slightly higher surpluses for country 2. The
feedback solutions (both Nash and Stackelberg) do not require active fiscal policy at
all from either country. Only some minor adjustments which are less than 0.2 % for
country 1 and 0.5 % for country 2 turn out to be optimal. And due to the cooperation
between the players, in the Pareto solution both countries are able to produce some
low deficits while still fulfilling the desired targets.

In the case of the output target in all game solutions, the situation is better than in
the non-controlled simulation. Instead of the dramatic drop in more than 6 % in the
uncontrolled solution, all game solutions allow the impact of the shock to be reduced
to a high degree: in the Nash open-loop solution to values between 3 and 4 % and
in the feedback Nash and Stackelberg solutions to around 3 %. The Pareto solution
gives the best performance and reduces the drop in output to values between 2 and
3 %. Also for the remaining periods the Pareto solution gives the best results with
output always being higher than in the other game strategies.

Regarding the inflation target all strategies show similar results during the occur-
rence of the crisis with the rate of inflation being more than 10 % in the first two
periods and decreasing quickly afterwards. After the crisis runs out the Pareto solu-
tion is able to stabilize the inflation rate around the target value of 1.8 %. All other
solutions produce inflation rates which lie below. In the case of the Nash open-loop
solution a deflationary development can be observed.

The public debt situation can be fairly well stabilized as compared to the non-
controlled simulation in all game strategies. Only in the last five periods can a slight
divergence be observed. In the case of the Nash open-loop solution public debt goes
up and for the other solution it goes down. This fact can be partially explained by the
well-known effect of the finite horizon on the solution of optimal control problems.

8 Concluding Remarks

In this chapter, we analysed the interactions between fiscal (governments) and
monetary (common central bank) policy makers by applying a dynamic game ap-
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proach to a simple macroeconomic model of a two-country monetary union. Us-
ing the OPTGAME3 algorithm, which allows us to find approximate solutions for
nonlinear-quadratic dynamic tracking games, we obtained some insights into the de-
sign of economic policies facing negative shocks on the demand and the supply side.
To this end we introduce three different shocks on the monetary union: a negative
demand-side shock and two negative supply-side shocks, a persistent and a reverse
one. The monetary union is assumed to be asymmetric in the sense of consisting of
a core with less initial public debt and a periphery with higher initial public debt,
which is meant to reflect the situation in the EMU.

Our results show strong trade-offs between the targets of output and public debt
stabilization. Immediately at the start of the crisis nearly all results propose a coun-
tercyclical fiscal policy for the countries, with a quick switch to public debt sta-
bilization afterwards. The ‘best’ results (in terms of the objective function values
or losses) are achieved by the cooperative Pareto solution with a more active role
played by the central bank. The trade-off between the targets price stability and out-
put stabilization in the case of the supply shocks is less pronounced and is generally
resolved in favor of output stabilization, which is due to the relatively strong reac-
tion of output to the shock. The cooperative solution differs from the noncooperative
ones more markedly in the supply-side scenarios than in the demand-side scenario.
Altogether, the main policy conclusion consists in recommending coordinated fiscal
and monetary policies, which may be interpreted (with caution) as recommending a
fiscal pact involving governments and the common central bank.
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The Dynamics of Lobbying Under Uncertainty:
On Political Liberalization in Arab Countries

Raouf Boucekkine, Fabien Prieur, and Klarizze Puzon

Abstract We consider a framework à la Wirl (Public Choice 80:307–323, 1994)
where political liberalization is the outcome of a lobbying differential game between
a conservative elite and a reformist group, the former player pushing against politi-
cal liberalization in opposition to the latter. In contrast to the benchmark model, we
introduce uncertainty. We consider the typical case of an Arab resource-exporting
country where oil rents are fiercely controlled by the conservative elite. We assume
that the higher the oil rents, the more reluctant to political liberalization the elite is.
Two states of nature are considered (high vs. low resource rents). We then compute
the Markov-perfect equilibria of the corresponding piecewise deterministic differ-
ential game. It is shown that introducing uncertainty in this manner increases the set
of strategies compared to Wirl’s original setting. In particular, the cost of lobbying
might be significantly increased under uncertainty with respect to the benchmark.
This highlights some specificities of the political liberalization in Arab countries
and the associated risks.
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1 Introduction

Rent-seeking activities in countries with developed extraction sectors are abundantly
documented. Examples range from timber industries in the Philippines and Malaysia
(as detailed in Ross 2001) to fossil energy-related sectors like in OPEC countries
(see a recent paper by Gylfason 2001). In general, the rents deriving from the ex-
ploitation of natural resources fall under the fierce control of conservative elites.
These elites typically manipulate national legislation (pretty much in the sense given
by Tullock 1967 to rent-seeking) to perpetuate themselves in power.1 Empirical ev-
idence show that the so-called “resource curse” can be a consequence of the latter
behavior. Bad governance and weak institutions are the main reasons behind the fail-
ures of several resource-rich countries to launch a sustainable growth process (see
Gylfason 2001; Mehlum et al. 2006; Cabrales and Hauk 2011; Tsui 2011). The “re-
source curse” is by no way the mere outcome of an automatic mechanism penalizing
these otherwise blessed countries.

On the other hand, the impact of rent-seeking behavior on economic efficiency
is a quite old idea tracing back to Tullock (1967). Key aspects of the theory are
the strategic and non-strategic behaviors of the players involved in rent-seeking
and their implication to public policy. As players are roughly the representatives
of interest groups in practice, the theory ends up modeling the determinants and
outcomes of lobbying in different theoretical contexts (see Becker 1983; Linster
1994; and Kohli and Singh 1999; for more recent examples of the literature stream
opened by Tullock). An influential contribution is the one by Becker (1983). He
modeled lobbying in a two-player setting, each player with his own lobbying cost
and productivity. It was assumed that the larger lobbying expenditures, the stronger
the lobby and the more effective a player can be in orienting public (fiscal) policy.
However, Becker’s model does not entail any strategic behavior of any sort: each
player acts as if the lobbying effort exerted by the opponent is independent of his
own choice.2 Researchers after Becker have tried to get rid of this shortcoming. To
our knowledge, Wirl (1994) is the first to use differential games in this stream of
literature. Wirl uses a linear-quadratic model to investigate the impact of the game
structure on the outcomes expressed in terms of players’ strategies. Though the gov-
ernment is passive in this framework (in other words, public policy only changes in
response to lobbying actions), the paper has two important contributions. First, the
game structure matters (the open-loop equilibria are, indeed, carefully compared
to the subgame-perfect equilibria derived as linear Markov strategies). Second, in
the subgame-perfect equilibria, optimal lobbying expenditures are remarkably lower
(than those observed in the open-loop case). This provides a rationale for a conjec-
ture made by Tullock. The cost of rent-seeking activities are rather small compared

1The recent Arab Spring uprising shed light on another form of these long lasting rent-seeking
activities, not related to natural resources but to the control of financial and trade flows as it was
the case in Tunisia under the presidency of Benali.
2The main point made by Becker is that increasing competition among interest groups should
improve the efficiency of the tax system.
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to the rents, therefore implying not too high social costs. The reason behind this
striking result is inherent in the feedback nature of the Markovian strategies, which
discourages too aggressive lobbying strategies (see Wirl 1994, for more details).

This paper qualifies this important claim by Wirl by introducing uncertainty. If
the players do not know with certainty the future politico-economic environment,
and provided they are not too averse to risk, they might well depart from the overly
cautious behavior described in Wirl (1994). This is especially the case if they an-
ticipate a favorable evolution of the environment. We apply our framework to the
process of liberalization in oil exporting countries, and more specifically to Arab
countries. The Arab Spring has shown the deep inequalities that characterize the
Arab world. On one hand, there are ruling dynasties who usually control all types of
economic and political activities. On the other, there is a majority of Arab citizens
which are partially or totally excluded from relevant decision-making. A fundamen-
tal characteristic of these countries is the essential role played by the oil rents both
on the political and economic grounds (see Caselli and Cunningham 2009). The
larger these rents are, the bigger the incentives of the elites to stay in power and
to block any initiative to open the political game.3 In many Arab countries, starting
with the Gulf emirates and kingdoms, a lot has been already done towards economic
liberalization, notably in order to attract more foreign direct investment. However,
no significant move has been made in favor of political liberalization (see Dunne
and Revkin 2011, on Egypt).4 We shall consider a framework à la Wirl where po-
litical liberalization is the outcome of a piecewise deterministic differential game
between a conservative elite and a reformist group: oil rents may be high or low
(two states of nature). In the former state of nature, the elite is more reluctant to
political liberalization. This volatility of the benefits from oil rents is inherent in
resource-dependent economies. For instance, van der Ploeg and Poelhekke (2009)
show that liquidity constraints are exacerbated when oil rents are volatile. In a sub-
sequent study, van der Ploeg and Poelhekke (2010) has also observed that natural
resources worsen macroeconomic volatility and thus impede output growth. Tak-
ing into account this context, we thus revisit Wirl’s findings. We particularly show
how uncertainty alter the optimal strategies in the Markov-perfect equilibria. In-
cidentally, we highlight some of the specific risks inherent in the current political
liberalization process in Arab countries.

This paper is structured as follows. Section 2 introduces the dynamic model of
political liberalization. Section 3 considers a setting with uncertainty and derives the
MPE of a piecewise deterministic game. Finally, Sect. 4 concludes.

3Gylfason (2001) makes the point that the elites would eventually block human capital education
to perpetuate themselves in power. As outlined by Boucekkine and Bouklia-Hassane (2011), this
is certainly not the case of Tunisia, the starter in the Arab Spring uprising: more than 20 % of the
Tunisian budget has gone to public education in the last decade, much better than many advanced
European countries.
4Algeria is a case where even economic liberalization efforts have been tightly linked to the level
of the oil barrel, as explained in Boucekkine and Bouklia-Hassane (2011).
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2 Benchmark Model

In this section, the differential game on lobbying proposed by Wirl (1994) is adapted
to the context of the Arab Spring. For the meantime, the case with no uncertainty is
discussed. In the next section, we extend Wirl’s model by considering a stochastic
environment with two states of nature. Throughout the paper, we consider only sym-
metric games (in the precise sense of Wirl, see Sect. 2.1 just below). This is done
for algebraic amenability, as no analytical solution is allowed outside this class of
games. Realistically, players engaged in the political liberalization struggle in Arab
countries do not have equal power since they do not have equal access to oil rents,
etc.5 Nonetheless, the symmetric set-up adopted includes two important features
of political liberalization: the conservative elite is reluctant to liberalization, while
the reformist minority pushes for it. This reluctance is an increasing function of oil
rents. The former point will be apparent in the stochastic extension of the bench-
mark.

2.1 The Setup

We consider two competing players (denoted as i = 1,2) who engage in investment
efforts x1 and x2. Player 1 is a reformist who exerts pressure towards greater political
liberalization. On the other hand, Player 2 prefers a conservative system. In the
context of the Arab Spring, Player 2 can be considered as the elite government who
wants to retain the political status quo. Player 1 represents the groups who prefer
regime change. The state of liberalization is measured by z ∈ (−∞,∞). As in Wirl,
z = 0 is the neutral level of political liberalization. Consequently, the following
differential equation captures the evolution of z in response to the efforts of players
1 and 2:

ż= x1 − x2, (1)

with z(0)= z0 given. As a reformist, Player 1 prefers a higher level of political lib-
eralization. A high value of z, on the other hand, is not beneficial to the conservative
stance of Player 2. Thus, the investment x1 of Player 1 increases z, while Player 2
exerts effort x2 to lower z.

The benefit from the current level of liberalization is denoted by αi(z) with:
α1(z) = a0 + a1z+ a2

2 z
2 and α2(z) = a0 − a1z+ a2

2 z
2. We follow Wirl (1994) by

qualifying this game as a symmetric one. The opposite signs of the second term
in the players’ benefit functions represent their antagonistic interests with regard to
liberalization. Without loss of generality, we assume that a1 > 0. We also assume

5For example, in the Algerian case, the conservative elites benefit from the support of the powerful
National Popular Army and the intelligence services (DRS).
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that a2 ≤ 0 to ensure concavity. Meanwhile, efforts x1 and x2 are also associated
with cost γ (xi)= d

2 (xi)
2.

Players maximize the present value of benefits from liberalization minus the as-
sociated costs, Fi = αi(z)− γ (xi). With an interest rate r > 0, players choose effort
levels to maximize the following objective function subject to the evolution of z
(equation (1)):

max
xi (t)

∫ ∞

0
e−rt

{
αi
(
z(t)

)− γ (xi(t)
)}
dt (2)

The solution to this differential game is essentially the same as the symmetric ver-
sion found in Wirl (1994). In the next subsection, we will summarize the resulting
open-loop and feedback strategies. In Sect. 3, we will provide a comprehensive so-
lution to a game under uncertainty and provide analytical comparisons.

2.2 Open-Loop and Feedback Strategies

As mentioned above, this subsection provides an overview of the open-loop and
Markov-perfect equilibrium (MPE) solutions to the political liberalization game
with no uncertainty. Similar to Wirl (1994), the strategy pair {xO1 (t), xO2 (t), t ∈[0,∞)} comprises an open-loop Nash equilibrium (OLNE) if both strategies, which
depend on t , maximize the respective objective functions of the players. In summary,
the open-loop case (presented in the feedback form) at a symmetric equilibrium re-
sults to:

xO1 = a1

rd
+ 1

4

[

r −
√(

r2 − 8

d
a2

)]

z

xO2 = a1

rd
− 1

4

[

r −
√(

r2 − 8

d
a2

)]

z,

(3)

which leads the system to a unique steady state characterized by:

xO1∞ = a1

rd
= xO2∞; z∞ = 0. (4)

While the open-loop equilibrium is time-consistent, it is not subgame perfect.
That is, using open-loop strategies might not make sense when considering an an-
ticipated change in the evolution of the game. Thus, following literature (Dockner
et al. 2000), feedback strategies are deemed suitable. Utilizing the usual Hamilton–
Jacobi–Bellman (HJB) equations (refer to Wirl 1994, p. 315, for a detailed discus-
sion), the resulting MPE strategies in the case without regime switching are (the
superscript N is used here):
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xN1 = 6a1

d[5r +√(r2 − (12/d)a2)]
+ 1

6

[

r −
√(

r2 − 12

d
a2

)]

z

xN2 = 6a1

d[5r +√(r2 − (12/d)a2)]
− 1

6

[

r −
√(

r2 − 12

d
a2

)]

z,

(5)

which leads the system to a steady state characterized by:

xN1∞ = 6a1

d[5r +√(r2 − (12/d)a2)]
= xN2∞; z∞ = 0. (6)

The strategies computed have some interesting implications. First, note that in the
MPE, the strategy of Player 1 is decreasing in z. This is in strong contrast to Player 2.
In terms of our political liberalization framework, it means that the reformist would
exert less effort when the level of political freedom is rising. The conservative takes
the opposite strategy. Much more interestingly, one can use the previous feedback
rules to conclude that xOi∞ > xNi∞, for i = 1,2, which is the main result of Wirl’s
benchmark. Lobbying activities are lower in the MPE compared to the open loop,
at least in the steady state. Therefore, the social cost of lobbying activities are less
significant than one may expect. This finding is confirmed through some quantitative
exercises.6

3 Political Liberalization Game Under Uncertainty

We now consider the dynamic game of political liberalization under a setting with
uncertainty.

3.1 MPE of the Piecewise Deterministic Game

The symmetric case found in Wirl (1994) is extended by taking into account the
possibility of regime switching. A stochastic differential game is analyzed. More
specifically, we derive the Markov-perfect Nash equilibria of a piecewise determin-
istic game.7

The pay-offs of players 1 and 2 are altered to:

6In the numerical cases studied by Wirl, the comparison is quantitatively striking. The ratio of total
lobbying expenditures in the MPE compared with the open loop is only around one third for the
symmetric case, and even much less in some asymmetric configurations considered.
7We do not consider the piecewise open-loop equilibria as closed-form solutions for this case
are rarely derived in literature (Dockner et al. 2000). For analytical tractability, we thus focus on
feedback strategies.
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F
j

1 = a0 + aj1z+
a2

2
z2 − d

2
(x1)

2

F
j

2 = a0 − aj1z+
a2

2
z2 − d

2
(x2)

2
(7)

Uncertainty is characterized in the coefficient representing the linear benefits in-
curred from liberalization, aji . There exist two states of the world, denoted by j .
In Regime 1, a1

1 = a1. On the other hand, a2
1 = a1 for Regime 2. We assume that

a1 < a1. In the context of the Arab Spring in predominantly oil-rich economies,
Regime 1 can be the state when resource windfalls are high.8 Meanwhile, Regime 2
can be considered as the scenario during which gains from oil are low. Only the
linear term of benefits is dependent on the regime. This assumption is sufficient
to characterize resource volatility inherent in many Arab countries (van der Ploeg
and Poelhekke 2009). More importantly, it captures the heterogeneity in players’
sensitiveness to regime change.9

In Regime 1, oil revenues are high. This makes Player 2 even more reluctant
to liberalization. This relatively higher reluctance translates into the fact that α2(z)

worsens in Regime 1, compared to Regime 2. This is due to a higher a1, in absolute
terms. This means that, by symmetry, Player 1’s gains from liberalization are higher
in the first regime. Furthermore, the probability to switch from Regime 1 to 2 is
denoted as q12 ∈ (0,1). Similarly, the probability of switching from Regime 2 to 1 is
q21 ∈ (0,1). Depending on the current regime and taking into account the switching
probabilities, players maximize the discounted net payoffs in (7) subject to (1).

As discussed in Dockner et al. (2000), the HJB equations are modified and solved
for each regime. The HJB equations for the piecewise deterministic game take the
following form:10

rV
j
i =max

xi

{

F
j
i +

∂V
j
i

∂z
ż+ qj,−j

[
V
−j
i − V ji

]
}

(8)

Suppose we are in Regime 1, the HJB equation for Player 1 is denoted as:

rV 1
1 = max

x1

{

a0 + aj1z+
a2

2
z2 − d

2
(x1)

2 + (B1
1 +C1

1z
)
(x1 − x2)

+ q12

[
(
A2

1 −A1
1

)+ (B2
1 −B1

1

)
z+ (C

2
1 −C1

1)

2
z2
]}

(9)

8In most oil-dependent Arab countries, natural resource rents are usually received by the governing
political elite (Caselli and Cunningham 2009).
9In addition, it allows us to get analytical solutions, which would not be possible by, for instance,
making the entire payoffs be regime dependent.
10Compared to the general form of HJBs utilized in Wirl (1994), there is an additional (last) term
which accounts for the possibility of uncertain regime switching from one regime, j , to the other,
−j .
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where we guess that the value function has the following form

V
j
i (z)=Aji +Bji z+

C
j
i

2
z2 i, j = 1,2.

The first-order condition yields:

x1
1 =

B1
1 +C1

1z

d
(10)

Similarly, from Player 2’s HJB equation, we derive:

x1
2 =−B

1
2 +C1

2z

d
(11)

Substituting x1
1 and x1

2 by the expressions given in (10) and (11) in (9), we obtain
for Player 1 (disregarding the constant terms):

r

(

B1
1z+

C1
1

2
z2
)

= a1
1z+

a2

2
z2 + 1

2d

(
B1

1 +C1
1z
)2

+ (B
1
1 +C1

1z)(B
1
2 +C1

2z)

d

+ q12

(
(
B2

1 −B1
1

)
z+ (C

2
1 −C1

1)

2
z2
)

. (12)

Let’s now proceed with the identification step. From the equation above, we have
the following for Player 1:

B1
1

(

r + q12 − C
1
1 +C1

2

d

)

= a1
1 +

B1
2C

1
1

d
+ q12B

2
1 (13)

(C1
1)

2

2d
−C1

1

(
r + q12

2
− C

1
2

d

)

+ q12
C2

1

2
+ a2

2
= 0. (14)

Similarly, for Player 2:

B1
2

(

r + q12 − C
1
1 +C1

2

d

)

=−a1
1 +

B1
1C

1
2

d
+ q12B

2
2 (15)

(C1
2)

2

2d
−C1

2

(
r + q12

2
− C

1
1

d

)

+ q12
C2

2

2
+ a2

2
= 0. (16)

Suppose instead players are in Regime 2. Following the same methodology as
before, we get:
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B2
1

(

r + q21 − C
2
1 +C2

2

d

)

= a2
1 +

B2
2C

2
1

d
+ q21B

1
1 (17)

(C2
1)

2

2d
−C2

1

(
r + q21

2
− C

2
2

d

)

+ q21
C1

1

2
+ a2

2
= 0 (18)

B2
2

(

r + q21 − C
2
1 +C2

2

d

)

=−a2
1 +

B2
1C

2
2

d
+ q21B

1
2 (19)

(C2
2)

2

2d
−C2

2

(
r + q21

2
− C

2
1

d

)

+ q21
C1

2

2
+ a2

2
= 0. (20)

To identify the parameters relevant for each player, we first consider the system
(14), (16), (18) and (20). Let us assume that Cj parameters are identical for players
in any regime j : Cj1 = Cj2 for j = 1,2. This sounds reasonable since the game is
entirely symmetric in each regime. Substituting these relationships into our system,
we are left with a system of two equations

3

d

(
C1

1

)2 − (r + q12)C
1
1 + q12C

2
1 + a2 = 0

3

d

(
C2

1

)2 − (r + q21)C
2
1 + q21C

1
1 + a2 = 0

(21)

in two unknowns (C1
1 , C2

1 ). Taking the difference between these two equations, one
obtains:

3

d

[(
C1

1

)2 − (C2
1

)2]− (r + q12 + q21)
(
C1

1 −C2
1

)= 0 (22)

Observing (22), two cases are possible: 1. C1
1 �= C2

1 and 2. C1
1 = C2

1 .

• First, suppose that C1
1 �= C2

1 . Then, (22) simplifies to:

C2
1 =

d

3
(r + q12 + q21)−C1

1 . (23)

Using (23), the first equation in (21) can be rewritten as

3

d

(
C1

1

)2 − (r + 2q12)C
1
1 +

dq12

3
(r + q12 + q21)+ a2 = 0. (24)

Assuming that Δ1 = r2 − 12
d
a2 − 4q12q21 > 0, two solutions thus exist

C1−
1 = C1−

2 = C1− = d
6
(r + 2q12 −

√
Δ1)

C1+
1 = C1+

2 = C1+ = d
6
(r + 2q12 +

√
Δ1),

(25)
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each corresponding to a particular C2
1

C2+
1 = C2+

2 = C2+ = d
6
(r + 2q21 +

√
Δ1)

C2−
1 = C2−

2 = C2− = d
6
(r + 2q21 −

√
Δ1).

(26)

Specifically, solutions are (C1−,C2+) and (C1+,C2−).
• Second, consider that C1

1 = C2
1 . Then, the C parameter is the same for both

regimes and for both players. It is equal to

C+ = d

6
(r +√Δ2)

C− = d

6
(r −√Δ2)

(27)

with Δ2 = r2 − 12
d
a2 > 0 if Δ1 > 0. In this case, players’ response to a change in

z is similar to one of Wirl, obtained in the problem with no uncertainty (Sect. 2).

We now turn to the identification of B-parameters by solving the system (13), (15),
(17), and (19). Guessing that Bj2 =−Bij for j = 1,2, this system simplifies to:

B1
1

(

r + q12 − C
1

d

)

= a1
1 + q12B

2
1

B2
1

(

r + q21 − C
2

d

)

= a2
1 + q21B

1
1

Combining these equations, we obtain the general solution for B coefficients:

B1
1 =

(r + q21 −C2/d)a1
1 + q12a

2
1

(r −C2/d)(r −C1/d)+ q12(r −C2/d)+ q21(r −C1/d)
(28)

B2
1 =

(r + q12 −C1/d)a2
1 + q21a

1
1

(r −C2/d)(r −C1/d)+ q12(r −C2/d)+ q21(r −C1/d)
(29)

Depending on the particular C considered, there are four potential solutions to
our uncertain problem. The first type of solution exhibits identical C-parameters in
both regimes. Each player adapts her strategy to changes in the liberalization level in
the same way, whatever the regime. In this sense, this solution looks like Wirl’s out-
come. There also exist solutions for which C-parameters change from one regime
to the other, which gives rise to more considerable differences in players’ behavior.
The next section investigates the properties of these two types of solutions. Particu-
lar attention will be paid to the impact of uncertainty on players’ strategies through
the comparison between solutions for the cases with and without uncertainty.
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3.2 Markov Perfect Equilibria with Regime-Independent
Responses to Political Liberalization

Wirl (1994) has a unique MPE in his deterministic problem. Indeed, he uses a sta-
bility argument to select, among the two possible values of C given in (27), the
negative one. For the sake of comparison, we report players’ strategies at our MPE
with identical Cs, given that C = C− (and Δ2 = r2 − 12

d
a2):11

Proposition 1 Players’ efforts, at MPE, are

x1
1 =

6[(5r + 6q21 +√
Δ2)a

1
1 + 6q12a

2
1]

d[5r +√
Δ2)][5r +√

Δ2 + 6(q12 + q21)] +
1

6
[r −√Δ2]z,

x1
2 =

6[(5r + 6q21 +√
Δ2)a

1
1 + 6q12a

2
1]

d[5r +√
Δ2][5r +√

Δ2 + 6(q12 + q21)] −
1

6
[r −√Δ2]z,

x2
1 =

6[(5r + 6q12 +√
Δ2)a

2
1 + 6q21a

1
1]

d[5r +√
Δ2][5r +√

Δ2 + 6(q12 + q21)] +
1

6
[r −√Δ2]z,

x2
2 =

6[(5r + 6q12 +√
Δ2)a

2
1 + 6q21a

1
1]

d[5r +√
Δ2][5r +√

Δ2 + 6(q12 + q21)] −
1

6
[r −√Δ2]z.

(30)

For each regime separately, the dynamics drive the system toward a steady state
with:

z1∞ = z2∞ = 0, x1
i∞ = 6[(5r + 6q21 +√

Δ2)a
1
1 + 6q12a

2
1]

d[5r +√
Δ2)][5r +√

Δ2 + 6(q12 + q21)] and

x2
i∞ = 6[(5r + 6q12 +√

Δ2)a
2
1 + 6q21a

1
1]

d[5r +√
Δ2][5r +√

Δ2 + 6(q12 + q21)] for i = 1,2.

(31)

By assuming q12 = q21 = 0, a2
1 = a1

1 = a1, one can check that strategies in (30)

reduce to Wirl-type MPE, (xN1 , x
N
2 ) defined in (5). These strategies share similari-

ties with the ones of the deterministic situation. In particular, for the solution with
identical Cs, the effort of Player 1 is always decreasing in z. Regardless of the
regime, the opposite holds for Player 2. When the level of liberalization is higher,
Player 1 would have less incentive to call for reforms as the system is already more
favorable to his interests. On the other hand, a higher z hurts the conservative stance
of Player 2. Hence, in order to counteract this, he exerts more effort.

11In our stochastic framework, we also have a solution corresponding to C = C+, which can’t
be eliminated using the stability argument. However, straightforward calculations reveal that this
solution has undesirable features: the level of liberalization goes to infinity, which implies that the
liberalization effort of Player 2 goes to −∞ (in the absence of nonnegativity constraint on x). That
is why we choose to focus on the other solution, that is also more consistent with Wirl’s outcome.
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However, there are notable differences between equilibrium strategies found
above and those derived for the Wirl-type, symmetric case in Sect. 2.2. The exis-
tence of uncertainty plays an integral role in determining the effort levels of players.
In what follows, results found in Sects. 2.2 and 3.1 are compared analytically. For
ease of notation, we again denote “MPE” as the ones found for the uncertain case
(with identical and different Cs) and “Wirl-type MPE” for the certain case. With
a1

1 > a
2
1 , the following proposition can be established.

Proposition 2

• MPE with identical Cs vs. Wirl-type MPE: xNi > x
j
i for i = 1,2 and j = 1,2 iff

the deterministic economy is associated with a1 = a1
1 . The opposite holds, that is

xNi < x
j
i iff a1 = a2

1 .
• MPE with identical Cs vs. OLNE at the steady state: When a1 = a1

1 , it is straight-

forward that xOi∞ > x
j
i∞ for all i and all j since xOi∞ > xNi∞ and xNi > x

j
i for

all z. When a1 = a2
1 , xji∞ > x

O
i∞, for all i, for all j , if a2

1 < â
2
1 with

â2
1 = a1

1
36rq21

(5r +√
Δ2)(5r +√

Δ2 + 6(q12 + q21)− 36rq12)
. (32)

The proof is relegated to the appendix (see the Appendix). Proposition 2 has sev-
eral implications. First, recall that from (30) it can be shown that x1

i > x
2
i . In the

MPE with identical Cs, the efforts of players are greater when they are in a state
with high windfalls than when they are in the low regime. This finding is analogous

to taking
∂xNi
∂a1

for the deterministic, Wirl-type case. An incremental increase in the
coefficient representing the linear benefits from the liberalization level z implies an
increase in the effort levels. All other things constant, the reformist’s investment will
rise when a1 goes up. Knowing that this increase in a1 may hurt him, the conserva-
tive will invest more to counteract Player 1’s action.

Second, the impact of uncertainty on the comparative relationship between the
MPE with identical Cs and the Wirl-type MPE is not clear-cut. Uncertainty lowers
the equilibrium investment levels in comparison to the case when a1 is surely in a
high state. Assume that players are in Regime 1 at the present. Knowing that there is
a probability that the regime will shift to a setting with low windfalls, players have
less incentive to impact liberalization (i.e. relative to the scenario when they are
certain that they will always be in Regime 1). Consequently, we find the following
relationship: xNi > x

j
i when a1 = a1

1 . Contrast this to the case when a1 = a2
1 . The

opposite is observed when comparing our MPE to the Wirl-type MPE for the low
state. Suppose players are in Regime 2. Since there is a possibility that the regime
will alter to a system with higher windfalls, they invest more. Due to an anticipation
of a potential shift to the high state, the MPE with identical Cs is higher relative to
the Wirl-type MPE for the low state: xNi < x

j
i .

Third, the steady state levels of the MPE with identical Cs and the OLNE can
be compared. When a1 = a1

1 (high state regime), the open-loop equilibrium invest-
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ments are greater than the MPE with identical Cs when z∞ = 0. Similar to the deter-
ministic case, players exert relatively less effort into affecting the level of political
liberalization. This is because feedback strategies among players are characterized
by a dynamic retaliation mechanism. Whenever Player 1 succeeds in shifting the
liberalization level towards his favor, she knows that Player 2 will retaliate more.
As Wirl (1994) argued, this common knowledge deters aggressive strategies. How-
ever, this is not the case when a1 = a2

1 . In particular, the above-mentioned obser-
vation does not apply when a2

1 is low enough. At the steady state, the OLNE for
the symmetric case in the low state is below the MPE with identical Cs. Even in
the potential presence of retaliation, the existence of uncertainty induces players to
exert more effort compared to the OLNE in the low state. Remember that for the
Wirl-type solution, players know that they will always be in the low state. Com-
pare this when they are facing uncertainty. Suppose they are initially in Regime 2.
The possibility of shifting to Regime 1 may imply more aggressive investment. As
a result, the cost of lobbying along the MPE equilibria under uncertainty might be
significantly increased with respect to Wirl’s deterministic benchmark. In the con-
text of the political liberalization process at stake in Arab countries, this highlights
the property that oil volatility is likely to generate significant social costs inherent in
the game. This is contrary to what is predicted by standard deterministic theory. The
higher the uncertainty, the larger the social costs as strategies will become more ag-
gressive. Furthermore, independent of the economic costs associated with resource
prices in exporting countries, this volatility will make the political liberalization
process itself more costly. Another complication of uncertainty is the emergence of
alternative strategies which do not show up in deterministic frameworks.

3.3 Markov Perfect Equilibria with Regime-Driven Responses to
Changes in Liberalization

The solution discussed in the preceding section can be contrasted with a (C1,C2)-
type of solution, with C1, C2 given in (25)–(26). Players’ reaction to a change in
the liberalization level is dependent on the current regime of the economy. Given
that a certain regime is more favorable to a player than the other, it will be useful to
investigate how this regime-driven reaction affects the properties of the solution. In
the next proposition, we present equilibrium strategies for the case whereC1 = C1−,
C2 = C2+, and Δ1 = r2 − 12

d
a2 − 4q12q21. A discussion about the features of this

solution and how it compares to the Wirl-type MPE is later conducted.12

12The conclusions drawn from analysis of the other MPE candidate, corresponding to (C1+,C2−),
are qualitatively similar to the ones obtained for (C1−,C2+). For this reason, this case is not dealt
with by the subsequent study.
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Proposition 3 Suppose there exists a MPE with regime-driven response to changes
in liberalization, then the strategies are given by

x1
1 =

6[(5r + 4q21 −√
Δ1)a

1
1 + 6q12a

2
1 ]

d[(5r −√
Δ1)(5r +√

Δ1)+ 4
√
Δ1(q21 − q12)+ 20(r(q12 + q21)− q12q21)]

+ 1

6
(r + 2q12 −

√
Δ1)z,

x1
2 =

6[(5r + 4q21 −√
Δ1)a

1
1 + 6q12a

2
1 ]

d[(5r −√
Δ1)(5r +√

Δ1)+ 4
√
Δ1(q21 − q12)+ 20(r(q12 + q21)− q12q21)]

− 1

6
(r + 2q12 −

√
Δ1)z,

x2
1 =

6[(5r + 4q12 +√
Δ1)a

2
1 + 6q21a

1
1 ]

d[(5r −√
Δ1)(5r +√

Δ1)+ 4
√
Δ1(q21 − q12)+ 20(r(q12 + q21)− q12q21)]

+ 1

6
(r + 2q21 +

√
Δ1)z,

x2
2 =

6[(5r + 4q12 +√
Δ1)a

2
1 + 6q21a

1
1 ]

d[(5r −√
Δ1)(5r +√

Δ1)+ 4
√
Δ1(q21 − q12)+ 20(r(q12 + q21)− q12q21)]

− 1

6
(r + 2q21 +

√
Δ1)z.

(33)

It is out of the scope of this paper to provide a full analysis of the ergodicity
properties of the solutions. However, we can mention some distinctive features of
the alternative MPEs through a separate analysis of our two regimes involved. Pay-
ing attention to Regime 2, from (33), we observe that the limit value of z is infinite,
positive or negative depending on the sign of the initial level of liberalization z0. As
mentioned in footnote 11, this means that if the economy were to stay in Regime 2
for a sufficiently long interval of time, then Player 2’s effort would become negative.
It is also worth checking how the system behaves in Regime 1. Indeed, it turns out
that Regime 1’s dynamics are qualitatively similar to the ones of Regime 2 when
one assumes

−3
a2

d
< q12(r + q12 + q21), (34)

because under this condition, C1−,C2+ > 0.
Given that the economy randomly switches from Regime 1 to Regime 2, and

vice-versa, one may prefer imposing the opposite of (34). The resulting dynamics
of Regime 1 are similar to the ones holding at the Wirl-type MPE or at our MPE
with identical response to changes in liberalization. It implies that the limit value of
z would be zero whereas x1

1 and x1
2 would reach finite values.13

Several remarks can be discussed from the comparison of the solution in Proposi-
tion 3 and the Wirl-type MPE. First, the impact of an increase in z on effort levels is

13Thus, in some sense, the dynamical system valid in Regime 1 offsets the explosive trend of
Regime 2.
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different from those observed from the Wirl-type MPE (and the MPE with identical
Cs). From (33), notice the obvious effect of a higher z on the efforts of players in the
second regime. In Regime 2, Player 1’s (Player 2) investment increases (decreases)
with z. Regardless of the switching probabilities, Regime 2 is always character-
ized by the above-mentioned results. The low state of a2

1 gives greater incentive to
Player 1 to exert more effort when z increases. This is because he wants to take
more advantage from political liberalization. There exists a form of intensified rein-
forcement. In contrast, when z goes up, Player 2 knows it becomes more favorable
to Player 1. Knowing that exerting effort is costly, it is actually strategic for Player 2
to lessen his investment. When z already acquired a much higher level, it might be
more difficult for him to shift the system to his favor. There is deterrence in his
incentive to change the system.

From the discussion above, the reasoning is less obvious for Regime 1. The find-
ings are similar to those in Regime 2 only when Condition (34) is satisfied. This is
more likely, given that switching probabilities are high enough. In this case, the strat-
egy of Player 1 increases with respect to the state z while the opposite is relevant for
Player 2. When the C-parameters are different, the impact of uncertainty becomes
more prominent. Interestingly, the results become the inverse of those observed for
the deterministic, Wirl-type MPE. Suppose players are currently in Regime 1. Given
a relatively high probability of switching to Regime 2, an incremental increase in
z induces Player 1 to exert more effort. This happens because Player 1 knows that
he obtains less linear benefits from liberalization in Regime 2 (due to lower a1).
With the anticipation that he might be in Regime 2 the next period, Player 1 tries
to compensate and invests more aggressively in the favorable Regime 1. In contrast,
Player 2’s effort in Regime 1 decreases with z when the likelihood of switching to
Regime 2 is high enough. Given that Regime 2 is more favorable to Player 2, i.e. a1

is reasonably lower, then he has less incentive to invest in Regime 1.
If Condition (34) does not hold, then the results in Regime 1 are similar to those

found in the MPE with identical Cs and the Wirl-type MPE. Indeed, when players
are in Regime 1 and the probability of switching to Regime 2 is rather low, their
incentives are different from those observed when they are Regime 2. Knowing that
there is a higher likelihood that he will stay in the favorable Regime 1, Player 1
invests less when political liberalization is more prevalent. Meanwhile, a higher z
combined with being in Regime 1 harms the other player more. Player 2 mitigates
this by trying to shift the system to his favor, i.e. exert more effort against liberal-
ization.

Finally, it is worth noting that when a2 = 0, the MPE strategies are constant for
the Wirl-type MPE and the solution with identical Cs. However, because switching
probabilities appear in the solution for different Cs, this is not the case for the MPE
with dissimilar C-parameters. The strategies of players in the MPE with different
Cs still vary with z. Taking into account the role of uncertainty (i.e. C varies for
each regime), the effort levels do not remain constant. Player 1’s (Player 2) effort is
always increasing (decreasing) in z. The explanation for this result utilizes a similar
logic as above.
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4 Conclusion

In this paper, we have developed a dynamic game of political liberalization under
uncertainty. This is done by using the context of the Arab Spring in resource-rich
countries. It has been observed that effort levels of reformists (those who benefit
from greater liberalization) and conservatives (those who are against liberalization)
tend to differ depending on the setup of the game. In the case with no uncertainty,
the strategy of the reformist decreases with respect to the liberalization level while
the opposite is true for the conservative. In striking difference, opposite results were
observed in the case with uncertainty. When the regime switching probabilities are
high enough, the reformist’s effort increases with respect to the state z. On the other
hand, the conservative’s investment decreases with intensified political liberaliza-
tion. In the presence of uncertainty and greater likelihood of regime shift, an in-
crease in z reinforces the reformist’s incentive to induce change. In contrast, when z
goes up, the conservative is in a less favorable position and is surprisingly deterred
from altering the system. Finally, it was observed that in certain circumstances, the
cost of lobbying might be significantly increased under uncertainty with respect to
Wirl’s benchmark. In the context of the political liberalization in Arab countries,
this implies oil volatility is likely to generate significant social costs. Increased un-
certainty in rents will make the political liberalization process itself more costly.
This aggravates the economic costs associated with volatility of resource prices in
exporting countries.

Subject to analytical tractability, the present model may be extended in the fol-
lowing directions. First, one may introduce uncertainty in the cost functions, e.g. it
is less costly to invest in Regime 1 than in 2. Second, one may explore a different
stochastic environment by incorporating a Wiener-type process that may affect the
evolution of political liberalization.

Appendix

A.1 Proof of Proposition 1

A.1.1 MPE with Identical Cs vs. Wirl-Type MPE

Here we compare the MPE in the deterministic case (Wirl-type results)

xNi = 6
a1

d[5r +√(r2 − (12/d)a2)]
± 1

6

[

r −
√(

r2 − 12

d
a2

)]

z,

with the MPE obtained with uncertain regime switching and identical Cs. In case of
Regime 1,



The Dynamics of Lobbying Under Uncertainty 85

x1
i = 6

[5r + 6q21 +
√
(r2 − (12/d)a2)]a1

1 + 6q12a
2
1

d[5r +√(r2 − (12/d)a2)][5r +
√
(r2 − (12/d)a2)+ 6(q12 + q21)]

± 1

6

[

r −
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r2 − 12

d
a2

)]

z,

and in case of Regime 2,

x2
i = 6

[5r + 6q12 +
√
(r2 − (12/d)a2)]a2

1 + 6q21a
1
1

d[5r +√(r2 − (12/d)a2)][5r +
√
(r2 − (12/d)a2)+ 6(q12 + q21)]

± 1

6

[

r −
√(

r2 − 12

d
a2

)]

z.

• Let us first consider that the deterministic a1 is the high one: a1 = a1
1 . Then, it

is trivial to show that xji < x
N
j ⇔ a2

1 < a
1
1 for i, j = 1,2 and for all z. This is

satisfied by definition.
• Next, suppose that the deterministic a1 is the one corresponding to Regime 2:
a1 = a2

1 . Then, one can check easily that xji > x
N
i ⇔ a2

1 < a
1
1 for i, j = 1,2 and

for all z, which is true by definition.

A.1.2 MPE with Identical Cs vs. OLNE at the Steady State

Again, we make a distinction between two cases, depending on whether the deter-
ministic a1 is the high one or not. Following Wirl (1994), attention is paid only to
the steady state.

When a1 = a1
1 , the comparison is straightforward: from what we learnt in the

preceding appendix, we know that xji < x
N
i for all z. In particular, it holds that

x
j
i∞ < x

N
i∞ (recall that in both cases, z∞ = 0). In addition, Wirl (1994) has shown

that xNi∞ < x
O
i∞. So, we have xji∞ < x

O
i∞ for all i, j = 1,2.

When a1 = a2
1 , the comparison is less obvious because, at the same time, xji∞ >

xNi∞ and xNi∞ < x
O
i∞. In Regime 1, from the definition of the open-loop solution (see

equation (3)),

x1
i∞ < xOi∞ ⇔ [

(5r +√Δ2)
(
5r + 6(q12q21)+

√
Δ2
)− 36rq12

]
a2

1

< 6r(5+ 6q21 +
√
Δ2)a

1
1 .

Note that the coefficient in the LHS is larger than the one in the RHS. So, given that
a1

1 > a
2
1 , x1

i∞ < x
O
i∞ is equivalent to

a2
1 <

6r(5+ 6q21 +√
Δ2)

[(5r +√
Δ2)(5r + 6(q12q21)+√

Δ2)− 36rq12]a
1
1,

this defines an upper bound ã2
1 on the coefficient a1 valid in the low regime.
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In Regime 2, following the same approach, we obtain that

x2
i∞ < xOi∞

⇔ [
(5r +√Δ2)

(
5r + 6(q12q21)+

√
Δ2
)− 6r(5r + 6q12 +

√
Δ2)

]
a2

1

< 36rq21a
1
1,

the coefficient in the LHS being again larger than the one in the RHS. Hence, x2
i∞ <

xOi∞ is equivalent to

a2
1 <

36rq21

[(5r +√
Δ2)(5r + 6(q12q21)+

√
Δ2)− 36rq12]

a1
1,

this defines a second boundary â2
1 on the coefficient a1 valid in the low regime.

Now, given that ã2
1 > â

2
1 , a2

1 < â
2
1 implies that xji∞ < x

O
i∞ for i, j = 1,2 when

a1 = a2
1 .

This completes the proof.
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A Feedback Stackelberg Game of Cooperative
Advertising in a Durable Goods Oligopoly

Anshuman Chutani and Suresh P. Sethi

Abstract Cooperative advertising is an important mechanism used by manufac-
turers to influence retailers’ promotional decisions. In a typical arrangement, the
manufacturer agrees to reimburse a fraction of a retailer’s advertising cost, known
as the subsidy rate. We consider a case of new product adoption of a durable good
with retail oligopoly, in which a manufacturer sells through a number of indepen-
dent and competing retailers. We model the problem as a Stackelberg differential
game with the manufacturer as the leader and the retailers as followers. The man-
ufacturer announces his subsidy rates for the retailers, and the retailers in response
play a Nash differential game to increase their cumulative sales and choose their
optimal advertising efforts. We obtain feedback Stackelberg strategies consisting of
manufacturer’s subsidy rates and retailers’ optimal advertising efforts. We obtain
the conditions under which it is optimal for the manufacturer to not offer any adver-
tising subsidy and study the role of retail competition on the manufacturer’s subsidy
rates decisions. For a special case of two retailers, using a linear demand formula-
tion, we present managerial insights on issues such as: dependence of subsidy rates
on key model parameters, impact on channel profits and channel coordination, and
finally, a case of an anti-discrimination legislation which restricts the manufacturer
to offer equal subsidy rates to the two retailers.

1 Introduction

Firms spend huge sums of money in advertising, particularly in competitive markets.
For some product categories, a firm’s market performance and competitiveness over
its competitor relies heavily upon its advertising and promotional strategy. Quite
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often, the responsibility of local advertising lies with the retailers as they usually
have much better knowledge about customers and local advertising channels such
as TV stations, local newspapers, radio stations, etc. Since advertising can be quite
expensive, a retailer might not advertise to the extent desired by the manufacturer,
whose product the retailer is selling. In such a case, the manufacturer may consider
providing some incentive to the retailer to advertise more. An important incentive
comes in the form of cooperative advertising, an important and commonly used ar-
rangement in which the manufacturer agrees to reimburse a fraction of the retailer’s
advertising expenditures in selling his product (Bergen and John 1997). This frac-
tion is commonly known as the ‘subsidy rate.’

Cooperative advertising is a fast growing activity amounting to billions of dollars
a year, and it can be a significant portion of the advertising budgets of a manufac-
turer. Nagler (2006) found that the total expenditure on cooperative advertising in
2000 was estimated at $15 billion, compared with $900 million in 1970. Recent
estimates put a figure of more than $25 billion for 2007. According to Dant and
Berger (1996), as many as 25–40 % of local advertisements and promotions are co-
operatively funded. In addition, Dutta et al. (1995) reported that the subsidy rates
differ from industry to industry: it was 88.38 % for consumer convenience products,
69.85 % for other consumer products, and 69.29 % for industrial products.

Many researchers in the past have used static models to study cooperative adver-
tising. Berger (1972) modeled cooperative advertising in the form of a wholesale
price discount offered by a manufacturer to his retailer as an advertising allowance.
He concluded that both the manufacturer and the retailer can do better with cooper-
ative advertising. Dant and Berger (1996) extended the Berger model to incorporate
demand uncertainty. Kali (1998) studied cooperative advertising from the perspec-
tive of coordinating a manufacturer-retailer channel. Huang et al. (2002) allowed
for advertising by a manufacturer in addition to cooperative advertising. They also
justified their static model by making a case for short-term effects of promotion.

Jørgensen et al. (2000) formulated a dynamic model with cooperative advertis-
ing as a Stackelberg differential game between a manufacturer and his retailer with
the manufacturer as the leader. They considered short term as well as long term
forms of advertising efforts made by the retailer as well as the manufacturer. They
showed that the manufacturer’s support of both types of retail advertising benefits
both channel members more than the support of only one type, and support of one
type is better than no support at all. Jørgensen et al. (2001) modified the above model
by introducing decreasing marginal returns to goodwill and studied two scenarios:
a Nash game without advertising support and a Stackelberg game with support from
the manufacturer as the leader. They characterized stationary feedback policies in
both cases. Jørgensen et al. (2003) explored the possibility of advertising coopera-
tion even when the retailer’s promotional efforts may erode the brand image. Karray
and Zaccour (2005) extended the above model to consider both the manufacturer’s
national advertising and the retailer’s local promotional effort. All of these papers
use the Nerlove–Arrow (1962) model, in which goodwill increases linearly in adver-
tising and decreases linearly in goodwill, and there is no interaction term between
the sales and the advertising effort in the dynamics of sales. He et al. (2009) solved
a manufacturer-retailer Stackelberg differential game with cooperative advertising
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using the Sethi (1983) model. He et al. (2011) considered a cooperative advertising
channel consisting of a manufacturer selling its product through two retailers. In
their study, they used a Lanchester-style extension of the Sethi model, in which the
two competitors split the total market.

In this chapter, we study cooperative advertising in the case of durable goods.
A durable good can be defined as a commodity which, once purchased by the con-
sumer, does not need to be repurchased for a lengthy period of time. Examples of
durable goods include cars, TV’s, microwave ovens, washing machines, etc. The
market potential of such items depletes with time as cumulative sales increase and,
eventually, saturation is reached. The advertising decisions for such products can be
crucial, particularly in the early stages of their diffusion in the market. The mod-
eling of durable goods sales dynamics is important in economics and management
science. Many researchers in the past have studied the sales-advertising dynamics to
study new product adoption for durable goods. Mahajan et al. (1990) review some
of these models. A well known example of such a model is the Bass (1969) model
of innovation diffusion, given by

Ẋ(t)= a(1−X(t))+ bX(t)(1−X(t)), (1)

where X(t) is the cumulative sales by time t , and a and b are positive constants.
Many researchers have extended this model by highlighting the dependence of these
constants on pricing and advertising policies. Feichtinger et al. (1994) reviewed
such models. From the point of view of our research, we use the following model
developed recently by Sethi et al. (2008):

Ẋ(t)= ρu(t)D(p(t))√1−X(t), X(0)=X0 ∈ [0,1], (2)

where X(t) is the cumulative sales by time t with the total market potential
normalized to one, D(p(t)) is the demand as a function of price p(t) with
∂D(p(t))/∂p(t) < 0, u(t) is the advertising effort rate at time t , and ρ is the ef-
fectiveness of advertising. Krishnamoorthy et al. (2010) presented its duopolistic
extension in which the sales-dynamics is given by

Ẋi(t)= ρiui(t)Di
(
pi(t)

)√
1−X1(t)−X2(t), Xi(0)=Xi0 ∈ [0,1], i = 1,2,

(3)

where the subscript i refers to firm i, i = 1,2.
We study a dynamic cooperative advertising model for a retail market oligopoly

of a durable product. We use an oligopolistic extension of (3), specified in the next
section as our sales dynamics. The manufacturer sells his product through n inde-
pendent and competing retailers and may choose to share their advertising costs. We
model the problem as a Stackelberg differential game in which the manufacturer, as
the leader announces his subsidy rates for the n retailers, and the retailers, acting
as followers, respond by choosing their respective advertising efforts. The retailers,
thus compete among themselves to increase their cumulative sales and play a Nash
differential game to find their optimal advertising efforts.
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To the best of our knowledge, with the exception of Chutani and Sethi (2012a),
there has not been much work addressing the issue of manufacturer’s promotional
support decisions for a dynamic market of durable goods. Chutani and Sethi (2012a)
studied optimal pricing and advertising decisions for a retailer duopoly of durable
goods. They considered the wholesale and retail prices, the retailers’ advertising
efforts, and the manufacturer’s subsidy rates to the retailers’ advertising efforts as
decision variables. They found that for a linear demand formulation, the manufac-
turer’s optimal subsidy rates are constant and independent of the model parameters.
In this chapter, we study an oligopoly of n retailers with only the retailers’ advertis-
ing efforts and the manufacturer’s subsidy rates to those efforts as decision variables.
By keeping the wholesale and retail prices as exogenously given, we can focus only
on the advertising decisions. This allows us to obtain important managerial insights
on such key issues as dependence of subsidy rates on various model parameters,
threshold conditions for non-zero subsidy rates, channel coordination with optimal
subsidy rates, and the impact of an anti-discrimination legislation when applied to
subsidy rates.

In comparison to Chutani and Sethi (2012b) who also study cooperative advertis-
ing in a retailer oligopoly setting for a perishable goods market, we focus on durable
goods such as refrigerators and vacuum cleaners. In our paper, the state variable is
cumulative sales to account for the fact that those who have already purchased the
good are no longer in the market, and its derivative, namely the sales rate, enters into
the objective function. On the other hand, with frequently purchased goods such as
soft drinks and soaps, the customers do not exit the market after their purchases,
although they may switch to other brands for their future purchases. Thus in the
perishable goods setting, the state is the rate of sales, expressed often times as a
fraction of the market potential. It is this sales rate that enters directly into the ob-
jective function and makes the model of Chutani and Sethi (2012b) quite different
from the model discussed in this chapter. There is another difference between the
two models, i.e., the absence of the decay term in (3). This is due to the fact that
the cumulative sales, which have already taken place, do not decay. In the perishable
goods case, on the other hand, the decay term is ascribed to the effect of factors such
as competition, product obsolescence, forgetting, etc., on the change in the rate of
sales.

Thus, we make contributions to the existing literature in areas of cooperative
advertising, durable goods sales-advertising dynamics, and supply chain coordina-
tion by answering the following key research questions. First, what are the optimal
subsidy rates of the manufacturer and the optimal advertising responses by the re-
tailers in feedback form for a durable goods retail oligopoly? Second, is cooperative
advertising always optimal for the manufacturer, or are there cases under which it
is optimal for the manufacturer not to offer any subsidy to the retailers? Moreover,
whenever possible, we find a threshold condition, based on model parameters, which
delineates the cases under which no subsidy is optimal for the manufacturer. Third,
what role does retail level competition play on the subsidy rate policies? Fourth,
how do subsidy rates depend on various model parameters? Fifth, what is the im-
pact of a coop advertising program on the profits of all the members in the channel?
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How does the channel profit with coop program compare to that without coop ad-
vertising, and to the integrated channel profit? Can coop advertising lead to better
channel coordination? Finally, sixth, what are the effects of an anti-discrimination
legislation that restricts the manufacturer to offer equal subsidy rates to his retail-
ers. How does it impact the optimal subsidy rates, profits of all the members in the
channel, and the total channel profit?

The rest of the chapter is organized as follows. In Sect. 2 we describe the model
in detail, followed by some preliminary results in Sect. 3. In Sect. 4, we consider a
special case of identical retailers and obtain some explicit analytical results along
with some useful insights. In Sect. 5, we study a special case of two competing
retailers. We perform numerical analysis in a general case and examine the effect
of various model parameters on the optimal subsidy rates in the special case of
linear demand. In the same section, we discuss the issue of channel coordination
with cooperative advertising. In this special case of two retailers, we discuss an
extension in which the manufacturer is required to offer equal subsidy rates, if any,
to both the retailers. We also study the impact of such an anti-discriminatory act on
the profits of all the channel members and on the performance of the channel as a
whole. Finally, we conclude the chapter and summarize our findings in Sect. 6.

2 The Model

We consider a model in which a manufacturer sells his product through n indepen-
dent and competing retailers, labeled 1,2, . . . , n. The manufacturer may subsidize
the advertising expenditures of the retailers. The subsidy, expressed as a fraction of
a retailer’s total advertising expenditure, is referred to as the manufacturer’s subsidy
rate to that retailer. We now introduce key notation used in the chapter:

t Time t ∈ [0,∞),
i Indicates retailer i, i = 1,2, . . . , n, when used as a subscript,
Xi(t) ∈ [0,1] Cumulative normalized sales of retailer i,
X̄(t)=∑N

j=1Xi(t) Total cumulative sales combined over n retailers,
X(t)≡ (X1(t),X2(t), . . . ,Xn(t)) Cumulative sales vector of n retailers at time t ,
ui(t) Retailer i’s advertising effort rate at time t ,
wi Wholesale price for retailer i,
pi Retail price of retailer i,
pi −wi =mi Margin of retailer i,
θi(t)≥ 0 Manufacturer’s subsidy rate for retailer i at time t ,
Θ(X(t))≡ (θ1(X(t)), . . . , θn(X(t))) Subsidy rate vector in feedback form at
time t ,
Di Demand of goods sold by retailer i, Di ≥ 0,
ρi > 0 Advertising effectiveness parameter of retailer i,
r > 0 Discount rate of the manufacturer and the retailers,
Vi , Vm Value functions of retailer i and of the manufacturer, respectively,
V I Value function of the integrated channel.
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Fig. 1 Sequence of events

Without any loss of generality, we assume that the manufacturing cost of the product
is zero. Thus, the margin for the manufacturer from retailer i is equal to the whole-
sale price wi . Furthermore, we use the standard notations, i.e., ViXj = ∂Vi/∂Xj ,
i = 1,2, . . . , n, j = 1,2, . . . , n, and VmXi = ∂Vm/∂Xi and VXi = ∂V/∂Xi , i =
1,2, . . . , n. For simplicity, X(t) and Θ(X(t)) are also referred to as X, and Θ(X),
respectively

We normalize the total market potential to be one and the cumulative normalized
sales of the retailer i, at time t to be denoted by Xi(t), i = 1,2, . . . , n. The rate of
change of cumulative units sold, which is the instantaneous rate of sales, is denoted
by Ẋi(t), and is given by

Ẋi(t)= dXi(t)
dt

= ρiui(t)Di
√

1− X̄(t), Xi(0)=Xi ∈ [0,1], i = 1,2, . . . , n,

(4)

where X̄(t) =∑n
j=1Xj(t) is the cumulative sales of the manufacturer at time t ,

ui(t) is the retailer i’s advertising effort at time t , ρi is the effectiveness of firm i’s
advertising, and Di is the demand of retailer i. The state of the system is denoted
by the cumulative sales vector, i.e., X(t) ≡ {Xi(t)} = (X1(t),X2(t), . . . ,Xn(t)).
The sequence of events is shown in Fig. 1. The manufacturer as the Stackelberg
leader announces the subsidy rate θi(t) for retailer i, i = 1,2, . . . , n, at time t . The
retailers, acting as followers respond by choosing their respective advertising efforts
ui(t), i = 1,2, . . . , n, by playing a Nash differential game to increase their sales.

For a solution of our game, we adopt the concept of a feedback Stackelberg equi-
librium (see, e.g., Başar and Olsder 1999, and Bensoussan et al. 2014). This type of
equilibrium is subgame perfect as well as strongly time-consistent (see Başar and
Olsder 1999). Accordingly, the manufacturer’s subsidy rates policy, denoted by its
subsidy rate vector Θ(X) ≡ (θ1(X), θ2(X), . . . , θn(X)), is expressed as a function
of the cumulative sales vector X ≡ (X1,X2, . . . ,Xn). Thus, the subsidy rates at
time t ≥ 0 are θi(X(t)), i = 1,2, . . . , n. The retailers in response choose their opti-
mal advertising efforts by solving their respective optimization problems. The cost
of advertising is quadratic in the advertising effort, representing a marginal dimin-
ishing effect of advertising. The use of such quadratic cost function is common in



Coop Advertising in a Durable Goods Oligopoly 95

the literature. Retailer i’s optimal control problem is to maximize the present value
of his profit stream over the infinite horizon, i.e.,

Vi(X) = max
ui(t)≥0,t≥0

∫ ∞

0
e−rt

(
(pi −wi)Ẋi(t)

− (1− θi
(
X(t)

))
u2
i (t)

)
dt, i = 1,2, . . . , n, (5)

subject to (4), where pi − wi = mi equals the margin of retailer i and Vi(X) is
referred to as the value function of retailer i. The vector X = (X1,X2, . . . ,Xn) is
the vector of initial conditions such that Xi ≥ 0, ∀i = 1,2, . . . , n and

∑n
i=1Xi ≤ 1.

The solution to the Nash differential game defined by (4)–(5) gives retailer i’s feed-
back advertising effort ui(X(t)), i = 1,2, . . . , n, which, with a slight abuse of nota-
tion, can be written as ui(X1,X2, . . . ,Xn | θ1(X1,X2, . . . ,Xn), . . . , θn(X1,X2, . . . ,

Xn))≡ ui(X | θ(X)), i = 1,2, . . . , n.
The manufacturer anticipates the retailers’ optimal responses and incorporates

them into his optimization problem, which is a stationary infinite horizon optimal
control problem:

Vm(X) = max
0≤θi (t)≤1

i=1,2,...,n,t≥0

∫ ∞

0
e−rt

n∑

j=1

[
wjẊj (t)

− θj (t)
[
uj
(
X(t) | θ1(t), . . . , θn(t)

)]2]
dt, (6)

subject to for i = 1,2, . . . , n

Ẋi(t)= ρiui
(
X(t) | θ1(t), . . . , θN(t)

)
Di

√
1− X̄, Xi(0)=Xi ∈ [0,1]. (7)

The solution to the optimal control problem (6)–(7) gives the optimal subsidy policy
in feedback form, which is expressed as θ∗i (X1,X2, . . . ,Xn)≡ θ∗i (X). We can also
write retailer i’s feedback advertising policy, with a slight abuse of notation, as
u∗i (X)≡ u∗i (X | θ∗1 (X), . . . , θ∗n (X))≡ u∗i (X |Θ∗(X)), i = 1,2, . . . , n.

The subsidy rate and advertising policies, θ∗i (X) and u∗i (X), i = 1,2, . . . , n, re-
spectively, constitute a feedback Stackelberg equilibrium of the problem (4)–(7).
Substituting these policies into the state equations (4) gives the cumulative sales
vector X∗(t) = (X∗

1(t),X
∗
2(t), . . . ,X

∗
n(t)), t ≥ 0, and the decisions of the manu-

facturer and the retailers, as θ∗i = θ∗i (t) = θ∗i (X(t)) and u∗i = u∗i (t) = u∗i (X∗(t)),
i = 1,2, . . . , n, t ≥ 0, respectively.

3 Preliminary Results

We first solve retailer i’s problem to find the optimal advertising policy u∗i (X |
Θ(X)), given the subsidy rates θi(X), i = 1,2, . . . , n, announced by the manu-
facturer. The Hamilton–Jacobi–Bellman (HJB) equation for the value function of
retailer i, i = 1,2, . . . , n, is
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rVi(X) = max
ui≥0

[

(pi −wi)ρiuiDi
√

1− X̄

− (1− θi(X)
)
u2
i +

n∑

j=1

ViXj ρjujDj

√
1− X̄

]

, (8)

where ViXj represents the marginal increase in the total discounted profit of retailer
i, i = 1,2, . . . , n, with respect to an increase in the cumulative sales of retailer j ,
j = 1,2, . . . , n.

Remark 1 Although we have restricted θi(X), i = 1,2, . . . , n, to be nonnegative, it
is obvious that 0≤ θi(X) < 1, i = 1,2, . . . , n. This is because, if the optimal subsidy
rate for a retailer were greater than or equal to one, then that retailer would choose to
have an infinite level of advertising, resulting in the manufacturer’s value function
to be −∞. This would mean that the manufacturer would have even less profit than
he would have by not subsidizing any retailer at all. Since the manufacturer is the
leader, it also follows that optimal subsidy rates are less than one.

We now obtain the optimal advertising policy of a retailer i, given the subsidy
rate policy of the manufacturer.

Proposition 1 For a given subsidy rate policy θi(X), i = 1,2, . . . , n, the optimal
feedback advertising decision of retailer i is

u∗i = u∗i (X |Θ)= (pi −wi + ViXi )ρiDi
√

1− X̄
2(1− θi(X)) , i = 1,2, . . . , n, (9)

and the value function Vi(X) satisfies the partial differential equation

rVi(X)= (1− X̄)
[
(pi −wi + ViXi )2ρ2

i Di
2

4(1− θi(X)) +
∑

j �=i

VjXj (pj −wj + VjXj )ρ2
j

2(1− θj (X))
]

.

(10)

Proof Using the first-order conditions w.r.t. ui in (8), i = 1,2, . . . , n, we obtain (9),
and then use (9) in (8) to obtain (10). The second order conditions are also satisfied
as it can be seen that Vi(X) is concave in ui . �

We can see that the advertising effort by retailer i increases with his demand Di
and with the marginal benefit of his own market share. Moreover, the advertising ef-
fort is greater for a higher un-captured market (1− X̄). Taking into account retailers’
optimal responses to his subsidy rates policy, the manufacturer solves his problem
to obtain his optimal subsidy rates. The HJB equation for the manufacturer’s value
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function Vm(X) is

rVm(X)= max
θi≥0,i=1,2,...,n

n∑

j=1

[
(wj + VmXj )ρju∗jDj

√
1− X̄− θju∗j 2]

.

Using (9), we can rewrite the above HJB equation as

rVm(X)

(−1+ X̄) = max
θi≥0

i=1,2,...,n

n∑

j=1

[
(pj −wj + VjXj )

× (2(wj + VmXj )(−1+ θj )+ (pj −wj + VjXj )θj
)
ρ2
jD

2
j

/(
4(−1+ θj )2

)]
. (11)

We can now obtain the manufacturer’s optimal subsidy rates policy as shown below.

Proposition 2 The manufacturer’s optimal subsidy rate for retailer i is

θ∗i (X)=max
{
θ̂i (X),0

}
, i = 1,2, . . . , n, (12)

where

θ̂i (X)= 2(wi + VmXi )− (pi −wi + ViXi )
2(wi + VmXi )+ (pi −wi + ViXi )

, i = 1,2, . . . , n, (13)

and the manufacturer’s value function Vm(X) satisfies

rVm(X)

(−1+ X̄) =
n∑

j=1

[
(pj −wj + VjXj )

× (2(wj + VmXj )
(−1+ θ∗j (X)

)+ (pj −wj + VjXj )θ∗j (X)
)
ρ2
jD

2
j

/(
4
(−1+ θ∗j (X)

)2)
]
. (14)

Proof The first-order conditions w.r.t. θi , i = 1,2, . . . , n, in (11) give a unique solu-
tion, i.e., θ̂i , i = 1,2, . . . , n, as shown in (13). This along with Remark 1 yields the
optimal subsidy rates policy as in (12). Finally, we obtain (14) by using (12) in (11).
In order to verify the second-order conditions for the optimality of the subsidy rates,

we compute the Hessian matrix ∂2Vm(X)
∂θi∂θj

, i = 1,2, . . . , n, j = 1,2, . . . , n. We find

that ∂
2Vm(X)
∂θi∂θj

= 0 for i �= j , and ∂2Vm(X)

∂θ2
i

< 0 when we use θi = θ̂i , i = 1,2, . . . , n.

Therefore, the Hessian matrix is negative definite for θi = θ̂i , ∀i = 1,2, . . . , n, and
the second-order conditions are satisfied. �

Equation (13) shows that the optimal subsidy rate offered by the manufacturer
to retailer i increases as the manufacturer’s marginal profit with respect to the cu-
mulative sales of retailer i increases. Thus, the manufacturer provides more support
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to the retailer who offers a higher marginal profit from his sales to the manufac-
turer. However, as a retailer’s own marginal profit with respect to his cumulative
sales increases, then the subsidy rate offered by the manufacturer to that retailer
decreases. This is because the manufacturer is aware that the retailer has his own
incentive to increase his sales by advertising more, and so the manufacturer would
lower his subsidy rate to that retailer. Moreover, by using (13) in (9), we see that

u∗i (X)= 1
4 (ρiDi(pi)(2(wi+VmXi )+ (pi−wi+ViXi ))

√
1− X̄), which shows that

the advertising effort by retailer i increases with the marginal profit of the retailer
as well as that of the manufacturer with respect to his cumulative sales.

To obtain the optimal advertising and subsidy rate strategies which constitute a
feedback Stackelberg equilibrium, we must find continuously differentiable func-
tions Vi(X), i = 1,2, . . . , n, and Vm(X) that satisfy equations (10) and (14), respec-
tively. As in Sethi et al. (2008), we look for affine value functions

Vi(X) = βi(1− X̄), i = 1,2, . . . , n, (15)

Vm(X) = α(1− X̄), (16)

where α and βi , i = 1,2, . . . , n, are constants, and later show that these solve (10)
and (14). In order to obtain the coefficients α and βi , i = 1,2, . . . , n, we see from
(15) and (16) that

ViXi = ViXj = βi, and VmXi = α, i = 1,2, . . . , n, j = 1,2, . . . , n, j �= i.
(17)

We can also see that with (15)–(16), θ̂i (X) and θ∗i (X), i = 1,2, . . . , n, given in (12)
and (13) will be constants, and thus, can be simply denoted as θ̂i and θ∗i , respec-
tively, i = 1,2, . . . , n.

We compare the coefficients of Xi , i = 1,2, . . . , n, and the constant term of the
value functions Vi(X), and Vm(X) in equations (10), (14), and (15)–(16), and obtain
the following nonlinear system of equations to be solved for the coefficients α and
βi , i = 1,2, . . . , n:

4rβi = − (pi −wi − βi)
2ρ2
i D

2
i

(−1+ θ∗i )

+
∑

j �=i

2βi(pj −wj − βj )ρ2
jD

2
j

(−1+ θ∗j )
, i = 1,2, . . . , n, (18)

4rα =
n∑

j=1

[

(pj −wj − βj )ρ2
jD

2
j

× (2(wj − α)(1− θ
∗
j )− (pj −wj − βj )θ∗j )
(1− θ∗j )2

]

, (19)

θ∗i = max

{
2(wi − α)− (pi −wi − βi)
2(wi − α)+ (pi −wi − βi) ,0

}

, i = 1,2, . . . , n. (20)
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Using (17) and (20), we can obtain a condition under which the manufacturer
will support retailer i. We define

Pi = 2(wi + VmXi )− (pi −wi + ViXi )
= 2(wi − α)− (pi −wi − βi), i = 1,2, . . . , n. (21)

The optimal subsidy rate for retailer i will clearly depend on the sign of Pi ,
i = 1,2, . . . , n. Thus, when Pi > 0, the manufacturer supports retailer i, otherwise
he does not. When Pi ≤ 0, ∀i, no retailer gets advertising support from the man-
ufacturer. In this case, θ∗i = 0, i = 1,2, . . . , n, and the set of equations given by
(18) can be solved independently of (19) for the coefficients βi , i = 1,2, . . . , n. By
computing the coefficients α and βi , i = 1,2, . . . , n, when θ∗i = 0, i = 1,2, . . . , n,
we can write the conditions for a zero subsidy rate for each retailer, i.e., Pi ≤ 0,
i = 1,2, . . . , n, in terms of the model parameters pi , wi , ρi and Di , i = 1,2, . . . , n.

In general, it is difficult to obtain an explicit solution of the system of equations
(18)–(20). However, in the special case of identical retailers, defined by m1 =m2 =
· · · = mn (i.e., p1 − w1 = p2 − w2 = · · · = pn − wn), D1 = D2 = · · · = Dn, and
ρ1 = ρ2 = · · · = ρn, we can obtain some explicit results, including the values of
Pi , i = 1,2, . . . , n. In addition to this, when M1 =M2 = · · · =Mn i.e., w1 =w2 =
· · · = wn), more explicit results can be obtained. In the general case, nevertheless,
it is easy to solve the system numerically and study the dependence of the subsidy
rates on the various model parameters. We now consider some special cases to get
some insights into the problem.

4 Special Case: n Identical Retailers

Let mi = pi −wi =m, Di =D, and ρi = ρ, i = 1,2, . . . , n. Without loss of gener-
ality, we can assume that w1 >w2 >w3 > · · ·>wn−1 >wn, which is equivalent to
p1 <p2 < · · ·<pn. In order to obtain the condition under which none of the retail-
ers will be supported (i.e., Pi ≤ 0, i = 1,2, . . . , n), we set θ∗i = 0, i = 1,2, . . . , n, in
equations (18)–(19) and then solve for βi , i = 1,2, . . . , n, and α in an explicit form
to obtain Pi , i = 1,2, . . . , n, as follows:

Pi = 2wi

[

1− 2D2m2ρ2

2r + (n+ 1)D2mρ2 +√4r2 + 4nrD2mρ2 + (n− 1)2D4m2ρ4

]

− 2W−i
[

2D2m2ρ2

2r + (n+ 1)D2mρ2 +√4r2 + 4nrD2mρ2 + (n− 1)2D4m2ρ4

]

− (n− 1)D2mρ2 − 2r +√4r2 + 4nrD2mρ2 + (n− 1)2D4m2ρ4

(2n− 1)D2ρ2
, (22)

where W−i =∑n
j=1
j �=i
wj . The derivation of (22) is shown in the Appendix. We can

now conclude the following result.
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Proposition 3 When Pi ≤ 0, i = 1,2, . . . , n, we have a non-cooperative equilib-
rium in which it is optimal for the manufacturer not to support any retailer. Fur-
thermore, if Pi > 0 and Pj ≤ 0, j = 1,2, . . . , n, j �= i, we have θ∗i > 0 and θ∗j = 0,
j = 1,2, . . . , n, j �= i, that is, the manufacturer supports retailer i only.

We can observe that Pi is linear in wj , i = 1,2, . . . , n, j = 1,2, . . . , n. In Pi , the
coefficient of wi is positive and that of wj , j �= i is negative. Thus, Pi increases as
the margin of the manufacturer from retailer i (which is the same as the wholesale
price charged from retailer i) increases, and it decreases as the margin from any
other retailers decreases. As retailer i pays a higher wholesale price to the manu-
facturer, his likelihood of receiving advertising support from the manufacturer in-
creases. Moreover, this increase in wi further hampers the case of retailer j , j �= i,
in getting support from the manufacturer. This is intuitive because it is beneficial for
the manufacturer to support the retailer who is more profitable to him and increase
his sales, and since the n retailers compete for the same market, it comes at a cost
for the other n− 1 retailers. Indeed, it can be seen that

Pi − Pj = 2(wi −wj), (23)

which means that wi > wj implies Pi > Pj . Thus, when Pi ≤ 0 and Pj ≤ 0 for
i �= j , retailer i will be the first to start receiving a positive subsidy rate, whenever
changes in the parameters (m,D, ρ) cause the sign of Pi to change from negative to
positive, and retailer j will never receive any support as long as wi > wj . In other
words, a retailer who pays a higher wholesale price is more likely to get a positive
subsidy rate from the manufacturer when compared to a retailer who offers a lower
wholesale price.

To further enhance the understanding of our results, we assume that the discount
rate is very small, i.e., r ≈ 0. Under this condition, the expressions for Pi can be
simplified to

Pi = 2wi(n− 1)

n
− 2W−i

n
− 2m(n− 1)

(2n− 1)
, (24)

where W−i =∑n
j=1
j �=i
wj . Equation (24) yields some useful insights from our anal-

ysis of the case of identical retailers for small values of the discount rate. We can
see from (24) that if wi is less than the average wholesale price of other n − 1
retailers, i.e., W−i

(n−1) , then retailer i will not be supported. In addition, if the retail-
ers are also symmetric (i.e., w1 = w2 = · · · = wn), then Pi < 0, i = 1,2, . . . , n,
and no retailer will be supported. If we assume that wj = 0, j = 2,3, . . . , n,
j �= 1, so that only retailer 1 sells the manufacturer’s product and all other re-
tailers compete with retailer 1, then, under competition, the condition for support
for retailer 1 is w1

(n−1)
n

≥ m (n−1)
(2n−1) = (p1 − w1)

(n−1)
(2n−1) . Furthermore, if the num-

ber of retailers n is very large, then retailer i receives advertising support when
wi > m/2 = (pi − wi)/2, i.e. when the manufacturer’s margin from retailer i is
at-least half of retailer i’s margin.
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5 Special Case: Two Non-identical Retailers

In this section, we further explore our model in the case of two non-identical retail-
ers, to get some useful managerial insights. We look into issues such as dependence
of subsidy rates on different model parameters, issue of channel coordination and
profits of the channel members with cooperative advertising, and a case of anti-
discriminatory legislation.

5.1 Numerical Analysis

We perform numerical analysis to study the dependence of the manufacturer’s sub-
sidy rates on wholesale prices (w1,w2), retailers’ margins (p1 −w1,p2 −w2), and
advertising effectiveness coefficients (ρ1, ρ2). We consider a linear demand form
and study the impact of the price sensitivity of demand on the subsidy rates. In this
analysis, we first take a base case with a value for each parameter and then vary
different parameters one by one to study their impacts on θ∗1 and θ∗2 . To study the
effect of retailer 1’s margin, we vary p1 and keep all other parameters unchanged.
Similarly, by changing w1 and keeping all other parameters constant, we study the
impact of manufacturer’s margin. We consider the following demand specification
for given retail prices:

Di = 1− ηipi, i = 1,2, (25)

where ηi represents the price sensitivity of the demand. The linear demand function
is popular in the literature (e.g., Petruzzi and Dada 1999; Sethi et al. 2008; Krish-
namoorthy et al. 2010). We perform numerical analysis for a wide range of parame-
ters and present some representative results for a base case of w1 =w2 = 0.3, p1 =
p2 = 0.6, η1 = η2 = 1, and ρ1 = ρ2 = 1. Thus in the base case m1 =m2 = 0.3.

(a) Effect of the manufacturer’s margin Fig. 2: We vary w1 to change the manufac-
turer’s margin from retailer 1, but also change p1 accordingly to keep retailer
1’s margin (p1−w1) constant. Note that as p1 increases retailer 1’s demandD1

decreases. We find that asw1 increases, the manufacturer starts offering a higher
subsidy rate to retailer 1, rewarding him for providing a higher margin. Retailer
2’s subsidy rate decreases initially and then increases. The retailer who offers a
higher margin (wholesale price) to the manufacturer gets a higher subsidy rate.

(b) Effect of the manufacturer’s margin and changing retailer 1’s margin Fig. 3:
We vary w1 to change the manufacturer’s margin and keep p1 constant, thereby
changing retailer 1’s margin as well. As w1 increases, the manufacturer offers a
higher subsidy rate to retailer 1 and reduces the subsidy rate to retailer 2. Since
p1 remains constant, retailer 1’s margin decreases as w1 increases, so he has
less incentive to advertise. The manufacturer rewards retailer 1, now that he
gives him a higher margin, by increasing his subsidy rate, and simultaneously
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Fig. 2 Subsidy rates vs. w1,
fixed p1 −w1

Fig. 3 Subsidy rates vs. w1

reduces the subsidy rate of retailer 2. The manufacturer gives a higher subsidy
rate to the retailer who gives a higher margin.

(c) Effect of retail price (and hence retailer’s margin) Fig. 4: As p1 increases, re-
tailer 1’s margin increases and demand D1 decreases. With a higher p1, the
manufacturer knows that retailer 1 has a higher incentive of his own to adver-
tise more. Moreover as retailer 1’s demand decreases, the manufacturer sees a
greater possibility of increase in its sales through retailer 2. The combined ef-
fect of these factors makes the subsidy rate for retailer 1 to decrease and that
of retailer 2 to increase gradually. The retailer with the lower retail price gets a
higher subsidy rate.

(d) Effect of the advertising effectiveness parameter Fig. 5: As the advertising ef-
fectiveness of retailer 1 increases, the subsidy rates for both retailers decrease.
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Fig. 4 Subsidy rates vs. p1

Fig. 5 Subsidy rates vs. ρ1

The rate of decrease is higher for retailer 2 than for retailer 1. All other parame-
ters being the same, the retailer with the higher advertising effectiveness gets a
higher subsidy rate.

(e) Effect of the price sensitivity of demand Fig. 6: As η1 increases,D1 = 1−η1p1
decreases. The manufacturer increases the subsidy rate for both retailers. The
retailer with the higher price sensitivity gets a lower subsidy rate.

5.2 Channel Coordination

In this section, we analyze the impact of cooperative advertising arrangement on
the profits of the manufacturer and the retailers, and thereby investigate the role
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Fig. 6 Subsidy rates vs. η1

of cooperative advertising in coordinating the channel and improving the overall
channel profit. We compare the value functions of the channel members and that
of the channel as a whole in three cases: (i) an integrated channel in which the
advertising decisions are taken on the basis of maximization of the total combined
profit of the manufacturer and the retailers, (ii) a decentralized channel with optimal
subsidy rates, where the manufacturer chooses the optimal subsidy rates and the
retailers decide their optimal levels of advertising, and (iii) a decentralized channel
without any cooperative advertising.

In the integrated channel case, the optimization problem to decide the optimal
level of advertising can be written as follows:

V I (X1,X2)= max
u1(t)≥0,u1(t)≥0,t≥0

∫ ∞

0
e−rt

(
p1Ẋ1(t)+ p2Ẋ2(t)− u2

1(t)− u2
2(t)

)
dt

(26)

subject to

Ẋi(t)= dXi(t)
dt

= ρiui(t)Di
√

1−X1(t)−X2(t), Xi(0)=Xi ∈ [0,1], i = 1,2.

(27)

The HJB equation for the integrated channel value function V I is

rV I (X1,X2)= max
u1(t)≥0,u1(t)≥0,t≥0

[
p1Ẋ1 + p2Ẋ2 − u2

1 − u2
2 + V IX1

Ẋ1 + V IX2
Ẋ2
]
,

(28)

where Ẋ1 and Ẋ2 are given by (27). Using (27) in the HJB equation (28) and apply-
ing the first-order conditions for maximization with respect to u1 and u2, we obtain
the following
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Proposition 4 The optimal feedback advertising policies for the integrated channel
are

u∗1 =
ρ1

2
D1(p1 + VX1)

√
1−X1 −X2,

u∗2 =
ρ2

2
D2(p2 + VX2)

√
1−X1 −X2,

(29)

and the value function of the integrated channel satisfies the partial differential
equation

4rV I (X1,X2)= (1−X1 −X2)
[
(p1 + VX1)

2ρ2
1D

2
1 + (p2 + VX2)

2ρ2
2D

2
2

]
. (30)

Proof We obtain (29) by applying the first-order conditions with respect to u1 and
u2 in the HJB equation (28), and (30) can be obtained by using (29) and (27) in
(28). �

Once again, we show that

V I (X1,X2)= αI (1−X1 −X2), (31)

solves (30), for some αI to be determined. Since αI =−V IX1
=−V IX2

is a constant,
it must satisfy the equation

αI = (p1 − αI
)2
ρ2

1D
2
1 +

(
p2 − αI

)2
ρ2

2D
2
2 . (32)

This is a quadratic equation in αI which gives two real roots. We choose the one
which gives p1 − αI ≥ 0 and p2 − αI ≥ 0, as it ensures u∗1 ≥ 0 and u∗2 ≥ 0. We
therefore have

αI = 2r + p1ρ
2
1D

2
1 + p2ρ

2
2D

2
2

ρ2
1D

2
1 + ρ2

2D
2
2

−
√

4r2 + 4r(p1ρ
2
1D

2
1 + p2ρ

2
2D

2
2)− (p1 − p2)ρ

2
1D

2
1ρ

2
2D

2
2

ρ2
1D

2
1 + ρ2

2D
2
2

. (33)

In the second case, we consider a decentralized channel with cooperative ad-
vertising, where the manufacturer chooses the optimal subsidy rates. We define the
value function in this case as V c(X1,X2)= V cm(X1,X2)+ V cr (X1,X2), where V cm
is the manufacturer’s value function (given by (16)) and V cr is the sum of the value
functions of the two retailers obtained by (15).

The third case is of a decentralized channel with no cooperation, with the channel
value function defined as V n(X1,X2)= V nm(X1,X2)+V nr (X1,X2), where V nm and
V nr are the manufacturer’s value function and the sum of the two retailers’ value
functions, respectively, in the non-cooperative setting. These value functions are
computed by setting θ∗1 = θ∗2 = 0 in (18)–(19), and then using the resulting values
of α, β1, and β2 in (15)–(16). We term the values of these coefficients in the non-
cooperative case as αn, βn1 , and βn2 , respectively.
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Fig. 7 Channel value
functions in integrated, coop,
and non-cooperative cases

Since the manufacturer is the leader and decides the subsidy rates by maximizing
his total discounted profit, it is obvious that

V cm(X1,X2)≥ V nm(X1,X2). (34)

In general, it is difficult to establish explicit analytical relationships between
the value functions of the retailers and the channel as a whole. We therefore
use numerical analysis to study the effect of cooperative advertising on the prof-
its of all the parties in the channel. Recall that V I = αI (1 − X1 − X2), V c =
(α + β1 + β2)(1 − X1 − X2), and V n = (αn + βn1 + βn2 )(1 − X1 − X2). Thus,
in order to do a comparison of any two value functions, it is sufficient to compare
their respective coefficients of (1−X1−X2). We study V I , V c and V n with respect
to the changes in the optimal subsidy rates brought about by changes in the model
parameters. In the results shown, the changes in the value functions correspond to
the changes in the margin of retailer 1 (caused by changes in p1). As p1 increases,
we know from Fig. 4 that θ1 decreases, and θ2 increases gradually. Figure 7 de-
picts the values of αI , (α + β1 + β2), and (αn + βn1 + βn2 ), and thus compares V I ,
V c, and V n, respectively, for D1 = 1− η1p1, D2 = 1− η2p2, p2 = 0.6, w1 = 0.3,
w2 = 0.3, η1 = 1, η2 = 1, ρ1 = 1, and ρ2 = 1. Thus, for any point in Fig. 7, the val-
ues of the optimal subsidy rates are the same as the corresponding values in Fig. 4.
We find that under all instances, αI > (α + β1 + β2) > (α

n + βn1 + βn2 ), and thus
V I > V c > V n. The result that V I is the highest of all is obvious, as we expect the
integrated channel value function to be greater than that in the decentralized chan-
nel, with or without cooperative advertising. This result also indicates that through
a cooperative advertising mechanism, as proposed in our model, total channel profit
can be increased and better channel coordination can be achieved. The level of par-
tial coordination measured by the ratio (V c−V n)/(V I −V n) is found to be as high
as 82.5 %.

Figure 8 shows the difference in the value function coefficients between coop-
erative and non-cooperative settings for the manufacturer, the two retailers, and the
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Fig. 8 Difference between
the value functions in the
coop case and the non-coop
case

total channel, i.e., α−αn, β1−βn1 , β2−βn2 , and (α+β1+β2)− (αn+βn1 +βn2 ), re-
spectively. Once again, we useD1 = 1−η1p1,D2 = 1−η2p2, p2 = 0.6, w1 = 0.3,
w2 = 0.3, η1 = 1, η2 = 1, ρ1 = 1, and ρ2 = 1. As expected, the manufacturer always
benefits from cooperative advertising. In view of results in Fig. 4, we can see that
the manufacturer’s benefit is higher when, roughly speaking, the difference between
the subsidy rates of the two retailers is higher. The retailers, however, do not seem
to benefit always from cooperative advertising. It is found that when a retailer re-
ceives a much lower subsidy rate in comparison to his competitor, he does not seem
to benefit from this arrangement. In other words, when θ∗1 − θ∗2 is high, retailer 2
does not benefit from cooperative advertising, and vice versa. Figure 8 also shows
that the region in which both retailers benefit from cooperative advertising is a small
range of values of p1, around the point when p1 = p2, which is when both retail-
ers receive almost equal subsidy rates. Thus, the retailer which has a higher margin
relative to his competitor and thus gets a significantly lower subsidy rate from the
manufacturer, might not prefer a cooperative advertising arrangement.

These observations raise the issue of the manufacturer preferring one retailer
over the other, in terms of subsidy rates, particularly when it seems that the retailer
receiving a significantly lower subsidy rate might make less profit from coopera-
tive advertising than without it. Next, we study the effect of an anti-discriminatory
legislation, such as the Robinson–Patman Act of 1936, which would compel the
manufacturer to offer equal subsidy rates to both retailers.

5.3 Equal Subsidy Rate for Both Retailers

We consider the case when the manufacturer is required to offer equal subsidy
rates to both retailers. We let V RPm (X1,X2), V RP1 (X1,X2), V RP2 (X1,X2), and
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V RP (X1,X2) denote the value functions of the manufacturer, retailer 1, retailer
2, and the total channel, respectively, with the superscript RP standing for Robinson
and Patman. These value functions solve the control problems defined by (4)–(6)
with θ1 = θ2 = θ , as the manufacturer’s optimization problem now has only one
subsidy rate decision. As in the general model, we obtain value functions that are
linear in X1 and X2 and are a multiple of (1−X1 −X2), and we express them as in
(15)–(16). The value function coefficients for the manufacturer and the two retailers
are now defined as αrp , βrp1 , and βrp2 , respectively. The coefficients solve the sys-
tem of equations obtained by setting θ∗1 = θ∗2 = θ∗ in (18)–(19). We thus have the
following system of equations:

4rβrpi = − (p1 −w1 − βrpi )2ρ2
i D

2
i

(−1+ θ∗)

+ 2βrpi (p3−i −w3−i − βrp3−i )ρ2
3−iD2

3−i
(−1+ θ∗) , i = 1,2, (35)

4rαrp = −
2∑

i=1

[
(
pi −wi − βrpi

)
ρ2
i D

2
i

× ((pi −wi − β
rp
i )θ

∗ + 2(wi − αrp)(−1+ θ∗))
(−1+ θ∗)2

]

, (36)

θ∗ = max

{
(2A1 −B1)B1ρ

2
1D

2
1 + (2A2 −B2)B2ρ

2
2D

2
2

(2A1 +B1)B1ρ
2
1D

2
1 + (2A2 +B2)B2ρ

2
2D

2
2

,0

}

, (37)

where

A1 =w1 − αrp, A2 =w2 − αrp,
B1 = p1 −w1 − βrp1 and B2 = p2 −w2 − βrp2 .

(38)

The threshold for no cooperation with both retailers is that

P = (2A1 −B1)B1ρ
2
1D

2
1 + (2A2 −B2)B2ρ

2
2D

2
2 ≤ 0. (39)

We perform numerical analysis to study the behavior of θ∗ with respect to differ-
ent model parameters and compare it with the optimal subsidy rates in the general
model with no restriction on the subsidy rates. Figures 9, 10, 11, 12, and 13 show
the dependence of θ∗ on w1 with fixed p1 −w1, w1 with fixed p1, p1, ρ1, and η1,
respectively, and compare θ∗ with θ∗1 and θ∗2 (optimal subsidy rates with no legis-
lation in effect) for linear demand, i.e., Di = 1 − ηipi . We find that as w1 and p1
increase while keeping retailer 1’s margin (p1 −w1) constant, the common subsidy
rate for the two retailers increases, but at a decreasing rate Fig. 9. However, when the
increase in w1 is accompanied by a fixed p1, thereby reducing retailer 1’s margin,
we find that the common subsidy rate first increases and then decreases. As p1 in-
creases, θ∗ changes in a more complicated decreasing-increasing fashion as shown
in Fig. 11. Recall that an increase in p1 causes D1 to decrease. The dependence of
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Fig. 9 Subsidy rate vs. w1,
constant p1 −w1

Fig. 10 Subsidy rate vs. w1,
constant p1

the common subsidy rate on ρ1 and η1 is similar to the dependence of the optimal
subsidy rates in the unrestricted model, i.e., decreasing with ρ1 and increasing with
η1, as shown in Fig. 12, and Fig. 13.

We now investigate the impact of an anti-discriminatory legislation on the value
functions of all the parties in the supply chain and on the channel value function.
We compare the value functions in three cases: a channel without any cooperative
advertising, a channel with no anti-discriminatory act and optimal subsidy rates, and
a channel with an anti-discriminatory act and optimal common subsidy rate for both
retailers. Recall that the value functions in our model take the form of a constant
times (1 −X1 − X2), and thus we compare the value of these coefficients (α, β1,
β2, αrp , βrp1 , βrp2 , αn, βn1 , βn2 ) via numerical analysis to understand the comparison
between the various value functions. Figures 14 and 15 show a comparison of these
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Fig. 11 Subsidy rate vs. p1

Fig. 12 Subsidy rate vs. ρ1

coefficients with changes in p1. The values of the parameters are chosen so that for
any point in these curves, the optimal subsidy rates (θ∗1 , θ∗2 , θ∗) are the same as the
corresponding values in Fig. 11. Figure 14 shows the impact of a Robinson–Patman
like legislation on the profits of all the parties in the channel by plotting the differ-
ence between the value function coefficients with and without the legislation. As
is obvious, the manufacturer does not benefit from this legislation because of the
additional constraint on his optimization problem. The manufacturer’s loss is high
when p1 is very low, i.e., when the difference θ∗1 − θ∗2 is high. The manufacturer’s
loss is low when the difference between the two optimal subsidy rates in the uncon-
strained problem is low. We find that the retailer receiving a higher subsidy rate in
the absence of the legislation, does not benefit either. However, a less efficient re-
tailer who would have received a lower subsidy rate without the legislation, benefits
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Fig. 13 Subsidy rate vs. η1

Fig. 14 Impact of
anti-discriminatory legislation
on the value functions

as his subsidy rate is increased under the act. Thus, when p1 is low, retailer 1 loses
and retailer 2 benefits, and when p1 is high, retailer 1 loses and retailer 2 benefits
from the legislation. Noticeably though, in all the instances studied, the gain of one
retailer was not able to offset the losses of the other two parties and the total channel
suffered as a whole. These results indicate that an anti-discriminatory legislation in
the context of cooperative advertising could be beneficial to only one of the two
retailers and not to the other parties, and could also result in a lower channel profit.

Figure 15 compares the total profit of an integrated channel (V I ) with the to-
tal channel profit in three cases: no advertising cooperation (V n), cooperation with
no legislation (V c), and cooperation with equal subsidy rates (V rp), with a view
of comparing the level of channel coordination possible in these three scenarios.
Here again, we see that while an unrestricted cooperative advertising arrangement
can coordinate the channel to a great extent (up to 85 %, as found previously), the
enforcement of an anti-discriminatory law on the manufacturer can decrease the



112 A. Chutani and S.P. Sethi

Fig. 15 Value functions in
different cases divided by the
integrated channel value
function

channel profit and thereby reduce the level of coordination achieved. The case of no
advertising cooperation seems to perform worst of all with the lowest channel profit
and thus, the lowest level of coordination. Once again, these results suggest that for
a durable goods duopoly with a sales dynamics as ours, cooperative advertising with
no regulation might be the best alternative of the three from the perspective of total
channel profit.

6 Concluding Remarks

We study a cooperative advertising model for durable goods in a retail oligopoly of
n independent and competing retailers. We obtain the Stackelberg equilibrium and
obtain the optimal subsidy rates policy of the manufacturer and the optimal advertis-
ing policy of the retailers in feedback form. We explore the conditions under which
it is not optimal for manufacturer to support retailers and compute this explicitly as
a function of the model parameters in a special case of n identical retailers, and ob-
tain managerial insights on the role of retail competition. For a special case of two
non-identical retailers with linear demand, we numerically study the dependence of
the optimal subsidy rate on the model parameters. We investigate the impact of co-
operative advertising on the profits of the channel members in a channel with two
retailers and explore the extent to which cooperative advertising can coordinate the
channel. Our numerical analysis shows that a cooperative advertising arrangement
can result in higher channel profit and greater supply chain coordination. However,
we find that while the manufacturer always benefits with an arrangement with the
optimal subsidy rates, the two retailers may not benefit simultaneously. Indeed, we
find that both retailers seem to benefit when the retailer are nearly symmetric and
thus the subsidy rates they receive are nearly equal. And finally, we consider a case
of anti-discrimination legislation in the case of two retailers, in which the manufac-
turer is required to offer equal subsidy rates to the two retailers. We find that such a
legislation may result in a lower channel coordination.
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Appendix: Proof of the Derivation of Pi in the Case of Identical
Retailers

Proof Using mi = pi − wi = m, Di = D, ρi = ρ, and θ∗i = 0, i = 1,2, . . . , n, in
(18)–(19), we get the following system of equations:

4rβi = (m− βi)2ρ2D2 −
∑

j �=i
2βi(m− βj )ρ2D2, (40)

4rα =
n∑

j=1

[
(m− βj )ρ2D22(wj − α)

]
. (41)

Equations (40) and (41) can be solved to give the following: For i = 1,2, . . . , n,

βi = β = 2r +D2mnρ2 −√4r2 + 4D2ρ2mnr +D4ρ4m2(n− 1)2

D2ρ2(2n− 1)
(42)

or

βi = β = 2r +D2mnρ2 +√4r2 + 4D2ρ2mnr +D4ρ4m2(n− 1)2

D2ρ2(2n− 1)
. (43)

We choose the first value, given by (42), which satisfies m− β ≥ 0, which in turn
ensures that ui ≥ 0, i = 1,2, . . . , n. Now, using (43) in (41), we get

α = (
∑n
i=1wi)D

2mρ2

2r +D2m(n+ 1)ρ2 +√4r2 + 4D2ρ2mnr +D4ρ4m2(n− 1)2
, (44)

where W =∑n
j=1wj . Finally, we use (44) and (43) in the equation Pi = 2(wi −

α)− (pi − wi − βi) to show that the values of Pi , i = 1,2, . . . , n, are as given in
(22). �

References

Başar, T., & Olsder, G. J. (1999). SIAM series in classics in applied mathematics. Dynamic non-
cooperative game theory. Philadelphia: Society for Industrial and Applied Mathematics.

Bass, F. M. (1969). A new product growth model for consumer durables. Management Science,
15(5), 215–227.

Bensoussan, A., Chen, S., & Sethi, S. P. (2014). Feedback Stackelberg solutions of infinite-horizon
stochastic differential games. In F. El Ouardighi & K. Kogan (Eds.), International series in op-
erations research & management science. Models and methods in economics and management
sciences, dedicated to professor Charles Tapiero. Cham: Springer.

Bergen, M., & John, G. (1997). Understanding cooperative advertising participation rates in con-
ventional channels. Journal of Marketing Research, 34, 357–369.

Berger, P. D. (1972). Vertical cooperative advertising ventures. Journal of Marketing Research,
9(3), 309–312.



114 A. Chutani and S.P. Sethi

Chutani, A., & Sethi, S. P. (2012a). Optimal advertising and pricing in a dynamic durable goods
supply chain. Journal of Optimization Theory and Applications, 154(2), 615–643.

Chutani, A., & Sethi, S. P. (2012b). Cooperative advertising in a dynamic retail market oligopoly.
Dynamic Games and Applications, 2, 347–375.

Dant, R. P., & Berger, P. D. (1996). Modeling cooperative advertising decisions in franchising.
Journal of the Operational Research Society, 47(9), 1120–1136.

Dutta, S., Bergen, M., John, G., & Rao, A. (1995). Variations in the contractual terms of cooperative
advertising contracts: an empirical investigation. Marketing Letters, 6(1), 15–22.

Feichtinger, G., Hartl, R. F., & Sethi, S. P. (1994). Dynamic optimal control models in advertising:
recent developments. Management Science, 40(2), 195–226.

Huang, Z., Li, S. X., & Mahajan, V. (2002). An analysis of manufacturer-retailer supply chain
coordination in cooperative advertising. Decision Sciences, 33(3), 469–494.

He, X., Prasad, A., & Sethi, S. P. (2009). Cooperative advertising and pricing in a dynamic stochas-
tic supply chain: feedback Stackelberg strategies. Production and Operations Management,
18(1), 78–94.

He, X., Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2011). Retail competition and cooperative
advertising. Operations Research Letters, 39, 11–16.

Jørgensen, S., Sigué, S. P., & Zaccour, G. (2000). Dynamic cooperative advertising in a channel.
Journal of Retailing, 76(1), 71–92.

Jørgensen, S., Taboubi, S., & Zaccour, G. (2001). Cooperative advertising in a marketing channel.
Journal of Optimization Theory and Applications, 110(1), 145–158.

Jørgensen, S., Taboubi, S., & Zaccour, G. (2003). Retail promotions with negative brand image
effects: is cooperation possible? European Journal of Operational Research, 150(2), 395–405.

Kali, R. (1998). Minimum advertised price. Journal of Economics & Management Strategy, 7(4),
647–668.

Karray, S., & Zaccour, G. (2005). A differential game of advertising for national brand and store
brands. In A. Haurie & G. Zaccour (Eds.), Dynamic games: theory and applications (pp. 213–
229). Berlin: Springer.

Krishnamoorthy, A., Prasad, A., & Sethi, S. P. (2010). Optimal pricing and advertising in a durable-
good duopoly. European Journal of Operational Research, 200(2), 486–497.

Mahajan, N., Muller, E., & Bass, F. M. (1990). New product diffusion models in marketing: a re-
view and directions for research. Journal of Marketing, 54(1), 1–26.

Nagler, M. G. (2006). An exploratory analysis of the determinants of cooperative advertising par-
ticipation rates. Marketing Letters, 17(2), 91–102.

Nerlove, M., & Arrow, K. J. (1962). Optimal advertising policy under dynamic conditions. Eco-
nomica, 29, 129–142.

Petruzzi, N., & Dada, M. (1999). Pricing and the newsvendor problem: a review with extensions.
Operations Research, 47, 183–194.

Sethi, S. P. (1983). Deterministic and stochastic optimization of a dynamic advertising model.
Optimal Control Applications & Methods, 4(2), 179–184.

Sethi, S. P., Prasad, A., & He, X. (2008). Optimal advertising and pricing in a new-product adoption
model. Journal of Optimization Theory and Applications, 139(2), 351–360.



Strategies of Foreign Direct Investment
in the Presence of Technological Spillovers

Herbert Dawid and Benteng Zou

Abstract In this paper we present a differential game model of two firms with dif-
ferent technologies producing the same good and selling in the same world market.
The firm equipped with advanced technology is deciding whether to outsource parts
of its production to the home country of its competitor, where wages and the level of
technology are lower. Outsourcing reduces production costs but is associated with
spillovers to the foreign competitor. The degree to which the foreign competitor can
absorb these spillovers depends on its absorptive effort. Using numerical methods
the properties of a Markov perfect equilibrium of this game are characterized and
the implications of the variation of different key parameters are examined.

1 Introduction

Though most of the foreign direct investment (FDI) is still undertaken among the
developed countries, more and more FDI flows into newly developing ones. Among
the newly industrialized countries (NIC), the competition to FDI has increasingly
intensified, particularly after China joined the World Trade Organization (WTO).
The overall picture of investment is that FDI flows into Asia more than to other de-
veloping countries in other regions, with the highest proportion of money flowing
into China compared to other developing economies. FDI inflow is highly appreci-
ated by the NIC, where the main reason are twofold: On the one side, the FDI can
generate income for local firms and workers; and on the other side, the spillover
effect is identified as very important for local firms and their development. Spillover
here is not only transfer of production technology, management skill, marketing and
ideas, but also the competitive pressure which may spur local firms to operate more
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efficiently or take more advanced technology (see Kokko 1994). As stated by the
Global Economic Prospectus from the World Bank (2008, p. 3):

. . . The lack of advanced technological competencies in these countries means that tech-
nological progress in developing countries occurs through the adoption and adaptation of
pre-existing but new-to-the-market or new-to-the-firm technologies

and Chap. 3 of this report identifies a number of important and policy-relevant trends
and explores some policy implications.

Although the empirical evidence concerning the existence of positive horizontal
spill-overs from FDI is mixed, there exists evidence that FDI is associated with pos-
itive spill-overs (see e.g. Görg and Greenaway 2004). Indeed, recent empirical stud-
ies find positive horizontal spillovers from FDI using firm level data from Hungary
(Halpern and Murakozy 2007), Romania (Smarzynska and Spatareanu 2008), from
17 emerging market economies (Gorodnichenko et al. 2007). From Chinese man-
ufacturing firms, Liu (2008) addresses both short-run negative productivity effects
and long-run positive effect of domestic firm due to FDI, and from Lithuania, Javor-
cik (2004) produces evidence consistent with positive productivity spillovers from
FDI taking place through contacts between foreign affiliates and their local suppli-
ers in upstream sectors. Several channels of spill-overs have been discussed in the
literature, most prominently the demonstration effect, labor turnover (both inducing
horizontal spill-overs), and vertical linkages (see e.g. Saggi 2002, among others).

In order to generate positive technological transfers to local firms based on FDI,
the receiving country must have appropriate institutions in place and local firms
must be ready to adopt new technologies and to adapt their behavior. As has been
discussed extensively in the literature on ‘absorptive capacity’ (see e.g. Cohen and
Levinthal 1990), local firms have to invest effort in order to build up their capac-
ity to digest information and knowledge that might spill over from more advanced
firms investing in their country and to generate productivity increases. The incen-
tives to invest such efforts are driven by the expectations of the firms with respect
to future spillovers they might receive and the economic implications of such in-
coming spillovers. Hence, the determination of absorptive effort should be based on
intertemporal considerations of the local firms.

Similarly, the firms with advanced technology are aware that their activities in
foreign countries may yield a technological improvement of their foreign competi-
tors jeopardizing in the long-run their technological advantage.

Taking the above two sides story into consideration, a differential game is pre-
sented in which a firm with advanced technology makes the decision of whether to
outsource parts of its production to a less developed economy where wages and the
level of technology are lower. A firm in the less advanced economy decides how
much effect to make to absorb the potential spillover. In our setting, the advanced
technology taken by the FDI is fixed and hence catching up in technology is possi-
ble, which comes from the idea also mentioned in the report of World Bank (2008)
that “The level of technological achievement in developing countries has converged
with that of high-income countries over the past 15 years.”

Following some FDI literature, such as Das (1987), Wang and Blomstrom (1992),
Dawid et al. (2010), among others, we assume that the change in the host country’s
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productivity is formulated as an increasing function of the presence of foreign capi-
tal stock.

The consideration of the dynamic strategic interplay between FDI decisions and
the choice of investments in absorptive capacity gives rise to a differential game
with a two-dimensional state space and state dynamics characterized by interaction
terms of both states and a control. We are interested in characterizing a Markov-
perfect equilibrium (MPE) of this game. Closed form solutions for MPE strategies
are however available only for a small set class of differential game, most promi-
nently linear quadratic games. The game considered here does not fall in any of
these classes and therefore we rely on numerical methods to characterize MPEs,
the induced investment paths as well as their dependence on parameters and initial
conditions. In particular, we use collocation methods employing a Chebychev poly-
nomial basis to approximate a solution to the set of Hamilton–Jacobi–Bellman equa-
tions characterizing the MPE. A similar technique has been used to study MPEs of
non-linear quadratic differential games for example in Vedenov and Miranda (2001),
Doraszelski (2003), Dockner and Mosburger (2007).1

The rest of the paper is organized as follows. In the next section, we present the
model. In Sect. 3, we derive conditions characterizing a Markov-perfect equilibrium
and describe our numerical approach. The results of our equilibrium analysis are
presented and discussed in Sect. 4 and Sect. 5 concludes.

2 The Model

We consider a dynamic two-country model where country H (‘home country’) is a
developed industrialized country whereas country F (‘foreign country’) is a newly
industrializing country. For simplicity we consider only a singe firm in each coun-
try and we denote by Qi(t) the output of firm i at time t , i = H,F . The two
firms compete on a common market characterized by an inverse demand function
P(QH +QF ), where at each point in time both firms simultaneously choose their
output quantities.

Firms produce using labor as the only variable production input. Production ca-
pacities of a firm in a country are determined by its capital stock there. For simplicity
it is assumed that both firms have sufficiently large production capacities in the their
home country to be able to produce the desired output. However, the production
of firm H in country F is constrained by the size of the foreign capital stock firm
H has accumulated in that country. Output per input unit in the two countries is
given by AH(t) and AF (t) with AH(t) > AF (t). If a firm from country H pro-
duces in country F , productivity reads AHF (t) where AF (0) < AHF (0) < AH(0).
Since our focus is on the effects of technological spill-overs generated by FDI on
the evolution of the technology gap between the two countries, we abstract from

1See Judd (1998) or Miranda and Fackler (2002) for a more general treatment of collocation meth-
ods for dynamic optimization and the survey of Jørgensen and Zaccour (2007) for more information
as to using numerical methods to solve differential games.
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technological change in the developed country and assume that AH and AHF are
constant over time, whereas AF (t) may change over time due to spill-over effects.
In both countries labor is supplied at wage rates wH and wF , where wH � wF . It
is assumed that wages stay constant over time. In particular with respect to country
F , where productivity might increase over time due to spillovers, this assumption
is debatable, however the qualitative features of the model would not change if it
would be assumed that wages go up due to productivity increases as long as the
wages change at a lower rate than productivity such that the spill-overs induce a re-
duction in unit costs for firms in country F . Assuming constant wages, substantially
simplifies the analysis compared to such a setting.

We assume that the firm in country H can reduce its unit production costs if it
produces in the foreign country, i.e.

wH

AH
>
wF

AHF
. (1)

In order to produce abroad, firm H has to invest to build up production capac-
ities in country F . We denote by I (t) ∈ R foreign investment of firm H and by
KF (t) the capital stock of firm H in country F at time t . It should be noted that we
also allow for negative investment, and due to the spillover-effects described below
disinvestment might in principle be optimal for firm H . The capital accumulation
equation is given by

K̇F (t)= I (t)− δKF (t) (2)

where δ is the depreciation rate of capital and I ∈R.
Foreign direct investments of country H firm in country F generates technologi-

cal spill-overs. Following Findlay (1978), Wang and Blomstrom (1992), and Dawid
et al. (2010), we posit that the change in technology level in the foreign country is
given by

ȦF (t)= λ(t)KF (t)
(
AHF −AF (t)

)
. (3)

The assumption that the speed of the change of the technology level in country F
depends linearly both on the size of the foreign capital stock and the size of the tech-
nological gap is made for convenience. Clearly, one could also imagine non-linear
specifications of these relationships, however since such non-linearities should not
affect qualitatively the findings we will discuss, we stick to the most simple linear
formulation here. The speed of absorption is determined by the absorption rate λ
which is assumed to be

λ(t)= a + bα(t),
with a ≥ 0, b ≥ 0 and α(t) ∈ R+ denotes the effort of Firm F in order to absorb
knowledge brought into country F by the FDI of firm H . Notice that we allow also
for the case, if a > 0, where spillovers are positive even if the absorptive effort of
firm F is α = 0. However, with effort of firm F , it will speed up the catching up
process. On the other hand, for a = 0, which we will consider as the default case,
there is no absorption of knowledge of firm F unless it invests positive effort.

In addition to investment (for firm H ) and absorptive effort (for firm F ), both
firms at each point in time also choose their output quantities. However, since
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the output choices do not have any intertemporal implications, it is obvious that
the quantities are chosen according to Cournot equilibrium with marginal costs
cH = wH

AH
, cF (t) = wF

AF (t)
. It should be noted that using these marginal costs we

assume that firm H is not able to produce its entire output with its foreign capital
stock in country F . We have verified that this assumption holds in the equilibrium
we calculate in the next section.

In the following, we assume a linear inverse demand function given by

P(t)= P̄ − (QH(t)+QF (t)
)

(4)

where P̄ > 0 is the reservation price. Then, the equilibrium outputs and profits in
the oligopoly market are given as follows,2 where we write these expressions as
functions of the state AF (t):

Q∗
H (AF )=

P − 2(wH/AH )+wF/AF
3

,

Q∗
F (AF )=

P − 2(wF /AF )+wH/AH
3

,

Π∗
H (KF ,AF )=

(
Q∗
H (AF )

)2 +KFAHF
(
wH

AH
− wF

AHF

)

(5)

Π∗
F (AF )=

(
Q∗
F (AF )

)2
. (6)

Inserting these expressions into the objective functions of both firms allows us
to consider only the intertemporally relevant controls I and α when formulating the
maximization problems of the firms.

Firm H ’s objective then is to choose its investment strategy in order to maximize
its discounted payoff stream given by

max
I (·)

JH =
∫ ∞

0
e−rt

[
Π∗
H (KF ,AF )−

(
βH I + γH I 2)]dt, (7)

where firm H ’s market profit Π∗
H is given by (5). Firm F ’s problem is to choose its

effort strategy, α, to maximize its present value

max
α(·)

JF =
∫ ∞

0
e−rt

[
Π∗
F (AF )−

(
βFα + γFα2)]dt, (8)

with market profit Π∗
F (AF ) given by (6). The optimization problems are subject to

the state dynamics (2), (3) and the initial conditions

KF (0)= 0, AF (0)=AiniF ∈ (0,AHF ).

3 Markov-Perfect Equilibria

Our analysis is based on the consideration of Markov-perfect equilibria of the game
described in the previous section. Given that both firms have infinite planing hori-

2See Dawid et al. (2010) for detailed calculations.
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zons and time-autonomous instantaneous objective functions, we assume that firms
use stationary Markovian feedback strategies of the form I (KF ,AF ) :X �→ R (for
firm H ) and α(KF ,AF ) :X �→ R+ (for firm F ), where X = [0, K̄] × [A,AHF ] is
the considered state space with K̄ sufficiently large and A smaller than AiniF . A pair
of strategies (I ∗, α∗) is a Markov-perfect equilibrium if for each firm its feedback
strategy induces a control path which solves the dynamic optimization problem (7)
respectively V F (KF ,AF ) given that the opponent sticks to its equilibrium feedback
strategy. It is well known that Markov perfect equilibria are strongly time consistent
(see Dockner et al. 2000) and hence this is the standard concept for the character-
ization of the dynamic strategic interaction of firms which are not able to commit
ex-ante to certain control paths.

Due to the time autonomous nature of the objective and the infinite time horizon
also the value functions of both firms in a (stationary) MPE do not explicitly depend
on t and can be written as VH (KF ,AF ) respectively V F (KF ,AF ). The value func-
tions of firmH has to solve the following Hamilton–Jacob–Bellman (HJB) equation

rV H =max
I∈R

{[
ΠH(KF ,AF )−

(
βH I + γH I 2)]

+ [VHKF (I − δKF )+ VHAF
(
a + bα∗(KF ,AHF )

)
KF (AHF −AF )

]}
(9)

where VHKF (VHAF ) represents the partial derivative of V H with respect to KF (AF ).
Since the right hand side of the above HJB equation is strictly concave with

respect to I , the first order condition is necessary and sufficient for maximization
problem, which gives

I ∗ = V HKF
− βH

2γH
. (10)

Similarly, the value function of firm F solves the HJB equation

rV F = max
α∈R+

{[
ΠF (AF )−

(
βFα + γFα2)]

+ [V FKF
(
I ∗(KF ,AF )− δKF

)+ V FAF (a + bα)KF (AHF −AF )
]}
, (11)

and the optimal effort is

α∗ = max[bV FAFKF (AHF −AF )− βF ,0]
2γF

. (12)

Substituting the optimal choice (10) and (12) into the HJB equations (9) and (11),
we obtain the two Bellman equation system

rV H −ΠH(AF ,KF )+
βH (V

H
KF

− βH )
2γH

+ (V
H
KF

− βH )2
4γH

− V HKF
(
V HKF

− βH
2γH

− δKF
)

− V HAF
[

a + b
(max[bV FAFKF (AHF −AF )− βF ,0]

2γF

)]

KF (AHF −AF )
= 0, (13)
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and

rV F −ΠF (AF ,KF )+
βF max[bV FAFKF (AHF −AF )− βF ,0]

2γF

+ max[bV FAFKF (AHF −AF )− βF ,0]2
4γF

− V FKF
(
VHKF

− βH
2γH

− δKF
)

− V FAF
[

a + b
(max[bV FAFKF (AHF −AF )− βF ,0]

2γF

)]

KF (AHF −AF )
= 0. (14)

Any pair of value functions satisfying (13), (14) and the transversality conditions

lim
t→∞ e

−rtV H
(
K∗
F (t),A

∗
F (t)

)= lim
t→∞ e

−rtV F
(
K∗
F (t),A

∗
F (t)

)= 0,

where (K∗
F (t),A

∗
F (t)) denotes the state trajectory induced by the pair of value func-

tions corresponds to a Markov-perfect equilibrium of the game. Due to the non-
linear structure of the system of partial differential equations (13) and (14) no closed
form solutions can be obtained. Therefore, we numerically determine a pair of value
functions that approximately solves (13)–(14) on the state space X and calculate
approximations of the equilibrium feedback strategies using these value function
approximations. We briefly describe the procedure in the following subsection.

3.1 Numerical Approach

We employ a collocation method using Chebychev polynomials to obtain the ap-
proximation of the value functions and the equilibrium feedback strategies. To this
end we generate a set of nK Chebychev nodes NKF in [0, K̄] and a set of nA Cheby-
chev nodes NAF in the interval [A,AHF ] (see e.g. Judd 1998, for the definition of
Chebychev nodes and Chebychev polynomials) and define the set of interpolation
node in the state space X as

N = {(kf , af )|kf ∈NKF , af ∈NAF
}
.

Note that the cardinality of N is nKnA. In what follows we calculate polynomial
approximations of VH and V F which satisfy (13) and (14) on the set of interpo-
lation nodes N . It is well known that the choice of Chebychev interpolation nodes
avoids large oscillations of the interpolating polynomial between the interpolation
node (as could occur e.g. for equi-distant nodes) and implies that the interpolating
polynomials approximately solve the HJB equations on the entire state space.

The set of basis functions for the polynomial approximation is determined as
B = {Bj,k, j = 1, . . . , nK, k = 1, . . . , nA} with

Bj,k(KF ,AF )= Tj−1

(

−1+ 2KF
K̄F

)

Tk−1

(

−1+ 2(AF −A)
(AHF −A)

)

,
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where Tj (x) denotes the j -th Chebychev polynomial (see e.g. Judd 1998, for the
definition of the Chebychev polynomial basis). Since Chebychev polynomials are
defined on [−1,1] the state variables have to be transformed in the way shown
above.

The value function is approximated by

V i(KF ,AF )≈ V̂ i (KF ,AF )

=
nK∑

j=1

nA∑

k=1

Cij,kBj,k(KF ,AF ), (KF ,AF ) ∈X, i =H,F, (15)

where C = {Cij,k} with j = 1, . . . , nK , k = 1, . . . , nA, i =H,F is the set of 2nKnA
coefficients to be determined.

To determine these coefficients we set up a system of non-linear equations de-
rived from the condition that (V̂ H , V̂ F ) satisfies the HJB equations (13) and (14)
on the set of interpolation nodes N . This system consists of 2nKnA equations with
2nKnA unknowns (i.e. the coefficients Cij,k) and is solved by a recursive algorithm,

where based on an initial guess C̃0 = {Ci,0j,k, j = 1, . . . , nK, k = 1, . . . , nA, i =
H,F } of the coefficients in iteration l ≥ 1 the coefficients C̃l−1 are used to calcu-
late approximations of the value functions and their partial derivatives at each node
in N . These approximations are inserted for all terms that occur in (13) and (14)
where the value functions or their derivatives appear in a non-linear form. Inserting
the approximation (15) with C replaced by C̃l for all terms in (13) and (14) where
the value functions and their derivatives occur in a linear way, yields a linear system
of equations for the coefficients C̃l , which even for large values of 2nKnA can be
solved efficiently using standard methods as long as the coefficient matrix is well
conditioned. The solution of this linear system gives the new set of coefficient val-
ues C̃l . To complete the iteration the new approximations of the value functions and
their derivatives are inserted into all (including the non-linear) corresponding terms
in (13) and (14) and the resulting absolute value of the left hand side of these equa-
tions relative to the corresponding value function is determined for all nodes in N .
If the maximum of this relative error is below a given threshold ε the algorithm is
stopped, we set C = C̃l and the current approximation of the value functions is used
to calculate the feedback strategies of the players and the equilibrium dynamics.

Unfortunately, no general conditions can be given that guarantee the existence of
a stable fixed point of the described algorithm, which corresponds to an econom-
ically meaningful Markov-perfect equilibrium of the game. Also, starting with an
appropriate initial guess for the coefficients is often crucial for convergence to a
meaningful fixed point, even if there exists such a stable fixed point. To obtain the
numerical results discussed in the next section a continuation method was applied
by starting with a simplified problem without strategic interaction (a = b = 0) and
then increasing the variable b in small steps to arrive at the default parameter set-
ting with b= 0.2 (see below), where in each step the value function approximations
from the previous steps are used as the initial guess for the current step. Similar
methods were used to obtain results for the different parameter variations reported
below.
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Table 1 Standard parameter
setting AH = 4 AHF = 2 wH = 4 wF = 1

βH = 0 γH = 250 βF = 0 γF = 0.03

δ = 0.06 r = 0.03 P̄ = 5

a = 0 b= 0.2

K̄ = 0.6 AF = 1.5 Kini = 0 AiniF = 1.55

nK = 8 nA = 8 ε = 0.003

For all numerical solutions reported it was checked that the state dynamics under
the equilibrium strategies does not leave X for any initial conditions in X, which
implies that the considered state space is sufficiently large to allow the correct cal-
culation of the value functions under the considered equilibria and also implies that
the transversality conditions are satisfied.

4 Results

The results presented below are based on the default parameter setting given in
Table 1 which to a large extend follows the values used in Dawid et al. (2010).
These values are not based on a serious empirical calibration of the model, but,
by sticking to the parametrization in Dawid et al. (2010) allows us to highlight the
implication of the consideration of dynamic strategic interaction between the firms
in the two countries, which was not considered in that paper. The ratio of wages in
the two countries is four to one, and the monetary unit is normalized in a way that
the wage in country F is wF = 1. Unit costs of production for firm H in country F
(wF/AHF = 0.5) are well below the unit costs at home (wH/AH = 1).

The upper bound for the foreign capital stock of firm H is set to K̄ = 0.6, which
under the considered cost parameters is sufficient to ensure that firm H never has
incentives to build a stock larger than K̄ . Also, by setting AHF = 2 and A= 1.5, we
restrict attention to the case where the initial productivity in country F is relatively
close to AHF , which in the absence of the consideration of absorptive effort choice
always leads to a convergence of productivity in country F to AHF . The robustness
of the qualitative findings reported below with respect to variations in this parameter
setting has been tested.

Figure 1 shows the feedback strategies of the two firms in the MPE under the
default parameter setting. The qualitative features of these feedback strategies are
quite intuitive. The foreign investment of firm H becomes smaller the larger the
technological gap of firm F is because the lager the gap the larger the marginal
effect of an additional unit of foreign capital on the future increase in AF . This in-
crease reduces marginal costs of firm F , which negatively affects the future profits
of firm H . Furthermore, investments are an increasing function of the stock of for-
eign capital firm H has. The reason for this observation is similar to that just given
with respect to changes in AF . The larger foreign capital stock of firm H the faster
the productivity of firm F will catch-up and the smaller will be the technology gaps
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Fig. 1 Equilibrium strategies of firm H (a) and firm F (b) for the default parameter setting

in the future. Smaller future technology gaps imply that the negative future effects
of an additional unit of foreign capital for firmH are smaller and hence investments
of that firm increase. Absorptive effort of firm F is larger the larger the capital stock
KF is because the marginal effect of absorptive effort grows with KF . On the other
hand, the marginal effect of absorptive effort declines as AF comes closer to AHF
and therefore effort is a decreasing function of AF .

Figure 2 shows the dynamics of the state and control variables in the MPE for the
default parameter setting and an initial productivity of firm F of AF (0) = 1.55. It
can be clearly seen that under the default setting firm H builds up a positive capital
stock in country F and keeps a positive stock in the long run. Firm F chooses
positive absorption effort throughout the run and is therefore able to completely
close the gap between its own productivity AF and the productivity AHF of the
high-tech firm H when producing in country F . The amount of effort invested in
absorption is non-monotone with a steep initial increase in effort and a long phase
of decreasing effort after an early peak at approximately t = 15. The intuition for
the non-monotone dynamics of the absorptive effort is that the marginal effect of an
increase of KF on the incentives to invest in absorptive effort is large in the initial
periods when the technological gap is still large. The fast catch-up of AF towards
AHF reduces the marginal future value of an investment in absorptive effort and
therefore reduces the incentives for firm F to choose a high α. This effect starts to
dominate after t = 15 inducing a steady decline in α. However, the absorptive effort
always stays positive because under the default parameter setting marginal costs of
effort converge to zero as α becomes small. As we will see below the property that
marginal costs of effort are zero for α = 0 is the crucial property that induces a full
catch-up steady state.

In order to understand the implications of a relaxation of the assumption that
marginal costs of effort are zero at α = 0 we now consider the effects of an increase
of the parameter βF . For positive βF marginal costs of effort are strictly positive on
the entire control space R+. In Fig. 3 we show the feedback functions in the MPE
for βF = 0.2. Setting βF to that positive value induces that α = 0 on a substantial
part of the state space. In particular, for small foreign capital stocks of firm H and
for a small technological gap, the marginal (present and future) returns of absorptive
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Fig. 2 Equilibrium dynamics under the default parameter setting: a foreign capital stock of firm
H , b productivity of firm F , c investment of firm H , d absorptive effort of firm F

effort are not sufficient to outweigh the marginal costs and therefore firm F does not
invest any effort to absorb the potential spillovers from firm H . In equilibrium firm
H takes this behavior of its opponent into account and therefore reduces investment
in the areas of the state space close to the line where firm F starts to invest positive
effort. In the interior of the region where firm F invests positive effort the same
logic as in the case of βF = 0 implies that investment of firm H is an increasing
function of KF and this gives rise to the rather complex and non-monotone shape
of the feedback function of firm H .

The implications of these changes in the feedback strategies on the equilibrium
dynamics of states and controls can be seen in Fig. 4. First, considering the dy-
namics of KF and AF we observe that no full catch-up of the productivity of firm
F emerges although firm H keeps a positive foreign capital stock in the long-run.
Hence, contrary to the case with exogenous absorptive capacity studied in Dawid
et al. (2010) with endogenous absorptive capacity a steady state exists where the
high tech firm H can keep some productivity advantage relative to its local com-
petitor in country F although it keeps exploiting the wage advantage in country F
with a positive long run stock of foreign capital. Whereas the steady state level of
the productivity of firm F is a strictly decreasing function of βF the dependence of
the size of the long run foreign capital stock of firm H from βF is non-monotonous,
where this level is approximately identical for βF = 0 and βF = 0.2, but substan-
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Fig. 3 Equilibrium feedback strategies of firm H (a) and firm F (b) for βF = 0.2

Fig. 4 Equilibrium dynamics for βF = 0 (blue line), βF = 0.1 (green line) and βF = 0.2 (red
line): a foreign capital stock of firm H , b productivity of firm F , c investment of firm H , d ab-
sorptive effort of firm F

tially smaller for βF = 0.1. In the initial part of the dynamics a larger value of the
absorptive cost parameter βF induces a smaller foreign capital stock of firmH . This
might seem counter-intuitive, but can be well explained by considering the dynam-
ics of the controls of the two firms.
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Fig. 5 Difference in the equilibrium strategies of firm H (a) and firm F (b) between the cases
wF = 1.1 and wF = 1

For positive βF in the initial periods the stock of foreign capital is so small that
firm F does not invest any absorptive effort and hence the technological gap remains
unchanged. Firm H however foresees that due to the increase in KF eventually the
point in time will be reached where firm F starts investing absorptive effort and
the productivity of firm F starts to increase. As this point in time comes closer the
implicit (discounted future) costs associated with an additional unit of capital in
country F becomes larger and therefore investment of firm H decreases in the ini-
tial periods. The time interval on which investment is decreasing is longer the larger
absorption costs βF are and this explains why an increase of absorption costs has a
negative impact on the size of the foreign capital stock in the initial periods. Once
firm F starts choosing positive α the technological gap shrinks and this reduces the
costs for firm H of an additional unit of foreign capital due to future technological
catch-up. Once this effect becomes dominant firm H starts to increase its invest-
ment and firm F reduces its absorptive effort until a steady state is reached where
absorptive effort is again zero. It should be noted that this steady state is located ex-
actly at the line in the state-space where the equilibrium feedback function of firm
F switches from zero to positive α.

We now consider the effect of an increase of the wage in country F on the dy-
namic of FDI and of the technological catch-up. Clearly, the lower labor costs in
country F are the main motivation for firm H to move parts of the production of
country F and it is therefore important to understand how the economic dynamics
is influenced by the amount of the wage disparity. As discussed above we assume
that wages stay constant over time, for example due to institutional inertia.

In order to examine the effects of an increase in wF , we first consider the di-
rect effect of such a parameter change on the equilibrium feedback functions of
both firms. We carry out this analysis for a positive value of βF = 0.2 where in
general no full technological catch-up of firm F occurs. In Fig. 5 we depict the
change in the feedback functions as the wage in country F increases by 10 %,
i.e. we depict ΔI ∗(KF ,AF )= I ∗(Kf ,AF ;wf = 1.1)− I ∗(Kf ,AF ;wf = 1) and
Δα∗(KF ,AF )= α∗(Kf ,AF ;wf = 1.1)−α∗(Kf ,AF ;wf = 1). The figure clearly
shows that a wage increase in country F induces a downward shift of the foreign
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Fig. 6 Equilibrium dynamics for wF = 1 (blue line), wF = 1.1 (green line) and wF = 1.2 (red
line): a foreign capital stock of firm H , b productivity of firm F , c investment of firm H , d ab-
sorptive effort of firm F

investment function of firm H and an upward shift of the feedback function deter-
mining the absorptive effort of firm F , thereby enlarging the area in the state space
where firm F chooses positive effort. There is a clear intuition for these shifts. An
increase of wF induces higher unit costs of labor for firm F , which increases its
incentives to increase labor productivity and this leads to higher absorptive effort
of that firm. This increase in absorptive effort reduces the incentives for firm H to
invest in country F . Furthermore, the increased wage costs in country F reduces the
cost savings of firm H from production in country F , which also negatively affects
its incentives for foreign investment.

The effects of these changes in the feedback functions on the equilibrium dy-
namics of states and controls can be seen in Fig. 6. As expected, foreign investment
the size of the foreign capital stock of firm H becomes smaller throughout the run
and in the steady state if the wage wF goes up. More surprisingly, the increase in
wages in country F induces a decrease in the productivity of firm F throughout the
run and in the steady state. This effect is particularly strong in the initial phase of
the dynamics, where first the delay till the catch-up of firm F starts becomes larger
for increasing wF and then the speed of the catch-up is substantially smaller under
a larger value wF . Hence, although the incentives for firm F to improve its labor
productivity become stronger if the local wage goes up, in equilibrium the induced
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Fig. 7 Effects of changes in wF on the profit of firm H . a Difference in the instantaneous profits
of firm H between the cases wF = 1.1 and wF = 1; b value function of firm H for the default
initial conditions and an increasing value of wF

slowdown in the foreign investment is so strong that the actual productivity trajec-
tory is shifted downwards. In the initial periods the reduction in foreign capital stock
due to a wage increase implies even a reduction of absorptive effort of firm F .

Based on these considerations, it is straight forward to see that the profits of firm
F are negatively affected by an increase of the local wage wF . Numerical results
not shown here confirm that an increase in wF induces a downward shift of the
value function of firm F and also a downward shift of the trajectory of instantaneous
profits of that firm, which means that an increase of wF (for given initial conditions)
implies not only lower productivity but also a reduction of profits of the firm at each
point in time. Furthermore, numerical evidence shows that the total wage income of
workers in country F is positively affected by an increase of wF , but that this effect
is smaller than the induced loss of firm profits, such that total income in country F ,
consisting of the sum of firm profits and wage income, is negatively affected by the
increase in wF .

The effect of an increase in the wage in country F on the profit of firm H is less
clear. On the one hand, such a wage increase makes the production of firm H in
country F more expensive. Also, as discussed above, the wage increase leads to an
upward shift of the absorptive effort of firm F . Both of these effects have negative
implications for the profits of firm H . On the other hand, the wage increase induces
higher marginal costs for the opponent firm F , which makes it a weaker competitor
and induces an upward shift of the price. This increases the profit of firm H . As
can be seen in panel (a) of Fig. 7 the interplay of these effects with the adjustment
of the optimal strategy of firm H is such that an increase in wF initially leads to
a higher profit of firm H but induces a decrease in the long run profit. The main
mechanism for these dynamic implications seems to be the induced reduction of in-
vestments of firmH we discussed above. This reduction of investments which, does
not only reduce investment costs but also leads to a substantial slowdown of initial
technological catch-up of firm F , has particularly strong positive profit implication
for firm H in the initial periods, whereas the negative implications of an increase of
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Fig. 8 Equilibrium dynamics for a = 0 (blue line), a = 0.1 (green line) and a = 0.2 (red line):
a foreign capital stock of firm H , b productivity of firm F , c investment of firm H , d absorptive
effort of firm F

wF grow over time as firm H accumulates more foreign capital. Also, in the long
run the increase in the technological gap AHF −AF induced by the wage increase
is much smaller than in the initial periods. However, as can be seen from panel (b)
where the value function of firm H is depicted for increasing values of wH , the
initial positive effect outweighs the negative long-run implications of the wage in-
crease, such that the discounted payoff stream of firm H in equilibrium increases
with wH .

Having examined the implications of a wage increase in country F , we conclude
our analysis by briefly considering a scenario where even without any absorptive
effort of firm F this firm receives technological spillovers as long as firm H has a
positive capital stock in country F . With respect to our parametrization this means
that we consider the implications of an increase of the parameter a to some positive
value. Figure 8 shows the equilibrium dynamics of states and controls for a = 0,
a = 0.1, and a = 0.2. Whereas the difference in the dynamics between the cases
with positive values of a is very minor, there is a substantial difference between
these two cases and our default setting where a = 0. For positive values of a, firm
F always achieves a complete technological catch-up to AF = AHF . However ab-
sorptive effort of the firm is reduced to zero such that the catch-up is due to the
‘automatic spillovers’ generated by the positive capital stock of firm H . Firm H
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could prevent such spillovers only by reducing its foreign capital stock to zero, but,
as can be seen in panels (a) and (c) of the figure, the increase of the spillover inten-
sity induces higher foreign investment of firm H and also a larger foreign capital
stock for almost the entire time interval. Intuitively, there are two reasons for this.
First, the faster catch-up of AF towards AHF reduces the marginal effect of an ad-
ditional unit of foreign capital on the future dynamics of AF , and, second, since
absorptive effort is constant zero for positive values of a, the strategic effect that an
increase in the foreign capital stock of firm H induces higher absorptive effort by
firm F is not present for positive values of a and this increases the incentives of the
firm for foreign investment.

5 Conclusions

In this paper, we have considered the dynamic strategic interaction between two
competing firms located in a high- respectively low-tech country. The firm in the
high-tech country can reduce production costs by moving parts of its production
to the low-tech country, but by doing so risks to generate technological spillovers
which allow its competitor to reduce the technological gap between the two firms
in terms of productivity. Taking into account the literature on absorptive capacity
we assume that the intensity of the spillovers does not only depend on the size of
the foreign capital stock of the high-tech firm and the size of the technological gap,
but also on the amount of effort invested by the firm in the low-tech country to
absorb the spillovers. The differential game, which captures the strategic interaction
between the two firms, is of highly non-linear structure and does not fall into any
of the classes of games where analytical treatments of Markov perfect equilibria are
feasible. Therefore numerical methods of collocation type were used to examine the
characteristics of the Markov perfect equilibria of the game.

Several noteworthy findings result from this numerical analysis. First, it is
demonstrated that under weak assumptions on the cost function of effort equilibrium
behavior leads to a steady state where the high-tech firm keeps a positive capital
stock in the low tech country, but the productivity of the firm located in that country
still does not catch-up to the productivity of the high-tech firm. Such a steady state
is ruled out in the treatment of Dawid et al. (2010), where the absorptive capacity of
the local firm was assumed to be exogenously given. Second, the analysis highlights
several interesting implications of changes in the key parameters on the equilibrium
dynamics. In particular, it is shown an increase of the costs of absorptive effort of
the low-tech firm leads to a reduction of the foreign investment of the high-tech
firm in the initial part of the dynamics. An increase of the wage rate in the low-tech
country induces a slower catch-up of the productivity of the firm in that country and
less foreign investment of the high-tech firm. Finally, an increase of the base value
(with zero effort) of the absorptive capacity of the low-tech firm to a positive value
induces more foreign investment. Overall, this analysis demonstrates that even in
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games with more than one state and highly non-linear state dynamics the applica-
tion of numerical collocation methods allows to obtain a clear and comprehensive
picture of the qualitative properties of Markov perfect equilibria of the game.
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Differential Games and Environmental
Economics

Aart de Zeeuw

Abstract Differential games are the natural framework of analysis for many prob-
lems in environmental and resource economics. This chapter will discuss the con-
cepts and techniques of differential games and it will analyze two famous models in
environmental and resource economics, the game of international pollution control
and the lake game. It will be shown that existing solution techniques can cover some
of the gap between non-cooperative Nash equilibria and the cooperative outcome. It
will also be shown that the regulation by means of realistic tax rates can cover some
of the remaining gap but not all the way.

1 Introduction

Differential game theory extends optimal control theory to situations with more than
one decision maker. The controls of each decision maker affect the development
of the state of the system, given by a set of differential equations. The objectives
of the decision makers are integrals of functions that depend on the state of the
system, so that the controls of each decision maker affect the objectives of the other
decision makers and the problem turns into a game. A differential game is a natural
framework of analysis for many problems in environmental and resource economics.
Usually these problems extend over time and have externalities in the sense that the
actions of one agent affect welfare of the other agents. For example, emissions of
all agents accumulate into a pollution stock and this pollution stock is damaging to
all agents. Or, resource extractions by all agents decrease a resource stock and the
availability of the resource affects welfare of all agents.

It is logical to identify the pollution stock and the resource stock with the state
of the system but one needs to be careful here. In systems theory, the state of the
system is a memory concept, comparable to a sufficient statistic. It contains suffi-
cient information from the history of the system, at some point in time, to be able
to predict the future of the system, under given inputs. This indeed applies to the
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pollution stock and the resource stock. However, the controls in the Nash equilib-
rium of the differential game usually differ when they are conditioned on time only,
on the current state of the system or on the history of the state of the system. These
possible interactions between the controls and the state complicate the conceptual
framework. This chapter will first clarify this issue that was already presented in
the early stages of the development of differential game theory (Starr and Ho 1969;
Başar and Olsder 1982).

Most theory and applications are restricted to linear-quadratic differential games
where the state transition is linear and the functions under the objective integral are
quadratic. In this case the controls are linear and the value functions are quadratic
but again one needs to be careful here. It can happen that non-linear equilibria of the
game exist as well (Dockner and Van Long 1993). Moreover, the assumption that
the state transition is linear is fine for most standard economic problems with capital
accumulation, for example, or for the simple environmental and resource problems
mentioned above. However, ecological systems are usually non-linear and if the
resource is an ecological system, a differential game with a non-linear constraint
has to be solved. For example, a lake reacts in a non-linear way to the release of
phosphorus on the lake, so that in case of many users a stock externality occurs that
develops in a non-linear way.

An important reason for analyzing differential games in environmental and re-
source economics is to assess the “tragedy of the commons” (Hardin 1968). The
tragedy of the commons means that if a common resource is accessible to all agents
and is not jointly managed, it will be overused and joint welfare will not be optimal.
It would be collectively rational to use less but in that situation there are individual
incentives to use more. One can say that the non-cooperative Nash equilibrium of
the differential game characterizes the situation without optimal management. By
comparing this to the cooperative outcome of the game, the welfare losses can be
assessed. Note, however, that the non-cooperative Nash equilibrium of the differen-
tial game is not unique. It depends on the information structure or, more specifically,
on whether the controls can be conditioned on the state of the system or not. It also
depends on the level of commitment the agents can make with respect to their future
strategies. This positions the analysis in what is usually called the “Nash program”:
a fundamental question in game theory is whether equilibria exist that mimic the co-
operative outcome because this combines the highest joint welfare with the stability
properties of the equilibrium in the sense that no agent has an incentive to deviate. In
that case the players would only have to coordinate on the proper Nash equilibrium.

If equilibrium behavior is not jointly optimal, it can be corrected by taxes or other
policies. In principle, a fully corrective mechanism usually exists but this mech-
anism may be too complicated or too costly to implement. The general question
becomes how close one can get to the cooperative outcome with a non-cooperative
Nash equilibrium that is based on a realistic set of strategies for the individual agents
and a realistic policy, mandated to a policy maker. The main purpose of this chapter
is to show how far we can go in case of two typical examples, with the available
techniques in differential games.

This chapter will start with an overview of the most important concepts and tech-
niques of differential games. Then two examples in environmental and resource
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economics will be elaborated. The first one is the game of international pollution
control where countries emit, for example, greenhouse gases into a concentration
level of pollutants. With some linear natural degradation, the state transition is lin-
ear. There are benefits of emissions in a one-to-one relationship with production and
there is damage of the stock of pollutants. If these costs and benefits are approxi-
mated by quadratic functions, the differential game is a linear-quadratic one. The
second example is the lake game with many users. The state is again the stock of
pollutants which is now the total amount of phosphorus sequestered in algae. This
pollution stock, however, develops in a non-linear way which will be explained be-
low. Such a non-linear differential game with a one-dimensional state can still be
solved but requires numerical techniques.

Section 2 will give an overview of the most important concepts and techniques of
differential games. Section 3 will analyse the game of international pollution control
as an example of a linear-quadratic differential game. Section 4 will analyze the lake
game as an example of a non-linear differential game. Section 5 concludes.

2 Concepts and Techniques of Differential Games

It may be fair to say that Bellman’s principle of optimality is one of the most im-
portant concepts in dynamic optimization theory. It simply states that at each point
in time the remainder of an optimal control path is still optimal when starting at
the state of the system that is reached by implementing the optimal control path up
to that point in time. The proof is easy. If another future control path is better, re-
placing the remainder of the original optimal control path with this one leads to a
control path that is better than the original one so that the original one cannot be op-
timal. The principle of optimality is simple but powerful because it allows to solve a
dynamic optimization problem backwards in time and it yields the technique of dy-
namic programming and, more specifically, the Hamilton–Jacobi–Bellman equation
for the value function of the optimal control problem. Therefore, it was remarkable
to find that the equivalent does not hold in differential games.

2.1 Example from 1969

This issue was first put forward in a paper by Starr and Ho (1969) in an instructive
example. This example is not a differential game. It has only two periods and two
actions for each player but it provides insights that are relevant for the sequel. There
are two players. Each player has controls 0 and 1. The game starts in the state x0 and
the state transition is such that the control pair (1,0) leads to the state x1, with costs
−1 for player 1 and costs 1 for player 2. The control pairs (0,0) and (1,1) both lead
to x2, with respective costs (2,2) and (5,0), and the control pair (0,1) leads to x3,
with costs (2,2). In the second period one of the following three bi-matrix games is
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Table 1 The bi-matrix games in the second period

x1 0 1

0 (5,2) (2,3)

1 (4,1) (1,4)

x2 0 1

0 (2,2) (3,1)

1 (2,4) (0,3)

x3 0 1

0 (2,2) (1,3)

1 (4,1) (0,2)

Table 2 One bi-matrix game
in the four possible strategies x0 00 01 10 11

00 (4,4) (5,3) (4,4) (3,5)

01 (4,6) (2,5) (6,3) (2,4)

10 (4,3) (1,4) (7,2) (8,1)

11 (3,2) (0,5) (7,4) (5,3)

Table 3 The bi-matrix game
in the first period x0 0 1

0 (2,5) (4,4)

1 (3,2) (5,3)

played, depending on whether the state x1, x2 or x3 has been reached. The actions of
player 1 are represented by the rows of these matrices and the actions of player 2 by
the columns. The entries of these matrices represent the respective costs of player 1
and player 2. The objective of the players is to minimize costs. The bi-matrix games
in the second period are given by Table 1. The game over both periods can be solved
in two ways. First, the game can be written as one bi-matrix game (confer Table 2)
in the four possible strategies of the players over two periods (00, 01, 10 and 11), by
adding up the costs in the first period (given in the text above) and the costs in the
second period (given by the three bi-matrices above). The Nash equilibrium of this
game is (11,00) with total costs (3,2). Second, the game can be solved backwards
in time. The Nash equilibria in the second period are (1,0) in x1 with costs (4,1),
(1,1) in x2 with costs (0,3), and (0,0) in x3 with costs (2,2). By adding up the
costs in the first period and the Nash equilibrium costs in the second period, we get
a bi-matrix game in the first period that is shown in Table 3. The Nash equilibrium
of this game is (0,1) with total costs (4,4).

The two Nash equilibria are different. The Nash equilibrium of the game in strate-
gies over the two periods is (11,00). The continuation of these strategies (1,0),
starting in the state x1 that is reached by implementing the controls (1,0) in the first
period, is also a Nash equilibrium of the remainder of the game (time-consistency).
However, this does not imply that this Nash equilibrium can be found by dynamic
programming, backwards in time! The reason is that if the players realize that the
controls are reconsidered in the second period, conditioned on the state that has been
reached, they have incentives to deviate. Player 1 wants to play 0 in the first period,
leading to state x2 and Nash equilibrium (1,1) with total costs 2 for player 1 that
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are lower than 3. However, then the total costs of player 2 are 5 and therefore this
player wants to play 1 in the first period, leading to state x3 and Nash equilibrium
(0,0) with total costs 4 for player 2 that are lower than 5. This results in the other
Nash equilibrium with total costs (4,4). There are two mechanisms at work here:
one is that the players are not committed to a control in the second period and the
other one is that the players can condition their controls on the state of the system.
Note that these additional options lead to higher total costs in the Nash equilib-
rium!

2.2 Open-Loop and Feedback

The theory of differential games was developed in the engineering literature and
therefore the concepts of open-loop and closed-loop were used to describe the find-
ings in the example above. A controlled system has closed loops if the controller
uses observations on the state of the system. One can also say that the observa-
tions are fed back into the controller and therefore the concept of feedback is also
used, instead of closed-loop. The conclusion of the example above is that the open-
loop Nash equilibrium differs from the feedback or closed-loop Nash equilibrium,
where the controls are conditioned on the state of the system. Later it was found
that more Nash equilibria exist where the controls are conditioned on the history
of the state of the system. These are called closed-loop memory Nash equilibria.
If these equilibria are considered, the concept of state has to change. If the current
and future controls are known, the state contains sufficient information to be able
to predict the future of the system but if the current controls depend on the history
of the state, this information is not sufficient. The state has to be augmented with
the relevant history of the system. For example, the current pollution stock has to
be augmented with previous pollution stocks. Başar and Olsder (1982) label open-
loop, closed-loop and closed-loop memory as possible information structures and
focus on the informational non-uniqueness of the Nash equilibrium of differential
games.

Most of the economic applications of differential games, however, are restricted
to the open-loop and the feedback Nash equilibrium. This is mainly driven by the
available solution techniques. A differential game is basically a set of optimal con-
trol problems and therefore the well-known solution techniques of optimal control
problems are also at the heart of differential games. When Pontryagin’s maximum
principle is used, the control is a function of time and the open-loop Nash equilib-
rium is found. This can be compared to the first Nash equilibrium in the example
above. When dynamic programming is used or, more specifically, the Hamilton–
Jacobi–Bellman equations in the value functions, the feedback Nash equilibrium
is found. In the example above, the value functions give the costs-to-go of the two
players in the Nash equilibrium of the second period as a function of the state. These
are added to the possible costs in the first period and in this way the feedback Nash
equilibrium is found.
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2.3 Commitment

It is quite common in economic applications of differential games to label the open-
loop Nash equilibrium as the pre-commitment solution, in contrast with the feed-
back Nash equilibrium. It is clear that the players in the feedback Nash equilibrium
are not committed to their future controls and wait with choosing their actions until
they observe the state of the system. It is also clear that the players in the open-
loop Nash equilibrium are committed to their future controls, simply because they
do not get new information. However, it is a bit confusing to distinguish these two
equilibria on the basis of commitment because the comparison is not made ceteris
paribus. When moving from open-loop to feedback, the information structure is
changed and commitment is lost because the dynamic programming framework is
used. A comparison on the basis of commitment only would require to keep the in-
formation structure fixed but then one cannot rely on a standard solution technique
from optimal control theory.

Open-loop Feedback
Commitment Maximum Principle ?
No commitment Dynamic Programming

This combination of commitment and feedback or closed-loop information struc-
tures is simply not very well developed in economic applications of differential
games. This is in contrast with another area in dynamic games, namely repeated
games. Repeated games do not have a state but strategies can be conditioned on
the strategies of the other players. In this way, with commitment, the cooperative
outcome can be realized because players can announce to punish other players suf-
ficiently much if they deviate from the cooperative outcome. A similar approach
can be chosen for differential games (Tolwinski 1982). Another approach is to solve
for closed-loop memory Nash equilibria. Tolwinski et al. (1986) show that for a
class of differential games, closed-loop memory Nash equilibria can sustain effi-
cient outcomes. Gaitsgory and Nitzan (1994) consider difference games which are
differential games with discrete time. They develop a folk theorem in the sense that
closed-loop memory Nash equilibria sustain individually rational outcomes with re-
spect to the open-loop Nash equilibrium. In terms of applications to economics,
these approaches are simply not very well developed and will therefore not be fur-
ther pursued in this chapter. However, the idea of a folk theorem will pop up again
below when the possible multiplicity of feedback Nash equilibria is discussed. It
will be shown that the steady state of the cooperative outcome can be approached
with feedback Nash equilibria if the discount rate goes to zero (see the next section).

If commitment is attached to the open-loop Nash equilibrium, the commitment
device is to refrain from observing the state of the system. Commitment in this way
may pay as we have seen in the example above where the open-loop Nash equilib-
rium has lower costs than the feedback Nash equilibrium. However, if we do not
think that commitment is treated properly in this way and if we do not think that it
is realistic to deliberately refrain from observing the state of the system, this is not
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an interesting way to go. Moreover, it is not generally true that the feedback Nash
equilibrium has lower costs than the open-loop Nash equilibrium, as we will see in
the applications below. One may say in general that the feedback Nash equilibrium
is the most realistic solution concept. It usually confirms some tragedy of the com-
mons but more optimistic results are also feasible, as we will see in the applications
below. Most economic applications of differential games focus on comparing the
open-loop Nash equilibrium and the feedback Nash equilibrium. Since the feedback
Nash equilibrium is derived with dynamic programming and since the controls are
conditioned on the state, it is also called the Markov–Perfect Nash equilibrium.

2.4 Formal Model

It is time to introduce some formalities. An important class of differential games is
given by

max
ui(·)

Wi =
∫ ∞

0
Fi
[
x(t), ui(t)

]
exp(−rt)dt, i = 1,2, . . . , n (1)

subject to

ẋ(t)= f [x(t), u1(t), u2(t), . . . , un(t)
]
, x(0)= x0, (2)

where i indexes the n players, x denotes the state of the system, u the controls, r the
discount rate, W total welfare, F welfare at time t , and f the state transition. Note
that the players only interact through the state dynamics. The problem has an infinite
horizon and the welfare function and the state transition do not explicitly depend on
time, except for the discount rate. This implies that the problem is stationary. Note
also that the objective of the players is to maximize total welfare, whereas in the
example in Sect. 2 players were minimizing costs.

In the open-loop Nash equilibrium the controls only depend on time: ui(t). This
implies that player i solves an optimal control problem with Pontryagin’s maxi-
mum principle and the strategies of the other players as exogenous inputs. This
results in an optimal control strategy for player i that is a function of the strategies
of the other players. This is, in fact, the rational reaction or the best response of
player i. The open-loop Nash equilibrium simply requires consistency of these best
responses. Pontryagin’s maximum principle gives a necessary condition in terms of
a differential equation for the co-state λi . If the optimal solution for player i can
be characterized by the set of differential equations in x and λi , then the open-loop
Nash equilibrium can be characterized by the set of differential equations in x and
λ1, λ2, . . . , λn. This is usually the best way to find the open-loop Nash equilibrium.
The necessary conditions for player i in terms of the current-value Hamiltonian
function

Hi(x,ui, t, λi)= Fi(x,ui)+ λif
[
x,u1(t), . . . , ui, . . . , un(t)

]
(3)
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are that the optimal u∗i (t) maximizes Hi and that the state x and the co-state λi
satisfy the set of differential equations

ẋ(t) = f [x(t), u1(t), . . . , u
∗
i (t), . . . , un(t)

]
, x(0)= x0, (4)

λ̇i (t) = rλi(t)−Hix
[
x(t), u∗i (t), t, λi(t)

]
, (5)

with a transversality condition on λi . Note that the actions of the other players uj (t),
j �= i, are exogenous to player i. If sufficiency conditions are satisfied and if u∗i (t)
can be explicitly solved from the first-order conditions of optimization, the open-
loop Nash equilibrium can be found by solving the set of differential equations for
x and λ1, λ2, . . . , λn given by

ẋ(t) = f [x(t), u∗1(t), u∗2(t), . . . , u∗n(t)
]
, x(0)= x0, (6)

λ̇i (t) = rλi(t)−Hix
[
x(t), u∗i (t), t, λi(t)

]
, i = 1,2, . . . , n, (7)

with transversality conditions on λ1, λ2, . . . , λn.
In the feedback Nash equilibrium the controls depend on the current state of the

system and since the problem is stationary, they do not depend explicitly on time:
ui(x). The Hamilton–Jacobi–Bellman equations for the current value functions Vi
are given by

rVi(x) = max
ui

{
Fi(x,ui)

+ V ′
i (x)f

[
x,u1(x), . . . , ui, . . . , un(x)

]}
, i = 1,2, . . . , n. (8)

If sufficiency conditions are satisfied and if u∗i (x) can be explicitly solved from the
first-order conditions of optimization, the feedback Nash equilibrium can be found
by solving the set of equations in the current value functions Vi given by

rVi(x) = Fi
(
x,u∗i (x)

)

+ V ′
i (x)f

[
x,u∗1(x), u∗2(x), . . . , u∗n(x)

]
, i = 1,2, . . . , n. (9)

How this works in specific problems will follow below.
This is only a small part of the theory of differential games. The first textbook

is Başar and Olsder (1982) which was written from an engineering perspective.
A more recent textbook with many economic applications is Dockner et al. (2000).
A nice and concise introduction is Van Long (2013).

3 International Pollution Control

This section is strongly based on van der Ploeg and de Zeeuw (1992). The game of
international pollution control, as it is formulated in this paper and in other papers
such as Dockner and Van Long (1993), is an example of a linear-quadratic differ-
ential game where the state transition f is linear in the state and in the controls
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and where the objective function F is quadratic in the state and in the control. It
is interesting to compare the open-loop Nash equilibrium and the linear feedback
Nash equilibrium and to interpret the difference. It is shown that the players are
worse off in the linear feedback Nash equilibrium. It follows that the additional in-
formation does not pay or, to put it differently, that it pays to stick to the open-loop
controls. The reason is that, at the margin, players emit more knowing that the other
players will partly offset this when they observe the resulting higher stock of pol-
lution. Therefore, in equilibrium, emissions are higher and the difference in terms
of welfare with the cooperative outcome is higher. However, it will be shown that
also non-linear feedback Nash equilibria exist and that the steady state of the best
non-linear feedback Nash equilibrium converges to the steady state of the coopera-
tive outcome when the discount rate converges to zero. Apparently, with non-linear
strategies some sort of folk theorem can be achieved.

3.1 The Model

Pollution P is an inevitable by-product of production Y and the stock of pollution
damages the environment. In the case of global environmental problems, pollution
P crosses national borders but in the absence of a supra-national government that is
mandated to implement policies worldwide, these transboundary externalities can-
not be internalized in a standard way. For example, climate change affects many
countries and is caused by worldwide emissions of greenhouse gases but emissions
can only be controlled by policies at the national level. At the international level a
game is played between the countries. In the non-cooperative Nash equilibrium of
this game the countries do not take the transboundary externalities into account but
only focus on the damage by their own emissions in their own country. Of course,
they could coordinate their policies and correct the transboundary externalities as
well but then incentives to deviate arise and this is the heart of the problem. An
important question is how much the countries would gain from cooperation, but this
depends on which Nash equilibrium is to be expected.

The relationship between pollution P and production Y is simply modeled by
a fixed emission-output ratio α. Pollution P accumulates into a stock of pollution
which is partly degrading by natural processes. Damage is caused by the concentra-
tion level of pollution S and its development over time or the state transition, in the
case of n countries, is simply modeled as

Ṡ(t)= α

n

n∑

i=1

Yi(t)− δS(t), S(0)= S0. (10)

This is a linear equation in the state S and in the controls Yi . Note, however, that the
linear natural degradation δS of the concentration level may be too simple. Usually
processes in the natural system are more complicated but if the state transition is
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modeled in a non-linear way, the analysis of the differential game becomes much
more complicated. We leave this to the next section on lakes.

The objectives are simply modeled as

max
Yi(·)

Wi =
∫ ∞

0

[

βYi(t)− 1

2
Y 2
i (t)−

1

2
γ S2(t)

]

× exp(−rt)dt, i = 1,2, . . . , n. (11)

The objectives are quadratic in the state S and in the control Yi . Again, quadratic
damage costs 1

2γ S
2 may be too simple. Climate change, for example, is better mod-

eled by some tipping point where damage is sharply increasing but again, the anal-
ysis of the differential game would become much more complicated. Note also that
the countries are assumed to be the same. We will only consider symmetric Nash
equilibria so that the index i will at some point disappear.

3.2 Open-Loop Nash Equilibrium

Using Pontryagin’s maximum principle, the current-value Hamiltonian functions
become

Hi(S,Yi, t, λi)= βYi − 1

2
Y 2
i −

1

2
γ S2 + λi

(
α

n
Yi + α

n

n∑

j �=i
Yj (t)− δS

)

(12)

and since sufficiency conditions are satisfied, the open-loop Nash equilibrium con-
ditions become

Yi(t) = β + α
n
λi(t), i = 1,2, . . . , n, (13)

Ṡ(t) = α

n

n∑

i=1

Yi(t)− δS(t), S(0)= S0, (14)

λ̇i (t) = (r + δ)λi(t)+ γ S(t), i = 1,2, . . . , n, (15)

with transversality conditions on λ1, λ2, . . . , λn. The symmetric open-loop Nash
equilibrium can therefore be characterized by the set of differential equations

ṠOL(t) = α
(

β + α
n
λOL(t)

)

− δSOL(t), SOL(0)= S0, (16)

λ̇OL(t) = (r + δ)λOL(t)+ γ SOL(t), (17)

with a transversality condition on λOL, where OL denotes open-loop. This yields
a standard phase diagram in the state/co-state plane for an optimal control problem
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with a stable manifold and a saddle-point-stable steady state, given by

S∗OL =
αβ(r + δ)n

δ(r + δ)n+ α2γ
. (18)

The negative of the shadow value −λOL can be interpreted as the tax on emissions
that is required in each country to implement the open-loop Nash equilibrium. Note
that this tax only internalizes the externalities within the countries but not the trans-
boundary externalities. This would require a higher tax that can be found from the
cooperative outcome of the game.

In the cooperative outcome the countries maximize their joint welfare. This is a
standard optimal control problem with objective

max
Y1(·),...,Yn(·)

n∑

i=1

Wi. (19)

Using Pontryagin’s maximum principle, the current-value Hamiltonian function be-
comes

H(S,Y1, Y2, . . . , Yn, λ)=
n∑

i=1

(

βYi− 1

2
Y 2
i

)

− 1

2
γ nS2+λ

(
α

n

n∑

i=1

Yi−δS
)

(20)

and since sufficiency conditions are satisfied, the optimality conditions become

Yi(t) = β + α
n
λ(t), i = 1,2, . . . , n, (21)

Ṡ(t) = α

n

n∑

i=1

Yi(t)− δS(t), S(0)= S0, (22)

λ̇(t) = (r + δ)λ(t)+ γ nS(t), (23)

with a transversality condition on λ. The cooperative outcome can therefore be char-
acterized by the set of differential equations

ṠC(t) = α
(

β + α
n
λC(t)

)

− δSC(t), SC(0)= S0, (24)

λ̇C(t) = (r + δ)λC(t)+ γ nSC(t), (25)

with a transversality condition on λC , where C denotes cooperative. This yields a
standard phase diagram in the state/co-state plane for an optimal control problem
with a stable manifold and a saddle-point-stable steady state, given by

S∗C =
αβ(r + δ)

δ(r + δ)+ α2γ
< S∗OL. (26)

The negative of the shadow value −λC can be interpreted as the tax on emissions
that is required in each country to implement the cooperative outcome and this tax
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is higher than the tax in the open-loop Nash equilibrium because now the trans-
boundary externalities are internalized as well. The steady state of the cooperative
outcome is lower than the steady state of the open-loop Nash equilibrium, as is to be
expected. This implies that welfare is lower in the open-loop Nash equilibrium than
in the cooperative outcome. These results are straightforward. In the next section we
will consider the feedback Nash equilibrium.

3.3 Feedback Nash Equilibrium

The Hamilton–Jacobi–Bellman equations in the current value functions Vi become

rVi(S) = max
Yi

{

βYi − 1

2
Y 2
i −

1

2
γ S2

+ V ′
i (S)

(
α

n
Yi + α

n

n∑

j �=i
Yj (S)− δS

)}

, i = 1,2, . . . , n, (27)

with first-order conditions

Y ∗i (S)= β +
α

n
V ′
i (S), i = 1,2, . . . , n. (28)

Since sufficiency conditions are satisfied, the symmetric feedback Nash equilibrium
can be found by solving the differential equation in V = Vi , i = 1,2, . . . , n,

rV (S) = β
(

β + α
n
V ′(S)

)

− 1

2

(

β + α
n
V ′(S)

)2

− 1

2
γ S2

+ V ′(S)
[

α

(

β + α
n
V ′(S)

)

− δS
]

. (29)

The usual way to solve this equation is to assume that the current value function V
is quadratic with the general form

V (S)= σ0 − σ1S − 1

2
σ2S

2, σ2 > 0, (30)

so that a quadratic equation in the state S results. Since this equation has to hold for
all S, the coefficients of S2 and S on the left-hand side and the right-hand side have
to be equal. It follows that

σ2 = −(r + 2δ)n2 + n√(r + 2δ)2n2 + 4α2γ (2n− 1)

2α2(2n− 1)
, (31)

σ1 = αβn2σ2

(r + δ)n2 + α2(2n− 1)σ2
. (32)
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The feedback Nash equilibrium becomes

Y ∗i (S)= β +
α

n
(−σ1 − σ2S), i = 1,2, . . . , n, (33)

and the controlled state transition becomes

Ṡ(t)= α(β + α
n

(−σ1 − σ2S(t)
)− δS(t), (34)

which is stable and yields the steady state

S∗FB =
αβn− α2σ1

δn+ α2σ2
, (35)

where FB denotes feedback.
It is tedious but straightforward to show that

S∗C < S∗OL < S∗FB. (36)

This implies that in the feedback Nash equilibrium the countries are worse off than
in the open-loop Nash equilibrium or, to put it differently, that the gains of cooper-
ation are higher when the non-cooperative model is the feedback model. Since the
feedback model, where countries observe the state of the system and are not com-
mitted to future actions, is the more realistic model, the tragedy of the commons is
more severe than one would think when the open-loop model is used to assess the
gains of cooperation. The intuition for this pessimistic result is as follows. A coun-
try argues that when it increases emissions, this will increase the concentration level
of pollution and this will induce the other countries to lower their emissions, so that
part of the increase in emissions will be offset by the other countries. Each country
argues the same way so that in equilibrium emissions will be higher than in the case
where the concentration level is not observed. With the open-loop model, the gains
of cooperation are in fact underestimated.

The bulk of the literature on economic applications of differential games has this
type of result. However, a different approach to the issue is possible. Dockner and
Van Long (1993) show that non-linear feedback Nash equilibria (with non-quadratic
current value functions) for this problem exist which may be better than the open-
loop Nash equilibrium. This will be shown in the next section.

3.4 Non-linear Feedback Nash Equilibria

The symmetric feedback Nash equilibrium is given by

Y ∗i (S)= β +
α

n
V ′(S) := h(S), i = 1,2, . . . , n, (37)
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and using these equations for substituting V ′(S), the Hamilton–Jacobi–Bellman
equation can be written as

rV (S)= βh(S)− 1

2

(
h(S)

)2 − 1

2
γ S2 +

[
n

α

(
h(S)− β)

]
[
αh(S)− δS]. (38)

Assuming that h is differentiable, differentiating this equation with respect to S and
substituting V ′(S) again yields an ordinary differential equation in the feedback
equilibrium control h given by
[
(2n−1)αh(S)+(1−n)αβ−nδS]h′(S)= n(r+δ)h(S)+αγ S−n(r+δ)β. (39)

This is in fact the Euler–Lagrange equation for this problem. This differential equa-
tion may have multiple solutions because the boundary condition is not specified.
The steady-state condition yields a boundary condition but the steady state is not
determined in a differential game. One can also say that the multiplicity of non-
linear feedback Nash equilibria results from the indeterminacy of the steady state
in differential games. Dockner and Van Long (1993) have the same model but with
n= α = 2 which yields

[
3h(S)− β − δS]h′(S)= (r + δ)h(S)+ γ S − (r + δ)β, (40)

with the boundary condition in the steady state S∗ given by

h
(
S∗
)= 1

2
δS∗. (41)

The solutions of this differential equation in the feedback control h must lead to a
stable system where the state S converges to the steady state S∗. The stable solutions
form a set of hyperbolas in the (S,h)-plane that cut the steady state line 1

2δS in the
interval

2β(2r + δ)
δ(2r + δ)+ 4γ

≤ S∗ < 2β

δ
. (42)

Rubio and Casino (2002) correct this result by showing that it only holds for a
certain set of initial states S0. The right-hand side of the interval represents the
situation where the countries do not have a concern for the environment and choose
Y = β . The left-hand side is the lowest steady-state that can be achieved with a
feedback Nash equilibrium. In this equilibrium the hyperbola h(S) is tangent to the
steady-state line, so that h(S∗)= 1

2δS
∗ and h′(S∗)= 1

2δ.
The steady state in the cooperative outcome (for α = 2) is still lower,

S∗C =
2β(r + δ)

δ(r + δ)+ 4γ
<

2β(2r + δ)
δ(2r + δ)+ 4γ

, (43)

but it is interesting to note that the best steady state in a feedback Nash equilibrium
converges to the steady state in the cooperative outcome when the discount rate r
converges to zero. This does not imply, however, that welfare in this feedback Nash
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equilibrium also converges to welfare in the cooperative outcome when the discount
rate r converges to zero. We will come back to this in the next section on lakes.

This result in Dockner and Van Long (1993) is important. It shows that when
we allow for non-linear equilibria in this linear-quadratic framework, the feedback
Nash equilibrium can be better than the open-loop Nash equilibrium, i.e. in terms of
the steady states. Apparently, the feedback information structure can also be bene-
ficial for the countries, by keeping each other targeted on a better steady state with
a different set of feedback equilibrium controls. These feedback controls are not
offsetting part of the earlier extra emissions but are threatening to emit even more.
This implies that even if a linear feedback Nash equilibrium exists, the countries can
decide to coordinate on another, non-linear, feedback Nash equilibrium because this
one leads to a steady state with higher welfare. Note that this result is achieved in
a dynamic programming framework and that the equilibrium is Markov perfect. If
the discount rate r approaches zero, the steady state approaches the steady state of
the cooperative outcome which can be interpreted as some sort of folk theorem in a
differential game (see also Rowat 2007). This analysis has only been developed for
one-dimensional systems and we have to wait and see how it works out in higher-
dimensional systems. In the next section on lakes, we will apply the same technique
but now in a model with a non-linear state transition.

4 The Lake Game

This section is strongly based on Mäler et al. (2003) and Kossioris et al. (2008,
2011). The lake game, as it is formulated in these papers and in other papers such
as Brock and Starrett (2003), is an example of a differential game where the state
transition f is non-linear in the state. Since the linear-quadratic structure is lost
anyway, the objective function F is chosen to be logarithmic in the control because
this implies that the cooperative outcome is independent of the number of players,
which is convenient in the analysis. We will compare the cooperative outcome with
the best feedback Nash equilibrium that is derived with the technique in the last
sub-section. Furthermore, we will introduce a tax rate on pollution in order to see
if that can internalize the externality in this case. Because of the complexity of the
problem, at some point we need to resort to numerical solutions.

4.1 The Model

It can be shown that the essential dynamics of eutrophication of lakes can be de-
scribed by the differential equation

ẋ(t)=
n∑

i=1

ai(t)− bx(t)+ x2(t)

x2(t)+ 1
, x(0)= x0, (44)
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where x denotes the amount of phosphorus sequestered in algae, ai the loading of
phosphorus on the lake by agent i, i = 1,2, . . . , n, and b the parameter for the rate
of loss (which differs across lakes). The last non-linear term reflects an internal pos-
itive release of phosphorus, that has been sequestered in sediments and submerged
vegetation, due to changes in the condition of the lake (Carpenter and Cottingham
1997). Note that this equation has one or more steady states, depending on the value
of b and on the level of total loading a. If b < 3

√
0.375, for a certain range of a,

the equation has three steady states: two stable ones and an unstable one in between.
A low x is usually referred to as an oligotrophic state and a high x is usually referred
to as a eutrophic state. With these multiple steady states, a hysteresis effect can oc-
cur. Increasing total loading a from a low level, with a low steady state, will at some
point lead to a sudden flip to a high steady state (tipping point). Trying to return to a
low steady state, by decreasing total loading a again, requires a substantial decrease
in a before the lake flips back. If b ≤ 0.5, it is even impossible to flip back since
total loading a cannot become negative. In this case, the flip is irreversible and the
lake is trapped in a eutrophic state. We will assume that 0.5< b < 3

√
0.375, so that

hysteresis can occur but a flip to a eutrophic state is reversible. This type of model is
also relevant for other natural systems such as coral reefs, rangelands and climate, so
that it can be seen as a metaphor for many environmental problems facing us today.

Damage to the lake is caused by the amount of phosphorus sequestered in algae x.
We take a simple increasing quadratic form. However, the release of phosphorus on
the lake is a by-product of agriculture and in that sense also beneficial (value as a
waste sink). The agents can be seen as communities around the lake, which is com-
mon property to them. We take a logarithmic form for the benefits of loadings ai of
phosphorus on the lake, because this form has the property that the cooperative out-
come is independent of the number of agents, as we will see below. The objectives
are simply modeled as

max
ai (·)

Wi =
∫ ∞

0

[
lnai(t)− cx2(t)

]
exp(−rt)dt, i = 1,2, . . . , n, (45)

where c denotes the relative weight in the objective between the value of the lake
as a waste sink and the damage to the lake. For a high c it is to be expected that
the resulting state will be oligotrophic. Note that the communities are assumed to be
the same. We will only consider symmetric Nash equilibria again so that the index
i will at some point disappear.

4.2 Open-Loop Nash Equilibrium

Using Pontryagin’s maximum principle, the current-value Hamiltonian functions
become

Hi(x, ai, t, λi)= lnai − cx2 + λi
(

ai +
n∑

j �=i
aj (t)− bx + x2

x2 + 1

)

(46)
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and since sufficiency conditions are satisfied, the open-loop Nash equilibrium con-
ditions become

ai(t) = − 1

λi(t)
, i = 1,2, . . . , n, (47)

ẋ(t) = a(t)− bx(t)+ x2(t)

x2(t)+ 1
, a :=

n∑

i=1

ai, x(0)= x0, (48)

λ̇i (t) =
(

r + b− 2x(t)

(x2(t)+ 1)2

)

λi(t)+ 2cx(t), i = 1,2, . . . , n, (49)

with transversality conditions on λ1, λ2, . . . , λn. The symmetric open-loop Nash
equilibrium can therefore be characterized by the set of differential equations in the
state x and in the total loadings a, given by

ẋOL(t) = aOL(t)− bxOL(t)+ x2
OL(t)

x2
OL(t)+ 1

, xOL(0)= x0, (50)

ȧOL(t) = −
(

r + b− 2xOL(t)

(x2
OL(t)+ 1)2

)

aOL(t)+ 2
c

n
xOL(t)a

2
OL(t), (51)

with a transversality condition on aOL, where OL denotes open-loop. This system
may have multiple steady states, depending on the value of the parameters. We re-
turn to this issue below.

In the cooperative outcome the communities maximize their joint welfare. This
is a standard optimal control problem with objective

max
a1(·),...,an(·)

n∑

i=1

Wi. (52)

Using Pontryagin’s maximum principle, the current-value Hamiltonian function be-
comes

H(x,a1, a2, . . . , an, λ)=
n∑

i=1

lnai − ncx2 + λ
(

n∑

i=1

ai − bx + x2

x2 + 1

)

(53)

and since sufficiency conditions are satisfied, the optimality conditions become

ai(t) = − 1

λ(t)
, i = 1,2, . . . , n, (54)

ẋ(t) = a(t)− bx(t)+ x2(t)

x2(t)+ 1
, a :=

n∑

i=1

ai, x(0)= x0, (55)

λ̇(t) =
(

r + b− 2x(t)

(x2(t)+ 1)2

)

λ(t)+ 2ncx(t), (56)
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Fig. 1 Phase diagram in the (x, a)-plane for the cooperative outcome

with a transversality condition on λ. The cooperative outcome can therefore be char-
acterized by the set of differential equations in the state x and in the total loadings
a, given by

ẋC(t) = aC(t)− bxC(t)+ x2
C(t)

x2
C(t)+ 1

, xC(0)= x0, (57)

ȧC(t) = −
(

r + b− 2xC(t)

(x2
C(t)+ 1)2

)

aC(t)+ 2cxC(t)a
2
C(t), (58)

with a transversality condition on aC , where C denotes cooperative.
For b = 0.6, c = 1 and r = 0.03, the phase diagram in the (x, a)-plane for the

cooperative outcome is given in Fig. 1.
For these parameter values, the controlled system has one oligothrophic steady

state that is saddle-point stable. The phase diagram has a stable and an unstable man-
ifold. The situation is essentially not different from the linear-quadratic case in the
previous section. It would be different if we increase r , for example, but it is more
interesting to increase n and thus move to the open-loop Nash equilibrium. Note
that the open-loop Nash equilibrium can be found by solving the optimal control
problem with parameter c/n (a game with this property is called a potential game).
For n= 2, the phase diagram in the (x, a)-plane for the open-loop Nash equilibrium
is given in Fig. 2.

Now we get three steady states: saddle-point stable ones to the left and to the right
and an unstable one in between. Stable manifolds curl out from the unstable steady
state and go either to the left or to the right steady state. The outcome depends
on the initial state. A point xS exists with the property that if x0 < xS , the open-
loop Nash equilibrium moves towards the oligotrophic steady state at the left and if
x0 > xS , the open-loop Nash equilibrium moves towards the eutrophic steady state
at the right. Such a point is called a Skiba point since it was first presented by Skiba
(1978) in an optimal growth model with a convex-concave production function. The
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Fig. 2 Phase diagram in the (x, a)-plane for the open-loop Nash equilibrium

intuition is clear: if the lake is already heavily polluted, it does not pay anymore to
move to an oligotrophic state.

The policy question is whether a properly chosen tax τ on phosphorus loadings
ai , with an extra cost τ(t)ai(t) under the integral in the objective, can regulate the
system on the optimal path towards the optimal (oligotrophic) steady state. The
answer is yes, because the tax τ should simply bridge the gap between the negatives
of the shadow values −λi and −λ:

τ(t)− λi(t)=−λ(t). (59)

However, such a tax τ is time-dependent, since these shadow values are constantly
changing on the optimal path. Such a tax would be very difficult to implement be-
cause it would require a regulating institution to continuously change the tax rate.
Therefore, the more realistic policy question is what a fixed tax rate can do. By
comparing steady-state equations, it is easy to see that in the optimal steady state
(aC, xC), this (fixed) tax must be equal to

τ ∗ = n− 1

aC
. (60)

This implies that the steady state of the open-loop Nash equilibrium under the fixed
tax rate τ ∗ is the same as the steady state of the cooperative outcome. However, the
locus of steady states in the resulting phase diagram for the total loading a differs,
and the trajectory may differ as well, of course. In Mäler et al. (2003) it is shown that
for a small number of communities n (n≤ 7), the phase diagram for the open-loop
Nash equilibrium under the fixed tax rate τ ∗ is qualitatively the same as the phase
diagram for the cooperative outcome. It follows that for small n, the optimal steady
state can be achieved, although welfare may be lower because of changes in the
trajectory. However, for a large number of communities n (n > 7), the phase diagram
for the open-loop Nash equilibrium under the fixed tax rate τ ∗ is complicated and
irregular, and multiple steady states may occur. It follows that for large n, it may
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even not be possible to achieve the optimal steady state, depending on the initial
state x0. We may conclude that this regulation works fine for a small number of
communities n but in general does not work for a large number of communities.
This situation can be improved in the feedback Nash equilibrium, which we will
consider in the next section.

4.3 Feedback Nash Equilibria

The Hamilton–Jacobi–Bellman equations in the current value functions Vi become

rVi(x) = max
ai

{

lnai − cx2

+ V ′
i (x)

(

ai +
n∑

j �=i
aj (x)− bx + x2

x2 + 1

)}

, i = 1,2, . . . , n. (61)

Since sufficiency conditions are satisfied, the symmetric feedback Nash equilibrium
with V = Vi , i = 1,2, . . . , n, is given by

a∗i (x)=− 1

V ′(x)
:= h(x), i = 1,2, . . . , n, (62)

and using these equations for substituting V ′(x), the Hamilton–Jacobi–Bellman
equation in the current value function V can be written as

rV (x)= lnh(x)− cx2 − 1

h(x)

(

nh(x)− bx + x2

x2 + 1

)

. (63)

Assuming that h is differentiable, differentiating this equation with respect to x and
substituting V ′(x) again yields an ordinary differential equation in the feedback
equilibrium control h given by

[

−h(x)+ bx − x2

x2 + 1

]

h′(x)=
(

r + b− 2cxh(x)− 2x

(x2 + 1)2

)

h(x). (64)

This is, in fact, the Euler–Lagrange equation for this problem. It is a so-called Abel
differential equation of the second kind (Murphy 1960) which cannot be solved ana-
lytically, but we can solve it numerically with the ode15s solver in Matlab. As in the
previous section, this differential equation may have multiple solutions because the
boundary condition is not specified. The steady-state condition gives the boundary
condition

h(xFB)= 1

n

(

bxFB − x2
FB

x2
FB + 1

)

, (65)
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Fig. 3 Phase diagram in the
(x, a)-plane for the feedback
equilibrium

where FB denotes feedback, but the steady state xFB is not determined in a differ-
ential game which yields the multiplicity of feedback Nash equilibria. We use the
same values for the parameters as in the previous section: b = 0.6, c = 1, r = 0.03
and n = 2. The solutions of this differential equation in the feedback equilibrium
control h must lead to a stable system where the state x converges to the steady
state xFB . The results are shown in Fig. 3.

Figure 3 depicts both the locus of steady states for the state x with total load-
ing a on the y-axis (y = gS(x)) and with individual loading ai on the y-axis
(y = gS(x)/n) where

gS(x)= bx − x2

x2 + 1
. (66)

Furthermore, solutions h(x) of the differential equation are depicted. These solu-
tions must have an intersection point xFB with y = gS(x)/n because of the bound-
ary condition. If the derivative h′(x) is negative in this intersection point xFB , the
solution h(x) yields a stable system with steady state xFB , at least in a neighborhood
of xFB .

A number of conclusions can be drawn from Fig. 3 (see Kossioris et al. 2008).
The benchmark is the curve h(x) that is tangent to the steady-state curve y =
gS(x)/n which occurs at the steady state x∗FB = 0.38. For this feedback Nash equi-
librium, the steady state can be reached from any initial state x0 > 0.38 but not from
an initial state x0 < 0.38. It is also possible to reach any steady state xFB > 0.38 but
welfare is lower in the corresponding feedback Nash equilibria. Low steady states
(xFB < 0.17) cannot be reached because for the corresponding feedback Nash equi-
libria, the resulting system is not stable. It is not possible to get a stable solution for
initial states x0 < 0.17. For the initial states 0.17< x0 < 0.38, the situation is more
complicated. At such an initial state x0, the feedback equilibrium control h(x) that
starts just above the steady-state curve y = gS(x)/n will steer the system to a sta-
ble steady state to the right, in the eutrophic area of the lake (a similar observation
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was made in Rubio and Casino (2002) for the non-linear feedback Nash equilibria
in the game of international pollution control in the previous section). This leads to
a type of time-inconsistency: as soon as the system has moved a bit, the incentive
occurs to adjust the equilibrium and to jump down to a lower feedback equilibrium
control h(x), just above the steady-state curve y = gS(x)/n at the higher level of x.
Moreover, as soon as the system has moved beyond the state x = 0.38, the incen-
tive occurs to jump down all the way to the tangent feedback equilibrium control
h(x) that steers the system to the steady state x∗FB = 0.38. A full picture of possible
equilibria for the lake and for similar models can be found in Dockner and Wagener
(2008).

For any initial state x0 > 0.38, the best the communities can do, in terms of
welfare, is to coordinate on the tangent feedback equilibrium control h(x) that steers
the system to the steady state x∗FB = 0.38. The steady state of this best feedback
Nash equilibrium (0.38) is closer to the steady state of the cooperative outcome
(0.353) than the steady states of the two open-loop Nash equilibria (0.393 and 1.58).
This is not generally true. If the number of communities is increased to n= 3, the
steady state of the best feedback Nash equilibrium becomes 0.417 and the steady
state of the best open-loop Nash equilibrium becomes 0.412 whereas the steady state
of the cooperative outcome remains 0.353. More details can be found in Kossioris
et al. (2008). More importantly, however, the feedback Nash equilibrium allows the
communities to move to an oligotrophic steady state and they are not trapped in
a eutrophic steady state, like in the open-loop Nash equilibrium, when the initial
state is above the Skiba point. Furthermore, the result of Dockner and Van Long
(1993) for the game of international pollution control also holds for the lake: the
best steady state of a feedback Nash equilibrium converges to the steady state of the
cooperative outcome when the discount rate r converges to zero. However, this does
not imply that welfare is the same. Kossioris et al. (2008) show that the best feedback
Nash equilibrium generally performs worse, in terms of welfare, than the open-
loop Nash equilibrium and therefore a fortiori worse that the cooperative outcome
but differences are small, of course, when the initial state is close to the steady
states.

Kossioris et al. (2011) study what a tax can achieve in the feedback information
structure. More specifically, they focus on a stationary tax rate τ(x) that depends
on the state of the system. The Hamilton–Jacobi–Bellman equations in the current
value functions Vi become

rVi(x) = max
ai

{

lnai − cx2 − τ(x)ai

+ V ′
i (x)

(

ai +
n∑

j �=i
aj (x)− bx + x2

x2 + 1

)}

, i = 1,2, . . . , n. (67)

A similar derivation as above yields the differential equation
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[

−h(x)− (n− 1)τ (x)h2(x)+ bx − x2

x2 + 1

]

h′(x)

=
[(

r + b− 2x

(x2 + 1)2

)
(
1− τ(x)h(x))− 2cxh(x)

]

h(x)

+
(

(n− 1)h(x)− bx + x2

x2 + 1

)

τ ′(x)h2(x) (68)

with the two unknown functions h(x) and τ(x). Kossioris et al. (2011) take different
polynomial functional forms for τ(x) and fix the parameters of the functional form
such that the (tangent) best feedback Nash equilibrium h(x) steers the system to the
steady state of the cooperative outcome xC = 0.353, starting at higher initial states.
More specifically they focus on a fixed tax rate, a linear tax rate and a quadratic
tax rate and they compare the resulting welfare with the welfare in the cooperative
outcome. The welfare differences get smaller for higher order polynomials, because
the trajectories move closer to the trajectory of the cooperative outcome, but it is not
possible to mimic the cooperative outcome with these relatively simple tax rates.
The “Nash program” cannot be solved with simple tax rates in this context.

5 Conclusion

The purpose of this chapter is twofold. First, it provides an introduction into some
concepts and techniques of differential games that are widely used for economic
applications. Second, it analyzes two famous models in environmental and resource
economics, the game of international pollution control and the lake game. The anal-
ysis fits in what is called the “Nash program.” Since Nash equilibria in differential
games are usually not unique, the question is which one comes closest to the cooper-
ative outcome or can even mimick it. If the last option is not available, the question
is whether some realistic tax rate can regulate the Nash equilibrium in order to cover
the remaining welfare gap. The chapter is mainly based on a number of articles that
have already appeared in journals but it puts the main conclusions in this general
framework.

The basics of differential games goes back more than 40 years and results from
the observation that the equivalent of Bellman’s principle of optimality does not
hold in games. This implies that Nash equilibria in strategies that only depend on
time and are derived with Pontryagin’s maximum principle are different from Nash
equilibria that also depend on the state and are derived with dynamic programming.
This leads to the general question whether it is possible to characterize the full set
of Nash equilibria that depend on all possible information structures regarding the
state and that have different levels of commitment but this issue is far from solved.
However, the restriction to Nash equilibria that either result from Pontryagin’s max-
imum principle or from the Hamilton–Jacobi–Bellman equations of dynamic pro-
gramming already gives interesting results and insights. The first set of equilibria is
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referred to as open-loop Nash equilibria and the second set is referred to as feedback
Nash equilibria.

The game of international pollution control is an example of a differential game
where the objective is quadratic and the state transition is linear in the state and in
the controls. The open-loop Nash equilibrium is linear. A linear feedback Nash equi-
librium exists with a steady state stock of pollution that is higher than in the open-
loop Nash equilibrium, and with lower welfare. However, also non-linear feedback
Nash equilibria exist. The most favorable one has a steady state stock of pollution
that converges to the steady state stock of pollution in the cooperative outcome.
The conclusion whether the open-loop or the feedback Nash equilibrium is better
is therefore mixed. On the one hand, feedback equilibria can push up the stock of
pollution because countries know that extra emissions will be partly offset by the
other countries. On the other hand, feedback Nash equilibria can push down the
stock of pollution if countries are threatening to emit even more as a reaction to
extra emissions.

The lake game is an example of a differential game where the state transition is
non-linear in the state. Assuming that the steady state in the cooperative outcome
is oligotrophic (good), increasing the number of communities using the lake will at
some point lead to the situation that the open-loop Nash equilibrium has both an
oligotrophic and a eutrophic (bad) steady state. It depends on the initial condition
(below or above the Skiba point) where the equilibrium trajectory will end up. Reg-
ulation by means of a fixed tax rate works for a low number of communities but it
does not work for a large number of communities, in which case the system gets
trapped in the eutrophic area of the lake. Feedback Nash equilibria (that are non-
linear, of course) have the same properties as in the game of international pollution
control. In addition, with feedback Nash equilibria the system cannot get trapped in
the eutrophic area of the lake. Regulation by means of a polynomial state-dependent
tax rate can steer the system to the steady state of the cooperative outcome and can
move the system closer to the trajectory of the cooperative outcome but it cannot
mimic the cooperative outcome and has therefore lower welfare.

Differential games are the natural framework of analysis for many problems in
environmental and resource economics. The existing solution techniques can cover
some of the gap between non-cooperative Nash equilibria and the cooperative out-
come but still not all the way. Regulation by means of realistic tax rates can cover
some of the remaining gap but also still not all the way. Further research has to show
what is feasible here.
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Başar, T., & Olsder, G. J. (1982). Dynamic noncooperative game theory. London: Academic Press.
Brock, W. A., & Starrett, D. (2003). Managing systems with non-convex positive feedback. Envi-

ronmental & Resource Economics, 26(4), 575–602.
Carpenter, S. R., & Cottingham, K. L. (1997). Resilience and restoration of lakes. Conservation

Ecology, 1(1) 2. http://www.ecologyandsociety.org/vol1/iss1/art2/.
Dockner, E., & Van Long, N. (1993). International pollution control: cooperative versus noncoop-

erative strategies. Journal of Environmental Economics and Management, 25(1), 13–29.
Dockner, E., Jorgensen, S., Van Long, N., & Sorger, G. (2000). Differential games in economics

and management science. Cambridge: Cambridge University Press.
Dockner, E. J., & Wagener, F. O. O. (2008). Markov–perfect Nash equilibria in models with

a single capital stock (CeNDEF Working Paper). http://www1.fee.uva.nl/cendef/publications/
papers/markov.pdf. Revised version (2013): http://dare.uva.nl/document/487902.

Gaitsgory, V., & Nitzan, S. (1994). A folk theorem for dynamic games. Journal of Mathematical
Economics, 23(2), 167–178.

Hardin, G. (1968). The tragedy of the commons. Science, 162, 1243–1248.
Kossioris, G., Plexousakis, M., Xepapadeas, A., de Zeeuw, A., & Mäler, K.-G. (2008). Feedback

Nash equilibria for non-linear differential games in pollution control. Journal of Economic Dy-
namics & Control, 32(4), 1312–1331.

Kossioris, G., Plexousakis, M., Xepapadeas, A., & de Zeeuw, A. (2011). On the optimal taxation
of common-pool resources. Journal of Economic Dynamics & Control, 35, 1868–1879.

Mäler, K.-G., Xepapadeas, A., & de Zeeuw, A. (2003). The economics of shallow lakes. Environ-
mental & Resource Economics, 26(4), 603–624.

Murphy, G. M. (1960). Ordinary differential equations and their solutions. Princeton: Van Nos-
trand.

Rowat, C. (2007). Non-linear strategies in a linear quadratic differential game. Journal of Economic
Dynamics & Control, 31(10), 3179–3202.

Rubio, S. J., & Casino, B. (2002). A note on cooperative versus non-cooperative strategies in
international pollution control. Resource and Energy Economics, 24(3), 251–261.

Skiba, A. K. (1978). Optimal growth with a convex-concave production function. Econometrica,
46(3), 527–539.

Starr, A. W., & Ho, Y. C. (1969). Further properties of nonzero-sum differential games. Journal of
Optimization Theory and Applications, 3(4), 207–219.

Tolwinski, B. (1982). A concept of cooperative equilibrium for dynamic games. Automatica, 18(4),
431–447.

Tolwinski, B., Haurie, A., & Leitmann, G. (1986). Cooperative equilibria in differential games.
Journal of Mathematical Analysis and Applications, 119(1–2), 182–202.

van der Ploeg, F., & de Zeeuw, A. (1992). International aspects of pollution control. Environmental
& Resource Economics, 2(2), 117–139.

Van Long, N. (2013). Differential games and resources. In J. Shogren (Editor-in-Chief), Encyclo-
pedia of energy, natural resource and environmental economics, volume 2: resources (pp. 268–
276). Waltham: Elsevier. http://dx.doi.org/10.1016/B978-0-12-375067-9.00148-0.

http://www.ecologyandsociety.org/vol1/iss1/art2/
http://www1.fee.uva.nl/cendef/publications/papers/markov.pdf
http://www1.fee.uva.nl/cendef/publications/papers/markov.pdf
http://dare.uva.nl/document/487902
http://dx.doi.org/10.1016/B978-0-12-375067-9.00148-0


Capacity Accumulation Games with Technology
Constraints

Jacek B. Krawczyk and Vladimir P. Petkov

Abstract This chapter examines the conduct and performance of large mutually
dependent firms. Its objective is to study contractual relationships in a dynamic
bilateral monopoly, where producers’ investment choices must obey a technology
constraint. This is in contrast to previous studies of accumulation games, in which
technological interdependence was not explicitly allowed for. The analysis focuses
on investment incentives and payoff allocation under two regimes: (1) contracting
based on input quantities, and (2) contracting based on final revenues. The techno-
logically feasible equilibrium strategies and the terms of trade that support them are
characterized with intuitive necessary conditions which reflect the players’ intertem-
poral trade-offs. To assess the factors that influence efficiency and market power, the
chapter presents a linear-quadratic example. Our simulations indicate that contracts
based on input quantities generate higher joint payoffs and tend to benefit the input
producer.

1 Introduction

Closeness of geographic locations and development of relationship-specific assets
may give rise to bilateral monopolies. That is, sometimes two firms become “locked
in” to one another and can only operate in a tandem. Examples of exclusive pro-
duction arrangements are numerous and include: coal mine—thermal power gen-
erator, power generator—aluminium smelter, timber mill—furniture factory. Famil-
iarity and the desire to avoid renegotiation costs often drive bilateral monopolists
into long-term contractual relationships. While the fundamentals of these contracts
are rather durable, the terms of trade may undergo periodic adjustments to account
for changes in the operating environment.
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The primary objective of the present chapter is to examine long-term contracting
in such dynamic bilateral monopolies.1 We study an infinite-horizon game between
an input supplier and a final good producer, where investment in capacity gives rise
to intertemporal spillovers. Firms are technologically interdependent: their choices
are bound by a “production function.” The players’ strategies, as well as the terms
of trade that govern surplus allocation, are assumed to have a Markovian structure.
Thus, each player takes current prices as given, but also accounts for the conse-
quences of his actions for future surplus shares.

We analyze and compare contract designs that support bilateral trade as a tech-
nologically feasible non-cooperative equilibrium. Our focus is on two payoff allo-
cation regimes: (i) contracting based on input quantities, and (ii) contracting based
on final revenue. Both arrangements are quite common in the real word. For exam-
ple, Gazprom (the dominant Russian producer and exporter of natural gas) makes
deliveries to European countries on the basis of contracts over input quantities. On
the other hand, various software developers have an arrangement with Apple Inc.
(a provider of hardware platforms) which specifies shares of final revenues.

We investigate how these regimes affect the division of surplus within the bi-
lateral monopoly, and explore their consequences for firms’ behavior. Furthermore,
our model sheds light on the efficiency of such contractual arrangements. We show
that strategic considerations drive investment away from the plan that maximizes the
present value of the stream of joint profits. Last but not least, this study can be used
by a central planner to design an allocation mechanism which ensures that neither of
the bilateral monopolists will be stuck with unused production capacity in the long
run.

Our methodology exhibits two desirable features. First, the Markovian assump-
tion for contracts and investments allows us to endogenously determine the techno-
logically feasible terms of trade.2 Second, firms’ choices are obtained as subgame-
perfect equilibrium strategies in a non-cooperative game. This implies that contracts
will be self-enforcing. Since these strategies specify optimal actions in all periods
and for any history, no player will have an incentive to unilaterally deviate at any
point in the game.

To quantify and compare the properties of the contractual arrangements, we an-
alyze a numerical example based on a linear-quadratic formulation. It yields terms
of trade and investment strategies that are linear in the state variables. The simula-
tions underscore the importance of trading procedures for payoff allocation within
the bilateral monopoly: for a given set of parameters, the player who has control
over the value of the contractible variable is able to attain a higher surplus share.
Moreover, the example shows that the choice of a contractible variable can have im-
portant consequences for economic efficiency. Specifically, joint payoffs are higher
when contracts are based on input quantities rather than on final revenue.

1This chapter draws from and extends Petkov and Krawczyk (2004).
2The assumption of Markovian terms of trade relates our chapter to the literature on asset pricing
originating from Lucas (1978).
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We model bilateral trade using a classical capital accumulation framework that
gives rise to intertemporal trade-offs. In this setting, firms are willing to incur instan-
taneous costs in order to gain a future strategic advantage. Thus, our analysis deliv-
ers equilibrium conditions similar to those in the literature on investment games
(e.g. Hanig 1986; Reynolds 1987). More generally, our chapter contributes to the
theory of dynamic oligopoly (e.g. Maskin and Tirole 1987, 1988), which studies the
importance of strategic commitment in market interactions.

Previous work in this field has assumed a particular functional form for payoffs,
effectively determining the strategic properties of the game (i.e., whether players’
choices would be strategic complements or substitutes). In contrast, our surplus al-
locating procedure emerges as an equilibrating mechanism that accounts for techno-
logical interdependence. It permits the analysis and comparison of various bilateral
trading relationships without making ad-hoc assumptions regarding the nature of
competition.

There also exists abundant literature on bargaining and bilateral exchange with
incomplete contracts which aims to explore the boundaries of the firm and asset
ownership. It originates from the seminal work of Coase (1937) and is further de-
veloped by Williamson (1975, 1979, 1985), Klein et al. (1978), Grossman and Hart
(1986), Hart and Moor (1990), and Whinston (2003). These papers model the alloca-
tion of final payoffs as a cooperative bargaining game, usually employing the Nash
solution with exogenously fixed bargaining weights. In a more complicated dynamic
setup where firms receive streams of payoffs, this approach may lack plausibility.
It could be argued that intertemporal spillovers will cause bargaining weights to
change over time. In particular, their dynamics will reflect forward-looking attempts
to strategically influence the future terms of trade. While non-cooperative bargaining
games can account for forward-looking behavior, they usually require the specifi-
cation of restrictive bargaining procedures e.g., alternating offers as in Rubinstein
(1982). Our methodology, on the other hand, is amenable to various modifications
and environments.

The remainder of the chapter is organized as follows. Section 2 describes the
bilateral monopoly setting and our solution concept. Section 3 provides formal
analysis of the allocation arrangements and derives general equilibrium conditions.
A linear-quadratic algebraic formulation of the model is motivated and solved nu-
merically in Sect. 4. The concluding remarks are presented in Sect. 5.

2 The Setup

2.1 Key Features

The setup below is a mathematical abstraction of the following key aspects of dy-
namic bilateral monopolies.

• Technological interdependence: firms need to operate in a tandem in order to
generate surplus.
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• Existence of market power: each party has the ability to influence the future terms
of trade.

• Strategic conduct: firms take into account the effect of their investment choices
on the opponent’s behavior.

• Noncooperative decision making: private payoff maximization ensures that con-
tracts will be self-enforcing.

2.2 Technology and Industry Structure

Suppose that, in each period t = 0,1, . . . , the market for a final good x is served
by a single downstream producer (referred to as firm A). The production process
involves the use of an intermediate good y. Input y is supplied by a single upstream
firm (referred to as firm B).3 To manufacture one unit of their goods, the two firms
must use one unit of their capacities. The laws of motion of these capacities are
given by the state equations

xt+1 = μAxt + ut (1)

yt+1 = μByt + vt , (2)

where ut , vt ∈ R are the (non-contractible) investment levels of players A and B,
respectively, and (1 − μA) and (1 − μB) are the corresponding depreciation rates.
The firms choose ut , vt simultaneously and non-cooperatively. They also incur con-
vex investment costs, CA(ut ) and CB(vt ). For simplicity we assume that there are
no other costs involved in the manufacturing of x and y.

The available technology implies a relationship between input and output quan-
tities that is represented by a production function:

xt+1 = F(yt+1, xt , yt ). (3)

This dynamic specification accounts for inherently intertemporal phenomena such
as congestion, learning-by-doing, etc. The technology constraint imposed by the
production function is only required to hold in equilibrium. Short-run violations of
(3) would not cause discontinuities in the players’ payoffs. In particular, we assume
that:

• firm A is contractually obligated to purchase the entire production of firm B at the
current terms of trade (i.e., firm B can sell yt units at the current terms of trade
even if xt < F(yt , xt−1, yt−1));

3For example, consider a thermal power station (the final good producer) which purchases coal
from a nearby coal mine (the intermediate good producer). This power station produces output
(i.e. electricity) that is technologically constrained by the available supply of coal, and may as well
be the single most important customer of the coal mine. Other examples of such relationships were
alluded to in the Introduction.
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• firm A has limited reserves of the intermediate good, and thus it can operate in
the event of a temporary shortage of yt (i.e., firm A can produce and sell xt units
even if xt > F(yt , xt−1, yt−1)).

Consequently, both producers can fully exploit their capacities although (3) may
not be satisfied in the current period. It should be pointed out that it is in the play-
ers’ private interest to adhere to this constraint, as any unilateral deviation from the
equilibrium will be suboptimal. Even if a violation occurs, it will not persist through
time: when firms implement their equilibrium strategies in the following period, (3)
will hold again regardless of previous investment decisions.

2.3 Revenue Sharing

For reasons explained in the introduction we study long-term contractual relation-
ships with a time-invariant structure. In our model, this structure is characterized by
two elements: (i) an observable and contractible variable z which is agreed on by
the firms in a pre-play period, and (ii) a differentiable allocation function g which
represents endogenously determined terms of trade.

Our analysis focuses on arrangements where the contractible variable zt is a
function of current input and output levels (capacities) i.e., zt ≡ z(xt , yt ). Thus,
we assume away trading in futures. Furthermore, we restrict attention to allocation
functions that depend only on the current industry state i.e., g ≡ g(xt , yt ). This as-
sumption implies that firms take the current terms of trade as given, but their invest-
ment choices will reflect the desire to affect future surplus allocations. Note that we
do not impose restrictions on the functional form of g (other than differentiability):
the terms of trade are pinned down by our solution concept.

Let R(xt ) denote the period-t bilateral monopoly revenue generated from the
sale of the final good, and let SA(z(xt , yt ), g(xt , yt )) and SB(z(xt , yt ), g(xt , yt )) be
the revenue shares of firm A and firm B. The instantaneous period-t payoffs of the
two players are defined as

πAt ≡ SA
(
z(xt , yt ), g(xt , yt )

)−CA(ut ) (4)

and

πBt ≡ SB(z(xt , yt ), g(xt , yt )
)−CB(vt ). (5)

Contracts are allocatively feasible if

SA
(
z(xt , yt ), g(xt , yt )

)+ SB(z(xt , yt ), g(xt , yt )
)=R(xt ), ∀xt , yt . (6)

In order to account for technological interdependence, we also require that surplus
allocation induces forward-looking firms to behave in a manner consistent with the
production function. Thus, contracts are technologically feasible if the terms of trade
function g(xt , yt ) gives rise to equilibrium investment strategies that satisfy (3).
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As discussed earlier, we examine two types of revenue-sharing arrangements,
distinguished by the specification of the contractible variable.

• Contracting over input quantities: zt = yt . Under this regime, g can be interpreted
as the input price. The instantaneous revenue shares are thus defined as

SA =R(x)− g(x, y)y, SB(x, y)= g(x, y)y, (7)

where g(xt , yt ) :R2+ → (0,R(x)/y).
• Contracting over the realized revenue: zt = R(xt ). In this case, g can be inter-

preted as firm B’s share of the final revenue. The players’ revenue shares are now
given by

SA = (1− g(x, y))R(x), SB = g(x, y)R(x), (8)

where g(xt , yt ) :R2+ → (0,1).

2.4 A Solution Concept

A plausible solution concept for the bilateral monopoly problem at hand needs to
allow for strategic behavior of forward-looking players, while also accounting for
technological interdependence that requires coordination of investment in order to
generate surplus. Given an arbitrary allocation function g(x, y), we have a well-
defined two-player dynamic game. We will refer to this game as Γ g . By assumption,
(i) firm A is obligated to purchase the entire production of firm B; and (ii) the final
good producer has sufficient reserves to cover temporary input shortages. Therefore,
both players can choose any positive or negative investment levels while maintaining
full capacity utilization in the short run. Even when the technological constraint is
violated in the current period, payoffs would still be given by (4) and (5).

We focus on the Markov perfect equilibrium (MPE) of Γ g , where the players’
strategies are time-invariant functions of the current industry state.4 Let

ut = f A(xt , yt ), vt = f B(xt , yt )

be the MPE strategies of firm A and firm B when the allocation function is g(x, y).
Payoff maximization requires that the players’ choices satisfy the Bellman equations
for the final good producer,

V A(xt , yt ) = max
ut

{
R(xt )− SB

(
z(xt , yt ), g(xt , yt )

)−CA(ut )

+ δV A(μAxt + ut ,μByt + f B(xt , yt )
)}
, (9)

4This solution concept is also known as feedback-Nash equilibrium.
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and for the intermediate good producer,

V B(xt , yt ) = max
vt

{
SB
(
z(xt , yt ), g(xt , yt )

)−CB(ut )

+ δV B(μAxt + f A(xt , yt ),μByt + vt
)}
. (10)

Stationarity of Markovian strategies implies that

f A(xt , yt ) = arg max
ut

{
SB
(
z(xt , yt ), g(xt , yt )

)−CB(ut )

+ δV A(μAxt + ut ,μByt + f B(xt , yt )
)}
, (11)

and

f B(xt , yt ) = arg max
vt

{
SB
(
z(xt , yt ), g(xt , yt )

)−CB(ut )

+ δV B(μAxt + f A(xt , yt ),μByt + vt
)}
. (12)

As usual, the MPE strategy functions f A(x, y), f B(x, y) of the game Γ g are a
fixed point of the mapping defined by (11), (12).

Remark 1 The Bellman equations (9), (10) will have a well-defined interior solution
only if the instantaneous payoffs πAt , πBt can ensure the concavity of their right-
hand sides.5

The MPE of the game Γ g yields investment choices that maximize the play-
ers’ private payoffs for an arbitrary allocation function g. However, the equilibrium
strategies are also bound by the constraint of the existing production technology.
Thus, we need to focus on contracts that are technologically feasible. In other words,
the terms of trade should give rise to MPE investment levels which are consistent
with the production function (3) for all possible states (xt , yt ):

μAxt + f A(xt , yt )= F
(
μByt + f B(xt , yt ), xt , yt

)
, ∀xt , yt . (13)

Definition 1 For a pre-agreed contractible variable z(xt , yt ), a Markovian alloca-
tion equilibrium of the bilateral exchange game described above is characterized by
an investment strategy f A(x, y) of the final good producer, an investment strategy
f B(x, y) of the input producer, and an allocation function g(x, y) with the follow-
ing properties:

1. contingent on g(x, y), the functions f A(x, y), f B(x, y) are the MPE strategies
of the game Γ g , i.e. they are obtained as a fixed point of (11), (12);

2. the allocation function g(x, y) is such that f A(x, y), f B(x, y) satisfy the tech-
nology constraint (13).

5For some results on solutions to concave dynamic games see Krawczyk and Tidball (2006).
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The solution concept described above has two desirable features.

• The specification of the terms of trade is quite general. The only requirements for
the allocation function are differentiability and Markovian structure. Yet, these
mild restrictions enable us to pin down the functional form of g. As a result, the
number of possible equilibria is reduced, which boosts the predictive power of
our model.

• The investment choices f A(x, y), f B(x, y) are the Markov perfect (and there-
fore subgame-perfect) equilibrium strategies of a non-cooperative dynamic game.
Firms will choose to follow these strategies in all periods and for all states. This
implies that the agreement between the input supplier and the final good pro-
ducer is self-enforcing: no player will have an incentive to unilaterally breach the
contract at any point in the game regardless of past history.

The above features of the proposed solution concept may lead to inefficient out-
comes. In particular, the equilibrium plans may fail to maximize the joint surplus
available for allocation between the firms. We will discuss how strategic considera-
tions will distort the players’ incentives in Sect. 3.2.

3 The Analysis

In this section, we analyze the bilateral monopoly game defined above. To simplify
the notation, we will suppress the arguments of payoffs and strategies. In addition,
we will use subscripts to denote partial derivatives. For example, ϕi would signify
the derivative of a function ϕ(r1, . . . , rn) with respect to its i-th argument: ϕi =
∂ϕ(r1, . . . , rn)/∂ri .6 Finally, let ϕ′ and ϕ′′ be the values of ϕ one and two periods
ahead, respectively.

3.1 Characterization of the Equilibrium

When firms choose investment levels, they take into account the direct and strategic
effects of their decisions for current and future costs and revenues. The consider-
ations that influence these choices are spelled out by Proposition 1. In this propo-
sition, we use Bellman equations (9) and (10) to derive conditions for the players’
equilibrium strategies. The derivations are provided in Appendix A.

Proposition 1 The Markovian equilibrium strategies f A(x, y), f B(x, y) and the
allocation function g(x, y) of the bilateral monopoly game satisfy the private Euler

6Since our objective is to derive necessary conditions for the equilibrium strategies and allocation
function, we do not need to compute second order derivatives. For a brief discussion on concavity
see Remark 1 and footnote 5 on page 167.
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equations,

−CA1 +μAδCA′1 + δRA′1 + δ2f B′1 R
A′′
2

− δf
B′
1 (μ

B + f B′′2 )

f B′′1

(−CA′1 +μAδCA′′1 + δRA′′1

)= 0, (14)

−CB1 +μBδCB′1 + δRB′2 + δ2f A′2 R
B′′
1

− δf
A′
2 (μ

A + f A′′1 )

f A′′2

(−CB′1 +μBδCB′′1 + δRB′′2

)= 0, (15)

and the technological feasibility condition,

μAx + f A(x, y)= F (μBy + f B(x, y), x, y), ∀x, y, (16)

where RA(x, y) ≡ SA(z(xt , yt ), g(xt , yt )) and RB(x, y) ≡ SB(z(xt , yt ), g(xt , yt ))
are the revenues of firm A and firm B, respectively.

When players contract over input quantities, the firms’ marginal revenues RA1 ,
RB1 , RA2 , RB2 take the form

RA1 = R1 − g1y, RA2 =−g2y − g
RB1 = g1y, RB2 = g2y + g.

If, instead, the arrangement specifies shares of final revenues, RA1 , RB1 , RA2 , RB2
become

RA1 = R1 − g1x − g, RA2 =−g2x

RB1 = g1x + g, RB2 = g2x.

The Euler equations reflect the economic factors underlying the players’ decision
making process. In the following description of these factors, we focus on firm A’s
condition (14). The intuition behind Euler equation (15) is analogous.

The left-hand side of (14) incorporates the effects of a marginal change in firm
A’s current investment on the costs and revenues over its planning horizon. In equi-
librium, the change in costs must be equal to the change in revenues. Thus, these
effects will sum up to 0. Their interpretation is provided below.

• An increase in current investment generates an additional adjustment cost of
CA1 in the current period. However, capacity carry-over will create cost savings
μAδCA′1 by reducing the need for future investment.

• The additional capacity has a delayed direct effect of δRA′1 on future revenues
through two channels: the contractible variable, SA′1 z

′
1, and the terms of trade,

SA′2 g
′
1.
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• Furthermore, a marginal change in firm A’s investment will invoke a reaction from
its opponent in the subsequent period, which will have repercussions for firm B’s
future capacity, y′′, and induce a strategic revenue effect, δ2f B′1 R

A′′
2 .

• Finally, firm A anticipates B’s reaction, and will concurrently re-adjust its ca-
pacity. This gives rise to additional strategic cost effects δf B′1 (μ

B + f B′′2 )(CA′1 −
μAδCA′′1 )/f B′′2 and delayed revenue effects −δf B′1 (μ

B + f B′′2 )RA′′1 /f B′′2 .

Differentiating the technology constraint with respect to x and y yields

μA + f A1 = F1f
B
1 + F2,

f A2 = F1
(
f B2 +μB)+ F3.

Substitution in (15) shows that technologically feasible input choices must also sat-
isfy

−CB1 +μBδCB′1 + δRB′2 + δ2(F ′1
(
f B

′
2 +μB)+ F ′3

)

×
(

RB′′1 − δ(F ′′1 f B′′1 + F ′2)
F ′′1 (f B

′′
2 +μB)+ F ′′3

(−CB′1 +μBδCB′′1 + δRB′′2

)
)

= 0. (17)

3.2 Efficiency Results

In this subsection we compare the Markovian allocation equilibrium characterized
in Sect. 3.1 to an efficient outcome. For presentation purposes, we define efficiency
as maximization of the net present value of the stream of joint surplus. The question
of interest is whether the strategies defined by (14), (15) and (16) are consistent with
this type of efficient behavior.

Let wt ≡ R(xt )− CA(ut )− CB(vt ) denote the period-t joint surplus generated
by the bilateral monopoly.

Definition 2 A bilateral trade contract (z, g) is efficient if it maximizes the net
present value of the stream of joint surplus W =∑∞

t=1 δ
t−1wt .

Now we show that the equilibrium input and output paths generated by (14), (15)
and (16) are usually inefficient. Although firms fully utilize the available capacities
in each period, their decisions are distorted by strategic considerations regarding the
allocation of future revenues. In the game studied here, the Markovian structure of
contracts implies that current investments have repercussions for the subsequent val-
ues of the terms of trade and the contractible variable. Forward-looking players take
these repercussions into account. They choose their actions to bias the division of
future surplus in their favor, thus creating inefficiencies. This phenomenon is analo-
gous to the problem of “hold-up,” which often arises in the literature on incomplete
contracts (see Grossman and Hart 1986; Klein et al. 1978).
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To illuminate the underlying reasons, we now derive necessary conditions for the
efficient investment policies of firm A and firm B, hA(x, y) and hB(x, y). We will
argue that the private Euler equations (14), (15) are generically inconsistent with
these efficiency conditions.

Technological feasibility requires that

ut = F
(
μByt + vt , xt , yt

)−μAxt . (18)

Substitution of (18) allows us to write the period-t joint surplus as

w(xt , yt )=R(xt )−CA
(
F
(
μByt + vt , xt , yt

)−μAxt
)−CB(vt ). (19)

Therefore, efficient investment in input capacity will solve the Bellman equation

W(xt , yt ) = max
vt

{
R(xt )−CA

(
F
(
μByt + vt , xt , yt

)−μAxt
)

−CB(vt )+ δW
(
F
(
μByt + vt , xt , yt

)
,μByt + vt

)}
. (20)

In Appendix B, we use (20) to derive the following Euler equation:

F1
(
δR′1 −CA1 + δμACA′1

)−CB1 + δμBCB′1

+ δ(F1F
′
2 + F ′3

)(
δR′′1 −CA′1 + δμACA′′1

)

− δF
′′
2 (F1F

′
2 + F ′3)

(F ′1F ′′2 + F ′′3 )
(
F ′1
(
δR′′1 −CA′1 + δμACA′′1

)−CB′1 + δμBCB′′1

)

= 0. (21)

Condition (18) in conjunction with (21) defines the efficient investment policies
hA(x, y) and hB(x, y).

In general, the equilibrium strategy functions that solve Euler equations (14)
and (15) will fail to satisfy (21). Hence, the contracts considered here are typi-
cally inefficient. As already discussed, this failure is driven by the strategic nature
of interactions. More precisely, both players will attempt to influence the future con-
tractible variable and terms of trade in order to increase their payoffs. Such behavior
precludes the implementation of efficiency: firms will deviate from the investment
policies that maximize joint surplus.

To see this, suppose that the efficient investment policies hA(x, y) and hB(x, y)
are in fact solutions to (14) and (15). Then we can rewrite the private Euler equations
as

δR′1 −CA1 + δμACA′1 =DA, −CB1 + δμBCB′1 =DB,
where DA and DB embody the strategic payoff effects:

DA = δ(SB′1 z
′
1 + SB′2 g

′
1

)− δ2hB′1 R
A′′
2

+ δh
B′
1 (μ

B + hB′′2 )

hB′′1

(−CA′1 +μAδCA′′1 + δRA′′1

)
(22)
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DB = −δ(SB′1 z
′
2 + SB′2 g

′
2

)− δ2hA′2 R
B′′
1

+ δh
A′
2 (μ

A + hA′′1 )

hA′′2

(−CB′1 +μBδCB′′1 + δRB′′2

)
. (23)

Note that (22) and (23) are generically non-zero so long as the players follow state-
contingent investment rules. Substitution in (21) shows that if the equilibrium was
efficient, it would necessarily imply the following condition:

F1D
A +DB + δ(F1F

′
2 + F ′3

)
DA

′ − δF
′′
2 (F1F

′
2 + F ′3)

(F ′1F ′′2 + F ′′3 )
(
F ′1DA′ +DB′

)= 0. (24)

However, if DA �= 0 and DB �= 0, (24) will typically fail to hold.
The features of our model suggest that these inefficiencies would arise for most

allocation mechanisms. Nevertheless, some contracts might generate a smaller dead-
weight loss than others. We address this issue in Sect. 4, where we compute the
Markovian allocation equilibrium in a linear-quadratic example. It allows us to com-
pare the welfare properties of the different contractual arrangements.

4 A Linear-Quadratic Formulation

In this section, we consider a linear-quadratic formulation of the bilateral monopoly
game defined above. As expected, it yields a computationally tractable equilibrium
with linear strategies and a linear allocation function. We use numerical simulations
to explore how the contractual arrangements affect the size and the allocation of
joint surplus.

4.1 Payoffs

We believe that quadratic investment costs can adequately capture the observation
that marginal costs are often positively related to the magnitude of capacity adjust-
ments. In conjunction with the assumptions of linear final revenue and production
function, this specification delivers a computable equilibrium characterized by a lin-
ear allocation function and investment strategies.

Specifically, suppose that the investment costs incurred by firm A and firm B are
given by

CA(u)= ψ
A

2
u2, CB(v)= ψ

B

2
v2. (25)

Furthermore, assume a perfectly elastic demand for the final good, which translates
into a linear revenue function

R(x)= px. (26)
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The final assumption concerns the technology constraint. Suppose that it has the
form

xt+1 = a + byt+1 + dxt + eyt . (27)

That is, output is produced according to a linear production function.
The above structure motivates the conjecture that the equilibrium strategies are

linear in the state variables:

ut = αA + βA1 xt + βA2 yt (28)

vt = αB + βB1 xt + βB2 yt . (29)

Moreover, we guess a linear allocation function:

g(x, y)= η+ θ1x + θ2y. (30)

These conjectures, together with (25) and (26), suggest that contracting over input
quantities would generate instantaneous payoffs

πAt = pxt − (η+ θ1xt + θ2yt )yt − ψ
A

2
u2
t ,

πBt = (η+ θ1xt + θ2yt )yt − ψ
B

2
v2
t ,

(31)

while contracting over final revenues would yield

πAt = pxt − (η+ θ1xt + θ2yt )pxt − ψ
A

2
u2
t ,

πBt = (η+ θ1xt + θ2yt )pxt − ψ
B

2
v2
t .

(32)

4.2 Existence

Non-negative input and output paths and an allocation profile {xt , yt , gt }∞t=0 consti-
tute an equilibrium if the investment strategies and the supporting allocation func-
tion satisfy the players’ necessary conditions (14), (15), as well as the technology
constraint (16). Furthermore, firms will engage in bilateral trade only if it is mutu-
ally beneficial. Hence, the equilibrium path must be such that

V A(xt , yt )≥ 0, V B(xt , yt )≥ 0, t = 0,1, . . .

Finally, we would like our solutions to be dynamically stable. This requirement
suggests that the eigenvalues of the capacity transition matrix

(
μA + βA1 βA2

βB1 μB + βB2

)
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should be inside the unit circle.
An equilibrium with these properties may not always exist in the above linear-

quadratic setting. The issue of non-existence is particularly serious when contracts
are based on final revenues. For some parameter values, the players’ problems may
not have interior solutions. For example, suppose that firm B’s investment is very
productive (i.e., b is high) or that it is rather durable (i.e., μB is high). Then the
linear technology constraint (27) might never be satisfied so long as the allocation
function features a positive θ2. On the other hand, a negative θ2 would imply that
the surplus share of the intermediate good producer, SBt = (η + θ1xt + θ2yt )pxt ,
is decreasing in his capacity yt . But then firm B’s marginal return on investment is
negative, and so Euler equation (36) will not have a solution. Moreover, existence
of equilibrium requires concavity of the right hand sides of the private Bellman
equations, which may be lost for some parameter values (e.g., when the output price
p is low).

4.3 Simulations

4.3.1 Numerical Results

To compute the Markovian allocation equilibrium, we substitute the expressions for
payoffs (31), (32) and conjectures (28), (29), (30) in equations (14), (15) and (16).

• When firms contract over input quantities, the private Euler equation (14) and
(15) become

−ψAut +μAδut+1 + δ(p− θ1yt+1)− δ2βB1 (η+ θ1xt+2 + 2θ2yt+2)

− δ(μB + βB2
)(−ut+1 +μAδut+2 + δ(p− θ1yt+2)

)= 0 (33)

and

−ψBvt +μBδψBvt+1 + δ(η+ θ1xt+1 + 2θ2yt+1)+ δ2βA2 θ1yt+2

− δ(μA + βA1
)(−ψBvt+1 +μBδψBvt+2 + δ(η+ θ1xt+2 + 2θ2yt+2)

)= 0.

(34)

• If, instead, contracts are based on the final revenues, (14) and (15) are given by

−ψAut +μAδψAut+1 + δp(1− η− 2θ1xt+1 − θ2yt+1)− δ2βB1 θ2pxt+2

− δ(μB + βB2
)

× (−ψAut+1 +μAδψAut+2 + δp(1− η− 2θ1xt+2 − θ2yt+2)
)

= 0 (35)
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Table 1 The base case
parameter set Firm A Firm B Technology Other

μA = 0.8 μB = 0.5 a = 30, b= 0.35 p = 30

ψA = 0.4 ψB = 0.4 d = 0.2, e=−0.25 δ = 0.9

and

−ψBvt +μBδψBvt+1 + δθ2pxt+1 + δ2βA2 p(η+ 2θ1xt+2 + θ2yt+2)

− δ(μA + βA1
)(−ψBvt+1 +μBδψBvt+2 + δθ2pxt+2

)= 0. (36)

• Under both arrangements, technological feasibility requires that the equilibrium
strategies satisfy the constraint (16) for all possible states:

μAxt+αA+βA1 xt+βA2 yt = a+b
(
μByt+αB+βB1 xt+βB2 yt

)+dxt+eyt . (37)

Applying the method of undetermined coefficients to (33)–(37) yields nine equa-
tions that pin down the nine unknown variables needed to fully describe the equilib-
rium in each of the two regimes. These variables are the MPE strategy parameters
αA, βA1 , βA2 and αB , βB1 , βB2 , as well as the parameters of the allocation function,
η, θ1, θ2.

We can now compute a baseline scenario with parameters as listed in Table 1.
Specifically, we assume a negative value of the parameter e in (27) to reflect in-
put congestion and capacity deterioration caused by previous heavy workloads; the
positive sign of d can be attributed to learning-by-doing effects.

The corresponding Markovian allocation equilibria are presented in Table 2 for
contracts based on input quantities, and in Table 3—for contracts based on final
revenues. The first rows in these tables show the results for our baseline scenario.
Then we vary one parameter at a time (denoted by bold font in the first column of
each table) and obtain the rest of the table entries.

Figure 1 and Fig. 2 depict the equilibrium transition paths for contracting over
input quantities and contracting over final revenues, respectively, as well as the effi-
cient input and output paths. Figure 3 illustrates the evolution of the terms of trade
under the two regimes. The initial conditions are set at y0 = 10, x0 = 10. Then Fig. 4
shows a number of transition paths for various values of y0 and x0. The input and
output paths each converge to an identical (technologically feasible) steady state, as
would be expected in a Markov perfect equilibrium.

4.3.2 Equilibrium Investment Strategies

Each player’s investment choice will reflect his direct and strategic considerations
regarding current and future profits. These considerations are influenced by the
terms of trade function, which is constructed so that the technology constraint holds
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Table 2 Contracting over input quantities. The table shows the equilibrium strategies and allo-
cation function, the steady-state output and input quantities, total surplus, value of the allocation
function and the surplus share of firm B

Strategy of
firm A

Strategy of
firm B

Allocation
function

Steady
state

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 45.86
βA1 =−0.541
βA2 =−0.110

αB = 45.30
βB1 = 0.167
βB2 =−0.010

η=−0.775
θ1 = 0.008
θ2 = 0.009

x̂ = 48.63
ŷ = 89.06
ŵ = 1043
ĝ = 0.448
ŝB = 24.6 %

μA = 0.8, μB = 0.55
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 39.04
βA1 =−0.565
βA2 =−0.074

αB = 25.83
βB1 = 0.101
βB2 =−0.048

η=−554
θ1 = 0.012
θ2 = 0.006

x̂ = 45.12
ŷ = 60.93
ŵ = 1187
ĝ = 0.364
ŝB = 28.8 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.45
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 42.43
βA1 =−0.551
βA2 =−0.103

αB = 35.40
βB1 = 0.139
βB2 =−0.081

η=−0.666
θ1 = 0.010
θ2 = 0.009

x̂ = 46.52
ŷ = 72.20
ŵ = 1085
ĝ = 0.426
ŝB = 27.8 %

μA = 0.85, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 48.85
βA1 =−0.585
βA2 =−0.114

αB = 53.85
βB1 = 0.185
βB2 =−0.112

η=−1.007
θ1 = 0.008
θ2 = 0.010

x̂ = 50.40
ŷ = 103.23
ŵ = 968
ĝ = 0.431
ŝB = 12.2 %

μA = 0.8, μB = 0.5
ψA = 0.42, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 48.42
βA1 =−0.536
βA2 =−0.113

αB = 52.62
βB1 = 0.181
βB2 =−0.110

η=−0.969
θ1 = 0.008
θ2 = 0.010

x̂ = 50.15
ŷ = 101.22
ŵ = 971
ĝ = 0.427
ŝB = 13.4 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 35, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 43.97
βA1 =−0.542
βA2 =−0.110

αB = 39.92
βB1 = 0.167
βB2 =−0.010

η=−0.429
θ1 = 0.007
θ2 = 0.008

x̂ = 47.47
ŷ = 79.77
ŵ = 1325
ĝ = 0.538
ŝB = 43.4 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b = 0.32
d = 0.2, e=−0.25

αA = 50.53
βA1 =−0.530
βA2 =−0.141

αB = 64.17
βB1 = 0.218
βB2 =−0.159

η=−1.053
θ1 = 0.005
θ2 = 0.012

x̂ = 47.39
ŷ = 113.04
ŵ = 764
ĝ = 0.540
ŝB = 16.8 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 25, b= 0.35
d = 0.2, e=−0.25

αA = 36.33
βA1 =−0.542
βA2 =−0.110

αB = 32.37
βB1 = 0.167
βB2 =−0.010

η=−0.371
θ1 = 0.008
θ2 = 0.009

x̂ = 39.37
ŷ = 64.92
ŵ = 957
ĝ = 0.553
ŝB = 46.2 %
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Table 3 Contracting over final revenue shares. The table shows the equilibrium strategies, alloca-
tion function and the steady-state output and input quantities, total surplus, value of the allocation
function and the surplus share of firm B

Strategy of
firm A

Strategy of
firm B

Allocation
function

Steady
state

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 39.52
βA1 =−0.500
βA2 =−0.178

αB = 27.21
βB1 = 0.286
βB2 =−0.293

η=−7.41
θ1 = 0.504
θ2 =−0.032

x̂ = 43.76
ŷ = 50.04
ŵ = 1172
ĝ = 13.07
ŝB = 45.1 %

μA = 0.8, μB = 0.55
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 39.04
βA1 =−0.506
βA2 =−0.182

αB = 25.82
βB1 = 0.268
βB2 =−0.357

η=−7.88
θ1 = 0.558
θ2 =−0.063

x̂ = 43.30
ŷ = 46.36
ŵ = 1197
ĝ = 13.35
ŝB = 44.4 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.45
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 38.74
βA1 =−0.508
βA2 =−0.183

αB = 24.97
βB1 = 0.262
βB2 =−0.210

η=−8.14
θ1 = 0.570
θ2 =−0.052

x̂ = 43.10
ŷ = 44.82
ŵ = 1165
ĝ = 14.08
ŝB = 44.4 %

μA = 0.85, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 39.20
βA1 =−0.545
βA2 =−0.176

αB = 26.28
βB1 = 0.300
βB2 =−0.288

η=−8.17
θ1 = 0.507
θ2 =−0.025

x̂ = 43.75
ŷ = 50.00
ŵ = 1179
ĝ = 12.76
ŝB = 43.5 %

μA = 0.8, μB = 0.5
ψA = 0.42, ψB = 0.4
p = 30, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 39.19
βA1 =−0.497
βA2 =−0.175

αB = 26.25
βB1 = 0.296
βB2 =−0.286

η=−8.04
θ1 = 0.503
θ2 =−0.026

x̂ = 43.73
ŷ = 49.82
ŵ = 1172
ĝ = 12.66
ŝB = 43.3 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 35, δ = 0.95
a = 30, b= 0.35
d = 0.2, e=−0.25

αA = 41.79
βA1 =−0.500
βA2 =−0.178

αB = 33.69
βB1 = 0.286
βB2 =−0.293

η=−5.45
θ1 = 0.504
θ2 =−0.032

x̂ = 44.83
ŷ = 58.61
ŵ = 1381
ĝ = 15.30
ŝB = 52.5 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 30, b = 0.32
d = 0.2, e=−0.25

αA = 38.70
βA1 =−0.507
βA2 =−0.182

αB = 27.18
βB1 = 0.292
βB2 =−0.287

η=−7.58
θ1 = 0.502
θ2 =−0.019

x̂ = 41.88
ŷ = 50.06
ŵ = 1117
ĝ = 12.50
ŝB = 44.8 %

μA = 0.8, μB = 0.5
ψA = 0.4, ψB = 0.4
p = 30, δ = 0.95
a = 25, b= 0.35
d = 0.2, e=−0.25

αA = 35.20
βA1 =−0.500
βA2 =−0.178

αB = 29.15
βB1 = 0.286
βB2 =−0.293

η=−4.21
θ1 = 0.504
θ2 =−0.032

x̂ = 37.53
ŷ = 50.26
ŵ = 988
ĝ = 13.13
ŝB = 54.0 %
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Fig. 1 Contracting over input quantities (a output paths, b input paths). Panel a illustrates the
equilibrium and efficient output paths. Panel b illustrates the equilibrium and efficient input paths.
The calculations are based on parameters p = 30, δ = 0.95, ψA = 0.4, ψB = 0.4, μA = 0.8,
μB = 0.5, a = 20, b= 0.35, d = 0.2, e=−0.25 and initial conditions x0 = y0 = 10

Fig. 2 Contracting over final revenue shares (a output paths, b input paths). Panel a illustrates the
equilibrium and efficient output paths. Panel b illustrates the equilibrium and efficient input paths.
The calculations are based on parameters p = 30, δ = 0.95, ψA = 0.4, ψB = 0.4, μA = 0.8,
μB = 0.5, a = 20, b= 0.35, d = 0.2, e=−0.25 and initial conditions x0 = y0 = 10

for any (xt , yt ). We focus on strategies that are linear in the state variables.7 Specif-
ically, they are defined by (28) and (29). The strategy parameters βA1 , βB2 , βA2 , βB1
capture the effect of the observed output and input capacities xt , yt on the players’
investment decisions. As Table 2 and Table 3 show, all numerical examples studied
here yield βA1 < 0, βB2 < 0 and βA2 < 0, βB1 > 0. We contend that the signs of these
parameters are in line with economic intuition. Our reasoning is explained below.

7As noted earlier, such equilibria may not always exist. Also, there could be equilibria involving
non-linear strategies, see e.g. Haurie et al. (2012).
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Fig. 3 Equilibrium terms of trade (a contracting over input quantities, b contracting over final
revenue). Panel a shows the evolution of the equilibrium allocation function with contracting over
input quantities. Panel b shows the evolution of the equilibrium allocation function with contract-
ing over final revenues. The calculations are based on parameters p = 30, δ = 0.95, ψA = 0.4,
ψB = 0.4, μA = 0.8, μB = 0.5, a = 30, b = 0.35, d = 0.2, e = −0.25 and initial conditions
x0 = y0 = 10

Fig. 4 Equilibrium paths under alternative initial conditions (a contracting over input quanti-
ties, b contracting over final revenue). Panel a shows the equilibrium input and output paths with
contracting over input quantities. Panel b shows the equilibrium input and output paths with con-
tracting over final revenues. The calculations are based on parameters p = 30, δ = 0.95, ψA = 0.4,
ψB = 0.4, μA = 0.8, μB = 0.5, a = 30, b= 0.35, d = 0.2, e=−0.25. The respective initial con-
ditions are x0 = y0 = 0, x0 = y0 = 25 and x0 = y0 = 50

• The simulations yield allocation function parameters θ1 and θ2 whose signs sug-
gest that marginal payoffs are constant or decreasing in the players’ own capac-
ities. However, (25) gives rise to increasing marginal costs of investment. Thus,
cost considerations will motivate each firm to cut down on investment if its ca-
pacity has gone up, implying that βA1 < 0, βB2 < 0.
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• To satisfy the technology constraint (27) for the assumed values of a, b, d and
e, we need to have βA2 < 0 and βB1 > 0. That is, the investment of firm A should
be decreasing in the capacity of the intermediate good producer, while the invest-
ment of firm B should be increasing in the capacity of the final good producer.
Note that the allocation function (30) must ensure that it is in the players’ self
interest to behave accordingly. The resulting implications for the parameters θ1

and θ2 are discussed in the next subsection.

To assess the efficiency of the contractual arrangements, it may be useful to com-
pare the equilibrium input and output paths to the plans that maximize joint surplus.
As shown in Fig. 1 and Fig. 2, both types of contracting will lead to overinvestment
relative to the efficient levels in our baseline scenario. However, for other parameter
values (e.g., a high b) the equilibrium might involve underinvestment. Whether MPE
capacities will exceed or fall short of their efficient levels will depend on the incen-
tives provided by the revenue sharing arrangements. In general, if an incremental
change in investment increases a player’s private continuation payoff by more than
the future joint surplus, then the equilibrium behavior of this player will involve
overinvestment.

4.3.3 Equilibrium Allocation Function

Given a linear allocation function (30), the firms’ ability to affect the future terms of
trade will depend on θ1 and θ2. The signs of these parameters determine whether the
capacities of the intermediate good producer and the final good producer are strate-
gic complements or substitutes. As already established, the technology constraints
in our examples are consistent with linear feedback strategies (28) and (29) whose
parameters satisfy βA2 < 0 and βB1 > 0. Therefore, we would expect to obtain an
allocation function such that: (i) firm A’s marginal return on investment is decreas-
ing in firm B’s output (i.e., ∂2πAt /∂xt∂yt < 0), and (ii) firm B’s marginal return on
investment is increasing in firm A’s output (i.e., ∂2πBt /∂xt∂yt > 0).

• If the parties contract over input quantities, these complementarity requirements
would imply that θ1 > 0 and θ2 < 0. That is, the input price should be decreasing
in the capacity of the input producer and increasing in the capacity of the final
good producer. This appears to be consistent with the standard laws of supply
and demand. The numerical results shown in Table 2 confirm this intuition.

• If, on the other hand, contracts are based on final revenues, these complementar-
ity requirements would amount to θ1 > 0 and θ2 > 0. In other words, firm B’s
revenue share should be increasing in both production capacities. This intuition
is supported by the results in Table 3.

The transitional dynamics of the terms of trade are illustrated in Fig. 3.
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4.3.4 Equilibrium Surplus Allocation

The numerical examples also shed light on the factors that influence the distribution
of surplus in bilateral trade. Tables 2 and 3 illustrate the allocative properties of the
Markov perfect equilibrium by providing information about the steady-state surplus
share of the input producer, sBt = πBt /(πAt + πBt ).

The simulations suggest that the choice of a contractible variable z plays an
important role in payoff allocation. A comparison between the two arrangements
shows that the firm which chooses the value of the contractible variable usually at-
tains a higher surplus share. In particular, contracting over input quantities tends to
benefit the input producer (high steady-state surplus share ŝB ), while contracting
over final revenue is more favorable for the final good producer (low steady-state
surplus share ŝB ). This result is consistent with the observation that in real-world
interactions control is often advantageous.

4.3.5 Contract Efficiency

The linear-quadratic formulation also enables us to compare the efficiency of the two
regimes as measured by the joint surplus wt generated by the bilateral exchange.
The numerical examples underscore the importance of design and procedure for
economic efficiency.

Interestingly, Table 2 and Table 3 show that, in all of the cases studied here, con-
tracting over input quantities yields a higher steady-state joint surplus ŵ relative to
contracting over final revenue. For some parameter values those welfare differences
are rather significant. A brief inspection of Fig. 1 and Fig. 2 shows that contracting
over input quantities generates transition paths that are much closer to their effi-
ciency counterparts. On the other hand, contracts based on final revenues seem to
cause substantial distortions in the input supply decisions of firm B.

We can use condition (21) to compute the welfare generated by the efficient in-
put and output paths, and compare it to the joint surplus arising in the Markovian
allocation equilibrium. Our numerical example shows that contracting over input
quantities gives rise to a small deadweight loss: in our baseline scenario, steady-
state welfare is only 0.8 % lower than the efficient level. The corresponding number
for contracting over final revenues is 11.7 %.

A comparison between Figs. 1 and 2 suggests a possible explanation for this re-
sult. While both arrangements cause the intermediate good producer to overinvest
in our numerical examples, this problem is exacerbated when contracts are based on
final revenues. The smaller deviations from surplus maximization observed in Fig. 1
are likely due to the effect of firm B’s investment on the future value of the alloca-
tion function (30). As we already established, contracts based on input quantities
yield θ2 < 0. Thus, an increase in investment of the intermediate good producer will
worsen his future terms of trade. As a result, his incentives to boost input capacity
will be mitigated. On the other hand, when contracts are based on final revenues, we
have θ2 > 0. Therefore, an increase in investment will now improve firm B’s future
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terms of trade. This suggests that the intermediate good producer will overinvest
more relative to the other regime, adversely affecting overall efficiency.

5 Concluding Remarks

This chapter offers a novel perspective on contract design and firm conduct in dy-
namic environments where the production process necessitates bilateral exchange.
The analysis illuminates the factors that govern surplus allocation within bilateral
monopolies and explores the efficiency of different contractual arrangements.

Our model incorporates dynamic capacity constraints, where technological inter-
dependence causes firms to engage in trade. Two types of surplus allocation proce-
dures are considered: (i) contracting based on input quantities; and (ii) contracting
based on final revenues. Furthermore, we impose a Markovian restriction on con-
tracts and strategies. The benefit of this approach is twofold:

• it explicitly accounts for the strategic motives driving the firms’ investment deci-
sions;

• it enables us to determine the prevailing terms of trade implied by profit maxi-
mization, technological constraints and the surplus allocation mechanism.

Using dynamic programming, we derive necessary conditions for the equilib-
rium investment strategies that are consistent with the production technology. We
argue that strategic concerns will typically prevent the firms from attaining joint
surplus maximization. The adoption of a linear-quadratic payoff formulation allows
us to characterize numerically the equilibrium investment decisions and the terms
of trade. We find that surplus allocation arrangements based on input quantities are
more efficient, but tend to benefit the input producer. This helps explain why “domi-
nant” suppliers like Gazprom may want to entice their partners to sign contracts that
are tied to input quantities.

Acknowledgements We are grateful to an anonymous referee for an insightful report and im-
provement requests that have assisted us in clarifying and, hopefully, sharpening our message.

Appendix A: Markov Allocation Equilibrium Conditions of the
Bilateral Monopoly Game

This appendix derives the necessary conditions that characterize the Markov equi-
librium of the bilateral monopoly game.

A.1 Euler Equation of the Final Good Producer

First consider the problem of firm A. Differentiating Bellman equation (9) yields
the first-order condition:
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V A′1 = CA1

δ
. (38)

By assumption the equilibrium strategies of firm A and firm B are respectively
f A(x, y) and f B(x, y). Therefore, these strategy functions satisfy the recursive
equation

V A(xt , yt ) = R(xt )− SB
(
z(xt , yt ), g(xt , yt )

)−CA(f A(xt , yt )
)

+ δV A(μAxt + f A(xt , yt ),μByt + f B(xt , yt )
)
. (39)

Differentiating with respect to xt gives us

V A1 = R1 − SB1 z1 − SB2 g1 −CA1 f A1
+ δ(μA + f A1

)
V A′1 + δf B1 V A′2 . (40)

Substituting V A1 (x, y) from the first-order condition into (40) forwarded one period
yields an equation for V A2 (x, y):

V A′′2 =− 1

δf B′1

{

R′1 − SB′1 z
′
1 − SB′2 g

′
1 −

CA1

δ
+μACA′1

}

. (41)

Furthermore, differentiating (39) with respect yt−1 delivers

V A2 = R1 − SB1 z2 − SB2 g2 −CA1 f A2
+ δf A2 V A′1 + δ(μB + f B2

)
V A′2 . (42)

Substituting V A1 (x, y) from (38) and V A2 (x, y) from (41) into (42) yields (14).

A.2 Euler Equation of the Intermediate Good Producer

Now consider the decision problem of firm B. Bellman equation (10) implies that
the optimal strategy solves the first-order condition

V B′2 = CB1

δ
. (43)

Furthermore, by assumption the optimal strategies of firm A and firm B are re-
spectively f A(x, y) and f B(x, y). Therefore, these strategy functions satisfy the
recursive equation

V B(xt , yt ) = SB
(
z(xt , yt ), g(xt , yt )

)−CB(f B(xt , yt )
)

+ δV B(μAxt + f A(xt , yt ),μByt + f B(xt , yt )
)
. (44)
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Differentiating (44) with respect to yt yields

V B2 = SB1 z2 + SB2 g2 − f B2 CB1 + δf A2 V B′1 + δ(μB + f B2
)
V B′2 . (45)

Substituting V B2 from the first-order condition and solving for V B1 we get

V B′′1 =− 1

δf A′2

{

SB′1 z
′
2 + SB′2 g

′
2 −

CB1

δ
+μBCB′1

}

. (46)

Similarly, differentiating (44) with respect to xt gives us

V B1 = SB1 z1 + SB2 g1 − f B1 CB1 + δ(μA + f A1
)
V B′1 + δf B1 V B′2 . (47)

After substitution of (43) and (46) into (47) we obtain (15).

Appendix B: Dynamically Efficient Investment

This appendix derives the necessary condition for joint surplus maximization.
Bellman equation (20) yields the first-order condition

−F1C
A
1 −CB1 + δF1W

′
1 +W ′

2 = 0. (48)

Differentiation with respect to x gives us the envelope condition

W1 =R1 −
(
F2 −μA

)
CA1 + δF2W

′
1. (49)

Furthermore, differentiation with respect to y gives us the envelope condition

W2 =−(μBF1 + F3
)
CA1 + δ(μBF1 + F3

)
W ′

1 + δμBW ′
2. (50)

Multiplying (49) by F1 and adding it to (50) yields

F1W
′
1 +W ′

2 = F1C
A
1 −CB1

= δF1R
′
1 − δF1

(
F2 −μA

)
CA′1 − (μBF ′1 + F ′3

)
CA′1

+ δ2μB
(
F ′1W ′′

1 +W ′′
2

)+ δ2(F1F
′
2 + F ′3

)
W ′′

1 . (51)

Substituting F ′1W ′′
1 +W ′′

2 from the first-order condition into (51) gives us an equa-
tion for W1:

W ′′
1 = 1

δ2(F1F
′
2 + F ′3)

{
F1C

A
1 −CB1 − δF1R

′
1

+ δF1
(
F ′2 −μA

)
C′A1 + F ′3CA′1 − δμBCB′1

}
. (52)

Finally, substituting (52) into (49) delivers Euler equation (21).
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Dynamic Analysis of an Electoral Campaign

Luca Lambertini

Abstract This chapter proposes a differential game describing electoral campaigns
where two candidates invest so as to increase the number of their respective voters. It
is shown that parties overinvest as compared to the social optimum, while the total
number of votes may be larger or lower than the first best one, depending on the
level of negative externalities affecting the campaign. The model is also extended
to allow for n candidates, so as to derive the socially optimal number of candidates.
It appears that the number of candidates maximising the total number of votes on
the election day is lower than the number of candidates entering the political game
attracted by any non-negative share of consensus.

1 Introduction

The aim of this chapter consists in formalising electoral competition as a differential
game where parties invest resources in the electoral campaign so as to increase
the consensus for their respective candidates. To begin with, I set out by looking
at a two-party system, where parties non-cooperatively invest on a finite horizon,
with elections taking place at the terminal date, when the candidate receiving the
highest share of votes obtains the office. The campaigning activity is characterised
by external effects, in the sense that part of each candidate’s investment spills over to
rivals. To model parties’ investments during the campaign, I examine a technology
involving a quadratic cost of investment at each point in time, while the amount of
consensus evolves linearly over time.

The ensuing setup is explicitly not designed to outline a connection between
campaign investments and the final outcome of elections. Rather, it allows one to
address the following issues. First, whether parties invest too much in the electoral
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campaign as compared to what would be socially efficient. Relatedly, the second
issue is whether maximising the number of voters (i.e., collective participation to
the polls) is a sensible measure of welfare in such a setting, or not. This problem
can be reformulated in equivalent but perhaps clearer terms by asking whether it is
necessarily true that “the more people express their political opinions, the merrier
we are.” This sounds like a sensible view, if we attach a positive value to political
participation. However, a formal analysis of this aspect may in fact deliver some
counterintuitive insight. Indeed, the model presented in the remainder of the chapter
points out that each party’s incentives involves excess investments at any point in
time (except the election date) as compared to the social optimum. However, the
planner indeed ends up with a lower political participation if the negative external-
ity characterising the campaign is below a critical threshold (and conversely). This
property emerges again in an extension of the model accounting for the presence of
n parties, assumed a priori to be fully symmetric.

A third issue is whether it is possible to establish what the optimal number of
parties should be, having in mind the objective to induce the highest number of
voters to express their political preferences. To address this topic, I use the model
with n parties, envisaging two alternative situations. One is the private equilibrium
driven by individual incentives, where parties have an incentive to participate in the
electoral game as long as their resulting individual number of votes is non-negative.
The other scenario is that in which, given the parties’ noncooperative behaviour,
the planner can intervene to regulate the maximum number of participants or candi-
dates) so as to maximise the overall amount of votes on the election day. It turns out
that the privately optimal fragmentation driven by the selfish incentives of parties
always exceeds the regulated number a benevolent dictator would impose. Accord-
ingly, there emerges that a reduction in the number of parties/candidates would be
welfare-improving, avoiding the perspective of having a political system populated
by a very large number of parties, all of them too small in size.

The ensuing analysis is carried out by using a model where the open-loop solu-
tion is subgame perfect. This is appealing since it entails that agents may rely upon
simple decision rules adopted at the very outset, and then strictly abided by along
the game, as these rules are strongly time consistent.

The remainder of the chapter is organised as follows. Section 2 briefly discusses
the related streams of literature in the fields of politics and industrial economics,
with the aim of clarifying the background to the analysis carried out in the present
chapter. The basic setup is laid out in Sect. 3. Private and social optima are charac-
terised and comparatively assessed in Sect. 4. Section 5 extends the analysis to the
case of n parties. Section 6 contains concluding remarks.

2 Related Literature

Issues like the cost of campaigning, the search for funds, the value of incumbency
and their relation with the outcome of elections have received a large amount of
attention by economists and political scientists alike (Jacobsen 1978, 1980, 1987;



Dynamic Analysis of an Electoral Campaign 189

Baron 1989; Abramovitz 1991; Austen-Smith 1995; Anderson and Prusa 2001; Prat
2002a, 2002b; Sahuguet and Persico 2006; Stratmann and Aparicio-Castillo 2006,
to mention only a few). Indeed, Federal Election Commission data reveal the strik-
ing relevance of money in politics in general and electoral campaigns in particular.
Candidates raising little or no money have negligible, if any, chances of winning.

To the best of my knowledge, these topics have never been explicitly put in re-
lation with two connected streams of literature which are very familiar to industrial
economists, namely those dealing with advertising and R&D activities. Both kinds
of investment relate to rent-seeking behaviour, and they have been investigated ex-
tensively with and without uncertainty.1 Firms carry out advertising and R&D to
acquire a dominant position in the market, either by increasing market share or by
improving production technology. In doing so, some of each firm’s effort spills over
to rivals. Profit incentives may give rise to overinvestment or underinvestment as
compared to the social optimum, depending upon the shape of downstream market
competition.2

Electoral campaigns share many fundamental features with advertising cam-
paigns and R&D races (see, e.g., Cellini and Lambertini 2003, 2005, 2009; Nair
and Narasimhan 2006; Viscolani and Zaccour 2009). Increasing consensus through
costly investments is formally equivalent to acquiring a dominant market position
through advertising or R&D either in process or in product innovation. In doing so,
each party may waste some amount of resources to the benefit of rivals, and the op-
timal investment effort as well as the outcome of elections will depend upon the size
of such external effects. The only relevant difference is that the electoral campaign
has a terminal date which is known a priori, while R&D races end at some uncer-
tain date in the future, as soon as the first innovator obtains the new technology or
product, and advertising campaigns may never end at all.

These issues also have some relevant connections with the well known discussion
concerning of the optimal number of firms in the commons (see Cornes and Sandler
1983; Cornes et al. 1986; Mason and Polasky 1997, inter alia), which, in turn, is
connected with the recurrent theme of excess entry in the industrial organisation
literature (see Novshek 1980; Jones 1987; Mankiw and Whinston 1990, inter alia).

3 Setup and Definitions

Consider a two-party system where each party has a candidate racing for the presi-
dential office (or premiership), and elections are expected with certainty at date T .

1Differential games describing R&D races under uncertainty are in Reinganum (1982, 1989).
Deterministic differential games of R&D and advertising are in Cellini and Lambertini (2002,
2003, 2004). Comprehensive surveys on dynamic models of advertising can be found in Jørgensen
(1982), Feichtinger et al. (1994), and Dockner et al. (2000). A comprehensive overview of differ-
ential games in economics is in Van Long (2010).
2For exhaustive accounts, see Tirole (1988), Reinganum (1989), and Martin (2001).
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Over t ∈ [0, T ], the fixed number of accessible votes is X, and each party invests
in an advertising campaign so as to increase the number of votes to its candi-
date. Instantaneous investment is ki(t) while the share of votes is xi(t) ≥ 0, with
xi(t)+ xj (t) ≤ X;3 ki(t) is the control variable while xi(t) is the state variable of
player i.4

Candidate i’s consensus (or vote share) evolves according to:

ẋi (t)= ki(t)− skj (t)− δxi, (1)

where s > 0 is a constant negative spillover from candidate j ’s investment onto can-
didate i’s share of votes,5 and δ > 0 is a constant depreciation rate. This is a slightly
simplified version of an advertising model described in Leitmann and Schmitendorf
(1978) and Feichtinger (1983).

The gross instantaneous satisfaction associated with the share xi(t) is βixi(t),
βi > 0. This entails that there exists an ad interim value, measured by parameter
βi , attached to the current stock of voters patronising party (or candidate) i at any
instant t ∈ [0, T ]. Of course the outcome of the election is directly determined by
the relative size of xi ’s, but the weights βi ’s influence the willingness to invest and,
ultimately, the equilibrium outcome.

The instantaneous cost of investment is6

Ci(t)= c

2

[
ki(t)

]2
, c > 0, (2)

which amounts to assuming decreasing returns to the advertising activity, at any
instant.7

Candidate i aims at maximising

Πi =
∫ T

0
eρt
{

βixi(t)− c

2

[
ki(t)

]2
}

dt + eρT S[xi(T )
]

(3)

3The condition (i) for the non-negativity of each xi(t) and (ii) for xi(t)+xj (t)≤X at any t ∈ [0, T ]
are illustrated in the appendix. In the remainder of the analysis, I will assume such conditions to
hold. For a similar model (dealing with advertising strategies in a dynamic oligopoly) where these
constraints are explicitly accounted for, see Viscolani and Zaccour (2009).
4In the present setting, the political platforms of parties are left unspecified. This issue is detailedly
addressed in the literature using the spatial approach to multiparty competition (see Bartholdi et al.
1991; Page et al. 1993; Anderson et al. 1994; Weber 1998; Adams 1999, 2000; Ansolabehere and
Snyder 2000, inter alia).
5Unlike standard oligopoly models describing R&D competition (from d’Aspremont and
Jacquemin 1988, onwards), here I allow the spillover parameter to exceed unit, as it is possible
for a party to more than offset the rivals’ efforts during particularly tough electoral campaigns.
Several appropriate examples spring to mind, in particular—but not exclusively—with reference
to Italy.
6The possibility that voting be costly for voters is investigated (in a static model) by Börgers
(2004).
7In line of principle, parameters c and s could be asymmetric across candidates. Symmetry may
be a sensible assumption whenever all candidates has comparable access to media and funds to
finance their respective electoral campaigns. This can be the case of two-party political systems
where institutional rules ensure competition will be carried out on equal basis, as, e.g., in the US.
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under the constraint (1). S[xi(T )] ≥ 0 is the scrap (or salvage) value of the state at
the terminal date T while eρt is the factor at which consensus is being capitalised
during the game, in view of the election date, at which is becomes most relevant
(relying on Nordhaus 1975, where a similar problem is investigated).8 The instanta-
neous discount rate ρ is constant, common to both parties and positive. The initial
condition is xi0 = xi(0)≥ 0 possibly inherited from the previous (unmodelled) his-
tory of this political system.

It is worth stressing that, in the present model, both single party’s and overall
turnouts are changing over time till the terminal date T (when elections are actually
carried out), so that, if at any t ∈ [0, T ] one candidate gains additional votes, this
does not necessarily reduce the rival candidates’ votes by an equal amount, since
some of this additional support comes from citizens who would otherwise abstain.
This is a major difference between the present approach and that characterising spa-
tial voting models where the total turnout is fixed (see the references in footnote 4).

4 Equilibrium Analysis

The Hamiltonian of party (or candidate) i is:

Hi (t)= eρt
{

βixi(t)− c

2

[
ki(t)

]2
}

+ λii(t)
[
ki(t)− skj (t)− δxi

]

+ λij (t)
[
kj (t)− ski(t)− δxj

]
, (4)

where λij (t) is the co-state variable associated by party i to state xj (t). I will set
out by investigating the privately optimal strategies of parties.

4.1 The Private Optimum

Here I investigate the outcome of the noncooperative simultaneous-move game
where each party maximises (4) w.r.t. ki(t). To begin with, it is worth noting that the
Hamiltonian function (4) is linear in the state variables, so that the game is indeed a
linear state one, and therefore perfect or state redundant (see Mehlmann and Will-
ing 1983, inter alia).9 Accordingly, it can be solved through open-loop techniques
to obtain a strongly time consistent solution. This procedure leads to the following
result:

8Alternatively, one could assume that discounting is nil, as Gavious and Mizrahi (2002) do in in-
vestigating the interplay between an elected politician and an interest group. Using such an optimal
control model without discounting, Gavious and Mizrahi (2002) show that, as long as elections are
sufficiently far away, the politician in office should invest a constant level of resources, while get-
ting closer to the election date, his/her effort increases or decreases depending on the electoral
significance of that interest group.
9An exhaustive exposition of several classes of games where open-loop equilibria are subgame
perfect can be found in Fershtman (1987), Mehlmann (1988, Chap. 4) and Dockner et al. (2000,
Chap. 7).
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Proposition 1 The optimal control at any time t ∈ [0, T ) is

k∗i (t)=
βi(e

(ρ−δ)(T−t) − 1)

c(ρ − δ) .

As a result, party i’s electoral consensus at the election date T is

x∗i (T )=max

{

0,
(βi − sβj )[δ(e(ρ−δ)T + eδT − 2)− ρ(eδT − 1)]

eδT (ρ − δ)(ρ − 2δ)
+ xi0

eδT

}

.

Proof To derive the open-loop solution, I proceed as in Nordhaus (1975) (see also
Chiang 1992, pp. 193–199). From the Hamiltonian of party (or candidate) i, one
derives the following first order conditions:

∂Hi (t)
∂ki(t)

=−ceρtki(t)+ λii(t)− sλij (t)= 0 (5)

−∂Hi (t)
∂xi(t)

= λ̇ii (t) ⇒ λ̇ii (t)= δλii(t)− eρtβi (6)

−∂Hi (t)
∂xj (t)

= λ̇ij (t) ⇒ λ̇ij (t)= δλij (t) (7)

plus the initial conditions xi(0) = xi0 and the transversality condition λij (T ) = 0
for all i. Observe that indeed (7) admits the solution λij (t)= 0 at all times, so that
(5) reduces to −ceρtki(t)+ λii(t)= 0. Then, note that (7) can be rewritten as

λ̇ii (t)− δλii(t)=−eρtβi, (8)

i.e., it is a first-order linear differential equation with a constant coefficient and a
variable term, the complementary function and the particular integral being λ̂(t)=
Aie

δt and λ(t)=−βieρt /(ρ − δ) respectively. Constant Ai can be identified using
the transversality condition, whereby Ai = βie(ρ−δ)t /(ρ − δ). Therefore, the solu-
tion of (8) is

λii(t)= βi(e
δt+(ρ−δ)T − eρt )
ρ − δ (9)

and the optimal control is10

k∗i (t)=
βi(e

(ρ−δ)(T−t) − 1)

c(ρ − δ) > 0, ∀ρ > 0, t ∈ [0, T ). (10)

The resulting state equation writes as follows:

ẋi (t)= (βi − sβj )(e(ρ−δ)(T−t) − 1)− cδ(ρ − δ)xi(t)
c(ρ − δ) , (11)

10Note that at δ = ρ, the value of (10) must be calculated using

lim
δ→ρ k

∗
i (t)=

βi(T − t)
c

> 0.
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whose solution is

x∗i (t)=
(βi − sβj )[δ(2− e(ρ−δ)(T−t))− ρ]

(ρ − δ)(ρ − 2δ)
+ e−δtQ, (12)

where the integration constantQ can be determined by solving xi0 = x∗i (0), obtain-
ing thus

Q= xi0 + (βi − sβj )[δ(e
(ρ−δ)T − 2)+ ρ]

(ρ − δ)(ρ − 2δ)
. (13)

Hence, the volume of votes accruing to party (or candidate) i at the election time is

x∗i (T )= x∗i (t)
∣
∣
t=T

= (βi − sβj )[δ(e
(ρ−δ)T + eδT − 2)− ρ(eδT − 1)]
eδT c(ρ − δ)(ρ − 2δ)δ

+ xi0

eδT
. (14)

This concludes the proof. �

A straightforward corollary to Proposition 1 is the following:

Corollary 1 The optimal investment of party i is monotonically decreasing over
time.

Proof This is straightforward, as from (10) one obtains

∂k∗i (t)
∂t

=−βie
(ρ−δ)(T−t)

c
< 0 (15)

always. �

This replicates an analogous feature of the political business cycle model in
Nordhaus (1975) and expresses the idea that last-minute efforts are in fact worthless.
Now observe that

sign
{
δ
(
e(ρ−δ)T + eδT − 2

)− ρ(eδT − 1
)}= sign

{
(ρ − δ)(ρ − 2δ)

}
(16)

for all δ,ρ > 0.11 Consequently,

11Observe that

lim
δ→ρ x

∗
i (T )=

cρ2xi0 + (eρT − 1− ρT )(βi − sβj )
cρ2eρT

;

and

lim
δ→ρ/2x

∗
i (T )=

cρ2xi0 + 2[2+ eρT/2(ρT − 2)](βi − sβj )
cρ2eρT/2

.
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Lemma 1 x∗i (T ) > 0 for all

xi0 >max

{

0,
(βi − sβj )[δ(e(ρ−δ)T + eδT − 2)− ρ(eδT − 1)]

c(ρ − δ)(ρ − 2δ)δ

}

with

max

{

0,
(βi − sβj )[δ(e(ρ−δ)T + eδT − 2)− ρ(eδT − 1)]

c(ρ − δ)(ρ − 2δ)δ

}

= 0, ∀βi > sβj ,

and conversely.

The above Lemma implies that βi > sβj suffices to ensure x∗i (T ) > 0 irrespec-
tive of the value of xi0. However, given the asymmetry among parties, there remains
to check whether x∗i (T ) and x∗j (T ) can indeed be simultaneously positive in some
admissible portion of the relevant parameter space (s, βi, βj ). The sufficient condi-
tion for x∗j (T ) > 0 is βi ∈ (0, βj /s) for any xj0, and since βj/s ≷ sβj for all s ≶ 1,
one can formulate the following

Corollary 2 In the parameter region identified by s ∈ (0,1) and βi ∈ (sβj ,βj /s),
x∗i (T ), x∗j (T ) > 0 for any pair of initial conditions xi0, xj0 ≥ 0.

As anticipated in the previous section, the relative size of βi ’s matters in shaping
the equilibrium outcome. At first sight, one could argue that this may appear some-
what unrealistic. However, it is worth noting that the presence of a parameter mea-
suring the ad interim satisfaction (i) reflects the observed behaviour of candidates
taking part in real-world elections; and (ii) affects, again realistically, the investment
efforts.12

There remains to assess the electoral outcome if both parties attain positive levels
of electoral consensus. To this aim, define Δx0 = xi0 − xj0, Δβ = βi − βj and

Λ≡ δ(e
(ρ−δ)T + eδT − 2)− ρ(eδT − 1)

c(ρ − δ)(ρ − 2δ)δ
> 0. (17)

Then,

Δx∗(T )≡ x∗i (T )− x∗j (T )=
1

eδT

[
Δx0 +Λ(1+ s)Δβ

]
, (18)

from which we draw

Proposition 2 Δx∗(T ) > 0 for all Δx0 >−Λ(1+ s)Δβ , and conversely.

12With asymmetric values of parameters c and s, the election outcome would also depend on such
parameters. However, one can think that (i) both parties be equally able to access media at the
same costs, and (ii) reciprocal negative externalities be comparable in size, which would justify the
symmetry assumption adopted here. This may be particularly true for countries in which the par
condicio applies.
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The above Proposition can be spelled out as follows: the party attaching the
lower weight to consensus may still win the elections if its initial condition is more
favourable then the rival’s when the campaign starts off. Of course, if Δx0,Δβ > 0,
then surely Δx∗(T ) > 0. However, it is also true that, if Δx0 < 0, party i ultimately
gets the office at stake provided that Δβ >−Δx0/[Λ(1+ s)]> 0, i.e., if its eager-
ness to acquire consensus during the campaign is strong enough.

Concerning the stability analysis of the dynamic system, the following holds:

Proposition 3 The open-loop game follows a saddle path.

Proof The relevant dynamic equations are:

ẋi = ki(t)− skj (t)− δxi(t) (19)

k̇i = 1

c

[
c(ρ + δ)ki(t)− βi

]
(20)

and the stability properties of the above system depend upon the sign of the trace
and determinant of the following Jacobian matrix:

J =
[ ∂ẋi
∂xi

=−δ ∂ẋi
∂ki

= 1

∂k̇i
∂xi

= 0 ∂k̇i
∂ki

= ρ + δ

]

(21)

with trace Tr(J )= ρ > 0 and determinant Δ(J )=−δ(ρ + δ) < 0 for all δ,ρ > 0.
Since the determinant is everywhere negative, the game evolves along a saddle
path. �

Before passing on to the social planning case, a last remark is in order. Expression
(20), describing the dynamics of party i’s investment, reveals that it is independent
of the rival’s. This entails that strategic interaction between parties takes place only
through the dynamics of the state variable, as described by (1). This contrasts with
some of the acquired wisdom (see, e.g., Anderson and Prusa 2001), where the efforts
of parties are strategic complements. On this basis, whether parties overinvest or
underinvest as compared to the social optimum, in the present setting, is not obvious
from the outset.

4.2 The Social Optimum

Now consider the situation where a benevolent social planner chooses the vector
of investments {ki(t)} so as to maximise collective welfare, which is defined as the
sum of both parties’ discounted payoffs, under the constraint (1). This amounts to
assuming that parties (or their candidates) are indeed representative of their electors,
to the extent that those individuals who do not vote are irrelevant.13 In the present

13This is somewhat similar to what is often assumed in innovation race models, where the value of
innovation is the same irrespectively of whether the firm racing for it is a private or a public one
(see Kamien and Schwartz 1982; Reinganum 1989, inter alia).
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setting, the planner’s behaviour is aimed at assessing the social convenience to put
a ceiling to the parties’ investments during the electoral campaign, even if this may
well entail trading off some voters against a lower expenditure.

Now the relevant Hamiltonian is:

HSP (t)= eρt
{

βixi(t)+ βjxj (t)− c

2

[
ki(t)

]2 − c

2

[
kj (t)

]2
}

+ λi(t)
[
ki(t)− skj (t)− δxi

]+ λj (t)
[
kj (t)− ski(t)− δxj

]
, (22)

where superscript SP stands for social planning. The technical details of the analysis
of the social planner’s problem are omitted for brevity, as the procedure is the same
as in the above game between parties. For brevity, henceforth I will also omit the
explicit indication of the time argument for state and control variables. The outcome
is summarised by the following:

Proposition 4 The optimal control at any time t ∈ [0, T ) is

kSPi =max

{

0,
(βi − sβj )(eδt+ρT − eρt+δT )

c(ρ − δ)eρt+δT
}

.

As a result, party i’s electoral consensus at the election date T is

xSPi (T )=max

{

0,
[βi(1+ s2)− 2sβj ]Λ+ xi0

eδT

}

.

In correspondence of δ = ρ, the value of the optimal instantaneous control must
be calculated using the limit:

lim
δ→ρ = k

SP
i = (βi − sβj )(T − t)

c
. (23)

Since sign{eδt+ρT − eρt+δT } = sign{ρ − δ} everywhere, controls kSPi and kSPj are
both positive in the region {s ∈ (0,1), βi ∈ (sβj ,βj /s)}. Anywhere else, at least
one control drops to zero, which is a first major difference between the planner’s
behaviour as against the parties’.

Moreover, studying the difference xSPi (T ) − xSPj (T ) in the region where they
are both positive delivers the following:

ΔxSP (T )≡ xSPi (T )− xSPj (T )= 1

eδT

[
Δx0 +Λ(1+ s)2Δβ

]
, (24)

which implies

Proposition 5 ΔxSP (T ) > 0 for all Δx0 >−Λ(1+ s)2Δβ , and conversely.

That is, the critical threshold imposed on the pair of initial conditions, above
which party i wins, is higher (resp., lower) under planning that at the noncooperative
equilibrium of the election game, for allΔβ < 0 (resp., Δβ > 0). The consequences
of this fact will be outlined below.

The stability properties of the steady state under social planning are stated in the
following:
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Proposition 6 The social planning problem follows a saddle path.

The proof is omitted, as it proceeds along much the same lines as for Proposi-
tion 6.

The above analysis illustrates that under social planning the winner is the same
candidate as in the private optimum. However, a thorough comparison between the
two regimes remains to be carried out. In particular, one may wonder whether social
planning may prevent parties from performing a wasteful effort duplication, and
how this affects the total number of voters at equilibrium.

4.3 Private vs. Social Optimum

Considering first equilibrium investments in advertising in the two regimes. Pro-
vided kSPi , kSPj > 0,

k∗i − kSPi = sβj (e
(ρ−δ)(T−t) − 1)

c(ρ − δ) = sβj k
∗
i

βi
> 0, (25)

which entails that individual incentives leads to a socially wasteful excess invest-
ment at any time (this being a fortiori true should kSPi = 0 at some instant t). As to
the outcome of elections in the two cases, on the basis of Propositions 2 and 5, we
have that for all

Δx0 ∈
(
min

{−Λ(1+ s)2Δβ,−Λ(1+ s)Δβ},
max

{−Λ(1+ s)2Δβ,−Λ(1+ s)Δβ}) (26)

the electoral outcome differs across the two regimes, private and social preferences
being not reciprocally aligned:

Proposition 7 Take Δβ < 0. For all

Δx0 ∈
(−Λ(1+ s)Δβ,−Λ(1+ s)2Δβ),

party i wins the electoral game while party j would take office under social plan-
ning. The opposite applies if Δβ > 0 and

Δx0 ∈
(−Λ(1+ s)2Δβ,−Λ(1+ s)Δβ).

This result illustrates the presence of an admissible portion of the space
{Δβ,Δx0} in which the party enjoying a more favourable initial condition (say,
xi0 < xj0) gets the office ‘more easily’ under planning than in the standard electoral
game, when its taste for consensus, measured by βi is higher than the rival’s (and
conversely in the opposite situation). This aspect of the model suggests that the
planner behaves as if it wanted to reward a sort of political commitment implicit in
the size of βi , or to punish the lack thereof.
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The last step of this comparative assessment consists in looking at the overall
equilibrium level of consensus in the two cases. To this aim, use X∗(T )= x∗i (T )+
x∗j (T ) and XSP (T )= xSPi (T )+ xSPj (T ) to verify that

sign
{
X∗(T )−XSP (T )}= sign{1− s}. (27)

That is,

Proposition 8 For all s ∈ (0,1), the planner is happy with a lower number of vot-
ers, as long as this is more than compensated by a reduction in the wasteful dupli-
cation of efforts during the electoral campaign.

Of course the opposite applies if s > 1, precisely because of the higher aggres-
siveness which goes along with it. To grasp the essence of the above Proposition,
one may observe that the planner’s objective replicates that of an entente cordiale
between the two parties, i.e., a cooperative agreement internalising negative exter-
nalities, something which doesn’t happen in the fully noncooperative game. I will
come back to this aspect below.

5 Extension: Optimal Fragmentation

In the foregoing analysis, I have adopted the assumption that there exist only two
parties, and I have evaluated the efficiency of such a system. However, multiparty
systems are rather common, and to this regard several interesting questions can be
addressed in a generalisation of any of the above settings. One such question is
whether there should be a limit to the number of parties, and, if so, how to set this
limit. Two related questions are (i) whether the optimal number of parties obtains
by maximising the overall number of voters or collective welfare, and (ii) whether
optimal fragmentation is higher in the social or in the private equilibrium. In par-
ticular, question (ii) involves the comparison of two situations. One is the first best
where a benevolent social planner controls both the number of parties and their in-
dividual investment in the electoral campaign. The other is a second best where the
investment is noncooperatively decided by parties, while the number of parties is
controlled by a benevolent planner.

Here I reconsider the same model with n parties (and n candidates), where, for
the sake of simplicity, I adopt the symmetry assumptions βi = β and xi0 = x0 ≥ 0
for all i. This amounts to excluding the use of a quorum so as to determine the op-
timal number of parties (or candidates), since the equilibrium size (i.e., the volume
of votes in steady state) is the same across parties. Additionally, symmetry rules out
the possibility of a winner standing out at time T , the issue being instead the optimal
number of parties.

The differential equation of the state variable is:

ẋi = ki − s
∑

j �=i
kj − δxi . (28)
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Accordingly, candidate i’s Hamiltonian now rewrites as:

Hi = eρt
(

βxi − c

2
k2
i

)

+ λii
(

ki − s
∑

j �=i
kj − δxi

)

+
∑

j �=i
λij

(

kj − s
∑

m �=j
km − δxj

)

. (29)

Once again, it can be shown that the open-loop solution is a degenerate feedback
solution, and therefore (29) can be reformulated by setting λii = λi and λij = 0 for
all j .

Solving the game among party yields exactly the same optimal control as in
Proposition 1 and (10), the resulting total volume of votes being

X∗(T ,n)=max

{

0,
n[β(1− s(n− 1))Λ+ x0]

eδT

}

. (30)

The benevolent social planner’ Hamiltonian is instead the following:

HSP = eρt
(

n∑

i=1

βxi − c

2
k2
i

)

+
n∑

i=1

λi

(

ki − s
∑

j �=i
kj − δxi

)

, (31)

whereby the socially efficient control at a generic instant t is

kSP (n)=max

{

0,
β(s(n− 1)− 1)(eρt+δT − eδt+ρT )

c(ρ − δ)eρt+δT
}

(32)

and the number of votes at the election date amounts to

XSP (T ,n)=max

{

0,
n[β(1− s(n− 1))2Λ+ x0]

eδT

}

. (33)

Taking s ∈ (0,1/(n− 1)) suffices to ensure that X∗(T ,n) be strictly positive (while
XSP (T ,n) > 0 everywhere). This is an intuitive finding, as low levels of s accounts
for a comparatively milder attitude of each party as far as the predatory aspects of
its campaign are concerned.

X∗(T ,n) > XSP (T ,n), ∀n >max

{
1+ s
s
,2

}

, (34)

and conversely. Given that 2> (1+ s)/s for all s > 1, this proves:

Proposition 9 If the aggressiveness characterising the electoral campaign is suf-
ficiently high, the total number of votes at the social planning outcome is higher
than that autonomously generated by the parties’ noncooperative strategies in any
political system admitting at least two parties.

This extends Proposition 8 to a (symmetric) multiplicity of parties. The above
result doesn’t come unexpected, and lends itself to the quite intuitive interpretation
whereby the noncooperative attitude of parties, whose activities are partly aimed at
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destroying the rivals’ consensus, generates an inefficient outcome. In particular, if
s > 1, this happens through an excess of votes generated through excess investment,
because the negative spillover generated by each rival’s efforts more than offsets the
effectiveness of a party in building up its own one.

Less obvious, a priori, is whether the number of parties populating the political
system exceeds the social optimum. That is, shall one expect to observe excess frag-
mentation or not, if parties may freely enter the system? Should a planner regulate
such entry process, to limit the number of parties allowed to compete for the of-
fice at stake? To answer this question, I will exclusively look at the individual and
collective performance of agents at the noncooperative outcome, to perform two re-
lated exercises: the first consists in deriving the limit number of parties that may
survive at the electoral equilibrium of the noncooperative firms with non-negative
volumes of votes (which is the aspect worrying any party interested in entering a
system as long as it expects to obtain some consensus). The second consists instead
in calculating the number of parties maximising the total number of votes at the
same equilibrium (this being a reasonable objective of a planner acting super partes
and interested in the overall participation of voters). The comparison of these two
numbers will reveal the presence of excess fragmentation (or the lack thereof).

First, it is easily checked that the maximum number of parties that are able to sur-
vive on the election day solves X∗(T ,n)= 0, since each party, under full symmetry,
gets X∗(T ,n)/n. The unique solution is

n= x0 +Λ(1+ s)β
Λsβ

, (35)

while

arg max
n
X∗(T ,n)= n∗ = x0 +Λ(1+ s)β

2Λsβ
= n

2
. (36)

Now, without dwelling upon the elementary condition ensuring n ≥ 2, the evident
implication of (36) can be summarised in the following:

Proposition 10 The noncooperative election game is affected by excess fragmenta-
tion.

This closely replicates a traditional result known in the theory of industrial or-
ganization (at least since Novshek 1980) as excess entry, whereby profit incentives
drive too many firms into a market, as compared to what would be the socially
optimal industry structure, all else equal (that is, taking for granted their profit-
maximising behaviour via prices, quantities and other strategic variables). The same
problem replicates in the present setting, in which too many parties are lured into the
political system even by the smallest slice of electoral consensus. What is also anal-
ogous to the acquired wisdom from the IO literature is that the entry process causes
the overall and individual consensus to collapse to zero, exactly as the individual
and industry output do in a Cournot model replicating perfect competition in the
limit of the entry process (see Novshek 1980; Jones 1987; Mankiw and Whinston
1990).



Dynamic Analysis of an Electoral Campaign 201

6 Concluding Remarks

I have analysed a differential game describing an electoral campaign where two can-
didates invest so as to increase the number of their respective voters. The outcomes
of the non-cooperative game has been evaluated against the social optimum, where
a benevolent social planner chooses the investment levels so as to maximise col-
lective welfare. The private optimum is characterised by overinvestment and, if the
externality between parties is low enough, a larger number of voters as compared to
the social optimum. Therefore, it appears that if competition is extremely tough, the
electoral campaign conducted by aggressive parties ends up increasing abstention.

Then, I have extended the model to account for n candidates, in order to evaluate
what is the optimal number of candidates (or parties). There has clearly emerged
that the private incentives of parties involve too much fragmentation as against the
optimal structure of the political system that would be chosen by a benevolent plan-
ner to maximise the total number of votes expressed by citizens on the election day,
taking as given the parties’ noncooperative behaviour.

Acknowledgements I would like to thank two anonymous referees, Roberto Cellini, Vincenzo
Denicolò, George Leitmann, Arsen Palestini and Alessandro Tampieri for helpful discussion. The
usual disclaimer applies.

Appendix

The conditions for the non-negativity of consensus levels x∗i (T ) and x∗j (T ) are
stated in Lemma 1 and Corollary 2. Here I will identify the conditions that must
be satisfied by the state variables in order for the consensus of each party to be non-
negative at any instant during the game, and for total consensus not to exceed X
over the same time interval. For brevity, I will confine to the two-party game and its
social planning version.

On the basis of expressions (12)–(13), one can easily ascertain that x∗i (t)≥ 0 for
all xi0 ≥max{0, (βi − sβj )Λ(t)}, in which

Λ(t)≡ δ[e(ρ−δ)T + eδt+(ρ−δ)(T−t) + 2(eρt − 1)] − ρ(eδt − 1)

c(ρ − δ)(ρ − 2δ)δ
> 0, (A.1)

which coincides with (A.1) at t = T . Moreover, X ≥ x∗i (t)+ x∗j (t) requires

X ≥ xi0 + xj0 +Λ(t)(1− s)(βi − βj )
eδt

≡X∗
, (A.2)

the r.h.s. of (A.2) being positive if indeed xi0 ≥max{0,Λ(t)(βi − sβj )}.
Under planning, xSPi (t)≥ 0 for all xi0 ≥max{0, [2sβj −βi(1+ s2)]Λ(t)}, while

X ≥ xSPi (t)+ xSPj (t) writes as follows:

X ≥ xi0 + xj0 +Λ(t)(1− s)2(βi + βj )
eδt

≡XSP . (A.3)
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Comparing the thresholds appearing on the r.h.s. of (A.2)–(A.3), one gets

X
∗ −XSP = Λ(t)(1− s)s(βi + βj )

eδt
(A.4)

whose sign changes at s = 1, fully reflecting the message conveyed by Proposi-
tions 8–9.
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Multi-agent Optimal Control Problems and
Variational Inequality Based Reformulations

George Leitmann, Stefan Pickl, and Zhengyu Wang

Abstract The multi-agent optimal control problem involves a decision process with
multiple agents, where each agent solves an optimal control problem with the indi-
vidual cost functional and strategy set, and the cost functional is dependent on all
the other agents’ state and/or control variables. Here the “agent” can be understood
as a true decision maker, or as an abstract optimization criterion. The strategy sets,
along with admissible control set, are often described by a system of parameterized
ordinary differential/difference equations (the state dynamic) or partial differential
equations, and in realistic settings they may be dependent on the rivals’s variables
due to, for example, certain constraints from the common resources. This chapter
describes the multi-agent optimal control problem, and studies the reformulation
of a system of differential equations constrained by parameterized variational in-
equalities, along with some initial and/or boundary conditions. This reformulation
presents differential equations, variational inequalities, and equilibrium conditions
in a systematic way, and is advantageous since it can be treated as a system of differ-
ential algebraic equations, for which abundant theory and algorithms are available.

1 Optimal Control Problems

In a multi-agent optimal control problem each agent solves an optimal control prob-
lem that is dependent on the rivals’ states and decisions. Let us begin the study with
the single-agent case: the standard optimal control problem.
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For more details on optimal control problems and on the multi-agent extension
we refer to the basic books by Leitmann (1976, 1981).

1.1 Problem Description

Let the terminal time T > 0 and the initial point x0 ∈ R
n be given, let U ⊂ R

n be
an open bounded set, Ξ ∈R

m be convex and closed, let (Ω,F ,P) be a probability
space and {W(s)}0≤t≤T be a d-dimensional Brownian motion, let A be a subset of
all progressive measurable stochastic processes u(·) : [0, T ] ×Ω→ Ξ . Given the
following four functions, of which the first two constitute the dynamic and the last
two give the cost functional:

• f : [0, T ] ×R
n ×Ξ→R

n (drift term),
• σ : [0, T ] ×R

n ×Ξ→R
n×d (diffusion term),

• ϕ : [0, T ] × Ū ×Ξ→R (running cost),
• ψ : [0, T ] × Ū ×Ξ→R (terminal cost).

For a t ≥ 0 and for every u(·) ∈ A and (s, x) ∈ [t, T ] × Ū , the state dynamic is a
stochastic differential equation (SDE for short) which is to find an Itô process x(s)
satisfying:

{
dx(s)= f (s, x(s), u(s))ds + σ(s, x(s), u(s))dW(s)
x(t)= x (1)

for s ∈ (t, T ], where a u(·) ∈A is called the control, and x(·) is called the state. We
define the cost functional J : [0, T ] ×R

n ×A :→R by:

J
(
t, x, x(·), u(·)) := E

{∫ T

t

ϕ
(
s, x(s), u(s)

)
ds +ψ(T ,x(T ))

}

, (2)

where E means the expectation over the statistics of {W(s)}. Denote J (x(·), u(·))=
J (0, x0, x(·), u(·)) for simplicity if the state x(·) starts from x0 at t = 0. Then the
optimal control problem is just to find a pair (x(·), u(·)) minimizing J (x(·), u(·))
under the constraint given by the SDE (1):

min J
(
x(·), u(·))

s.t. dx(s) = f (s, x(s), u(s))ds + σ (s, x(s), u(s))dW(s)
x(0) = x0.

(3)

For the SDE (1), one of the problems of the most interest is its solvability. For
the details on this issues we refer to Øksendal (2003). Here we just mention the
conditions required in part for guaranteeing the existence and the uniqueness of the
strong solution with continuous paths of (1) for any choice of u(·):
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∥
∥f (t, x,u)− f (s, y,u)∥∥2 +

∥
∥σ(t, x,u)− σ(s, y,u)∥∥

F
≤ C(‖x − y‖2 + |t − s|)

∥
∥f (t, x,u)

∥
∥

2 +
∥
∥σ(t, x,u)

∥
∥
F
≤ C(1+ ‖x‖2

)
,

where ‖ · ‖F denotes the Frobenius norm, f (s, x,u) and σ(s, x,u) are assumed in
C0([0, T ] ×R

n ×Ξ) and f (·, ·, u) and σ(·, ·, u) are in C1([0, T ] ×R
n) for every

u ∈Ξ , and C ≥ 0 is a constant, u ∈Ξ , x, y ∈R
n and t, s ∈ [0, T ] are arbitrary.

1.2 Hamilton–Jacobi–Bellman Equation

Define the value function:

v(t, x) := min J
(
t, x, x(·), u(·))

s.t. dx(s) = f (s, x(s), u(s))ds + σ (s, x(s), u(s))dW(s)
x(t) = x.

Denote χ(t, x,u)= 1
2‖σ(t, x,u)‖2

F , and denote

H(t, x,u,∇v,Δv)= χ(t, x,u)Δv(t, x)+ 〈f (t, x,u),∇v(t, x)〉+ ϕ(t, x,u). (4)

Suppose that H(t, x,u,∇v,Δv) is continuously differentiable in u. Then the opti-
mal control problem (3) can be reformulated as the Hamilton–Jacobi–Bellman equa-
tion (HJB equation for short):

∂v(t, x)

∂t
+min
u∈Ξ H

(
t, x, u,∇v(x, t),Δv(t, x))= 0, (5)

along with the terminal condition v(T , x)= ψ(T ,x), where Δv(t, x) and ∇v(t, x)
denote the Laplacian and the gradient of v in x, respectively. Normally, the HJB
equation does not have a classic solution, for this one has to use another notion of
solution: viscosity solution (refer to Fleming and Rishel 1975, for example).

1.3 Constrained Hamilton System

For the deterministic case: σ(t, x,u)≡ 0, we introduce the costate variable p(t)=
∇v(t, x(t)). Then the Hamiltonian defined in (4) reads:

H(t, x,u,p)= f (t, x,u)T p+ ϕ(t, x,u), (6)
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and by simple calculus we obtain the following Hamilton system from the HJB
equation:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ṗ(t)=−∇xH(t, x(t), u(t),p(t))
ẋ(t)=∇pH(t, x(t), u(t),p(t))
u(t) ∈ arg min{H(t, x(t), z,p(t)), s.t. z ∈Ξ}
x(0)= x0 and p(T )=∇xψ(T , x(T )),

(7)

where ∇xψ(T , x) denotes the gradient of ψ(t, x) with respect to x.

1.4 VI Based Reformulations

Variational inequality (VI for short) is a powerful model for characterizing the op-
timal condition of optimization problems in a general setting (Facchinei and Pang
2003). Given a closed and convex subsetΩ ⊆R

m and a mappingG :Ω→R. Then
by the minimum principle, we know that a local minimizer x∗ ofG(·) over the feasi-
ble domain Ω must satisfy the variational inequality (VI for short) of the following
form

(
x − x∗)T∇G(x∗)≥ 0, ∀x ∈Ω. (8)

We remind us that Ξ is assumed convex and closed set. Here we allow us an abuse
of the notation u: it means the control variable in the general case and means also
a local minimizer of H(t, x, ·,∇v,Δv) in some specific cases, which can be read-
ily distinguished in the context. Then by the minimum principle, we know that u
satisfies the VI

(z− u)T∇uH(t, x,u,∇v,Δv)≥ 0 ∀z ∈Ξ, (9)

where ∇uH(t, x,u,∇v,Δv) denote the gradient of H(t, x,u,∇v,Δv) in u. We
denote by SOL(Ξ,∇uH(t, x, ·,∇v,Δv)) the solution set of the above VI. Further
known is that if moreover ∇uH is convex in u, then a solution of the VI is just a
global minimizer of H .

Now we arrive at the position for reformulating the HJB equation as the following
PDE, which is constrained by a VI

⎧
⎪⎨

⎪⎩

∂v(t,x)
∂t

+H(t, x,u,∇v(t, x),Δv(t, x))= 0

u ∈ SOL(Ξ,∇uH(t, x, ·,∇v(t, x),Δv(t, x))
v(T , x)=ψ(T ,x).

It is well known that u ∈ SOL(Ξ,∇uH(t, x, ·,∇v,Δv)) if and only if

u= PrΞ
(
u−∇uH(t, x,u,∇v,Δv)

)
,
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where PrΞ(·) denotes the projection onto Ξ . Then the HJB equation can further be
reformulated as the PDE constrained by a system of algebraic equations

⎧
⎪⎨

⎪⎩

∂v(t,x)
∂t

+H(t, x,u,∇v(t, x),Δv(t, x))= 0

u= PrΞ(u−∇uH(t, x,u,∇v(t, x),Δv(t, x)))
v(T , x)=ψ(T ,x).

(10)

Note that the projection operation often leads to the nonsmoothness of the algebraic
system in the above hybrid system.

For the constrained Hamilton system (7), the VI formulation gives the following
system:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ṗ(t)=−∇xH(t, x(t), u(t),p(t))
ẋ(t)=∇pH(t, x(t), u(t),p(t))
u(t)= PrΞ(u(t)−∇uH(t, x(t), u(t),p(t)))
x(0)= x0 and p(T )=∇xψ(T , x(T )),

(11)

where H(t, x,u,p) is defined by (6). This is a system of ordinary differential equa-
tions constrained by a parameterized VI, called differential variational inequality
(DVI for short). For a comprehensive treatment of the DVI, we refer to Pang and
Stewart (2008).

The system (11) usually has no classic solution, and we have to seek the weak
solution (x(t),p(t), u(t)), where x and p are absolutely continuous and u is inte-
grable on [0, T ] such that ∀0≤ s ≤ t ≤ T :

x(t)− x(s)=
∫ t

s

∇pH
(
τ, x(τ ), u(τ ),p(τ)

)
dτ,

and

p(t)− p(s)=−
∫ t

s

∇xH
(
τ, x(τ ), u(τ ),p(τ)

)
dτ,

and u(t)= PrΞ(u(t)−∇uH(t, x(t), u(t),p(t))) holds for almost all t ∈ [0, T ].

2 Multi-agent Optimal Control Problems

2.1 Problem Description

The multi-agent optimal control problem involves a decision process with multiple
agents, where each agent solves an optimal control problem with his own cost func-
tional and admissible control set. Each agent’s cost functional is, and its admissible
control set may be, dependent on all the other agents’ state and control variables.
Such a problem is also referred as the Nash equilibrium problem, where the agent
is usually called as player.
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Denote by xν ∈ R
nν and uν ∈ R

mν the ν-th player’s state and control variables,
respectively. The control is also called as strategy, action or decision. Collectively
write x = (xν)Nν=1 ∈ R

n, u = (uν)Nν=1 ∈ R
m, x−ν = (xν′)ν′ �=ν ∈ R

n−nν and u−ν =
(uν′)ν′ �=ν ∈ R

m−mν , where n =∑N
ν=1 nν and m =∑N

ν=1mν . When we emphasize
the ν-th player’s state and strategy variables, we use the block form x = (xν, x−ν)
and u= (uν, u−ν) to represent x and u, respectively. For the ν-th player, we denote

• admissible control set (the strategy set) by

Ξν(u−ν)=
{
uν |hν(uν)≤ 0, g(uν,u−ν)≤ 0

}
,

where hν(·) :Rnν →R
lν and g(·, u−ν) :Rnν →R

!;
• the state dynamic by

{
dxν(t)= fν(t, xν(t), uν(t))dt + σν(t, xν(t), uν(t))dW(t)
xν(0)= x0

ν ,
(12)

where x0
ν ∈R

nν is the initial state, fν : [0, T ] ×R
nν ×Ξ→R

n is the drift term,
σν : [0, T ] ×R

nν ×Ξ→R
nν×dν is the diffusion term;

• the cost functional by

Jν
(
x(·), u(·)) := E

{∫ T

0
ϕν
(
t, x(t), u(t)

)
dt +ψν

(
T ,xν(T )

)
}

, (13)

where ψν : [0, T ] ×R
nν →R and ϕν : [0, T ] ×R

n ×R
m→R, and T > 0 is the

terminal time.

Writing

Jν
(
x(·), u(·))= Jν

(
xν(·), x−ν(·), uν(·), u−ν(·)

)
,

the solution (or called the equilibrium point) of the multi-agent optimal control
problem is a state-control pair (x∗(·), u∗(·)) satisfying: for fixed x∗−ν(·) and u∗−ν(·),
(x∗ν (·), u∗ν(·)) is a solution of the following optimal control problem

min Jν
(
xν(·), x∗−ν(·), uν(·), u∗−ν(·)

)

s.t. dxν(t) = fν
(
t, xν(t), uν(t)

)
dt + σν

(
t, xν(t), uν(t)

)
dW(t)

xν(0) = x0
ν

uν(t) ∈ Ξν
(
u∗−ν(t)

)
for almost all t ∈ [0, T ].

(14)

Note thatΞν(·) is a set-valued mapping given by the shared constraint g(uν,u−ν)≤
0, namely, the ν-th player’s strategy set is dependent on its rivals’ states and controls.
Without the shared constraint, the strategy set Ξν is constant, and then the problem
(14) reduces to the standard dynamic Nash equilibrium problem.

Here we make the following blanket assumptions on the convexity of the strategy
set.

Assumption 1 Suppose that all the components of hν and g are convex for any ν.
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2.2 Reformulation of System of HJB Equations

Define the value function for the ν-th player:

vν(t, x) := min Jν
(
xν(·), x∗−ν(·), uν(·), u∗−ν(·)

)

s.t. dxν(s) = fν
(
s, xν(s), uν(s)

)
ds + σν

(
s, xν(s), uν(s)

)
dW(s)

xν(t) = xν
uν(s) ∈ Ξν(u∗−ν(s)) for almost all s ∈ [t, T ].

Denote χν(t, x,u)= 1
2‖σν(t, x,u)‖2

F , and denote

Hν(t, x,u,∇xν vν,Δxν vν)
= χν(t, xν, uν)Δxν vν(t, x)+

〈
fν(t, xν, uν),∇xν vν(t, x)

〉+ ϕν(t, x,u), (15)

Δxνvν(t, x) and ∇xν vν(t, x) denote the Laplacian and the gradient of vν in xν , re-
spectively. We suppose in our setting that Hν(t, x,u,∇xν vν,Δxν vν) is continuously
differentiable in uν . Write vν(T , x)= vν(T , xν, x−ν). Then the HJB equation (5) for
the problem (14) has the following form:

{
∂vν(t,x)
∂t

+minuν∈Ξν(u−ν ) Hν(t, x,u,∇xν vν,Δxν vν)= 0,

vν(T , xν, x−ν)=ψν(T , xν). (16)

Applying the VI formulation (9) to characterize the optimality of the minimization
in (16), it gives

⎧
⎪⎨

⎪⎩

∂vν(t,x)
∂t

+Hν(t, x,u,∇xν vν,Δxν vν)= 0,

uν ∈ SOL(Ξν(u−ν),∇uνHν(t, x,u,∇xν vν,Δxν vν))
vν(T , xν, x−ν)=ψν(T , xν).

(17)

Now we have for each player one partial differential equation, which is parame-
terized by the rivals’ states and controls, and is subject to the parameterized VI. We
are going to collect all such equations into one system, whose solution may give an
equilibrium state of the multi-agent optimal control. Denote

Ξ(u)=
N∏

ν=1

Ξν(u−ν),
(
Rm⇒R

m
)

here we mention that Ξ is a set-valued mapping. Collecting all the value functions,
we have the value function profile:

V (t, x)= (vν(t, x)
)N
ν=1,

([0, T ] ×R
n→R

N
)
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which is to be computed. Collecting all the terminal payoff, we have the profile:

Ψ (t, x)= (ψν(t, xν)
)N
ν=1.

([0, T ] ×R
n→R

N
)

Collecting the functions defining the HJB equations, we have

F(t, x,u,V )= (Hν(t, x,u,∇xν vν,Δxν vν)
)N
ν=1,

and collecting the functions defining the parameterized VIs, we have

G(t, x,u,V )= (∇uνHν(t, x,u,∇xν vν,Δxν vν)
)N
ν=1.

Then by concentrating the HJB equations of the form (17) and the parameterized
VIs for all the players, we have the following system

⎧
⎪⎨

⎪⎩

∂V (t,x)
∂t

+ F(t, x,u,V )= 0,

u ∈ SOL(Ξ(u),G(t, x,u,V ))

V (T , x)= Ψ (T ,x).
(18)

Here u ∈ SOL(Ξ(u),G(t, x,u,V )) is meant given t , x, V fixed, it holds

(z− u)T G(t, x,u,V )≥ 0, ∀z ∈Ξ(u).
This is just a quasi variational inequality (QVI for short). Then (18) is a system of
partial differential equations constrained by a QVI.

Because of the complex structure ofΞ(u), it is hard to analyze the solvability and
the convergence of numerical algorithms for solving (18). Here we try to propose a
VI-based formulation, instead of the quasi one. Denote

Ξ = {u ∈R
m|hν(uν)≤ 0, g(uν,u−ν)≤ 0

}
. (19)

Assumption 1 ensures that Ξ is closed and convex. The following lemma states that
the solvability of the VI implies the solvability of the quasi VI.

Lemma 1 (Facchinei et al. 2007) For any fixed t , x and V , we have

SOL
(
Ξ,G(t, x, ·,V ))⊆ SOL

(
Ξ(u),G(t, x, ·,V )).

This lemma justifies the VI-based reformulation of the multi-agent optimal con-
trol problem:

⎧
⎪⎨

⎪⎩

∂V (t,x)
∂t

+ F(t, x,u,V )= 0,

u ∈ SOL(Ξ,G(t, x,u,V ))

V (T , x)= Ψ (T ,x).
Moreover, using the projection formulation of the VI, we equivalently rewrite the
above system of HJB equations as the following form, which is a system of partial
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differential equations, along with the boundary value conditions and the algebraic
constraints:

⎧
⎪⎨

⎪⎩

∂V (t,x)
∂t

+ F(t, x,u,V )= 0,

u= PrΞ(u−G(t, x,u,V ))
V (T , x)= Ψ (T ,x).

(20)

Note that the algebraic constraints is defined by a system of equations that is nons-
mooth, as the projection operator is nonsmooth.

2.3 Reformulation of Hamilton System

For the deterministic case: σν(t, xν, uν) ≡ 0 for ν = 1, . . . ,N , we introduce the
costate variable pν =∇xν vν(t, x). Then for the ν-th player the Hamiltonian reads

Hν(t, x,u,pν)=
〈
fν(t, xν, uν),pν

〉+ ϕν(t, x,u),
and we have the following constrained Hamilton system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ṗν(t)=−∇xνHν(t, x,u,pν)
ẋν(t)=∇pνHν(t, x,u,pν)
uν(t) ∈ SOL(Ξν(u−ν),∇uνHν(t, x, ·, u−ν,pν)),
xν(0)= x0

ν and pν(T )=∇xνψν(T , x(T )),
(21)

where we write Hν(t, x,u,pν)=Hν(t, x,uν, u−ν,pν) for emphasizing the depen-
dence of the mappingHν(t, x,u,pν) on the rivals’ control variables u−ν , and where
∇xνψν(t, xν) denotes the gradient of ψν(t, xν) with respect to xν .

Collectively write

G(t, x,u,p)= (∇uνHν(t, x,u,pν)
)N
ν=1

and

Γ
(
x(0),p(0), x(T ),p(T )

)=
(

xν(0)− x0
ν

pν(T )−∇xνψν(T , x(T ))
)N

ν=1
.

Concatenating (21) for ν = 1, . . . ,N , we can formulate the multi-agent optimal con-
trol problem as the following differential quasi VI:

ṗ(t)= (−∇xνHν(t, x,u,pν)
)N
ν=1,

ẋ(t)= (∇pνHν(t, x,u,pν)
)N
ν=1,

u(t) ∈ SOL
(
Ξ(u),G(t, x, ·,p))

0= Γ (x(0),p(0), x(T ),p(T )).

(22)
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Again, Lemma 1 implies a VI-based reformulation of the multi-agent optimal
control problem:

ṗ(t)= (−∇xνHν(t, x,u,pν)
)N
ν=1,

ẋ(t)= (∇pνHν(t, x,u,pν)
)N
ν=1,

u(t) ∈ SOL
(
Ξ,G(t, x, ·,p))

0= Γ (x(0),p(0), x(T ),p(T )),

(23)

whereΞ is defined by (19). Moreover, we use the projection operator to reformulate
the system (23) into the following system of differential algebraic equations:

ṗ(t)= (−∇xνHν(t, x,u,pν)
)N
ν=1,

ẋ(t)= (∇pνHν(t, x,u,pν)
)N
ν=1,

u(t)= PrΞ
(
u−G(t, x,u,p))

0= Γ (x(0),p(0), x(T ),p(T )).

(24)

Write ϕν(t, x,u) = ϕν(t, xν, x−ν, uν, u−ν). Suppose for any ν = 1, . . . ,N that
ψν(T , ·) and each components of hν and g(·, u−ν) are convex, and suppose that
ϕν(t, ·, x−ν, ·, u−ν) and each component of ∇pνHν(t, x,u,pν) are convex and con-
tinuously differentiable for any fixed x−ν and u−ν , suppose that ∇pνHν(t, x,u,pν)
is linear with respect to (xν, uν). Here we call (x,u) as a feasible pair of the
multi-agent optimal control problem if u ∈ Ξ and ẋν(t) = ∇pνHν(t, x,u,pν) for
ν = 1, . . . ,N . Then we can show that

Theorem 1 Let (x∗, u∗) be a weak solution of (23). Then (x∗, u∗) is a solution of
the multi-agent optimal control problem in the following sense: for any feasible pair
(x,u), we have for ν = 1, . . . ,N :

Jν
(
xν(·), x∗−ν(·), uν(·), u∗−ν(·)

)≥ Jν
(
x∗ν (·), x∗−ν(·), u∗ν(·), u∗−ν(·)

)
.

Proof The details of the proof can be found in Chen and Wang (2013b). �

3 Approximation of Variational Inequality

The systems (20) and (24) concern the projection equation u = PrΞ(u − G(t, x,
u,V )) and u= PrΞ(u−G(t, x,u,p)), respectively, which may have no solution, or
have multiple (possibly infinitely many) solutions. Finding a solution of the systems
involves solving optimization problems without standard constraint qualifications at
each grid. Let G : Rm ×R

k → R
m be given for defining the concerned parameter-

ized VI, where the parameter vector is taken in the space of Rk . Denote

Φ(u,α)= u− PrΞ
(
u−G(u,α)),
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where α is a parameter, and we are interested in finding for a given parameter α a
vector u satisfying

Φ(u,α)= 0. (25)

Here we propose a regularized smoothing method to find a solution of (25). Our
main idea is to replaceΦ(u,α) by the following regularized and smoothing function

Φλ,μ(u,α)=
∫

R

[
u− PrΞ

(
u−G(u,α)− λu−μse)]ρ(s)ds, (26)

where λ > 0 and μ > 0 are the regularization and smoothing parameters. The inte-
gration is performed componentwise with e = (1,1, . . . ,1)T and ρ(·) is a density
function with

κ =
∫

R

|s|ρ(s)ds <∞.

Suppose that G(·, α) is monotone for any fixed α. Then when μ = 0, the regu-
larized system

Φλ,0(u,α) := u− PrΞ
(
u−G(u,α)− λu)= 0

has a unique solution u for any fixed α, butΦλ,0 and umay not be differentiable with
respect to (t, x). To overcome the non-smoothness of the projection operator, we
adopt the smoothing approximation. The regularized smoothing functionΦλ,μ(u,α)
has the following properties

∥
∥Φλ,0(u,α)−Φ(u,α)

∥
∥

2 ≤ λ‖u‖2

and
∥
∥Φλ,μ(u,α)−Φλ,0(u,α)

∥
∥

2 ≤ κ
√
mμ.

For fixed α ∈R
k , λ > 0 and μ> 0 the mapping Φλ,μ(·, α) is continuously differen-

tiable and the system

Φλ,μ(u,α)= 0 (27)

has a unique solution uλ,μ(α), which is continuously dependent on α. For λ,μ ↓ 0
(λ, μ chosen in an appropriate way—see also the second point in the summary) we
approximate the solution of (25).

Namely, we approximate (20) by the following differential algebraic system

⎧
⎪⎨

⎪⎩

∂V (t,x)
∂t

+ F(t, x,u,V )= 0,

Φλ,μ(t, x,u,V )= 0

V (T , x)= Ψ (T ,x),
(28)
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and approximate (24) by the following differential algebraic system

ṗ(t)= (−∇xνHν(t, x,u,p)
)N
ν=1,

ẋ(t)= (∇pνHν(t, x,u,p)
)N
ν=1,

0=Φλ,μ(t, x,u,p)
0= Γ (x(0),p(0), x(T ),p(T )).

(29)

We mention four points on this methodology.

• Finding an equilibrium point of the multi-agent optimal control problem is of
the great practical importance, which is quite hard because the problem is cou-
pled by the optimization problems, dynamical systems and the side constraints.
Existing methods normally can not treat the generalized case: the problem with
coupled strategy sets (see for example Krabs et al. 2000; Krabs 2005; Krabs and
Pickl 2010). The methodology proposed here is promising since it reformulates
the multi-agent optimal control problem as a differential algebraic equation, for
which abundant theory and algorithms can be utilized. This new approach will be
extended in the future.

• The convergence of the solution of the approximating system to the original
one is of the most interest. Suitable notions of convergence, for example the Γ -
convergence, have to be carefully selected. The convergence may be considerably
dependent on the dependence between λ and μ, different dependence defines dif-
ferent regularized smoothing system, and therefore the different system of differ-
ential algebraic equations. Now we are in the position to touch the next point.

• Smoothing approximation and regularization have been studied extensively in
solving the static VI (Facchinei and Pang 2003). However, to the best of our
knowledge, the impact of the dependence between the smoothing and regulariza-
tion parameters on the convergence behavior has not been studied. An example
can be found in Chen and Wang (2013a, 2013b), which shows that for different
relations of the two parameters λ, μ, the solution uλ,μ(α) of (27) can be diver-
gent, or convergent to different solutions of the original projection equation (25).
For the system (27), if μ= o(λ) is taken, then uλ,μ(α) is convergent to the least
norm element of the solution set of (25). Note that finding the least norm solu-
tion is significant since it can provide a stable solution (refer to Chen and Wang
2013b, for more details).

• Our methodology is variational, which employs the comparison of solutions in a
neighborhood of the optimal one to derive the necessary conditions, and to obtain
candidate of the optimal solutions. Of course we need to impose additional condi-
tions for ensuring the optimality. A different approach, namely the direct method,
is also available, which offers global optima by using coordinate transformations
instead of comparison techniques (Leitmann 1962). This method can also be ap-
plied to a class of differential games (Leitmann 1976). It is our aim to combine
these destinguished approaches in the future.
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• As mentioned before the multi-agent optimal control problem involves a certain
decision process with multiple agents, where each agent solves an optimal control
problem with the individual cost functional and strategy set. As a specialty the
cost functional itself is dependent on all the other agents’ state and/or control
variables.

In a forthcoming contribution we would like to apply this specific model to
decision problems in the context of complex aviation management processes. It
is our aim to apply the gained algorithms to the solution of concrete decision
problems which occur in this innovative context of Operations Research.
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Time-Consistent Equilibria in a Differential
Game Model with Time Inconsistent Preferences
and Partial Cooperation

Jesús Marín-Solano

Abstract Differential games with time-inconsistent preferences are studied. Non-
cooperative Markovian Nash equilibria are described. If players can cooperate at
every instant of time, time-consistent equilibria are analyzed for the problem with
partial cooperation. Cooperation is partial in the sense that, although players coop-
erate at every moment t forming a coalition, due to the time inconsistency of the
time preferences, coalitions at different times value the future in a different way,
and they are treated as different agents. Time-consistent equilibria are obtained by
looking for the Markovian subgame perfect equilibria in the corresponding nonco-
operative sequential game. The issue of dynamic consistency is then considered.
In order to guarantee the sustainability of cooperation, players should bargain at
every instant of time their weight in the whole coalition, and nonconstant weights
are introduced. The results are illustrated with two examples: a common property
resource game and a linear state pollution differential game.

1 Introduction

In the study of intertemporal choices it is customary in economics to consider the so-
called Discounted Utility (DU) Model, introduced in Samuelson (1937). In the DU
model, agent’s time preferences are time-consistent and they are characterized by a
single parameter, the constant discount rate of time preference. However, empirical
observations seem to show that predictions of the DU model sometimes disagree
with the actual behavior of decision makers (we refer to Frederick et al. 2002, for a
review on the topic). In addition, if there are several players, although it is typically
assumed that all economic agents have the same rate of time preference, there is no
reason to believe that consumers, firms or countries have identical time preferences
for utility streams. For instance, in a non-cooperative setting, Van Long et al. (1999)
studied feedback Nash equilibria for the problem of extraction of exhaustible re-
sources under common access in the case of different but constant discount rates.
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There are also problems—for instance, in the analysis of international trade agree-
ments, climate change policies, or the exploitation of common property natural re-
sources; we refer to Jørgensen et al. (2010) and Van Long (2011) for two recent
surveys on dynamic games in these topics—in which it is natural to assume that
players can communicate and coordinate their strategies in order to optimize their
collective payoff. In this cooperative framework, if time preferences of players in
the problem are time-inconsistent, or they apply different discount rates (constant
or not), the notion of Pareto efficiency is lost. For the case of constant but differ-
ent discount rates in a discrete time setting, Sorger (2006) proposed a recursive
Nash bargaining solution. Also in a discrete time setting, Breton and Keoula (2014)
studied the stability of coalitions in a resource economics model. In a continuous
time setting, De Paz et al. (2013) (see also Marín-Solano and Shevkoplyas 2011)
studied the problem of asymmetric players under two fundamental assumptions: all
players commit themselves to cooperate at every instant of time t , and the different
t-coalitions (with different time-preferences) lack precommitment power. Equilibria
were computed by finding subgame perfect equilibria in a noncooperative sequential
game where agents are the different t-coalitions (representing, for instance, different
generations). Hence, this solution to the problem is time-consistent provided that all
players commit to cooperate at every instant of time t .

The objectives of this chapter are the following. First, results derived, in a con-
tinuous time setting, in Karp (2007) and Ekeland and Lazrak (2010) for the case of
time-distance and nonconstant discount functions are extended to a noncooperative
differential game with more general discount functions. This is in fact a straightfor-
ward generalization of the results in Marín-Solano and Shevkoplyas (2011). Then,
attention is addressed to extend the setting of partial cooperation among players
studied in De Paz et al. (2013). In order to guarantee the stability of the grand coali-
tion, nonconstant weights are introduced, so that players can bargain their weight in
the grand coalition at every instant of time. Strictly speaking, although the proposed
solution assumes cooperation among players at every instant of time t , it is a nonco-
operative Markovian Nash equilibrium for the non-cooperative sequential game de-
fined by these infinitely many t-coalitions. In this sense we call this solution a time-
consistent equilibrium with partial cooperation. It is important to realize that, in the
standard case with a common and constant discount rate for all players, if weights
are constant, standard dynamic optimization techniques (the Pontryagin’s maximum
principle, or the Hamilton–Jacobi–Bellman equation) provide time-consistent solu-
tions. However, there are cases in which no constant weights exist guaranteeing
the sustainability of cooperation along time (see e.g. Yeung and Petrosyan 2006,
and references therein). For this standard problem, the introduction of nonconstant
weight provides a way to construct dynamically consistent solutions guaranteeing
the stability of the grand coalition. The price to be paid is that the proposed solution
with nonconstant weights is found for a problem with time-inconsistent preferences,
and this makes the problem less computationally tractable. Maybe, what is more
relevant is to check which are the effects of introducing time-inconsistent prefer-
ences in economic models. First, a simple common access resource game solved
in Clemhout and Wan (1985) is studied by introducing heterogeneity and noncon-
stancy in the discount rates. Finally, a linear state pollution differential game with
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the same kind of time preferences model is also studied. Along the paper we will
assume that players are rational, in the sense that they are aware of the changing
preferences and they look for time-consistent solutions.

The chapter is organized as follows. In Sect. 2, we describe the noncooperative
problem. The problem with partial cooperation and nonconstant weights is studied
in Sect. 3. Finally, Sect. 4 analyzes the two above mentioned models coming from
the field of environmental and resource economics.

2 Markovian Nash Equilibria in Noncooperative Differential
Games with Time-Inconsistent Preferences

Within the framework of the (β, δ)-preferences introduced in Phelps and Pollak
(1968), differential games with time-inconsistent preferences were already studied
in Alj and Haurie (1983). In that paper the authors analyzed intergenerational equi-
libria, extending previous definitions and results to stochastic games and intragen-
erational conflicts. More recent references on the topic are Haurie (2005), Nowak
(2006) and Balbus and Nowak (2008). In this section we study Markovian Nash
equilibria in differential games for a rather general model with time-inconsistent
preferences.

First, let us review the problem in case of just one decision maker. Let x =
(x1, . . . , xn) ∈X ⊂Rn be the vector of state variables, u= (u1, . . . , um) ∈U ⊂Rm

the vector of control (or decision) variables, L(x(s), u(s), s) the instantaneous util-
ity function at time s, T the planning horizon (terminal time) and S(x(T ), T ) the
final (scrap or bequest) function. Let d(s, t) be an arbitrary discount function repre-
senting how the agent a time t (the so-called t-agent in the hyperbolic discounting
literature) discounts utilities enjoyed at time s. For instance, if d(s, t) = e−r(s−t)
we recover the standard problem with a constant instantaneous discount rate of time
preference. In the case of time-distance discounting with a nonconstant discount
rate, d(s, t) = θ(s − t) = exp(− ∫ s−t0 r(τ )dτ). For our general problem, an agent
taking decisions at time t (the t-agent) aims to maximize

J (x,u, t)=
∫ T

t

d(s, t)L
(
x(s), u(s), s

)
ds + d(T , t)S(x(T ), T ), (1)

with

ẋi (s)= gi(x(s), u(s), s), xi(t)= xit , for i = 1, . . . , n.

In Problem (1) we assume that functions L(x,u, s), S(x,T ) and gi(x,u, s), i =
1, . . . , n, are continuously differentiable in all their arguments. In the following we
will also assume that d(s, t) is continuously differentiable in both arguments. In
general, unless the discount function is multiplicatively separable in time s and the
planning date t , i.e. d(s, t) = d1(s)d2(t), for all t ∈ [0, T ], s ∈ [t, T ], the optimal
solution from the viewpoint of the agent at time t will be no longer optimal for fu-
ture s-agents. Hence, the solution provided by the use of standard optimal control
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techniques (such as the Pontryagin’s maximum principle, or the Hamilton–Jacobi–
Bellman equation) is time inconsistent. In this paper we center our interest in the
search of time-consistent solutions (agents are sophisticated, according to the liter-
ature of hyperbolic preferences).

In order to solve Problem (1), an intuitive way to derive a dynamic program-
ming equation is to discretize it, find later on the Markov perfect equilibrium in the
corresponding sequential game and define finally the equilibrium rule of the orig-
inal problem by passing to the continuous time limit (provided that it exists). This
is the approach followed in Karp (2007) in the derivation of a dynamic program-
ming equation extending the classical Hamilton–Jacobi–Bellman equation for the
problem of time-distance discounting with a nonconstant discount rate of time pref-
erence. Alternatively, we can follow the approach introduced in Ekeland and Lazrak
(2010) (later on extended in Ekeland and Pirvu 2008, to a stochastic setting) for the
same problem. Next we briefly describe the latter procedure and the corresponding
results derived in Marín-Solano and Shevkoplyas (2011).

If u∗(s)= φ(s, x(s)) is the equilibrium rule, then the value function is given by

V (x, t)=
∫ T

t

d(s, t)L
(
x(s),φ

(
x(s), s

)
, s
)
ds + d(T , t)S(x(T ), T ) (2)

where ẋ(s) = g(x(s),φ(x(s), s), s), x(t)= xt . Next, for ε > 0, let us consider the
variations

uε(s)=
{
v(s) if s ∈ [t, t + ε],
φ(x, s) if s > t + ε.

If the t-agent has the ability to precommit her behavior during the period [t, t + ε],
the value function for the perturbed control path uε is given by

Vε(x, t) = max
{v(s),s∈[t,t+ε]}

{∫ t+ε

t

d(s, t)L
(
x(s), v(s), s

)
ds

+
∫ T

t+ε
d(s, t)L

(
x(s),φ

(
x(s), s

)
, s
)
ds + d(T , t)S(x(T ), T )

}

. (3)

Definition 1 A decision rule u∗(s)= φ(s, x(s)) is called an equilibrium rule if

lim
ε→0+

V (x, t)− Vε(x, t)
ε

≥ 0.

This definition of equilibrium rule is rather weak, as explained, e.g., in Ekeland
et al. (2012), and in particular is satisfied by the optimal solutions in a classical opti-
mal control problem. Concerning regularity conditions, in Karp (2007) and Ekeland
and Lazrak (2010) it was assumed that decision rules were differentiable. This con-
dition was not assumed in Ekeland and Pirvu (2008). In fact, the differentiability of
the decision rule is not needed in the derivation of the following result (see Marín-
Solano and Shevkoplyas 2011, for a proof): if the value function is of class C1, then
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the solution u= φ(x, t) to the integral equation (2) with

u∗ = φ(x, t)= arg max
u

[
L(x,u, t)+∇xV (x, t)g(x,u, t)

]

is an equilibrium rule, in the sense that it satisfies Definition 1.
If there is no final function and T =∞, in Marín-Solano and Shevkoplyas (2011)

it was proved that, if there exists a bounded value function of class C1 solving the
integral equation

V (x, t)=
∫ ∞

t

d(s, t)L
(
x(s),φ

(
x(s), s

)
, s
)
ds (4)

where

u∗ = φ(x, t)= arg max
u

[
L(x,u, t)+∇xV (x, t)g(x,u, t)

]
, (5)

then u∗ = φ(x, t) is an equilibrium rule, in the sense that it satisfies Definition 1.
In order to guarantee the finiteness of the integral in (4), Ekeland and Lazrak

(2010) restrict their attention to convergent policies (i.e. equilibrium rules such that
the corresponding state variables converge to an stationary state).

We can easily generalize the previous results to multi-agent problems. Let us
consider a differential game defined on [0, T ]. The state of the game at time t is
described by a vector x ∈X ⊆Rn. The initial state is fixed, x(0)= x0. There are N
players. Let ui(t) ∈ Ui ⊆ Rmi be the control variables of player i. Each agent i at
time t seeks to maximize in ui her objective functional

Ji
(
x, t, u1(s), . . . , uN(s)

) =
∫ T

t

di(s, t)Li
(
x(s), u1(s), . . . , uN(s), s

)
ds

+ di(T , t)Si
(
x(T ), T

)

subject to

ẋ(s)= g(x(s), u1(s), . . . , uN(s), s
)
, x(t)= xt . (6)

In a noncooperative setting with simultaneous play, we restrict our attention to the
case when players apply Markovian strategies, ui(t) = φi(x, t), for i = 1, . . . ,N .
Note that open-loop strategies are not appropriate for our problem, since time-
consistent players with time-inconsistent preferences decide at each time t accord-
ing to their new time preferences, and taking into account the value of the state vari-
able at time t , xt . Time-consistent Markovian Nash equilibria in a noncooperative
differential game can be obtained as a generalization of the results for one deci-
sion maker. Let (φnc1 , . . . , φ

nc
N ) be a N -tuple of functions φnci : X × [0, T ] → Rmi ,

i = 1, . . . ,N , such that the following assumptions are satisfied:

1. There exists a unique absolutely continuous curve x : [0, T ]→X solution to

ẋ(t)= g(x(t), φ1
(
x(t), t

)
, . . . , φN

(
x(t), t

))
, x(0)= x0.
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2. For all i = 1,2, . . . ,N , there exists a continuously differentiable function V nci :
X× [0, T ]→R verifying the integral equation

V nci (x, t) =
∫ T

t

di(s, t)Li
(
x(s),φ1nc

(
x(s), s

)
, . . . , φncN

(
x(s), s

)
, s
)
ds

+ di(T , t)Si
(
x(T ), T

)
, Vi(x, T )= Si(x, T ),

where

unci = φnci (x, t)
= arg max{ui }

{
Li
(
x,φnc1 (x, t), . . . , φ

nc
i−1(x, t), ui, φ

nc
i+1(x, t), . . . , φ

nc
N (x, t), t

)

+∇xV nci (x, t)
× g(x,φnc1 (x, t), . . . , φ

nc
i−1(x, t), ui, φ

nc
i+1(x, t), . . . , φ

nc
N (x, t), t

)}
. (7)

Then the strategy (φnc1 (x, t), . . . , φ
nc
N (x, t)) is a time-consistent Markov Nash equi-

librium, and V nci (x, t), i = 1, . . . ,N , are the corresponding value functions for all
players in the noncooperative differential game.

In an infinite horizon setting (T =∞ and there is no final function), equations
(4) and (5) generalize as follows. Let (φnc1 , . . . , φ

nc
N ) be a N -tuple of functions φnci :

X× [0,∞)→Rmi such that the following assumptions are satisfied:

1. There exists a unique absolutely continuous curve x : [0,∞)→X solution to

ẋ(t)= g(x(t), φnc1

(
x(t), t

)
, . . . , φncN

(
x(t), t

))
, x(0)= x0,

2. For all i = 1,2, . . . ,N , there exists a bounded continuously differentiable func-
tion Vi :X× [0,∞)→R verifying the integral equation

V nci (x, t)=
∫ ∞

t

di(s, t)Li
(
x(s),φnc1

(
x(s), s

)
, . . . , φncN

(
x(s), s

)
, s
)
ds,

where unci = φnci (x, t) solves (7).

Then the strategy (φnc1 (x, t), . . . , φ
nc
N (x, t)) is a time-consistent Markov Nash equi-

librium, and V nci (x, t), i = 1, . . . ,N , are the corresponding value functions.

3 Time-Consistent Solutions in a Differential Game with
Asymmetric Players Under Partial Cooperation

In the analysis of intertemporal decision problems with several agents, when players
can communicate and coordinate their strategies in order to optimize their collec-
tive payoff, cooperative solutions are introduced. If there is a unique and constant
discount rate of time preference for all agents, the Pareto efficient solution is eas-
ily obtained by solving a standard optimal control problem. However, in the case
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of different discount rates or time inconsistent preferences, when looking for time-
consistent cooperative solutions, standard dynamic optimization techniques fail. In
these cases, when agents lack commitment power but they decide to cooperate at
every instant of time, they act at different times t as sequences of independent
coalitions (the t-coalitions). The solution we propose in this chapter, which is an
extension of that in De Paz et al. (2013) (see also Marín-Solano and Shevkoplyas
2011) assumes cooperation among players at every time t , but is a non-cooperative
(Markovian Nash) equilibrium for the non-cooperative sequential game defined by
these infinitely many t-coalitions.

In this section, we tackle the problem of maximizing

J c =
N∑

i=1

λi(xt , t)

∫ T

t

di(s, t)Li
(
x(s), u1(s), . . . , uN(s), s

)
ds (8)

subject to (6), where λi(xt , t)≥ 0, for every i = 1, . . . ,N , and
∑N
i=1 λi(xt , t)=N .

Coefficients λi(xt , t) represent the bargaining power of agent i at time t .
Note that, in general, there are two sources of time-inconsistency in Problem (8).

First, there is the time-consistency problem related to the changing time preferences
of the different t-coalitions, as we have discussed in the previous paragraphs. In
addition, if players are not committed themselves to cooperate at every instant of
time t , a problem of dynamic inconsistency or time-inconsistency can arise, inde-
pendently of the form of the discount function: it is possible that players initially
agree on a cooperative solution that generates incentives for them, but it is prof-
itable for some of them to deviate from the cooperative behavior at later periods.
Haurie (1976) proved that the extension of the Nash bargaining solution to differ-
ential games is typically not dynamically consistent. We refer to Zaccour (2008) for
a recent review on the topic. For the case of transferable utilities, if the agents can
redistribute the joint payoffs of players in any period, Petrosyan proposed in a series
of papers a payoff distribution procedure in order to solve this problem of dynamic
inconsistency (see e.g. Yeung and Petrosyan 2006; Petrosyan and Zaccour 2003,
and references therein).

In De Paz et al. (2013) this issue of dynamic consistency (related to the stabil-
ity of the whole coalition) was not considered. In that paper it was assumed that
weights are given and constant. Agents commit themselves to cooperate at every
instant of time t . There are several problems in which this seems to be a rather rea-
sonable assumption, since players necessarily cooperate. Consider for instance, the
intra-personal problem of a decision maker who faces how to allocate her money
in order to buy different goods that she values in a different way (different utility
functions and different impatience degree or discount rate). In a similar way, there
is the problem of a family whose members take consumption decisions according
to different preferences. There are also problems in which it is always profitable to
cooperate, because if they do not cooperate they obtain nothing. For this kind of
problems in which cooperation is guaranteed, equilibria were computed by finding
subgame perfect equilibria in a noncooperative sequential game where players are
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the different t-coalitions (representing, for instance, different generations). How-
ever, in general the sustainability of cooperation can not be assured. For instance, in
a discrete time setting, Breton and Keoula (2014) illustrated how, for a simple model
of management of a renewable natural resource, if players apply different discount
rates and have equal weights, the sustainability of cooperation is lost. If utilities are
transferable, payoff (imputation) distribution procedures can be introduced in or-
der to guarantee the stability of the whole coalition, extending in an easy way this
method to the problem with asymmetric players and time inconsistent preferences,
as in the case of differential games with time-distance non-constant discounting (see
Marín-Solano and Shevkoplyas 2011).

If utilities are not transferable, we refer to Yeung and Petrosyan (2006) for a
study in some models of constant weights guaranteeing the dynamic consistency of
the whole coalition. Non surprisingly, they found that there are problems in which
such constant weights guaranteeing the sustainability of cooperation do not exist.
Sorger (2006) proposed, in a multiperiod (discrete time) setting with two asymmet-
ric players, a recursive Nash bargaining solution which gives rise to a dynamically
consistent equilibrium, by assuming that weights are bargained at each period of
time and are therefore state-dependent. In this paper we depart from the model in
De Paz et al. (2013) and consider the possibility that weights depend in general on
the moment t at which the decision is taken, and also on the current state xt . Hence,
at time t , given the initial state xt , and knowing which will be the equilibrium deci-
sion rule of future s-agents, s > t , the members of the coalition decide their decision
rule and bargain their current weight in the coalition. Since the equilibrium rule of
future s-agents depends on the changing preferences and, also, on the changing
weights, the members of the coalition decide at time t their decision rule and also
their current weights by taking into account this information. Non surprisingly, in
our model, in order to guarantee the sustainability of the cooperation, weights λm
of players in whole coalition should be non-constant, in general, but a result of a
bargaining procedure at every time t . This applies also to the problem with constant
and equal discount rates of time preference. As we present in the Introduction, the
price to pay if weights are assumed to be of the form λi(x, t) is that the solution
obtained by applying the standard optimal control techniques is time-inconsistent
also in the case of equal and constant discount rates, hence the problem should be
solved always as a problem with time-inconsistent preferences.

Let us briefly analyze first the problem in which all players have equal (and
constant) weights in the whole coalition. The objective of the whole coalition is
then to find a time-consistent solution to the problem of maximizing

J c =
N∑

i=1

λm

∫ T

t

di(s, t)Li
(
x(s), u1(s), . . . , uN(s), s

)
ds (9)

subject to (6). As we prove later, for this problem, if V ci (x, t), i = 1, . . . ,N , is
a set of continuously differentiable functions in (x, t) characterizing the value
function of all agents in the problem, then the decision rule (uc1, . . . , u

c
N) =
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(φc1(x, t), . . . , φ
c
N(x, t)) solving

max{u1,...,uN }

{
N∑

i=1

λiLi(x,u1, . . . , uN , t)+
N∑

i=1

λi∇xV ci (x, t)g(x,u1, . . . , uN , t)

}

with

V ci (x, t)=
∫ T

t

di(s, t)Li
(
x(s),φc1

(
x(s), s

)
, . . . , φcN(x, s), s

)
ds, (10)

for every i = 1, . . . ,N , is a (time-consistent) Markov Perfect Equilibrium for the
problem with partial cooperation (9). The extension to the infinite horizon problem
is straightforward.

Next, let us consider Problem (8). If uci (s) = φci (s, x(s)), i = 1, . . . ,N , is the
equilibrium rule, then the joint value function is

V c(x, t)=
N∑

i=1

λi(x, t)

∫ τ

t

di(s, t)Li
(
x(s),φc1

(
x(s), s

)
, . . . , φcN(x, s), s

)
ds. (11)

The planning horizon τ can be finite or infinite. We assume that, if τ =∞, along the
equilibrium rule, the value function (11) is finite (i.e. the integral converges). This is
guaranteed if we restrict our attention to convergent policies (along the equilibrium
rule the state variables converge to a stationary state). Hence we have:

Theorem 1 If there exists a value function of class C1 solving the set of N integral
equations (10) where

(
uc1, . . . , u

c
N

) = (φc1(x, t), . . . , φcN(x, t)
)

= arg max{u1,...,uN }

{
N∑

i=1

λi(x, t)
(
Li(x,u1, . . . , uN , t)

+∇xV ci (x, t)g(x,u1, . . . , uN , t)
)
}

, (12)

and there exists a unique absolutely continuous curve x : [0, τ ] → X solution
to ẋ(t) = g(x(t), φc1(x(t), t), . . . , φ

c
N(x(t), t)), x(0) = x0, then (uc1, . . . , u

c
N) =

(φc1(x, t), . . . , φ
c
N(x, t)) is an equilibrium rule for Problem (8), in the sense that

it satisfies Definition 1.

Proof According to Definition 1, for ε > 0, let us consider the variations

uεi (s)=
{
vi(s) if s ∈ [t, t + ε],
φci (x, s) if s > t + ε,
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for i = 1, . . . ,N . In the following, we denote u= (u1, . . . , uN), uε = (uε1, . . . , uεN),
v = (v1, . . . , vN) and φc(x, t)= (φc1(x, t), . . . , φcN(x, t)). Let

V εi (x, t)=
∫ τ

t

di(s, t)Li
(
xε(s), uε(s), s

)
ds,

where xε(s) denotes the state trajectory obtained from equation (6) when the deci-
sion rule uε(s) is applied. By definition,

V c(x, t)− V ε(x, t)

=
N∑

i=1

λi(x, t)
[
V ci (x, t)− V εi (x, t)

]

=
N∑

i=1

λi(x, t)

[∫ t+ε

t

di(s, t)
[
Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s), v(s), s

)]
ds

+
∫ τ

t+ε
di(s, t)

[
Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s),φc

(
xε(s), s

)
, s
)]
ds

]

.

Note that
∫ τ

t+ε
di(s, t)Li

(
x(s),φc

(
x(s), s

)
, s
)
ds

= V ci
(
x(t + ε), t + ε)

−
∫ τ

t+ε
[
di(s, t + ε)− di(s, t)

]
Li
(
x(s),φc

(
x(s), s

)
, s
)
ds.

In a similar way,

∫ τ

t+ε
di(s, t)Li

(
xε(s),φc

(
xε(s), s

)
, s
)
ds

= V ci
(
xε(t + ε), t + ε)

−
∫ τ

t+ε
[
di(s, t + ε)− di(s, t)

]
Li
(
xε(s),φc

(
xε(s), s

)
, s
)
ds.

Therefore,

V c(x, t)− V ε(x, t)

=
N∑

i=1

λi(x, t)

[∫ t+ε

t

di(s, t)
[
Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s), v(s), s

)]
ds

+ V ci
(
x(t + ε), t + ε)− V ci

(
xε(t + ε), t + ε)
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+
∫ τ

t+ε
[
di(s, t)− di(s, t + ε)

]

× [Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s),φc

(
xε(s), s

)
, s
)]
ds

]

.

Hence,

lim
ε→0+

V c(x, t)− V ε(x, t)
ε

= (A)+ (B)+ (C),

where

(A) = lim
ε→0+

1

ε

(
N∑

i=1

λi(x, t)

∫ t+ε

t

di(x, t)

× [Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s), v(s), s

)]
ds

)

=
N∑

i=1

λi(x, t)
[
Li
(
x,φc(x, t), t

)−Li(x, v, t)
]
,

(B) = lim
ε→0+

1

ε

(
N∑

i=1

[
V ci
(
x(t + ε), t + ε)− V ci

(
xε(t + ε), t + ε)]

)

=
N∑

i=1

λi(x, t)
[∇xV ci (x, t)

(
g
(
x,φc(x, t), t

)− g(x, v, t))],

and

(C) = lim
ε→0+

1

ε

(
N∑

i=1

[∫ τ

t+ε
[
di(s, t)− di(s, t + ε)

]

× [Li
(
x(s),φc

(
x(s), s

)
, s
)−Li

(
xε(s),φc

(
xε(s), s

)
, s
)]
ds

])

= 0.

Summarizing

lim
ε→0+

V c(x, t)− V ε(x, t)
ε

=
N∑

i=1

λi(x, t)
[(
Li
(
x,φc(x, t), t

)+∇xV ci (x, t)g
(
x,φc(x, t), t

))
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− (Li(x, v, t)+∇xV ci (x, t)g(x, v, t)
)]

≥ 0

and the result follows. �

Remark 1 It is important to realize that, unless di(s, t)= α(t)βi(s) (or, in particular,
di(s, t) = e−ρ(s−t), i.e. all players discount the future by using the same constant
discount rate of time preference) and weights λi are constant, for i = 1, . . . ,N , the
time-consistent solution provided by condition (12) in Theorem 1 is different to that
obtained by applying the classical Pontryagin maximum principle (or the Hamilton–
Jacobi–Bellman equation) to the problem of maximizing (8) subject to (6) from the
viewpoint of the time preferences of all players at time t = 0.

4 Examples

In this section we illustrate our results with two simple models coming from the field
of environmental and resource economics. In the first example we solve a common
property resource model studied in Clemhout and Wan (1985) with time-distance
nonconstant discounting. For this model we compute both the Markovian Nash equi-
libria and the time-consistent equilibria with partial cooperation. We restrict our at-
tention to the particular case of constant weights. The second example is a pollution
linear state differential game whose equilibria are state independent. Although this
is not a nice property from an economic viewpoint, it has the advantage that, in the
computation of time-consistent equilibria within the framework of partial coopera-
tion, in the problem with nonconstant weights for the different players, it is rather
natural to restrict our attention to time dependent but state independent weights. In
this case we are able to derive explicit formula for time consistent equilibria with
arbitrary weights.

4.1 A Common Property Resource Game

Let us consider the problem of exploitation of a renewable natural resource in which,
if x(t) represents the stock of natural resource at time t , and hi(t) is the harvest
rate at time t of player i, for i = 1, . . . ,N , the state dynamics is described by the
equation

ẋ(s)= x(s)(a − b lnx(s)
)−

N∑

i=1

hi(s), x(t)= xt . (13)

Players have logarithmic instantaneous utility functions depending just on their har-
vest rates, and they discount the future according to different distance-based non-
constant discount rates of time preference. Hence, the intertemporal utility function
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for player i is given by

Ji =
∫ ∞

t

θi(s − t) lnhi(s)ds.

4.1.1 Noncooperative Markovian Nash equilibrium

In players do not cooperate, let us look for stationary strategies. According to the
results in Sect. 2, player i aims to look for the solution to

max{hi }

{

lnhi +
(
V nci (x)

)′
[

x(a − b lnx)− hi −
∑

j �=i
φncj (x)

]}

,

where φncj (x), j = 1, . . . ,N , denotes the equilibrium strategy of player j in feed-

back form. Hence hi = ((V nci (x))′)−1. We look for a value function of the form
V nci (x)= αnci lnx+βnci , for i = 1, . . . ,N . Then hnci = φnci (x)= (αnci )−1x. By sub-
stituting in equation (13) and solving we obtain

x(s)= exp

[(

lnxt +
∑N
j=1 1/αncj − a

b

)

e−b(s−t) + a −
∑N
j=1 1/αncj
b

]

.

Hence,

lnφi
(
x(s)

)= e−b(s−t)xt +
a −∑N

j=1 1/αncj
b

(
1− e−b(s−t))− lnαnci ,

for every i = 1, . . . ,N . Therefore, since

Vi(x)=
∫ ∞

t

θi(s − t) lnφi
(
x(s)

)
ds,

then

αnci lnx + βnci =
[∫ ∞

t

θi(s − t)e−b(s−t)ds
]

lnx

+ a −
∑N
j=1 1/αncj
b

∫ ∞

t

θi(s − t)
[
1− e−b(s−t)]ds

− lnαnci

∫ ∞

t

θi(s − t)ds.

By simplifying we obtain

αnci =
∫ ∞

0
θi(s)e

−bsds,
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βnci = 1

b

(

a −
N∑

j=1

1
∫∞

0 θj (s)e−bsds

)∫ ∞

0
θi(s)

[
1− e−bs]ds

− ln

(∫ ∞

0
θi(s)e

−bsds
)∫ ∞

0
θi(s)ds

and

hnci (x)=
x

∫∞
0 θi(s)e−bsds

,

for i = 1, . . . ,N .

4.1.2 Time-Consistent Equilibrium with Partial Cooperation

Next, let us compute the time consistent equilibria in case players at every time t
decide to cooperate among them, but coalitions taking decisions at different times
do not cooperate. We restrict our attention to stationary strategies, and weights are
assumed to be constant. According to Theorem 1, we look for the solution to

max{h1,...,hN }

{
N∑

j=1

λj lnhj

+
(
N∑

i=1

λi
(
V ci (x)

)′
)[

x(a − b lnx)− hi −
∑

j �=i
φcj (x)

]}

.

Therefore, hcj = λj (
∑N
i=1 λi(V

c
i (x))

′)−1. We look for a set of value functions of the
form V ci (x)= αci lnx + βci , for i = 1, . . . ,N . Then

hcj = φc(x)=
λjx

∑N
i=1 λiα

c
i

.

By substituting in equation (13) and solving we obtain

x(s) = exp

[(

lnxt +
∑N
j=1 λj − a

∑N
j=1 λjα

c
j

b
∑N
j=1 λjα

c
j

)

e−b(s−t)

−
∑N
j=1 λj − a

∑N
j=1 λjα

c
j

b
∑N
j=1 λjα

c
j

]

.

Hence, proceeding as in the noncooperative case, we easily obtain
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αci lnx + βci =
[∫ ∞

t

θi(s − t)e−b(s−t)ds
]

lnx

+ a
∑N
j=1 λjα

c
j −

∑N
j=1 λj

b
∑N
j=1 λjα

c
j

∫ ∞

t

θi(s − t)
[
1− e−b(s−t)]ds

− ln

(∑N
j=1 λjα

c
j

λi

)∫ ∞

0
θi(s)ds.

By simplifying we obtain

αci =
∫ ∞

0
θi(s)e

−bsds,

βci =
a
∑N
j=1 λj

∫∞
0 θj (s)ds −∑N

j=1 λj

b
∑N
j=1 λj

∫∞
0 θj (s)ds

∫ ∞

0
θi(s)

[
1− e−bs]ds (14)

− ln

(∑N
j=1 λj

∫∞
0 θj (s)e

−bsds
λi

)∫ ∞

0
θi(s)ds

and

hci (x)=
λix

∑N
j=1 λj

∫∞
0 θj (s)e−bsds

,

for i = 1, . . . ,N . Note that αnci = αci , as in the case of constant and equal discount
rates.

4.2 A Linear State Differential Game of Pollution Control

As a second example, we consider the environmental problem studied in Jørgensen
et al. (2003) where N countries (the players of the game) coordinate their pollution
strategies to optimize their joint payoff. Let us denote by Ei(t), for i = 1, . . . ,N ,
the emissions of country i at time t . The evolution of the stock of pollution S(t) is
described by the differential equation

Ṡ(τ )=
N∑

i=1

Ei(τ)− δS(τ), S(0)= S0, (15)

where δ > 0 represents the natural absorption rate of pollution. The emissions are
assumed to be proportional to the production and hence the revenue from production
can be expressed as a function of the emissions. In particular, the revenue function
of country i is assumed to be logarithmic. The damage cost is a linear function on
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the stock of pollution. The intertemporal utility function for player i is given by

Ji =
∫ ∞

t

θi(τ − t)
(
lnEi(τ)− ϕiS(τ)

)
dτ

Next we compute both the time-consistent Markovian noncooperative and with par-
tial cooperation equilibria.

4.2.1 Noncooperative Markovian Nash Equilibrium

In this case, player i aims to maximize

max{Ei }

{

lnEi − ϕiS +
(
V nci (S)

)′
(

Ei +
∑

j �=i
φncj (S)− δS

)}

,

where Encj = φncj (S) is the equilibrium rule. Then Enci = (−(V nci )′(S))−1. We look

for a value function of the form Vi(S)= αnci S+ βnci . Then Enci = φnci = (−αnci )−1.

By substituting in (15) we obtain Ṡ(τ )=∑N
j=1(−αncj )−1 − δS(τ), whose solution

with the initial condition S(t)= St is

S(τ)= e−δ(τ−t)St −
N∑

j=1

1

δαncj

(
1− e−δ(τ−t)).

By identifying the value functions we obtain

αnci S + βnci =
∫ ∞

t

θi(τ − t)
[
lnφnci

(
S(τ)

)− ϕiS
]
dτ

=
∫ ∞

t

θi(τ − t)
[

− ln
(−αnci

)

− ϕi
(

e−δ(τ−t)S −
N∑

j=1

1

δαncj

(
1− e−δ(τ−t))

)]

dτ.

By simplifying we obtain

αnci = −ϕi
∫ ∞

0
θi(τ )e

−δτ dτ,

βnci = − ln

(

ϕi

∫ ∞

0
θi(τ )e

−δτ dτ
)∫ ∞

0
θi(τ )dτ

− ϕi
δ

N∑

j=1

1

ϕj
∫∞

0 θ(τ )e−δτ

(∫ ∞

0
θi(τ )

(
1− e−δτ )dτ

)
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and the emission rule becomes

Enci = 1

ϕi
∫∞

0 θi(τ )e−δτ dτ
.

4.2.2 Time-Consistent Equilibrium with Partial Cooperation

Finally, let us compute the time-consistent equilibrium for the problem with par-
tial cooperation. In comparison with the previous example on the management of a
common property access resource, we consider the case of nonconstant weights for
this problem. Since the decision rule for linear state games is typically independent
on the state variable (the pollution stock), it seems natural to restrict our attention
to weights λi(t), i.e. independent on the state variable. This simplification allows to
solve the model. The payoff for the grand coalition is given by

J c =
N∑

j=1

λcj (t)

∫ ∞

t

θj (τ − t)
(
lnEj(τ)− ϕjS(τ)

)
dτ.

According to Theorem 1, we must solve

max{E1,...,EN }

{
N∑

j=1

λcj (t)

[

lnEj − ϕjS +
(
V cj (S)

)′
(
N∑

i=1

Ei − δS
)]}

.

The equilibrium rule is given by

Ei =− λi(t)
∑N
j=1 λj (t)(V

c
j (S))

′ .

We look for a family of value functions of the form Vj (S) = αcj (t)S + βcj (t), for
j = 1, . . . ,N . Then the emission rules become

Ei =− λi(t)
∑N
j=1 λj (t)α

c
j (t)

. (16)

By substituting (16) in (15) we obtain the linear differential equation

Ṡ(τ )=−
∑N
j=1 λj (t)

∑N
i=1 λi(t)α

c
i (t)

− δS(τ)=− N
∑N
i=1 λi(t)αi(t)

− δS(τ),

whose solution with the initial condition S(t)= St is given by

S(τ)= e−δ(τ−t)St −
∫ τ

t

e−δ(τ−z)
∑N
i=1 λi(z)α

c
i (z)

dz.
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In order to compute the values of the (nonconstant) coefficients αci (t), β
c
i (t), pro-

ceeding as in the previous example, note that

αi(t)S + βi(t) =
∫ ∞

t

θi(τ − t)
(
lnEi(τ)− ϕiS(τ)

)
dτ

=
∫ ∞

t

θi(τ − t)
[

ln

(

− λi(τ )
∑N
j=1 λj (τ )α

c
j (τ )

)

− ϕi
(

e−δ(τ−t)St −
∫ τ

t

e−δ(τ−z)
∑N
j=1 λj (z)α

c
j (z)

dz

)]

dτ.

By identifying terms we obtain

αci (t)=−ϕi
∫ ∞

0
θi(τ )e

−δτ dτ

and

βci (t) =
∫ ∞

t

θi(τ − t)
[

ln
λi(τ )

∑N
j=1 ϕj

∫∞
0 θj (z)e−δzdz

− ϕi
∫ τ

t

e−δ(τ−z)
∑N
j=1 ϕj

∫∞
0 θj (s)e−δsds

dz

]

dτ.

From (16), the emission rule of country i is given by

Eci (t)=
λi(t)

∑N
j=1 λj (t)ϕj

∫∞
0 θj (τ )e−δτ dτ

.

For instance, in the case of a constant and common discount rate for all players but
nonconstant weights, θi(τ )= e−ρτ , emissions of country i become

Eci (t)=
(ρ + δ)λi(t)
∑N
j=1 ϕjλj (t)

.

In Jørgensen et al. (2003) parameter conditions ensuring the time consistency of
the coalition (so that payoffs obtained when they cooperate are higher than payoffs
in the case of non cooperation) were established when players are not symmetric.
By introducing nonconstant weights obtained from a bargaining procedure at every t
(by using e.g. the Nash bargaining solution), a time-consistent solution guaranteeing
the stability of the coalition can be found.

5 Conclusions

In this chapter, differential games with time-inconsistent preferences generated by
the introduction of general (not necessarily time-distance) discount functions are



Time-Consistent Equilibria in a Differential Game Model 237

studied. Both the noncooperative setting and a framework with partial coopera-
tion are analyzed. The corresponding dynamic equations for the derivation of time-
consistent equilibria are obtained. In order to guarantee the stability of the grand
coalition, nonconstant weights are introduced, so that players can bargain their
weight in the grand coalition at every instant of time. In particular, the introduction
of nonconstant weights provides a way to construct dynamically consistent solu-
tions guaranteeing the stability of the grand coalition in problems in which the play-
ers discount the future by using constant (and not necessarily different) discount
rates. The price to be paid is that the use of nonconstant (time and/or state depen-
dent) weights induces time-inconsistent preferences. The results in the chapter are
illustrated with two simple examples coming from the field of environmental and
resource economics. In a first example, a simple common access resource game is
studied by introducing heterogeneous and time-distance nonconstant discount rates.
Weights of players in the problem with partial cooperation are assumed to be con-
stant. The second example analyzes a linear state pollution differential game with
the same kind of time preferences. For this problem, nonconstant weights in the
problem with partial cooperation are introduced.

Acknowledgements J.M.S. acknowledges financial support from Spanish Research Project
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Interactions Between Fiscal and Monetary
Authorities in a Three-Country New-Keynesian
Model of a Monetary Union

Tomasz Michalak, Jacob Engwerda, and Joseph Plasmans

Abstract In this paper we consider the effectiveness of various coordination ar-
rangements between monetary and fiscal authorities within a monetary union if an
economic shock has occurred. We address this problem using a multi-country New-
Keynesian model of a monetary union cast in the framework of linear quadratic
differential games. Using this model we study various coordination arrangements
between fiscal and monetary players, including partial fiscal cooperation between
only a subgroup of countries, which, to the best of our knowledge, has not been
considered yet in the New-Keynesian literature. Using a simulation study we show
that, in many cases and from the global point of view, partial fiscal cooperation be-
tween a subgroup of fiscal players is more efficient than non-coordination and that,
in general, full cooperation without an appropriate transfer system is not a stable
configuration. Furthermore, in case there is no full cooperation we show that the op-
timal configuration of the coordination structure depends on the type of shock that
has occurred. We present a detailed analysis of the relationship between coordina-
tion structures and type of shock.

1 Introduction

The creation of the (multi-country) European Monetary Union (EMU), with a com-
mon central bank, yet independent national fiscal policies, urged the ongoing discus-
sion about the need and the feasibility of macroeconomic policy coordination within
a monetary union. Since the ‘one-size-fits-all’ policy of the European Central Bank
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(ECB) cannot address country-specific shocks, and the other stabilisation mecha-
nisms in the euro-zone (such as labour force mobility and financial assets mobility)
are limited, the general consensus is that the main burden of stabilisation should
be born by fiscal policies. However, the abuse of fiscal policies can be detrimental
to both financial and economic stability and may result in undesirable suboptimal
outcomes. Consequently, budgetary positions in the EMU Member States are con-
strained (mainly by the provisions of the Stability and Growth Pact, SGP) and are
monitored by the European Commission (EC). Due to the recent experience with the
current economic crises it is to be expected that this monitoring will be much more
strict in the future. This situation gives rise to several relevant questions, the most
important of them being, whether the coordination of monetary and fiscal policies
is desirable in the aftermath of a shock.

Many studies analysing the desirability of policy coordination in a monetary
union have been performed and they provide mixed results. On the one hand, many
authors support the classic result of the Optimal Currency Area (OCA) that policy
coordination is desirable in case of symmetric shocks. For instance, Buti and Sapir
(1998) argue that coordination of fiscal policies should be implemented to tackle
large symmetric shocks. However, on the other hand, there are a number of stud-
ies that demonstrate that policy coordination can provide inferior levels of welfare.
Notably, in a two-country model of a monetary union, Beetsma et al. (2001) find
fiscal cooperation to be counter-productive as a result of the elevated conflict with
the central bank.

Against this background, in this paper we present and analyse a multi-country
New-Keynesian (NK) model of a monetary union which is cast in the frame-
work of open-loop linear quadratic differential games (LQDGs) including multi-
player strategic elements. To the best of our knowledge, it is the first model in the
New(-Keynesian) Open Economy Macroeconomics (NOEM) spirit to feature strate-
gic elements between more than three players. Essentially, the starting point of the
NK approach is the explicit derivation of macroeconomic relationships from under-
lying microeconomic foundations. This principle is largely shared with New Clas-
sical macroeconomics, although the former includes a great deal of imperfections
in the goods and labour markets. Recently, NK macroeconomics has constituted
the core of the macroeconomic paradigm world-wide, with a great deal of research
effort directed towards the issue of optimal monetary policy. However, until now,
relatively little attention has been paid to the interactions between fiscal and mone-
tary policies when stabilising an economy after a shock; something that is especially
important in the EMU context.1 The strength of our NK model is its multi-player
(monetary union countries and the central bank) strategic dimension, which allows
for extensive analysis of desirability of policy coordination.

In particular, within this framework of a dynamic multi-country NK model we
try to identify coordination configurations that outperform others under different
types of shocks. We show that, in many cases, partial fiscal coordination of a sub-

1See the next section for a selection of papers that analyse this issue in the spirit of NOEMs.
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group of fiscal players is more efficient, from the social point of view, than non-
coordination. In other words, coordination of fiscal policies is likely to be counter-
productive when the coordinating group of countries is large enough, thus increas-
ing the conflict with the central bank. The intuition for this result is that, in case
countries cooperate in smaller groups, their policies are less likely to be completely
symmetric. Therefore, there are less likely to be in conflict with the central bank that
targets only union averages.

Our approach adds new dimensions to the current literature. First of all, in our
approach, strategic interactions between various parties become dynamic; and this
within a model with rich NK specification. Secondly, a multi-country model enables
us to study various intermediate coordination regimes between fiscal players (partial
fiscal cooperation). Finally, we consider cooperation between the central bank and
multiple fiscal players (i.e. the grand coalition) in the same manner in which other
recent, but only two-country NK studies, have done.2

The remainder of the paper is organised as follows. The next section gives a brief
overview of the literature on cyclical stabilisation in a monetary union and related
issues. Section 3 outlines the model of a monetary union whereas Sect. 4 introduces
an alternative concept for social loss. Section 5 presents results of numerical simu-
lations and discussion. The last section concludes and proposes directions of future
research.

2 Policy Coordination in a Monetary Union

The inability of the common monetary policy to tackle country-specific shocks is
generally considered to be the single and most important macroeconomic cost of
monetary unification. However, the size of this cost depends on how good other
mechanisms, which may be helpful in adjusting to idiosyncratic shocks, are func-
tioning too.3 Unfortunately, factor markets (especially the labour market) are rela-
tively immobile in Europe and capital flows are limited (Buti 2001). Consequently,
these two basic mobility mechanisms, which play an important role in the US econ-
omy, are rather dysfunctional in the EMU case.4 This means that, the stabilisation
burden in the case of country specific shocks should be placed on other policies.
One such policy is the federal tax-transfer system; another mechanism that is vital

2See next section for a short literature review on policy coordination in a monetary union.
3It should also be noted that from the macroeconomic perspective the real cost of accessing a
monetary union is reflected by the shadow cost of the abandonment of an own monetary policy
so that it cannot be used as an adjustment tool in the case of an idiosyncratic shock. In other
words, the cost of entering the union depends, to a large extent, on the effectiveness of the national
central bank to tackle idiosyncratic shocks. It is especially important in the environment of closely
integrated economies, like the EU, and in the case of small countries, such as Belgium.
4See, for instance, Pierdzioch (2004) who presents a dynamic general equilibrium two-country
optimising sticky-price model to analyse the consequences of international financial market inte-
gration for the propagation of asymmetric productivity shocks in the EMU.
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to the US state-specific adjustments (see Mélitz and Zumer 1998; von Hagen 2000).
Also, in the EU framework, tax-transfers already take place, however, in spite of
public perception, the amounts of funds transferred are limited and are related to the
long-term economic development, rather than to short and medium term conditions.
A deeper tax-system integration, which may be able to address idiosyncratic shocks,
seems to be politically implausible in the EMU, at least in the near future.5 In the
light of this, the national fiscal policy is considered to be the most important instru-
ment left to policymakers.6 In theory, this policy might be able to circumvent the
problem of country specific shocks in the euro-zone. However, whether the incurred
cost of stabilisation via national fiscal policies in a (relatively) integrated economic
environment like the EMU is lower than the benefits, remains to be answered, espe-
cially since spillovers from national fiscal policies may be counteractive w.r.t. each
other and lead to suboptimal outcomes. Another closely related problem is the re-
sponse of a common monetary authority which will react to national fiscal policies.
Such a reaction can be counteractive as the objectives of fiscal and monetary poli-
cies tend to be dissimilar. All of these issues warrant a discussion on the profitability
and feasibility of policy coordination in a monetary union.

Aside from certain institutional issues, such as the effectiveness of enforcing
the cooperation agreement, profitability of any coordination arrangement depends
on the nature of the shock, i.e. whether it is symmetric or asymmetric, inflation or
output gap, etc. We will focus on symmetric and asymmetric inflation shocks. In
the case of symmetric shocks, policy coordination was traditionally considered to
be beneficial because it internalised externalities emerging from individual policies
(as argued by Uhlig 2003; Plasmans et al. 2006a). In particular, the usual argu-
ment in favour of international policy coordination is based on direct positive de-
mand spillovers. In contrast to this, more recent micro-founded models of the EMU
tend to conclude in favour of negative fiscal spillovers by emphasising the adverse
terms-of-trade effects of balanced-budget foreign fiscal expansion on the domestic
economy. For example, should governments perceive negative spillovers from other
countries, they would reconsider a non-cooperative (“beggar-thy-neighbour”) pol-
icy in response to bad economic shocks and would agree on a more restrictive stance
in all countries.7 Conversely, should governments perceive positive spillovers, coor-
dination should eliminate free-riding behaviour of individual countries and promote

5The issue of fiscal transfers within the EMU has been studied by a number of authors such as
Kletzer and von Hagen (2000), van Aarle et al. (2004), Evers (2006). The latter considers direct
transfers among private sectors and indirect transfers among national fiscal authorities showing
relative efficiency of such solutions.
6Already Kenen (1969) emphasised the possible role which fiscal policies might play in a monetary
union as potential chock-adjustment mechanisms.
7One country attempts to improve its output-inflation trade-off by running a “beggar-thy-
neighbour” policy. This is followed by the reaction of (an)other country(-ies) and the resulting
non-cooperative outcome is a deflationary bias with all countries worse off with regard to a coop-
erative situation in which each country takes care of domestic inflation without attempting to affect
the exchange rate (Cooper 1985).
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a more expansionary policy in response to some economic shocks. Evidently, in-
centives for fiscal policy coordination in a monetary union are directly linked to
the sizes and signs of the spillovers resulting from national fiscal policies. Fiscal
spillovers are crucial, since they ultimately determine whether coordination should
lead to a more expansionary or a more restrictive fiscal stance in the member states.

Other arguments in favour of coordination are that (see e.g. Hughes-Hallett and
Ma 1996): (i) it restores policy effectiveness; (ii) speeds up an economy’s response
to policy actions; and (iii) enables to exploit comparative policy advantages.

In contrast to the above traditional arguments, more recent works question the
profitability of policy coordination. Beetsma et al. (2001) show that policy coor-
dination in a monetary union can be counter-productive in case of a symmetric
shock.8 Their model emphasises the conflict between governments and the cen-
tral bank which share the stabilisation burden.9 They argue that the coordination
of budgetary stance between countries in the union makes fiscal policy more effec-
tive, thus governments are more willing to accept changes in their deficits. In other
words, cooperation increases the use of fiscal policies. This, in turn, has important
consequences on the behaviour of the central bank, which, generally has objectives
different from those of fiscal policymakers. For instance, in case of a negative de-
mand shock, both fiscal and monetary authorities are interested in stabilising output,
which, from the central bank’s point of view, is a means of stabilising inflation. Since
cooperating fiscal authorities are eager to bear more stabilisation burden, the (non-
cooperating) central bank free-rides on their efforts and does not loosen monetary
policy as much as when governments do not collude. So, under this type of shock
this cooperation structure is probably not optimal. But, at least, both authorities do
not enter into a conflict situation. However, in case a supply shock occurs it is clear
that this cooperation structure is far from optimal. Supply shocks make output and
inflation move in opposite directions. The stronger fiscal response encouraged by
cooperation exacerbates the conflict between price and output stability and, there-
fore, between monetary and fiscal authorities. As a result of this, the central bank
is more restrictive when governments cooperate, compared to a case where govern-
ments would not act like that.

In other words, for both types of shocks, fiscal coordination may turn out to be
counter-productive, albeit for different reasons.

In contrast, fiscal cooperation may be beneficial in the case of a country-specific
shock. The free-riding of (or the conflict with) the central bank can in such a case
largely be avoided as the monetary authority is interested in aggregate inflation (and

8It should be noted that prior to Beetsma et al. (2001), it has been observed in empirical studies
(see e.g. Neck et al. 1999) that coordination does not necessarily lead to superior results as a
result of either time-inconsistency and/or coalition formation of the fiscal policymakers against the
monetary authority (see also next footnote). Furthermore, Beetsma and Bovenberg (1998) show
that fiscal coordination may have a negative influence on a tax and public spending discipline, i.e.
they may reduce the positive effects of monetary unification.
9Rogoff (1985) already stated that there is a potential for a negative impact of coordination among
a subset of actors (in this case the two fiscal authorities, leaving out the common central bank).
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possibly, to some extent, aggregate output). Therefore, the reaction of the monetary
authority to idiosyncratic shock is limited.

Lombardo and Sutherland (2004) confirm the above point of view by showing,
in a micro-founded model, that fiscal coordination is advantageous when country-
specific shocks are negatively correlated. This study also suggests that the best re-
sults are delivered by an appropriate mix of both fiscal and monetary instruments.

Other works defend the view of desirability of policy coordination. von Hagen
and Mundschenk (2003) argue that, in the long run, there is little need for coordina-
tion, however, in the short term, there are substantial gains from fiscal cooperation.
Furthermore, if the central bank also pursues a goal of output stabilisation, the grand
coalition of all the authorities together is advisable. Buti et al. (2001), Engwerda
et al. (2002), Beetsma and Jensen (2004), Kirsanova et al. (2007) also support the
active role of fiscal policy in stabilisation.

Cavallari and Di Gioacchino (2005), in the framework of a two-country static
model, show that coordination of fiscal policies can only reduce output and infla-
tion volatility w.r.t. the non-cooperative regime in the case of a demand shock, and
that it can be potentially counter-productive otherwise. This adverse effect of union-
wide coordinated fiscal measures can be circumvented by “global coordination,” i.e.
grand coalition. In more complex micro-founded general equilibrium models, Galí
and Monacelli (2005b), Beetsma and Jensen (2004, 2005) also consider the case for
fiscal and monetary policies’ coordination. Specifically, Beetsma and Jensen (2005)
extend the framework developed by Benigno and Lopez-Salido (2002) and develop
an NK two-country monetary union model whereby national fiscal authorities pur-
sue active stabilisation policies using public spending. Their model reveals that the
relative advantage of using fiscal stabilisation policy is unchanged when the correla-
tion of the supply shocks decreases. However, from a welfare point of view, the use
of fiscal policy for the purpose of stabilisation appears to be relevant. Beetsma and
Jensen (2005) argue that the governments should be active in situations in which a
restriction on fiscal policy in order to equalise this policy with its natural level leads
to welfare losses being equivalent to a permanent reduction in consumption of the
order from 0.5 to 1 percentage point. A similar view is shared by Galí and Monacelli
(2005b) who argue in favour of active fiscal policies.

In addition to cooperative scenarios, Forlati (2007) focuses on a non-cooperative
regime showing that, in such a situation, the central bank does not stabilise the
average monetary union inflation as it has to accommodate the distortions caused
by non-cooperative national governments. At the same time, the non-existence of
an agreement between countries calls for an active fiscal stance, even in case of
symmetric shocks.

In conclusion, a lot of work already has been done in this area of policy co-
ordination. Further, though some results seem to be contradictory at first sight, in
most cases these differences can be attributed to (not formalised) assumptions be-
ing made. As already indicated in the previous section we will drop some of these
assumptions here and study the consequences w.r.t. optimal cooperation configura-
tions.

Most of the initial works (like the static model of Beetsma et al. 2001) were
tractable enough to deliver analytical solutions. However, the much more complex
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dynamic general equilibrium modelling with a higher number of cooperation ar-
rangements requires resorting to numerical methods. These were used in van Aarle
et al. (2002a, 2002b), Beetsma and Jensen (2004, 2005), Plasmans et al. (2006a),
among others, and will also be applied in this work. More specific, we will use the
numerical toolbox developed by Michalak et al. (2011) to perform simulations for
infinite-planning horizon affine linear quadratic open-loop differential games. For
an introduction on dynamic games we refer to Başar and Olsder (1999) and, more
specific, on LQDG, to Engwerda (2005).

3 A Multi-country NKOEM Model of a Monetary Union

During recent years the theoretical and empirical research in NK macroeconomics
has been extended steadily and produced a whole new series of results and insights
about the workings of the macroeconomy. Essentially, the starting point of the NK
approach is the explicit derivation of macroeconomic relationships from underlying
microeconomic foundations. This principle is shared with New Classical macroeco-
nomics, although the former includes a great deal of imperfections in the goods and
labour markets. The NK approach now constitutes the core of the macroeconomic
paradigm world-wide.

Our modelling objective is to cast the NK model of a monetary union in the
LQDG framework in order to analyse strategic interactions between a comparatively
large number of players. By definition, LQDGs concern continuous-time models
but, unfortunately, the vast majority of NK/NOEM models were constructed in the
discrete-time framework. Notable exceptions are Benhabib et al. (2001), Linnemann
and Schabert (2002), Buiter (2004), Kirsanova et al. (2006). However, with the ex-
ception of the last one, all these are single economy models, thus would obviously
require extensions to allow them to be applied to a monetary union setting.10 In line
with this, our strategy will be to transform a discrete-time NK model of a monetary
union into its continuous-time counterpart. This methodology is also convenient
from the point of view of model parametrisation as most of the empirical studies,
useful for calibration purposes, concern discrete-time models. The second important
modelling issue is the computational complexity of an LQDG, which grows with the
number of dynamic equations of the model and/or the number of players. Having
this in mind, we aim to describe every country in a monetary union in a manner as
concise as possible. In fact, as explained in Svensson (1997) and Ball (1999), short-
term macrodynamics can be analysed using a relatively simple system consisting of
an aggregate demand (AD) curve showing the evolution of the output gap driven by
the real interest rate (see e.g. Woodford 2003), and a Phillips curve describing the
dynamics of inflation. Despite its relative simplicity, such models have been widely
used to understand the basic mechanisms of macroeconomic policies. Consequently,

10There are two countries in the model developed by Kirsanova et al. (2006) but this particular
framework becomes computationally difficult when we add another, third country.
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our multi-country monetary union model will consist of as many AD equations as
countries, as many Phillips curves as countries, and a number of real exchange rate
relationships.

Due to space constraints, we will refrain from deriving the NK model of a mon-
etary union from micro-foundations. Instead, we will refer to results from various
studies in the literature. Let fiscal and monetary players from a set N be divided in
two groups: n countries i (i ∈ F ) and one central bank b (b= B , with N = F ∪B).
Following, among others, Lindé et al. (2004), AD equations are:11

yi,t = κi,yEtyi,t+1 + (1− κi,y)yi,t−1 − γi(iU,t −Eπi,t+1)+ ηifi,t
+
∑

j∈F/i
ρij
[−κi,yEtyj,t+1 + yj,t − (1− κi,y)yj,t−1

]

+
∑

j∈F/i
δij
[−κi,yEt sij,t+1 + sij,t − (1− κi,y)sij,t−1

]+ vyi,t , (1)

where Et is an expectation operator at time t ; yi,t , pj,t , πi,t , fi,t , sij,t := pj,t −pi,t
denote the (logarithmic) output gap, price level, inflation, fiscal policy in country i
and competitiveness between countries i and j , respectively, whereas iU,t denotes
the union-wide common nominal interest rate. All parameters are non-negative. The
current output gap in country i depends positively on the expected output gap, the
past output gap, the real interest rate, the government’s fiscal deficit, the dynamics
of other countries’ output gaps and competitiveness, defined as the difference be-
tween respective price levels. Finally, vyi,t is an output gap shock. This functional
form of the AD equation may be obtained from a linearised model of optimisation
behaviour on the part of consumers, in particular, from the resulting Euler equation,
in which consumption is replaced with output gap, as shown, for instance, in Lindé
et al. (2004). Inertia term (1−κi,y)yi,t−1 reflects so-called “habit formation” in con-
sumption (see for example Smets and Wouters 2002; Plasmans et al. 2006b), which
measures the sluggishness of households in changing their choices over time. For-
eign output gap and competitiveness elements in (1) reflect the economic linkages
between countries. In particular, the first one is a trade channel, where, intuitively,
higher foreign output gaps contribute to higher domestic output gaps as a result of
increased import. Similarly, domestic export increases when a foreign price level
becomes higher than the domestic one. The forward-looking and backward-looking
dynamics of foreign output gap and competitiveness spillovers result from habit for-
mation in consumption and have a similar form as the dynamics of domestic output
gaps in the AD equations.

The second set of equations in our model are NK Phillips curves, which relate
inflation to cyclical activity. In the New-Keynesian model, these are derived from
optimising firms’ price-setting decisions subject to constraints on the frequency of

11By F/i we denote the set of all countries except for country i.
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price adjustment. We assume Phillips curves of the form:

πi,t = βi
[
κi,πEtπi,t+1 + (1− κi,π )πi,t−1

]

+ ξi
(

yi,t +
∑

j∈F/i
ςij sj,t

)

+ vπi,t , (2)

where we follow various studies in the literature allowing for some degree of
price inertia for 0 < κi,π < 1.12 Inflation shock vπi,t in (2) independent, exoge-
nous, stationary, zero mean AR(1) shock with damping parameter 0<ψi,π < 1, i.e.
vπi,t = ψi,πvπi,t−1 + επi,t , where επi,t is an independently and identically distributed
(i.i.d.) error term.

For n countries there are as many as n(n− 1) competitiveness relationships sij ,
however, as shown in the Appendix, it is possible to rewrite all of them only in terms
of s1j,t := pj,t − p1,t where j ∈ F/1:

s1j,t+1 = s1j,t + πj,t+1 − π1,t+1, (3)

which are only n− 1 dynamic equations.
In his seminal work, Taylor (1995) demonstrated that actual US monetary policy

could be described by a simple rule that relates the real interest rate to inflation and
to output gap. This relationship became known as the (monetary) Taylor rule. In
the monetary union case, the Taylor rule of the central bank might be written in the
form:

iU,t = θUπ πU,t + θUy yU,t , (4)

where πU,t :=∑n
i=1ωiπi,t is the average union inflation and yU,t :=∑n

i=1ωiyi,t
is the average union output gap with parameter ωi indicating the relative weight of
country i in a monetary union (

∑n
i=1ωi = 1).13 The first term in the Taylor rule

shows that the central bank responds to the rise in average inflation with a more re-
strictive monetary policy in order to weaken demand across the union. This, in turn,
should hinder the growth in inflation. The second term shows that the real interest
rate is also raised if output rises as this indicates a future inflation acceleration.

Taylor (2000) also points out that fiscal policy can be approximated by a policy
rule (for further discussion see van Aarle et al. 2004). The fiscal Taylor rule can be
written as:

fi,t = θiππi,t + θiyyt . (5)

We extend the above definition of both rules so that:

12See, among others, Fuhrer and Moore (1995), Galí and Gertler (1999), Woodford (2003), Lindé
et al. (2004), Evans and McGough (2005) or Plasmans et al. (2006b).
13For a similar formulation of the monetary policy rule in a model of a monetary union see van
Aarle et al. (2004).
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ı̃U,t = iU,t + ı̂U,t = θUπ πU,t + θUy yU,t + ı̂U,t , and (6)

f̃i,t = fi,t + f̂i,t = θiππi,t + θiyyt + f̂i,t , (7)

where f̂i,t and ı̂U,t are the players’ control variables in the LQDG and denote de-
viations of the fiscal deficit and nominal common interest rate from (4) and (5),
respectively. In particular, as Taylor (2000) argues, a simple fiscal rule can be used
to explain most fluctuations in fiscal deficits. The starting point of his analysis is the
division of the fiscal deficit into a cyclical component and a structural component.
The first part can be interpreted as the systematic response of fiscal policy to output
fluctuations (the so-called automatic stabilisers); the second part contains structural
and discretionary components of fiscal policy. In our case, the standard Taylor fis-
cal rule θiππi,t + θiyyt is to be interpreted as an automatic stabiliser, whereas f̂i,t
is a discretionary component. For the monetary Taylor rule, ı̂U,t is the discretional
component of the central bank’s policy.

In order to reduce the number of equations, it is convenient to substitute iU,t and
fi,t in (1) with (4) and (5). The resulting system consists of n AD curves (1), n
Philips curves (2), and n − 1 competitiveness equations, which, together with the
inflation shock AR processes, constitute a hybrid (forward- and backward-looking)
stochastic NK Model (SNKM henceforth) of a closed monetary union.

This completes the description of the discrete-time NK model. Next, we used
some standard transformation techniques to recast the reduced form of this model
into its equivalent continuous-time counterpart. In the Appendix, Sect. 5, we ex-
plained the details of this transformation procedure.

In order to complete the construction of the LQDG, we propose the following
fiscal players’ objectives:

min
f̂i (t)

Ji(t0)=min
f̂ (t)

1

2

∫ ∞

t0

{
αiπ

2
i (t)+ βiy2

i (t)+ χif̂ 2
i (t)

}
e−θ(t−t0)dt, (8)

for i = 1,2, . . . , n, where αi , βi , χi indicate fiscal players’ relative preferences con-
cerning deviations of national inflation rates, output gaps and fiscal deficits.14 The
common central bank’s objective function is defined in a similar way as:

min
ı̂
JCB(t0)=min

ı̂

1

2

∫ ∞

t0

{
αCBπ

2
U(t)+ βCBy2

U(t)+ χCB ı̂2(t)
}
e−θ(t−t0)dt, (9)

where αU and βU indicate the central bank’s relative preferences concerning devia-
tions of inflation, output gap and interest rate in the MU as a whole.

14Since the seminal works of Kydland and Prescott (1977) and Barro and Gordon (1983), the
quadratic loss functions are commonly used in the literature on strategic behaviour of fiscal and
monetary authorities. See also Schellekens and Chadha (1999) for a more recent analysis support-
ing the quadratic form of the loss function.
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4 Social Loss

Usually, it is assumed that the entire union’s loss, also (often) called the social loss,
is represented by the total sum of monetary and fiscal authorities’ losses:

JU(t0,Π) :=
∑

i∈F
Ji(t0)+ JCB(t0), (10)

where Ji(t0) and JCB(t0) are defined by loss functions (8) and (9), respectively, and
Π is a cooperation regime in which the combined loss is computed. Whereas the
above definition seems to be plausible for a two-country model, it is not appealing
in more complex settings. Since, in a general formulation of our model, there are
n countries in the union and only one central bank, the relative importance of the
monetary policymaker in JU(t0,Π) and, hence, also of the monetary instruments
gets smaller with increasing n. It is rather difficult to see the rationale behind it as
the relative cost related to the interest rate volatility should be irrelevant of the size
of the union.15 To circumvent the above concerns, we propose the next MU loss
function:

J ∗U(t0,Π) :=
1

2

∫ ∞

t0

[
n∑

i=1

ωi
(
αU π̂

2
i (t)+ βU ŷ2

i (t)+ χf,U ̂̂f
2

i (t)
)+ χr,U ̂̂ıU 2

(t)

]

× e−θ(t−t0)dt. (11)

Here αU , βU , χf,U and χr,U are preference parameters in the monetary union con-
cerning deviations of inflation, output gap and both types of control instruments.
Averages of variables’ squares instead of squares of variables’ averages guarantee
that negative deviations of inflations and output gaps do not cancel out with posi-
tive ones. Furthermore, taking into account the average value of fiscal control in-
struments across a monetary union guarantees that volatility of interest rate is well
represented in the loss (as it corresponds to its actual relative importance in a single
economy).

Whether J ∗U(t0,Π) is smaller, equal or greater than JU(t0,Π) depends largely on
the preference parameters in loss functions (8)–(9) and (11). In a basic case when all
these preferences coincide, i.e. αi = αCB = αU , βi = βCB = βU and χi = χCB =
χf,U = χr,U , it is trivial to show that the (more) conventional social loss JU(t0,Π)

will always be higher than J ∗U(t0,Π) irrelevant of π̂i , ŷi ,
̂̂
f i and ˆıU adjustment

paths. Otherwise, the result of this comparison is case dependent. In particular, it
may vary with the type of shock considered.

The formula in (11) is similar to the one proposed by Beetsma et al. (2001);
however, we extended the definition of cross monetary union loss with the devia-

15Formula (10) applied to the 50-State US and to the 13-member state EMU would show that
(ceteris paribus) the relative importance of interest rate volatility for the American economy is
much lower than for the Euro-zone.
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tion of the interest rate, as this is an important factor influencing the welfare of the
representative citizen in each country.

Furthermore, formula (11) can be interpreted in terms of NK microfoundations.
Specifically, as shown by, for instance, Amato and Laubach (2003) and Woodford
(2003), it is possible to derive a quadratic loss function of a form similar to (8) and
(9) from a second-order Taylor series approximation to the representative house-
hold’s welfare. Thus, function (11) can be interpreted as an average welfare function
of all households in a monetary union. Taking this social point of view, the output
gap volatility is related to the number of hours worked (i.e. employment) in the
representative household’s utility function whereas inflation volatility to purchasing
power. As shown by Woodford (2003), a nominal interest rate in the social welfare
function is related to the presence of real money balances in a representative house-
hold’s utility function. In this respect, Friedman (1968) argued that high nominal
interest rates result in transaction costs. Furthermore, the fiscal debt element in (11)
can be attributed to the cost of excessive fiscal deficit for a society, that results in an
increased price of servicing accumulated debt.

There remains an open question about the values of αU , βU , χf,U and χr,U that
define preferences of the society. In the numerical simulations presented in the next
section, it is assumed that values of these parameters correspond to preferences of
fiscal and monetary authorities. The underlying assumption here is that both the gov-
ernments’ and the central bank’s objectives are, to a large extent, representative for
the public’s preferences. Such an interpretation of formula (11) as a true social loss
function is subject to various assumptions. In particular, we assume that both types
of authorities aggregate heterogeneous preferences of a society in such a way that
the aggregation is equal to the outcome of a voting mechanism or a utilitarian social
welfare function determining society’s weights on inflation and employment.16

Coalition structures for which J ∗U(t0,Π) is the lowest will be called social op-
tima and will be denoted by Π∗SOP . Similarly, those regimes that are characterised
by the conventional lowest loss JU(t0,Π) will be denoted by ΠSOP . It is straight-
forward to show that, in the LQDG framework considered here, a coalition com-
posed of all the players in the game (i.e. the grand coalition) always belongs to
a set of social optima ΠSOP (for more details on this issue see Plasmans et al.
2006a, Chap. 2). However, as the definition of J ∗U(t0,Π) is not necessarily based on
the same players’ preferences as those used in the optimisation process, the grand
coalition does not necessarily belong to Π∗SOP . This will be evident from various
numerical simulations presented in the subsequent section.

5 Numerical Simulations

For clarity and space concerns we will focus our simulations on the three-country
application of the model from Sect. 3. This number is sufficient to consider partial

16For further discussions see, for instance, Rogoff (1985), Persson and Tabellini (1993) and
McCallum (1997).
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Table 1 List of considered coalition structures

CS Long notation Acronym Description

Π1 [C1|C2|C3|CB] or [1|2|3|4] N Non-cooperative regime

Π2 [C1,C2,C3,CB] or [1234] C The grand coalition

Π3 [C1,C2,C3|CB] or [123|4] F Full fiscal cooperation

Π4 [C1,C2|C3|CB] or [12|3|4] P (or 4) Partial fiscal cooperation

Π5 [C1,C3|C2|CB] or [13|2|4] P (or 5) Partial fiscal cooperation

Π6 [C1|C2,C3|CB] or [1|23|4] P (or 6) Partial fiscal cooperation

Table 2 Baseline parameters (i, j ∈ {1,2,3}, i �= j )

Structural parameters:

κi,π/y = 2/3 γi = 0.5 ηi = 0.75 ρij = 0.5 δij = 0.25

β = 0.99 ζi = 0.06 ςij = 0.5

Policy rules parameters:

θiy =−0.5 θiπ = 0 θUy = 0.5 θUπ = 1.5

Preference parameters:

αi = 0.02 βi = αi/5 χi = 0.1 αU = 0.02 βU = 0.02

αCB,i = βCB,i/5 βCB,i = 0.02 χCB,i = 0.1 χf,U = χr,U = 0.1

cooperation between fiscal authorities but still small enough to be computationally
tractable. Furthermore, throughout this chapter we assume that cooperation between
the central bank and only a subgroup of countries is not allowed, which yields 6
feasible coalition structures listed in Table 1. C1, C2 and C3 and CB denote gov-
ernments within the union and the central bank, respectively.

5.1 Parametrisation

Table 2 lists all the parameters of the benchmark model. In the baseline scenario
(denoted sc1), countries are assumed to be symmetric with respect to all 7 structural
parameters.

The parameters listed in Table 2 are comparable to other simulation studies, in
particular, Batini and Haldane (1999), Leith and Wren-Lewis (2001) and van Aarle
et al. (2004). When calibrating the IS equation with both backward- and forward-
looking behaviour for the UK, they assumed κi,y equal to 0.8 and 0.9, respectively,
which are plausible values for quarterly data. For an average EMU economy we set
this value to be 2/3 in the benchmark model; however, we will pay special attention
to this parameter in our sensitivity analysis. McCallum (2001), for the US case,
suggests that for the interest rate elasticity of output in the IS curve (γi in our model),
a value of 0.4 is more appropriate than Rotemberg and Woodford’s (1999) value of
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0.6 or McCallum and Nelson’s (1999) value of 0.2. However, Cecchetti et al. (2002)
estimate its average value to be 0.7 in the EU. In our case it is assumed that γi = 0.5
which is the value in between the above studies and, for example, corresponds to the
parametrisation of Batini and Haldane (1999). In the sensitivity analysis both lower
and higher values of this parameter will be considered.

The fiscal multiplier (ηi ) measures the impact of changes in fiscal deficit on out-
put gap and is estimated by the European Commission (2001, 2002) in the frame-
work of the Commission’s QUEST model and the OECD’s Interlink model. The first
simulations suggest an average value of 0.6 (±0.1) in the EU countries while sec-
ond ones yield values of 0.6 in France, 0.9 in Italy, 1.0 in Germany and the UK, and
1.3 in the US. The difference is to be attributed to the forward-looking nature of the
first model. Having these values in mind, we assume ηi to be equal to 0.75. Param-
eters ρij measure the elasticity of domestic import w.r.t. the foreign output gap and
is estimated to be equal on average to 0.4 for the EU countries (Equipe MIMOSA
1996) and about 0.35 for Sweden by Lindé et al. (2004). We follow van Aarle et al.
(2004) and assume the value of 0.5, which implies relative high trade integration of
the economies in a monetary union. This regards also the competitiveness parameter
δij that is set to 0.25.

There is no consensus in the literature regarding inflation persistence in the
Phillips-curve. It is generally recognised that a backward-looking element plays
an important role in this equation, but various empirical studies deliver different
estimates of κi,π . Whereas Galí and Gertler (1999) and Benigno and Lopez-Salido
(2002) find a predominantly forward-looking specification of the Phillips curve (κi,π
around 0.7 for Germany, 0.64 for France, 0.4 for Italy, etc.), Mehra (2004) finds
a predominantly backward-looking specification (κi,π around 0.1). Furthermore,
Mankiw (2001) argues that stylised empirical facts are inconsistent with the pre-
dominantly forward-looking Phillips curve. In the benchmark we assume the same
value of κi,π as κi,y i.e. 0.66 but we will consider different specifications later. The
elasticity of inflation w.r.t. the output gap is an important parameter of the Philips
curve as it ultimately determines short-run adjustment between inflation and out-
put gap. McCallum and Nelson (1999) and Galí and Monacelli (2005a) assume this
value to be 0.3, Batini and Haldane (1999), 0.2, Leith and Wren-Lewis (2001) for
the UK and Rotemberg and Woodford (1999) for the US set this value to be 0.1,
whereas Beetsma and Jensen (2005) choose the value of 0.04. Furthermore, Lindé
et al. (2004) estimate it to be at most 0.0158 for the Swedish economy. Again, we
choose the value in between the above values setting ζi = 0.06, however, it will be
one of the main parameters on which we are going to focus our sensitivity check.
Gagnon and Ihrig (2002) estimate the import price pass-through parameter (ζi × ςij
in our model) to be between 0.05 and 0.23 for most OECD countries. On the other
hand, Lindé et al. (2004) estimates this value for the Swedish economy to be smaller
than 0.003. We calibrate this value to be 0.03, i.e. ςij = 0.5.

Structural model parameters are assumed to be symmetric, however, policymak-
ers’ preferences are not. The central bank’s preferences differ from those of the
(assumed identical) national governments. As it is common in the literature (see,
for instance, Beetsma and Bovenberg 1998; Dixit and Lambertini 2001; Engwerda
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et al. 2002; Uhlig 2003), we assume that the central bank puts a larger weight on
inflation stabilisation than on output-gap stabilisation. In contrast, fiscal players are
more concerned with output-gap stabilisation than with inflation stabilisation. More-
over, as laid down in the Maastricht Treaty, the central bank’s objectives concern
aggregate output and inflation in the monetary union while the fiscal players are
only concerned about own output and inflation. Parameter βU is often regarded as
a (counter proportional) measure of the central bank independence and it is argued,
that a fully independent central bank should be concerned only about inflation, i.e.
βCB = 0.17 In the benchmark we do not take such a restrictive position and we as-
sume that the central bank is 5 times more concerned about inflation than about an
output gap, however, βCB is still positive. Fiscal authorities, in turn, are 5 times
more concerned about output gap than about inflation. Thus, calibrated preferences
appear to be the most appropriate in our model as they guarantee that no variable is
overrepresented in the total loss of any player. For the social loss function J ∗U(t0),
it is assumed that society should be concerned about the output gap as much as
the government is, whereas it should be concerned about inflation as much as the
central bank is. Hence, αU = αCB = 5αi and βU = βi = 5βCB . The preference pa-
rameters of control instruments are set the same as in loss functions (8)–(9), i.e.
χi = χCB = χf,U = χr,U .

As far as both policy rules are concerned, for the monetary rule, we assume
the parametrisation originally proposed by Taylor (1993a, 1993b) for the US, i.e.:
θUπ = 1.5 and θUy = 0.5. For the fiscal policy rule, we assume that θiy =−0.5, which
is the value found for the sensitivity of the fiscal deficit in relation to the cycli-
cal variation by the European Commission (2001) for the Euro-area. It is used, for
instance, in the simulations of van Aarle et al. (2004). Furthermore, θiπ = 0. The
value of a discount factor θ = 0.01 in the loss functions (8)–(9) is coherent with
the assumed structural discount parameter β = 0.99, which implies a 1 % (steady-
state) real rate of return on a quarterly basis. Finally, in the benchmark, we assume
symmetric bargaining power in every coalition, i.e. τC1/C2/C3 = τCB = 1

4 in the
grand coalition, τC1/C2/C3 = 1

3 in the fiscal coalition under F , and τC1 = τC2 = 1
2 ,

τC1 = τC3 = 1
2 , and τC2 = τC3 = 1

2 in regimes 4, 5, and 6, respectively.

5.2 Symmetric Inflation Shock

The first four rows of Table 3 contain the (optimal) welfare losses in the various
coalitional arrangements for the symmetric benchmark scenario and the common
inflation shock, vπ0S := [vπ1,0, vπ2,0, vπ3,0]T = [1,1,1]T .18 The next two rows show
social losses JU and J ∗U whereas, in the rest of the table, a decomposition of players’

17This opinion was also expressed by Lars Svensson at the conference “Inflation Targeting, Central
Bank Independence and Transparency,” 15–16 June 2007, Trinity College, Cambridge.
18All (optimal) losses are multiplied by the factor 103.
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Table 3 Optimal losses for a symmetric inflation shock, baseline parametrisation (see Table 7 in
the Appendix for the number of equilibria)

(sc1, v
π
0S) N C F [12|3|4] [13|2|4] [1|23|4]

C1 2.1948 2.1211 9.3016 2.5328 2.5328 1.7296

C2 2.1948 2.1211 9.3016 2.5328 1.7296 2.5328

C3 2.1948 2.1211 9.3016 1.7296 2.5328 2.5328

CB 6.2456 5.3308 21.843 5.6049 5.6049 5.6049

JU (t0) 12.8300 11.6940 49.7480 12.4000 12.4000 12.4000

J ∗U (t0) 7.1445 6.3675 29.9340 6.6853 6.6853 6.6853

αF,C1π̂
2
C1 1.0782 0.8725 0.9979 0.9605 0.9605 0.9792

βF,C1ŷ
2
C1 1.0880 1.0596 1.0612 1.3182 1.3182 0.7167

χF,C1
̂̂
f

2

C1 0.0285 0.1890 7.2424 0.2541 0.2541 0.0336

αF,C2π̂
2
C2 1.0782 0.8725 0.9979 0.9605 0.9792 0.9605

βF,C2ŷ
2
C2 1.0880 1.0596 1.0612 1.3182 0.7167 1.3182

χF,C2
̂̂
f

2

C2 0.0285 0.1890 7.2424 0.2541 0.0336 0.2541

αF,C3π̂
2
C3 1.0782 0.8725 0.9979 0.9792 0.9605 0.9605

βF,C3ŷ
2
C3 1.0880 1.0596 1.0612 0.7167 1.3182 1.3182

χF,C3
̂̂
f

2

C3 0.0285 0.1890 7.2424 0.0336 0.2541 0.2541

αCBπ̂
2
CB 5.3912 4.3627 4.9896 4.8337 4.8337 4.8337

βCBŷ
2
CB 0.2176 0.2119 0.2122 0.2181 0.2181 0.2181

χCB̂̂ı
2
U 0.6367 0.7561 16.641 0.5530 0.5530 0.5530

losses into constituting elements is presented.19 Reporting inflation, output gap and
instrument shares in the total loss aims to provide additional intuition for our results.

As mentioned before, the grand coalition C is always a standard social optimum
ΠSOP in the LQDG framework. In this particular case this regime constitutes also
the social optimum as in Π∗SOP . For every coalition structure, J ∗U(t0) is approxi-
mately two times smaller than JU(t0) which is caused by the following two reasons:
(i) J ∗U(t0) contains only averages of inflation, output gap and fiscal debt deviations
whereas JU(t0) is composed of nominal values; (ii) JU(t0) includes additionally the
loss of the central bank from output and inflation. For some combinations of prefer-
ence parameters it could be theoretically possible to obtain J ∗U(t0) > JU(t0) but this
condition would hold only in an extreme case.

19For instance, C1’s loss 1
2

∫∞
t0
{αiπ̂2

i (t) + βi ŷ
2
i (t) + χi

̂̂
f

2

i (t)}e−θ(t−t0)dt reported in the

top of Table 3 is decomposed into 1
2

∫∞
t0
{αiπ̂2

i (t)}e−θ(t−t0)dt , 1
2

∫∞
t0
{βi ŷ2

i (t)}e−θ(t−t0)dt and

1
2

∫∞
t0
{χî̂f

2

i (t)}e−θ(t−t0)dt in the lower part of the table.
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In general, the structural symmetry of the model, the symmetry of fiscal play-
ers’ preferences and the shocks make all the fiscal players’ losses to be the same in
the N , C and F regimes. Naturally, this symmetry is broken up under partial fiscal
cooperation. The decomposition of losses shows that in nominal terms squared in-
flation deviation over time is about 5 times higher than squared output gap deviation
over time. That is why inflation deviation contributes to the total fiscal loss as much
as output gap deviation, even though fiscal players care 5 times less about inflation
than about output gap. This observation validates our choice of benchmark weights
in the loss functions.20

Regarding the form of the AD curve and the comment of Lambertini and Rovelli
(2003), quoted in Sect. 2, that both types of authorities target the same variable, it
is interesting to note that, in our dynamic setting, there is no straightforward rela-
tionship between changes in total volatility of output and changes in total volatility
of inflation. Intuitively, we would expect that, since the volatility of inflation is di-
rectly linked with volatility of output gap via the Phillips Curve just as the volatility
of output gap is linked to the volatility of inflation in the AD curve, the relation-
ship between changes in the total loss of both variables should be one-directional.
In other words, diminished inflation volatility would be related to either diminished
or increased output gap volatility only. However, in our relatively rich dynamic set-
ting, diminished (total) inflation volatility can be associated both with decreased
(total) volatility of output gap (e.g. βF,C1ŷ

2
C1 and αF,C1π̂

2
C1 in F vs. N ) and with

increased (total) volatility of output gap (e.g. βF,C1ŷ
2
C1 and αF,C1π̂

2
C1 in [12|3|4]

vs. N ). Thus, it is clear that complex patterns of economic conditions can emerge in
our model, which emphasises the need for an accurate policy regime.

The dynamics of all relevant variables in regimes N , C and F is compared in
Fig. 1. Symmetric supply side (positive) inflation shocks cause output gap to decline
which urges expansionary fiscal policies in all countries. In contrast, the central bank
reacts to positive inflation by increasing interest rates. Thus, there is an obvious pol-
icy conflict between fiscal and monetary authorities. From decomposed losses in
Table 3 we see that in the non-cooperative regime N there is a strong free-riding
effect compared to the grand coalition regime C, which results from the positive fis-
cal spillovers characterising our setting.21 When authorities do not cooperate, each
of them tries to free-ride on the others’ stabilisation efforts. The same phenomenon
occurs in Beetsma et al. (2001) as their model also features positive fiscal spillovers.
Consequently, all the authorities do not stabilise the economy strongly enough and
the output gap and inflation deviations under regime N are comparatively high. This
results, for instance, in the following total loss for fiscal players from output gap and
inflation deviations: 1.0880 and 1.0782, respectively. In contrast, under regime C,

20More conventional preferences in which fiscal authorities care only two times as much about
output gap as about inflation will be studied later on in this chapter.
21The term “free-riding” refers here to taking advantage of others’ stabilisation policies during
the stabilisation game (i.e. from time t0, when the shock occurs, onwards). However, this term
will be also used in the context of individual players breaking-up coalitional arrangements (with
the same objective to take advantage of others’ cooperative stabilisation policies but themselves
playing non-cooperatively and constraining own costly policies).
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Fig. 1 Benchmark model, vπ0S , comparison of regimes N , C and F

fiscal players: (i) do not try to free-ride on each other and (ii) take into account posi-
tive spillovers from other fiscal policies. Accordingly, they pursue a more active fis-
cal policy which is associated with the increased fiscal stabilisation cost from 0.0285
to 0.1890 and diminished losses from output gap and inflation deviations (1.0596
and 0.8725 respectively). The attitude of the central bank is crucial at this point. As
under a symmetric inflation shock, there is clearly a policy conflict between fiscal
and monetary authorities, increased fiscal activity should urge the central bank to
more restrictive monetary policy than under the non-cooperative regime N . How-
ever, in the grand coalition all players, including the central bank, cooperate, and,
secondly, the objective of every player is different than under non-cooperation as all
of them aim to minimise the joint loss function which is a weighted sum of individ-
ual losses. Thus, in our benchmark, where all players have an equal weight in every
coalition, the central bank’s objective function (9) counts only for a quarter of the
common loss function in regime C. Consequently, this function is “biased” towards
fiscal preferences. Interestingly, under regime C these are fiscal players which find
it profitable to change their policies so that there is no conflict between authorities
about the direction of the stabilisation policies. Deviations of fiscal debts and the in-
terest rate from the rules is shown in the upper part of Fig. 1. Under regime N both
authorities deviate positively from the rules, which is counter-active as fiscal debt
influences output gap in the opposite way to (nominal and real) interest rates. In con-
trast, when fiscal and monetary authorities cooperate, fiscal authorities deviate posi-
tively from the rule until period 10 and negatively since then. The sign of the central
bank’s deviations is exactly opposite; hence, both control instruments influence the
output gap always in the same direction. In addition to the consent on policy direc-
tion, the lack of free-riding makes all the policies more active. All in all, cooperation
makes the grand coalition the most attractive regime from the social point of view.

As far as now we have analysed our results mainly from the social perspective.
However, even the regime which is the most desirable from the social point of view,
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can be very difficult to attain in the self-oriented environment. This is, for instance,
the case for the grand coalition in Table 3. In a self-oriented myopic environment
it could be very difficult to enforce this form of coordination, because every fiscal
player has an incentive to unilaterally deviate from C.22 For instance, C1 prefers
[1|23|4] to C, thus, would break up the grand coalition, with hope that C2 and C3
maintain cooperation. In other words, there are strong free-riding incentives in the
case of symmetric inflation shock to deviate from full cooperation. On the other
hand, if the assumption of myopic behaviour is waived regime C is more likely
to be stable, as it is clear that no partial fiscal cooperation is sustainable as any
fiscal player involved in a coalition would prefer to break it and play in the non-
cooperative regime N .

The situation is completely different under regime F , where the central bank does
not cooperate with the coalition of all fiscal authorities. As before, coordination of
policies among governments eliminates the free-riding and alleviates the use of fis-
cal instruments. However, it is clear from the decomposed losses in Table 3 that it
exacerbates the conflict with the central bank as the loss from control effort is much
higher in this regime both for governments and for the central bank. The policies are
counter-active (see the upper part of Fig. 1) and the payoff for an increased control
action is limited to only a little lower inflation and output gap deviations, which, by
far, cannot make up for the increased loss. As a consequence, full fiscal coordination
is worse than both cooperative and non-cooperative regimes. This latter result is ex-
actly in line with the conclusions of Beetsma et al. (2001).23 The difference between
the results of both analyses is in the direction of the policies. In our model, when
all fiscal players decide to cooperate, the central bank pursues more expansionary
monetary policies than the assumed Taylor rule, whereas, the fiscal authorities pur-
sue a more restrictive fiscal policy than the assumed fiscal rule. The direction of
policies is, therefore, opposite to Beetsma et al. (2001), where supply shocks lead to
more restrictive monetary policy vs. further reaching fiscal expansion.24 However,
in both studies a regime in which fiscal players cooperate against the central bank is
counter-productive.

The ordering of social preferences over the regimes in Table 3 is C
JU/J

∗
U
 P

JU/J
∗
U


N
JU/J

∗
U
 F , i.e. cooperation in the grand coalition or in a partial fiscal coalition is

better than playing alone. The analysis of P regimes follows similar lines as the dis-

22Deviations from a coalition are related to the coalition formation theory concept of internal sta-
bility (see Plasmans et al. 2006a, for further details).
23Note that Beetsma et al. (2001) do not consider coordination in a grand coalition.
24It might be argued that the above high cost of stabilisation is caused by the specific choice of
policy rules which is so far away from optimum that players are forced to deviate much. In other
words, it might be argued that θMπ should be closer to 1 and θiπ closer to 0. However, in other
regimes, even in the fully non-cooperative regime, players are able to choose paths of stabilisation
instruments close to assumed policy rules. This clearly overlures such an objection. Furthermore,
the results reported in Table 3 were checked also for other parameterisations of policy rules such
as: (θMπ = 1.5; θiπ = 0); (θMπ = 1; θiπ = −0.5); (θMπ = 1.25; θiπ = 0); or (θMπ = 1; θiπ = 0) and
produce similar results (under all the above assumptions).
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cussion of the grand coalition case. Starting from the non-cooperation, the creation
of partial fiscal coalition eliminates free-riding incentives between two governments
involved in cooperation which increases their activity. For example, when [12|3|4]
is created, χF,C1

̂̂
f

2

C1 and χF,C1
̂̂
f

2

C2 increase symmetrically from 0.0285 to 0.2541.
This increase is higher than the increase for the grand coalition, thus, it cannot be

justified only by the diminished free-riding incentives. At the same time χF,C1
̂̂
f

2

C3
also increases (from 0.0285 to 0.0336), instead of decreasing.25 Both the above
results are to be explained by the more constrained activity of the central bank,
which is caused by the asymmetry of output gap and inflation in this regime that
makes union-wide averages less volatile and, therefore, not affecting the loss of a
monetary authority to such an extent as before. In other words, the central bank is
able to free-ride even more than in regime N and this, in turn, increases the use of
control instrument in both fiscal players involved in a coalition and playing non-
cooperatively.

5.3 Asymmetric Inflation Shock

Table 4 is constructed in a similar manner as Table 3 and presents (optimal) wel-
fare losses for the asymmetric (country-specific) inflation shock, vπ0S := [vπ1,0, vπ2,0,
vπ3,0]T = [1,0,0]T . Clearly, not all fiscal losses are now symmetric, as the shock
directly hits the first country only and other member-states of a monetary union
have to deal with its indirect consequences. However, in general, it can be said that
the pattern of losses in Table 4 is quite similar to Table 3: again the ordering of

social preference over regimes is C
JU/J

∗
U
 P

JU/J
∗
U
 N

JU/J
∗
U
 F ; full fiscal cooper-

ation is the worst regime for everybody; the grand coalition performs reasonably
well but myopic fiscal players would have an incentive to break up this regime; par-
tial fiscal coordination is not sustainable as players involved in cooperation would
prefer the non-cooperative regime. Finally, it should be noted that cooperation of a
country which is not affected directly by the shock with a country which is affected
(regimes [12|3|4] or [13|2|4]) is very unprofitable for both of them but especially for
the former one. Furthermore, also cooperation of both countries which are not af-
fected directly by the shock (regime [1|23|4]) is also not profitable when compared
to non-cooperation. Consequently, any form of partial fiscal cooperation when the
correlation of shocks gets smaller seems to be unsustainable in case of a symmetric
inflation shock.

Losses in this case are smaller than for the symmetric inflation shock because
there is a different reaction of the common monetary policy and national fiscal poli-
cies in countries not affected by the shock. This happens because the central bank

25The decrease in C3 control effort would be expected as the cooperation between C1 and C2, by
increasing their activism, gives even more incentives to free-ride.
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Table 4 Optimal losses for an asymmetric inflation shock, baseline parametrisation

(sc1, v
π
0S) N C F [12|3|4] [13|2|4] [1|23|4]

C1 0.3409 0.3245 1.0848 0.3921 0.3921 0.2807

C2 0.2369 0.2329 1.0495 0.3006 0.1763 0.2896

C3 0.2369 0.2329 1.0495 0.1763 0.3006 0.2896

CB 0.6939 0.5923 2.4270 0.6024 0.6024 0.6084

JU (t0) 1.5092 1.3827 5.6109 1.4715 1.4715 1.4684

J ∗U (t0) 0.8483 0.7618 3.3804 0.7898 0.7898 0.7932

αF,C1π̂
2
C1 0.1659 0.1461 0.1584 0.1509 0.1509 0.1541

βF,C1ŷ
2
C1 0.1681 0.1679 0.1607 0.2183 0.2183 0.1100

χF,C1
̂̂
f

2

C1 0.0069 0.0104 0.7656 0.0228 0.0228 0.0165

αF,C2π̂
2
C2 0.1067 0.0823 0.0970 0.0896 0.0924 0.0899

βF,C2ŷ
2
C2 0.1266 0.1215 0.1253 0.1573 0.0760 0.1512

χF,C2
̂̂
f

2

C2 0.0035 0.0291 0.8270 0.0536 0.0078 0.0483

αF,C3π̂
2
C3 0.1067 0.0823 0.0970 0.0924 0.0896 0.0899

βF,C3ŷ
2
C3 0.1266 0.1215 0.1253 0.0760 0.1573 0.1512

χF,C3
̂̂
f

2

C3 0.0035 0.0291 0.8270 0.0078 0.0536 0.0483

αCBπ̂
2
CB 0.5990 0.4847 0.5544 0.5220 0.5220 0.5230

βCBŷ
2
CB 0.0241 0.0235 0.0235 0.0242 0.0242 0.0242

χCB̂̂ı
2
U 0.0707 0.0840 1.8490 0.0561 0.0561 0.0612

targets average inflation which in the case of an asymmetric shock is clearly much
smaller than in case of a symmetric one (see Fig. 2). Also, the national fiscal poli-
cies of C2 and C3 react more moderately since these countries are only affected by
cross border-spillovers and the restrained reaction of the common monetary policy.

The above findings, in general, correspond to the main arguments of Beetsma
et al. (2001). Indeed, the clash between authorities is diminished under an asym-
metric inflation shock because many effects cancel each other and policymakers
have less incentives to excaberate the dispute. However, in our model, the extent of
the conflict is still so substantial, that the excessive use of control instruments make
the regime of fiscal cooperation, by far, unprofitable.

5.4 Sensitivity Analysis

Thus far, we have studied a number of cases characterised by different forms of
coordination. It is interesting to perform sensitivity analyses of the model in order
to identify which results (possibly) prevail and which parameters contribute mostly
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Fig. 2 Benchmark model, vπ0S vs. vπ0A, regime N

to particular outcomes. Some elements of a sensitivity analysis have been already
present in the discussion above. In particular, we have inquired what happens to
the social loss when alternative weights of the central bank in the grand coalitions
are assumed. Additionally, we performed sensitivity analysis in three other dimen-
sions:

1. Similarly to Beetsma et al. (2001) or Beetsma and Jensen (2005) we vary one
structural parameter of the model at a time, assuming that it has either a high or
a low value. Additionally, we perform not only one but a number (usually 4 or 5)
of simulations in the neighbourhood of each high and low value;

2. Furthermore, we study various combinations of preference parameters in the loss
functions of players. In particular, different ratios of preferences towards output
gap and inflation are considered;

3. In the next step, the sensitivity analysis of governments’ preferences is per-
formed. A particular attention will be paid to the government preference param-
eter χi which different values can be interpreted as levels of the SGP stringency.

A detailed description of the obtained results is available in the Appendix (Sec-
tions A.1–A.4). The structural parameter sensitivity check reveals that the degree of
output gap backward-lookingness is the key parameter, which can either magnify or
diminish the conflict between fiscal and monetary authorities. Counter-intuitively, it
turns out that cooperation can be more effective when the economies are relatively
more backward-looking. Backward-lookingness makes economies more rigid and
therefore more difficult to control which, in turn, should lead to increased control
effort. This is the main factor inducing conflict with the central bank in the bench-
mark and resulting in higher losses in the full fiscal cooperation regime. However,
when a certain threshold is triggered, the players realise that there is no point in
setting off each other’s policies as their influence on the economy becomes too lim-
ited. Consequently, they all decide to refrain from excessive actions and instead of
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colliding their policies, governments try to free-ride on the central bank’s control
effort and vice versa. Interestingly, this is not the case under the non-cooperative
regime. Instead, in this type of regime, conflict between authorities increases to-
gether with the backward-lookingness of the output gap. Consequently, when the
rigidity of the output gap becomes high enough, non-cooperation starts to become
inferior w.r.t. fiscal cooperation. In other words, the situation is the exact rever-
sal of that of the baseline analysis. In the benchmark case, characterised by high
forward-lookingness, free-riding diminishes the conflict between fiscal and mon-
etary authorities under non-coordination. However, under fiscal coordination, the
struggle between governments and the central bank increases everybody’s loss.
When high backward-lookingness is assumed, the conflict is exaggerated under
non-cooperation, whereas under fiscal cooperation, authorities try to free-ride on
each others’ policies.

The second factor which heavily influences the results of our benchmark analysis
is the relative conflict between preferences of fiscal and monetary authorities. The
more governments exclusively focus on output gap stabilisation and the more cen-
tral banks focus on inflation stabilisation, the more pronounced the conflict between
them becomes. Consequently, the counter-profitable effects of full fiscal coopera-
tion are even greater. On the other hand, when the preferences of both types of play-
ers are more alike, there is less reason for conflict and fiscal cooperation becomes,
from the social point of view, beneficial. More specifically, full fiscal cooperation
initially becomes beneficial w.r.t. the non-cooperative regime, before subsequently
becoming more beneficial w.r.t. partial fiscal cooperation regime and finally, more
beneficial w.r.t. the grand coalition. This last effect is counter-intuitive as, by defi-
nition, the grand coalition always minimises the sum of the losses of all the players
in the LQDGs. However, in our analysis we mainly refer to our own definition of
the social loss in which, as has been mentioned previously, the cost of interest rate
deviation from the rule is properly weighted to correspond to the one-country case.
Consequently, our social optimum does not necessarily agree with the grand coali-
tion. In fact, when the loss functions of governments and central banks become very
alike, social loss obtained under fiscal cooperation tends to be smaller than under
the grand coalition. This is caused by the fact that, in the simple sum of players’
losses, the weight of the control instrument of a monetary authority is relatively
small w.r.t. fiscal debts of individual governments. This creates an incentive to use
it more extensively. If the importance of the interest rate is appropriately rescaled in
the social loss, the grand coalition is no longer the most profitable regime.

Using numerical simulations, we study the way in which various combinations
of policy rules’ parameters influence output gap and inflation volatility. We also
determine which of such combinations are likely to result in a(n) (near) optimal
outcome from the social point of view. In the non-cooperative regime, and under a
symmetric inflation shock, the proximity of the social optimum is reached for the
combination of rules in which the central bank follows the standard Taylor rule, yet
there is no automatic fiscal stabiliser to output. However, we show that if players in
a monetary union were able to unilaterally choose their rules, the social optimum
combination would not be sustainable. This is because the monetary authority has
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incentives to increase its automatic reaction to inflation and, at the same time, the
government has incentives to increase its reaction to output gap. When these things
occur simultaneously, the economies end up in a position that is suboptimal, not
only from the social point of view, but also from the perspective of the individual.

Finally, we study various scenarios characterised by different levels of the SGP
stringency and show that it is the third factor that is pivotal to the benchmark re-
sults. The increased SGP stringency reduces the incentives for fiscal players to use
control instruments. Therefore, in situations where high social losses were driven
by the conflict between authorities (notably full fiscal cooperation regime), this
firmer stance is beneficial to the union-wide economic interest. However, in situa-
tions where free-riding is present (notably non-cooperative regime under benchmark
parametrisation), increased SGP stringency may lead to more extensive free-riding
of governments, since controlling the economy becomes much more costly. This,
in turn, forces the central bank to intervene and increases social loss of the union.
In other words, the stringent SGP has both positive and negative effects in our con-
text and is able to render unprofitable full fiscal cooperation regime profitable w.r.t.
non-cooperation.

6 Conclusions

In this work we considered a number of important issues concerning the policy co-
ordination in the monetary union which have been discussed in the literature. In
relation to this, we proposed a (stylised) Multi-Country New-Keynesian Monetary
Union Model cast in the framework of linear quadratic differential games which can
be used to simulate strategic interactions between an arbitrary number of fiscal au-
thorities who interact in coalitions either in cooperation with or against the common
central bank. In the above setting, we studied various coordination arrangements,
including partial fiscal cooperation between only a subgroup of countries, which, to
the best of our knowledge, had not previously been considered in the literature.

Our results are comparable to those of Beetsma et al. (2001) but in a much richer
dynamic setting. Whereas free-riding in economics and social sciences is usually
associated with inefficiency and losses, in our model, for many parameter combina-
tions, fiscal cooperation between all countries in a monetary union turns out to be
counter-productive as a result of exacerbated conflict with the central bank. Thus,
the non-cooperative regime, in which policy-makers free-ride on each others’ stabil-
isation efforts, is more profitable. The relative performance of fiscal cooperation is
worst in the case of a symmetric inflation shock. When the shock is asymmetric, the
response of the central bank to an average inflation in the union is more moderate,
as are the losses of all the authorities.

In addition to the above results, in our multi-country framework, we were able
to study intermediate regimes, in which only a subgroup of the fiscal players co-
operate. Such a solution turns out to be interesting, especially from the common
perspective. When a unity of governments is broken and they no longer optimise the
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common objective function, then the free-riding element is back into play and the
ultimate choice of optimal policies is much less intense. Nevertheless, such regimes
can be difficult to sustain, as they lead to a deteriorated position of some individual
countries.

Furthermore, we discussed the effectiveness of the grand coalition, i.e. coopera-
tion between all fiscal authorities and the monetary authority. Although this regime
is profitable from the social point of view, it seems unlikely that it could be sustained
without the creation of a central control or an effective transfer system. Since the
situation is caused by the fact that individual countries are often worse off in the
grand coalition than if they were in the non-cooperative regime, these countries are
not willing to accept such a regime without compensation.

Finally, we performed an extensive sensitivity check of our results and deter-
mined three variables that are pivotal to the results we obtained for the benchmark
of our model: (i) the degree of forward-lookingness in the union’s economies; (ii) the
preference conflict between fiscal and monetary authorities; and (iii) the SGP strin-
gency. The last analysis reveals the most interesting finding as long as the issue of
fiscal cooperation is concerned. Since the main source of the relative inefficiency of
full fiscal cooperation is an increased conflict with the central bank due to a more in-
tensive use of the relevant control instrument. Higher levels of SGP stringency mean
that the use of fiscal debt becomes less and less attractive. This, in turn, removes the
reason for conflict between two types of authorities.

The following policy conclusion can be derived from our analysis. The grand
coalition is, in general, the most effective regime; however, only if the design of a
cooperative arrangement takes into account the specific nature of a central bank and
its policy instruments. However, this regime is difficult to implement due to vari-
ous problems. In particular, the very nature of such a coalition jeopardises the idea
of the independent central bank. On the other hand, under special circumstances,
like present financial crises that spreads to other sectors of the global economy, we
already witness various forms of cooperation between the ECB and the EMU mem-
ber states as well as EU member states. However, in general, both de jure and de
facto state of the affairs in the EMU can be described best by the non-cooperative
regime. Since the grand coalition is rather out of question in the long term, inter-
governmental coordination appears to be another interesting alternative. With re-
spect to this, our results show that obligatory fiscal coordination between all the
countries within the union can be counter-productive and that smaller coalitions of
countries should be considered. This corresponds to the findings of the literature on
voluntary environmental agreements that suggest that local solutions are more sta-
ble than a centralised approach as for instance the Kyoto Protocol. Similarly, partial
fiscal cooperation can be an interesting option as far as macroeconomic policy co-
ordination is concerned. However, if (possibly multiple) partial agreements are not
feasible for political reasons, then full fiscal coordination can be considered again
in conjunction with the increased stringency of the SGP. The SGP should prevent
excessive increases in fiscal activity that might be induced by cooperation.

Our analysis can be extended in several important directions. Although we con-
sidered both symmetric and asymmetric shocks in our analysis, we assumed full
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symmetry of monetary union member states. Following on from this, it would be
beneficial to carry out an analysis of an asymmetric model, in terms of both the
economies structures and the players preferences. Furthermore, since our results
suggest that more attention should be devoted to partial forms of cooperation be-
tween the governments of a monetary union, we would like to extend our analysis
to (at least) a four-country case, where two non-trivial fiscal coalitions may coexist
in one single coalition structure. Finally, it could be interesting to consider how the
results obtained from our model are altered by the introduction of a federal fiscal
transfer system in a monetary union.26
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Appendix

A.1 Sensitivity Analysis with Respect to Structural Parameters

The assumed changes of one structural parameter at a time are presented in the
first column of Table 5. The next columns show the social preference ordering over
different regimes for four shocks.27 The following notation is used: P—stands for
regimes 4, 5 and 6; regime in bold means that players in a coalition are better off
than inN ; Ĉ/F̂—means that all fiscal players in grand/full fiscal coalition are better
off than in N but the CB is not in this regime; Č/F̌—vice versa; F—all players are
better off than in N . In most of the cases the ordering based on J ∗U was the same as
based on JU , with only few minor exception, therefore, only the preference ordering
based on the former social loss is reported in Table 5.

For all combinations of parameters except for κi,y/π = 0.5, from the social point
of view, regime N is preferred over F ; in other words full fiscal coordination in
counter-productive. Thus, it can be said that for the large set of parameters our model
confirms results of Beetsma et al. (2001).

The ordering CPNF prevails for symmetric inflation shock vπ0S and is robust to
changes in parametrisation (except for lower value of κi,y/π ).28 The same ordering
is valid for country-specific inflation shock vπ0A, however, due to asymmetry partial

26An example of such an analysis (albeit only in a two-country setting) can be found in Plasmans
et al. (2006a, Chap. 3).
27For the time being we focus on structural parameters of the model excluding policy rules, which
together with preference parameters will be discussed in the next section.
28Note that in the case of symmetric shock regimes 4, 5 and 6 denoted jointly by P are symmetric;
thus, are characterised by the same social loss. However, for asymmetric shocks which always hit
C1 only regimes 4 and 5 are symmetric to each other where as they are, in general, asymmetric
to regime 6. Consequently, for asymmetric shocks we do not the joint P -notation for partial fiscal
cooperation regimes.
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Table 5 Sensitivity analysis
of the benchmark model J ∗U (t0)

vπ0S vπ0A v
y

0S v
y

0A

Benchmark CPNF C456NF P ĈNF CN456F

κi,y/π ≈ 0.5 CF̌PN C6F̌45N CPFN C645FN

κi,y/π ≈ 0.8 CPNF C645NF CPNF C645NF

γi ≈ 0.45 CPNF C456NF NĈPF CN456F

γi ≈ 0.55 CPNF C456NF NĈPF CN456F

ηi ≈ 0.65 CPNF C456NF ĈPNF CN456F

ηi ≈ 1 CPNF C456NF P ĈNF CN456F

ρij ≈ 0.4 CPNF C456NF NĈPF CN456F

ρij ≈ 0.5 CPNF C456NF CPNF CN456F

δij ≈ 0.075 CPNF C456NF P ĈNF C45N6F

δij ≈ 2/3 CPNF C456NF NĈPF CN456F

ξi ≈ 0.03 CPNF C645NF CPNF Č645NF

ξi ≈ 0.125 CPNF C456NF CPNF ČPNF

ςij ≈ 0.025 CPNF C456NF NĈPF Č6N45F

ςij ≈ 0.1 CPNF C456NF CPNF Č6N45F

fiscal coalition 6 is (in general) characterised by different social loss than 4 and 5;
thus, preference ordering over partial fiscal coalitions might vary. This leads to the
conclusion that the grand coalition or partial fiscal coalitions should be sought as the
socially efficient regimes in the case of inflation shock. The question whether such
forms of coordination would be sustainable remains open. In Table 5 under vπ0S and
vπ0A the grand coalition is preferred over non-cooperation by every player from an
individual point of view. However, it does not tell us whether any player would like
to deviate from this arrangement with hope that remaining fiscal players maintain
cooperation and a partial fiscal regime emerges. In contrast, the fact that P -regimes
are usually inferior to N for (fiscal) player(s) being in coalitions allows us to draw
a conclusion that, certainly, these regimes are not sustainable in self-oriented (and
myopic) environment.

The picture is less clear for output gap shocks as parameter changes have more
influence on regimes’ social ordering here. Full fiscal cooperation is always least
preferred (except for lower value of κi,y/π ) so the results of Beetsma hold also in this
case. However, in contrast to inflation shocks, the grand coalition scores often worse
than non-cooperation or P -regimes in the case of symmetric output gap shock.

To summarise, sensitivity analysis of the benchmark model confirms the result
of Beetsma et al. (2001) as in all the cases but one full fiscal coordination is worse
than non-cooperation. Furthermore, this result can be extended further, as it comes
out that F is the worst of all regimes, including partial fiscal cooperation. For in-
flation shocks, the grand coalition is the socially optimal outcome, and this regime
is better than non-cooperation from the individual point of view. However, whether
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Table 6 Optimal losses for (vπ0S , κi,y = 0.5)

(sc1, v
π
0S) N C F [12|3|4] [13|2|4] [1|23|4] NF

C1 4.2650 3.5500 3.5033 3.7917 3.7917 3.4779 4.0750

C2 4.2650 3.5500 3.5033 3.7917 3.4779 3.7917 4.0750

C3 4.2650 3.5500 3.5033 3.4779 3.7917 3.7917 4.0750

CB 11.7566 6.9454 8.5717 10.1221 10.1221 10.1221 12.3601

JU (t0) 24.5516 17.5957 19.0817 21.1836 21.1836 21.1836 24.5859

J ∗U (t0) 13.9057 8.9598 10.3530 11.8533 11.8533 11.8533 13.7293

βF,C1ŷ
2
C1 1.7332 2.1976 2.0190 2.0272 2.0272 1.4935 1.4647

αF,C1π̂
2
C1 1.7692 1.0961 1.3181 1.5834 1.5834 1.5980 2.4136

χF,C1
̂̂
f

2

C1 0.7625 0.2562 0.1661 0.1810 0.1810 0.3863 0.1966

βF,C2ŷ
2
C2 1.7332 2.1976 2.0190 2.0272 1.4935 2.0272 1.4647

αF,C2π̂
2
C2 1.7692 1.0961 1.3181 1.5834 1.5980 1.5834 2.4136

χF,C2
̂̂
f

2

C2 0.7625 0.2562 0.1661 0.1810 0.3863 0.1810 0.1966

βF,C3ŷ
2
C3 1.7332 2.1976 2.0190 1.4935 2.0272 2.0272 1.4647

αF,C3π̂
2
C3 1.7692 1.0961 1.3181 1.5980 1.5834 1.5834 2.4136

χF,C3
̂̂
f

2

C3 0.7625 0.2562 0.1661 0.3863 0.1810 0.1810 0.1966

βCBŷ
2
CB 0.3466 0.4395 0.4038 0.3677 0.3677 0.3677 0.2929

αCBπ̂
2
CB 8.8462 5.4808 6.5908 7.9414 7.9414 7.9414 12.0680

χCB̂̂ı
2
U 2.5637 1.0251 1.5770 1.8128 1.8128 1.8128 0

C is sustainable remains still an open question. Partial fiscal cooperation is subop-
timal w.r.t. the grand coalition but gives better results than non-cooperation from
the social perspective. Unfortunately, in many cases these regimes are suboptimal
from individual point of view, thus, possibly unsustainable in the non-cooperative
environment, especially if players are myopic. The ineffectiveness results about full
fiscal coordination hold also for output gap shocks, but it more difficult to draw
some definite conclusions about the preference ordering over the other regimes as
the differences in social loss between them are small and, therefore, sensitive, to
changes in parametrisation.

It is apparent from Table 5 that the influence of forward-lookingness on our
model calls for more attention, as lower values of this parameter may have an impor-
tant impact on the result obtained above. Table 6 shows the optimal losses for sym-
metric inflation shock vπ0S and benchmark parametrisation but with κi,y/π = 0.5.
What is the reason for the improved effectiveness of F regime w.r.t. N when the
economies in a monetary union are characterised by lower forward-lookingness?

Change of an important model parameter certainly influenced the reduced form
matrices B̃4 and B̃5 which show the influence of control instruments on output gaps
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Table 7 Symmetric inflation
shock, the number of
equilibria in LQDGs

(sc1, v
π
0S) N C F [12|3|4] [13|2|4] [1|23|4]

LQDGE 158 1 1 140 140 140

PUNE 1 1 1 13 13 13

and inflations, respectively.

B̃4 =
⎡

⎣
0.7007 0.1468 0.1468 −0.6631
0.1468 0.7007 0.1468 −0.6631
0.1468 0.1468 0.7007 −0.6631

⎤

⎦ , and

B̃5 =
⎡

⎣
0.0134 0.0026 0.0026 −0.0125
0.0026 0.0134 0.0026 −0.0125
0.0026 0.0026 0.0134 −0.0125

⎤

⎦ .

The pattern is closely comparable to the benchmark (all the values are now more
or less 15 % lower than before and all the signs are preserved). With a bigger
backward-looking component, economies are more persistent and converge slower
to the equilibrium. This is reflected by nearly two times as more losses in regimes
N , C and P for κi,y/π = 0.5 compared to benchmark with κi,y/π = 2

3 in Table 3.
As far as the cost of the control instruments is concerned, we observe the following
pattern. For regimes where only fiscal players fully or partially cooperate (i.e. F
and P ), (total) cost of control of those players involved in the coalition gets lower
when backward-looking component becomes more eminent. In the case of full fis-
cal cooperation. This reduction is drastic, from 7.2424 to 0.1974. In contrast, the
loss of the fiscal players from the control effort (in P regimes) increases more than
10 times, from 0.0336 to 0.3682. The same holds for the non-cooperative regime,
where the (non-cooperative) fiscal players have their control effort increased from
0.0285 to 0.6618. In spite of the somewhat increased volatility of inflation and out-
put gap, the above decrease in control cost in the F regime accompanied by the
increase in control cost in N regime (see Fig. 3) makes full fiscal cooperation more
attractive than previously.

The reason for these more moderate actions should be sought in the fact that more
backward-lookingness in the model means that economies are more persistent and
more slowly converging to equilibrium. This means that it is more costly to control
them as the use of instruments is less efficient, which successfully diminishes the
conflict between authorities, which choose more reasonable policies.

To improve our understanding of the meaning of forward-lookingness in the
model similar sensitivity check to the previous one was conducted but now assum-
ing that κi,y/π is set to 0.5 as the benchmark. The results are presented in Table 8
which was constructed in the same way as Table 5.29

29In Table 8 the orderings based on JU (t0) are in all cases but 8 exactly the same as those based on
J ∗U (t0), where the differences occurred only in the ordering of partial fiscal cooperation regimes 4,
5 and 6 under asymmetric shocks. Consequently, we report only orderings based on J ∗U (t0).
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Fig. 3 Benchmark vs. model with lower forward-lookingness, vπ0S , regime N

Table 8 Sensitivity analysis,
benchmark model but with
lower forward-lookingness

J ∗U (t0)/JU (t0)

vπ0S vπ0A v
y

0S v
y

0A

Benchmark CF̌PN C6F̌45N CPFN C645FN

γi ≈ 0.45 CF456N CF645N C456FN Č645FN

γi ≈ 0.66 CF456N CF645N CNF456 ČNF456

ηi ≈ 0.65 CF456N CF456N CNF̂456 ČF̂N456

ηi ≈ 1 CF456N CF645N C456FN Č45FN6

ρij ≈ 0.35 CF456N CF645N C456FN C645FN

ρij ≈ 0.55 CF456N CF645N CFN456 Č645F̂N

δij ≈ 0.075 CF456N CF645N C456FN Č45F̂N6

δij ≈ 0.5 CF456N CF645N C645FN Č456FN

ξi ≈ 0.03 CF456N CF456N C456F̌N Č6F̌N45

ξi ≈ 0.125 CF456N CF645N CF456N C645FN

ςij ≈ 0.02 CF456N CF645N C456FN C645FN

ςij ≈ 0.1 CF456N CF645N C645FN Č456FN

In most of the cases, J ∗U(t0,F ) is preferred over J ∗U(t0,N) which confirms that
forward-lookingness is decisive for the social profitability of full fiscal cooperation
in our model. Similarly to Table 6 the social ordering is especially robust for both
symmetric and asymmetric inflation shocks. In all these cases full fiscal coordination
is the second best regime just after the grand coalition. Regimes P with smaller fis-
cal coalitions score worse, where as the worst result is obtained for non-cooperation.
Consequently, in contrast to previous findings and Beetsma et al. (2001), the above
results strongly advocate the need for coordination in the case of inflation shocks.
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Furthermore, any form of coordination is better than non-cooperation, not only from
the social point of view, but also from the perspective of individual authorities.

The results are a little less clear for output gap shocks as, for a few parameter
combinations, non-cooperation comes back to the position it took in Table 5, i.e.
just after C but before N . It happens when the CB gets more powerful w.r.t. fiscal
players in its influence on the output gap (either higher values of γi or lower value
of ηi ).

A.2 Sensitivity Analysis w.r.t. Preference Parameters

Thus far, our sensitivity analysis was performed only w.r.t. structural parameters of
the economies (excluding policy rules). It is interesting to take a closer look into
preference parameters in players’ loss functions. In the benchmark, fiscal players
cared five times more about development of output gaps than inflation whereas the
CB cared five times more about inflation than output gap. We argued that such a
preferences were in line with other parameters in the model as they guarantee that
no variables are overrepresented in the total loss of players (as decompositions in
previous sections confirm). In this section we vary relative preferences of fiscal and
monetary authorities regarding output gap and inflation. In particular, let rπ/yF and

r
π/y
CB denote the ratio between αi and βi and between βCB,i and αCB,i , respectively,

i.e. rπ/yF := αi
βi

and rπ/yCB := βCB,i
αCB,i

. The sensitivity analysis will be performed for rπ/yF

and rπ/yCB simultaneously changing from 0 to 1 with step 0.1. For rπ/yF = rπ/yCB = 0
we have a situation where governments are concerned only about output gaps (i.e.
are very liberal in stabilisation sense) while the CB is concerned only about inflation
(i.e. is very conservative). In other words, this is the situation when preferences are
totally opposite. In contrast, when rπ/yF = rπ/yCB = 1 fiscal authorities as well as the
monetary ones are equally interested in deviations of both variables, which, taking
into account that the weight of the control instrument does not change and is equal
between all the players, means that under symmetric shocks their objectives are the
same in this extreme case. The results of the sensitivity check of the benchmark
model with preferences amended in the above way are presented in Table 9. The
ordering in this table, similarly to previous tables, is based on J ∗U(t0).

It is evident from Table 9 that the grand coalition is the socially optimal regime
for lower values of rπ/yF/CB , when preferences of various authorities are opposite. The
second best choice are partial fiscal cooperation regimes, where as fiscal cooperation
scores worst, even worse than non-cooperative regime N . This pattern is observed
in the neighbourhood of the benchmark for all shocks except for vy0S . In contrast,

when rπ/yF/CB becomes larger, first partial fiscal cooperation becomes more socially
profitable than C, then F more profitable than N and, finally, when preferences of
governments and the CB coincide, F becomes the most profitable outcome of all.
This last result is interesting as previously, in the majority of situations, C was the
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Table 9 Sensitivity analysis, benchmark model with altered preference

r
π/y
F/CB J ∗U (t0)

vπ0S J ∗U vπ0A J ∗U v
y

0S 102J ∗U v
y

0A 102J ∗U

0 CPNF 17.16 Č645NF 1.93 CNPF 4.23 CN456F 3.17

0.1 CPNF 13.14 Č645NF 1.54 ĈNPF 7.78 CN456F 3.38

0.2a CPNF 10.58 C456NF 1.23 P ĈNF 7.37 CN456F 3.32

0.3 CPNF 8.97 C456NF 1.06 PĈNF 7.13 C45N6F 3.31

0.4 CPNF 8.05 C456NF 0.96 PĈNF 6.98 CN456F 3.28

0.5 PCNF 7.58 45C6NF 0.91 PĈNF 6.90 Ĉ45NF6 3.27

0.6 PCNF 7.11 45C6NF 0.84 PĈNF̂ 6.85 ĈF̂45N6 3.28

0.7 PCNF 6.80 456CNF 0.81 PF̂NĈ 6.84 ĈF̂N456 3.24

0.8 PCFN 6.66 456CFN 0.79 FPNĈ 6.82 FĈ45N6 3.28

0.9 FPCN 6.58 F645CN 0.79 FPNĈ 6.82 F45ĈN6 3.29

1.0 FPCN 6.61 F645CN 0.79 FPNĈ 6.85 F45CN6 3.26

aBenchmark

most socially desirable outcome. However, when rπ/yF/CB ≈ rπ/yF/CB this regime is not
so efficient any more because under equal bargaining power assumption the loss of
the CB is under-represented in the joint loss of the grand coalition. This leads to
the situation in which the interest rate is less important in the joint loss than fiscal
debts of individual countries and, therefore, is used more extensively than under F ,
where free-riding between fiscal coalition and the CB prevents both groups from an
overuse of their control instruments. It is easily visible in Table 10 which shows the
decomposed players losses for symmetric price shock and symmetric preferences,

i.e. rπ/yF = rπ/yCB = 1. Loss from χF,C3
̂̂
f

2

C3 under F is bigger than under C and, at

the same time, χCB̂ ı̂
2
U is lower under F than under C as fiscal players in F cannot

rely so much as in C on interest rate to stabilise economies due to free-riding of
the CB. Since, in social loss based on J ∗U interest rate has relatively bigger share
than in the joint loss of the grand coalition, full fiscal coordination scores better
than the grand coalition where interest rate is relatively overused. Another important
observation from Table 9 is that partial fiscal cooperation, as in most of the cases
analysed before, is very often the second best choice.

Next to every column with social preference ordering we show average social
loss obtained for different levels of rπ/yF/CB . Obviously, the less conflicting prefer-
ences are the lower average common loss suffered by the union is. Thus, the per-
centage difference between the average losses for rπ/yF/CB = 0 and rπ/yF/CB = 1 is the
highest for symmetric and asymmetric inflation shocks (61.5 % and 59 %, respec-
tively), and much more moderate for both output shock (13.5 % and around 0),
which confirms are previous results that the biggest gains from choosing an appro-
priate regime is to be expected in the former case.
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Table 10 Optimal losses for vπ0S , αF,i = αCB = 1
2αCB = 1

2αF,i

(sc1, v
π
0S) NC C F [12|3|4] [13|2|4] [1|23|4]

C1 6.3331 5.0871 5.8439 6.3071 6.3071 5.4947

C2 6.3331 5.0871 5.8439 6.3071 5.4947 6.3071

C3 6.3331 5.0871 5.8439 5.4947 6.3071 6.3071

CB 6.9370 6.5147 5.5070 6.2236 6.2236 6.2236

JU (t0) 25.9363 21.7763 23.0388 24.3328 24.3328 24.3328

J ∗U (t0) 7.0018 6.9906 6.1134 6.5194 6.5194 6.5194

βF,C1ŷ
2
C1 1.0667 1.1640 1.0812 1.3336 1.3336 0.6526

αF,C1π̂
2
C1 5.2015 3.4472 4.1563 4.6365 4.6365 4.7429

χF,C1
̂̂
f

2

C1 0.0648 0.4758 0.6063 0.3369 0.3369 0.0992

βF,C2ŷ
2
C2 1.0667 1.1640 1.0812 1.3336 0.6526 1.3336

αF,C2π̂
2
C2 5.2015 3.4472 4.1563 4.6365 4.7429 4.6365

χF,C2
̂̂
f

2

C2 0.0648 0.4758 0.6063 0.3369 0.0992 0.3369

βF,C3ŷ
2
C3 1.0667 1.1640 1.0812 0.6526 1.3336 1.3336

αF,C3π̂
2
C3 5.2015 3.4472 4.1563 4.7429 4.6365 4.6365

χF,C3
̂̂
f

2

C3 0.0648 0.4758 0.6063 0.0992 0.3369 0.3369

βCBŷ
2
CB 1.0667 1.1640 1.0812 1.0688 1.0688 1.0688

αCBπ̂
2
CB 5.2015 3.4472 4.1563 4.6717 4.6717 4.6717

χCB̂̂ı
2
U 0.6686 1.9034 0.2695 0.4831 0.4831 0.4831

A number of interesting conclusions can be drawn the above analysis. First of
all, the relative antagonism between the CB and governments in the monetary union
is an important factor which strongly determines the profitability of full fiscal co-
ordination. In contrast to other various findings from the literature, in our model,
strongly independent bank of a monetary union is not so profitable from the com-
mon perspective and more intermediate arrangements are advisable. Secondly, if
bargaining power in the grand coalition do not coincide with socially optimal pref-
erences, this regime might be counter-productive w.r.t. full-fiscal coalition, which in
turn, can turn out to be optimal due to free-riding.

The analyses in Table 9 is made under the assumption that both types of au-
thorities simultaneously change their preferences from the most conflicting to the
same ones. This was rather theoretical simulation as having little chances to be re-
alised in (the European) practice as the ECB independence is strongly safeguarded
by relevant treaties. It is also interesting to study the more realistic situation in
which the strong CB’s focus on inflation remains unchanged while governments,
at the beginning fixed only at inflation, become gradually interested in inflation.
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Table 11 Sensitivity analysis, benchmark model with altered preference

r
π/y
CB = 0 J ∗U (t0)

vπ0S J ∗U vπ0A J ∗U v
y

0S 102J ∗U v
y

0A 102J ∗U

r
π/y
F = 0 CPNF 17.16 Č645NF 1.93 CNPF 4.23 CN456F 3.17

r
π/y
F = 0.1 CPNF 13.29 Č645NF 1.53 ČPNF 7.83 C45N6F 3.31

r
π/y
F = 0.2 CPNF 10.72 C645NF 1.25 ČPNF 7.77 C45N6F 3.33

r
π/y
F = 0.3 CPNF 9.35 C645NF 1.10 CPNF 7.65 Č45N6F 3.32

r
π/y
F = 0.4 CPNF 8.63 C645NF 1.02 CPNF 7.50 C645NF 3.31

r
π/y
F = 0.5 CPNF 8.17 C645NF 1.00 CPNF 7.21 C456NF 3.30

r
π/y
F = 0.6 PCNF 7.93 645CNF 0.99 CPNF 7.24 C645NF 3.29

r
π/y
F = 0.7 PCNF 7.66 645CNF 0.96 PCNF 7.13 C456FN 3.27

r
π/y
F = 0.8 PCNF 7.62 645CNF 0.94 PCNF 7.14 C456FN 3.27

r
π/y
F = 0.9 PCNF 7.41 645CNF 0.88 PCFN 7.14 645CFN 3.27

r
π/y
F = 1 PCNF 7.29 645CNF 0.86 PČFN 7.15 645CFN 3.27

More formally, we consider the case where rπ/yCB is kept constant at 0 where as

r
π/y
F changes from 0 to 1. One possible interpretation of such simulations in Ta-

ble 11, which one can think of, are more and more stringent provisions of the SGP,
which additionally to fiscal debt issues regulates also inflation in the EMU Member
States.

In general, the outcomes in Table 11 are reasonably similar to those from Table 9
as far as main trends are considered, i.e. the less intensive conflict between authori-
ties makes partial fiscal cooperation regimes as well as full fiscal cooperation more
interesting from the social point of view. Of course, always restrictive CB makes
it impossible to reach the same outcome as in the previous case. For rπ/yCB = 0 and

r
π/y
F = 1 (i.e. the last row of Table 11) the social orderings are similar rπ/yF/CB = 0.5

previously (the middle of the Table 9). Accordingly, minimal average loss obtained
for the last case is now higher than when authorities’ preferences were more alike.
However, what is important, social losses at the end of both tables are not much dif-
ferent which shows that similar low social welfare can be obtained either by making
preferences of fiscal and monetary authorities more parallel, or by safeguarding the
CB independence and making government to be more equally oriented about infla-
tions and output gaps. The first proposition seems to be rather unacceptable by the
modern economic school, but the second one seems not only to be acceptable from
this point of view, but actually implemented in the current European practice (in
the form of the strongly independent ECB and the SGP, which makes governments
more “inflation-aware”).

The issue related to the SGP will be discussed further in this paper but first we
will consider (nearly) optimal policy rules.
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Table 12 Optimal losses for θMπ = 1.25 and θFy = 0,0.1,0.3,0.5,0.8,1.0

θUπ = 1.25 −0 −0.1 −0.3 −0.5 −0.8 −1.0

C1, C2, C3 2.9554 5.8427 9.0471 3.3611 2.8931 2.8148

CB 6.3700 4.2528 19.2972 12.7490 12.5669 13.0460

JU (t0) 15.2364 21.7811 46.4388 22.8324 21.2463 21.4904

J ∗U (t0) 8.3235 9.1524 25.6551 14.1157 13.3184 13.5231

βF,C1ŷ
2
C1 1.1145 1.6788 0.8843 0.4886 0.3842 0.3234

αF,C1π̂
2
C1 0.7790 0.6073 2.5124 1.8967 2.0648 2.2729

χF,C1
̂̂
f

2

C1 1.0618 3.5565 5.6504 0.9757 0.4440 0.2184

βCBŷ
2
CB 0.2229 0.3357 0.1768 0.0977 0.0768 0.0646

αCBπ̂
2
CB 3.8953 3.0368 12.5621 9.4835 10.3240 11.3648

χCB̂̂ı
2
U 2.2517 0.8801 6.5582 3.1677 2.1659 1.6165

A.3 Nearly Optimal Policy Rules

In the LQDG framework it is not possible to analytically optimise certain parameters
of the model, however, an approximate analyses can be performed numerically. We
will use this method to study how various combinations of policy rules’ parameters
influence output gap and inflation volatility and which of them are likely to bring
(nearly) optimal outcome from the social point of view. Due to the space constraints
we will focus mainly on the symmetric inflation shock. Tables 12, 13, 14 show
(optimal) losses together with their decomposition in the non-cooperative regime
for different values of θiy and θUπ . More specifically, Table 12 shows cases in which
θUπ = 1.25 and θiy changes from 0 to −1; Table 13 cases in which θUπ = 1.5 and θiy
as before; and, finally, Table 14 shows cases in which θUπ = 1.75 and as before. Such
an analysis, albeit approximate, may give us an important insight into efficiency of
different policy rules’ combinations.

Figure 4 compares J ∗U losses for different combinations of θUπ and θiy . In gen-
eral, from the monetary authority perspective, a rule less focused on inflation (i.e.
θUπ = 1.25, Table 12) results in higher losses than for the benchmark value (i.e.
θUπ = 1.50, Table 13), whereas a rule more focused on inflation (i.e. θUπ = 1.75,
Table 14) generates lower losses. The only exception from this pattern is a combi-
nation of coefficients θUπ = 1.50 and θiy = 0 which produces the lowest social loss,
i.e. is an optimal Taylor rules parameters’ combination (ceteris paribus) for the non-
cooperative regime. From the fiscal authority perspective the stronger reaction to
output, the higher loss and vice versa. Finally, it should be mentioned that for com-
binations (θUπ = 1.25, θ iy =−0.3) and (θUπ = 1.25, θ iy =−0.5) strong irregularities
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Table 13 Optimal losses for θMπ = 1.50 and θFy = 0,0.1,0.3,0.5,0.8,1.0

θUπ = 1.50 −0 −0.1 −0.3 −0.5 −0.8 −1.0

C1, C2, C3 2.4891 2.3665 2.2435 2.1948 2.4202 2.9156

CB 4.2403 4.5948 5.4647 6.2456 8.0400 9.8299

JU (t0) 11.7078 11.6945 12.1955 12.8300 15.3007 18.5770

J ∗U (t0) 5.7327 5.9191 6.5302 7.1445 8.9168 11.0600

βF,C1ŷ
2
C1 1.7336 1.5703 1.2982 1.0880 0.8648 0.7523

αF,C1π̂
2
C1 0.6500 0.7282 0.9183 1.0782 1.3704 1.5350

χF,C1
̂̂
f

2

C1 0.1054 0.0679 0.0269 0.0285 0.1848 0.6282

βCBŷ
2
CB 0.3467 0.3140 0.2596 0.2176 0.1729 0.1504

αCBπ̂
2
CB 3.2501 3.6410 4.5919 5.3912 6.8523 7.6753

χCB̂̂ı
2
U 0.6434 0.6397 0.6131 0.6367 1.0147 2.0041

Table 14 Optimal losses for θMπ = 1.75 and θFy = 0,0.1,0.3,0.5,0.8,1.0

θUπ = 1.75 −0 −0.1 −0.3 −0.5 −0.8 −1.0

C1, C2, C3 3.4359 3.1001 2.8075 2.6060 2.4825 2.4264

CB 4.1017 3.9972 4.4681 5.0434 6.0023 6.5807

JU (t0) 14.4096 13.2978 12.8907 12.8614 13.4500 13.8602

J ∗U (t0) 6.5822 6.1072 6.1979 6.4953 7.1816 7.5970

βF,C1ŷ
2
C1 2.3617 2.1732 1.8597 1.6176 1.3284 1.1784

αF,C1π̂
2
C1 0.4830 0.5555 0.7057 0.8305 1.0375 1.1745

χF,C1
̂̂
f

2

C1 0.5911 0.3714 0.2419 0.1578 0.1165 0.0735

βCBŷ
2
CB 0.4723 0.4346 0.3719 0.3235 0.2656 0.2356

αCBπ̂
2
CB 2.4154 2.7777 3.5289 4.1525 5.1879 5.8725

χCB̂̂ı
2
U 1.2139 0.7848 0.5672 0.5673 0.5486 0.4725

emerge, explanation of which should be sought in mathematical properties of the
model.30

Let us now focus on the individual players’ perspective. Due to the irregulari-
ties mentioned above we will exclude from our analysis Table 12. For θUπ = 1.50,
the loss of the fiscal players is not monotonic and reaches its minimum for the

30Such an analysis goes far beyond the scope of this paper. It has been numerically checked that
in the neighbourhood of θFy = 0.3 for θMπ = 1.25 social loss goes to the (nearly) infinite limiting
value.



Interactions Between Fiscal and Monetary Authorities 275

Fig. 4 Social loss for various
combinations of policy rules
parameters, regime N

benchmark parametrisation (i.e. θiy = 0.50). However, for θUπ = 1.75 the results are
more clear-cut as the stronger reaction of governments to output always leads to the
lower loss. This is totally at odds with the CB losses which behave in the exactly
opposite way. The reasons of this difference can be found in the decomposition of
losses. Stronger reaction of fiscal debt to output gap leads to its lower volatility (in
Table 14 βF,C1ŷ

2
C1, and, consequently, βCBŷ2

CB decrease with θiy ), however, this
positive effect is reached at the very expense of inflation volatility which grows
accordingly. This is detrimental for the CB as this authority is mainly concerned
about inflation under benchmark parametrisation. Overall, the conflict of interest
between both types of authorities is clearly visible here. Highest value of θUπ with-
out a counter-response in fiscal rule is damaging to loss of governments as the CB’s
strong reaction to inflation makes output gap very volatile. Thus, governments use
the most of their control effort to improve the situation, however, only higher (ab-
solute) values of θiy make them increasingly better off. This pattern is robust even
for θiy reaching minus one. In contrast, as mentioned above, for the more moder-
ate CB’s policy rule (i.e. θUπ = 1.5) and for θiy higher than half, fiscal loss start to
increase. This means that, if fiscal rule responses to tempered monetary rule too
strongly, there is an effect of overshooting the fiscal policy rule. As a result, gov-
ernments are pushed to deviate from such a rule much stronger than before because

the (overshot) rule must be discretionary corrected. Consequently, χF,C1
̂̂
f

2

C1 grows
from 0.0269 in benchmark to 0.6282 for θiy = −1. Comparing the CB’s losses be-
tween Tables 12, 13, 14 it is evident that more reactionary stance is in the interest of
the CB as its loss decreases with increasing θUπ due to the lower inflation deviation
in the union.

To sum up, from the individual point of view, we have a situation where CB has
incentives to increase θUπ and, at the same time, for high values of θUπ , governments
have incentives to increase θiy . When both types of authorities do it at the same
time, the economies end up in a position which is not only suboptimal from the
social point of view (right-down corner in Fig. 4), but also from individual ones. For
θUπ = 1.75 and θiy =−1.0 governments obtain loss of 2.4264 and the CB of 6.5807,
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which is the outcome Pareto-dominated by other combinations, e.g. the benchmark.
Unfortunately, the socially optimal combination (θUπ = 1.5, θ iy = 0) does not Pareto-
dominate combination (θUπ = 1.75, θ iy = −1.0) so the mutual agreement to move
toward the optimum seems unlikely to be obtained.

A.4 SGP Analysis

Within our model we can also investigate the effects of the major policy-surveillance
institution of the EMU, namely the SGP. The SGP imposes a framework of fiscal
stringency and coordination measures that aim at securing the implementation of
the BEPGs. In our model the effects of various levels of the SGP stringency can
be studied by considering (i) different levels of the countercyclical parameter θiy in
the fiscal rule; and (ii) different weights associated with the domestic fiscal deficit,
χi , in the objective functions of the fiscal players. We compare the following three
cases, each characterised by stricter SGP provisions than the other:31

I. In the fiscal rule the coefficient measuring a countercyclical reaction of fiscal
debt to deviation of output gap is two times smaller than in the benchmark, i.e.:
θ
i,new
y =−0.25;

II. As above, but, additionally, deviations from the rule are more costly (i.e. are
more severely punished by the SGP provisions), χnew,IIi = 1.5χi ;

III. As in point I, but, additionally, χnew,IIIi = 3χi .

It is expected that smaller countercyclical reaction of the fiscal rule is going to
force fiscal authorities to deviate stronger from the rule than in the benchmark. On
the other hand, more costly deviations from the rule in cases II and III are likely
to diminish the use of fiscal instrument w.r.t. case I. As far as individual losses of
players are concerned, it is possible to directly compare new cases to the benchmark,
however, it is not exactly obvious whether we can do so with the social loss. Whereas
governments, as public authorities, might be bound by tougher SGP provisions, it
does not have to lead to an automatic increase of the social loss. In the benchmark
we assumed that χU = χi . Now, we are going to compute “adjusted” social loss of
the entire union J ∗U(t0), denoted J ∗AU (t0), by assuming that cost of the deviation of
the fiscal instrument from the rule is unchanged, i.e. equals to χU = χi as in the
benchmark, instead of χU = χnew,IIi or χU = χnew,IIIi . By doing so we will see

31Naturally, there is problem with interpretation of the SGP as well as other issues related to the
control variables caused by the (linear-) quadratic form of the loss functions. In reality, a negative
deviation of fiscal debt from the rule, i.e. more restrictive budgetary policy, is not likely to be
considered so “bad” or “undesirable” as the same positive deviation which, eventually, is going
to increase public debt. It could be possible to partially take into account such issues also in the
quadratic loss function but in the much complex model, which is far our of the scope of this paper.
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Table 15 Regimes N , C and F for different levels of the SGP stringency

(sc1, v
π
0S) N NI NII NIII C CI CII CIII

C1, C2, C3 2.19 4.22 6.18 4.73 2.12 2.23 2.22 2.31

CB 6.24 8.65 16.82 12.88 5.33 3.66 3.64 3.65

JU (t0) 12.80 21.30 35.36 27.07 11.70 10.35 10.31 10.57

J ∗U (t0) 7.14 11.60 21.67 16.05 6.37 5.02 4.99 5.05

JA∗U (t0) 7.14 11.60 20.48 14.84 6.37 5.02 4.93 4.89

βF,C1ŷ
2
i 1.09 1.57 1.60 1.71 1.06 1.47 1.47 1.47

αF,C1π̂
2
i 1.08 0.94 1.01 1.22 0.88 0.58 0.57 0.61

χF,C1
̂̂
f

2

i 0.03 1.71 2.38 0.60 0.19 0.18 0.12 0.08

χ
new,I/II

F,C1
̂̂
f

2

i – – 3.57 1.80 – – 0.18 0.23

βCBŷ
2
CB 0.22 0.31 0.32 0.34 0.22 0.29 0.29 0.29

αCBπ̂
2
CB 5.40 4.72 5.06 6.10 4.37 2.89 2.87 3.05

χCB̂̂ı
2
U 0.64 3.62 11.44 6.43 0.76 0.47 0.47 0.30

what is the contribution of a change in use of a fiscal instrument in the total change
of the loss from stabilisation effort.32

Players’ losses in the first three regimes in the case of a symmetric inflation
shock and benchmark parametrisation are shown in Tables 15 and 16. In spite of
vast differences between cases a few general conclusions can be drawn. First of all,
lower counter-cyclical reaction of fiscal debt (case I) always makes the losses of
fiscal players higher than in the benchmark, which means that the assumed value
θiy =−0.5 was chosen relatively well for the initial simulations and which confirms

our findings from the previous section.33 Secondly, in all the new cases higher SGP
stringency leads to increasing losses of fiscal players from output gap volatility.
This is natural as fiscal authorities refrain from using the more expensive control
instruments. Interestingly, in different regimes we obtain different relationships be-
tween SGP stringency and the amount of the control instrument used. Whereas in all
regimes with any form of cooperation (i.e. C, F , and P -regimes) the higher χi , the
less control instrument is used (compare cases II to I and III to II), then under non-
cooperation this relationship is highly non-linear. For χnew,IIi governments decide

32A change in total loss from stabilisation effort caused by a change in the value of the relevant
preference parameters can be decomposed into two effects. First is the change in the use of the
stabilisation instrument as it becomes more/less expensive w.r.t. to other elements of the loss.
Second change is directly caused by the increased/decreased cost.
33If the absolute value of θiy is too high, the counter-cyclical output gap stabilisation effort can

be overshot, i.e. output gap can be (ceteris paribus) more volatile than for lower values of θiy , and
would probably require additional pro-cyclical (and costly) control effort from fiscal authorities
(see previous section for more details).
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Table 16 Regimes N , C and
F for different levels of the
SGP stringency

(sc1, v
π
0S) F F I F II F III

C1 9.30 13.48 9.05 5.61

C2 9.30 13.48 9.05 5.61

C3 9.30 13.48 9.05 5.61

CB 22.00 29.30 14.20 6.66

JU (t0) 50.00 69.73 41.30 23.50

J ∗U (t0) 30.00 41.84 22.30 11.30

JA∗U (t0) 30.00 41.48 20.70 20.01

βF,C1ŷ
2
C1 1.06 1.48 1.49 1.50

αF,C1π̂
2
C1 1.00 0.63 0.65 0.67

χF,C1
̂̂
f

2

C1 7.00 11.37 4.61 1.15

– – 6.91 3.44

βCBŷ
2
CB 0.20 0.30 0.30 0.30

αCBπ̂
2
CB 5.00 3.17 3.27 3.36

χCB̂̂ı
2
U 16.00 25.83 10.60 3.00

to use χC1
̂̂
f

2

i

χC1
= ̂̂f 2

i = 1190 which is nearly 40 % more (not less) than for χi in case I,

however when χi increases to χnew,IIIi they contract substantially control action to

χC1
̂̂
f

2

i

χC1
= ̂̂f 2

i = 300. The SGP regulating the use of control instrument influences also

the use of interest rate by the CB of the union. In many cases when control action
of fiscal authorities is diminished the response of the CB also fades out, i.e. conflict
between both types of authorities is hampered. In relative terms, the biggest reduc-
tions in the control effort of the monetary authority is obtained under FIII where
cost of the control effort is lowered from 25.83 to 3.00. On the other hand, under
NIII we also witness quite a reduction in the fiscal control effort w.r.t. NI , but the
main driving force in this case is a free-riding of fiscal players, which forces the CB
to increase its engagement in the union economy not stabilised enough by national
governments. As the loss from the CB’s control instrument is an important part of
J ∗U(t0) and JA∗U (t0), this leads to higher social loss under NIII than under FIII .

To summarise, we established the third factor (next to the degree of backward-
lookingness and loss functions’ preferences) which heavily determined the results
obtained for the benchmark parametrisation of the model. The increased SGP strin-
gency reduces incentives of fiscal players to use control instruments, therefore, in
situations where high social losses where driven by the conflict between authorities
(notably regime F ), such a firmer stance is beneficial to the union-wide economic
interest. However, in situations in which free-riding is present (notably regime N
under benchmark) increased SGP stringency may lead to more extensive free-riding
of governments as undertaking any actions become more costly. This, in turn, makes
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the CB to intervene and increases social loss of the union. In other words, the strin-
gent SGP has both positive and negative effects in the context of this paper and is
able to make unprofitable regime to become profitable.

Similar analysis has been performed for 3 other shocks. Since the conflict un-
der vπ0A is less eminent also the social gains from higher SGP stringency are lower.
As before, both output shocks are characterised by the lower variability of losses
between different regimes, however, still SGP stringency is able to make non-
cooperation inferior to fiscal cooperation, at least, in the case of the symmetric
shock.

A.5 Model Derivations

A.5.1 Reduced Form of the Model

Defining

Ky :=

⎡

⎢
⎢
⎣

κ1,y 0 · · · 0
0 κ2,y · · · 0
· · · · · · · · · · · ·
0 0 · · · κn,y

⎤

⎥
⎥
⎦ , Kπ :=

⎡

⎢
⎢
⎣

κ1,π 0 · · · 0
0 κ2,π · · · 0
· · · · · · · · · · · ·
0 0 · · · κn,π

⎤

⎥
⎥
⎦ ,

G :=

⎡

⎢
⎢
⎣

γ1 0 · · · 0
0 γ2 · · · 0
· · · · · · · · · · · ·
0 0 · · · γn

⎤

⎥
⎥
⎦ , E :=

⎡

⎢
⎢
⎣

η1 0 · · · 0
0 η2 · · · 0
· · · · · · · · · · · ·
0 0 · · · ηn

⎤

⎥
⎥
⎦ ,

Ξ :=

⎡

⎢
⎢
⎣

ξ1 0 · · · 0
0 ξ2 · · · 0
· · · · · · · · · · · ·
0 0 · · · ξn

⎤

⎥
⎥
⎦ , B :=

⎡

⎢
⎢
⎣

β1 0 · · · 0
0 β2 · · · 0
· · · · · · · · · · · ·
0 0 · · · βn

⎤

⎥
⎥
⎦ ,

R :=

⎡

⎢
⎢
⎣

0 ρ12 · · · ρ1n
ρ21 0 · · · ρ2n
· · · · · · · · · · · ·
ρn1 ρn2 · · · 0

⎤

⎥
⎥
⎦ ,

D :=

⎡

⎢
⎢
⎣

δ12 δ13 · · · δ1n
−∑j∈F/2 δ2j δ23 · · · δ2n

· · · · · · · · · · · ·
δn2 δn3 · · · −∑j∈F/n δnj

⎤

⎥
⎥
⎦ ,

Ψy :=

⎡

⎢
⎢
⎣

ψ1,y 0 · · · 0
0 ψ2,y · · · 0
· · · · · · · · · · · ·
0 0 · · · ψn,y

⎤

⎥
⎥
⎦
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V :=

⎡

⎢
⎢
⎣

ς12 ς13 · · · ς1n
−∑j∈F/2 ς2j ς23 · · · ς2n

· · · · · · · · · · · ·
ςn2 ςn3 · · · −∑j∈F/n ςnj

⎤

⎥
⎥
⎦ ,

Ψπ :=

⎡

⎢
⎢
⎣

ψ1,y 0 · · · 0
0 ψ2,y · · · 0
· · · · · · · · · · · ·
0 0 · · · ψn,y

⎤

⎥
⎥
⎦

Ψ :=
[
Ψy 0
0 Ψπ

]

, and vt :=
[
v
y
t

vπt

]

,

ιn :=

⎡

⎢
⎢
⎢
⎢
⎣

1
1
1
· · ·
1

⎤

⎥
⎥
⎥
⎥
⎦

n

, S := [−ι(n−1) In−1
]
,

ΘFπ := [θ1
π θ2

π · · · θnπ
]T

and ΘFy := [θ1
y θ2

y · · · θny
]T

the SNKM model can be rewritten as:

yt =KyEtyt+1 + (In −Ky)yt−1 −G(ιnit −Eπt+1)+Eft
−KyREtyt+1 +Ryt − (In −Ky)Ryt−1 −KyDEtst+1

+Dst − (In −Ky)Dst−1 + vyt , (12)

πt =KπBEtπt+1 + (In −Kπ)Bπt−1 +Ξyt +ΞV st + vπt , (13)

st+1 = st + Sπt+1, (14)

vt+1 = Ψvt + εt+1, (15)

where Im ism×m identity matrix (m= n−1, n), st := [s12,t · · · s1n,t ] and yt , πt , v
y
t

and vπt are appropriately defined vectors of size n each. In particular, it can be shown
that every sij,t := pj,t − pi,t (j �= i) can be expressed in terms of s12,t , . . . , s1n,t .
For example, in a three-country monetary union we have six bilateral real exchange
rates: s12,t = p2,t − p1,t , s13,t = p3,t − p1,t , s21,t = p1,t − p2,t , s23,t = p3,t − p2,t ,
s31,t = p1,t − p3,t , and s32,t = p2,t − p3,t . Clearly, the last four variables can be
expressed as a combination of the first two, i.e. s21,t =−s12,t , s23,t = s13,t − s12,t ,
s31,t =−s13,t and s32,t = s12,t − s13,t .

Defining fiscal and monetary policy rule vectors as:

ft :=ΘFπ πt +ΘFy yt , and (16)

it := θUπ ωT πt + θUy ωT yt , (17)
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substituting them into system (12)–(15) and rearranging we get:

−Ky(In −R)Etyt+1 −GEtπt+1 +KyDEtst+1

=−(In −EΘFy +GιnθUy ωT −R
)
yt −

(
Gιnθ

U
π ω

T −EΘFπ
)
πt

+ (In −Ky)(In −R)yt−1 +Dst − (In −Ky)Dst−1 + Invyt , (18)

−KπBEtπt+1 =Ξyt − πt + (In −Kπ)Bπt−1 +ΞV st + Invπt , (19)

st+1 − SEtπt+1 = st , (20)

vt+1 = Ψvt + εt+1. (21)

Introducing three additional vectors of variables at+1 := yt , bt+1 := πt and
ct+1 := st we may rewrite system (18)–(21) as:

−Ky(In −R)Etyt+1 −GEπt+1 +KyDst+1

=−(In −EΘFy +GιnθUy ωT −R
)
yt −

(
Gιnθ

U
π ω

T −EΘFπ
)
πt

+Dst + (In −Ky)(In −R)at − (In −Ky)Dct + Invyt (22)

−KπBEπt+1 =Ξyt − πt +ΞV st + (In −Kπ)Bbt + Invπt , (23)

−Sπt+1 + st+1 = st , (24)

at+1 = yt , (25)

bt+1 = πt , (26)

ct+1 = st , (27)

vt+1 = Ψvt + εt+1. (28)

Defining: A11 = −Ky(I − R), A12 = −G, A13 = KyD, B11 = −(I − EΘFy +
Gιnθ

U
y ω

T −R), B12 =−(GιnθUπ ωT −EΘFπ ), B13 =D, B14 = (In−Ky)(In−R),
B16 =−(In−Ky)D, B17 = [0n×n In], A22 =−KπB , B21 =Ξ , B22 =−In, B23 =
ΞV , B25 = (In −Kπ)B , B27 = [In 0n×n], A32 = −S, B77 = Ψ , the system (22)–
(28) in state-space form as:

Etzt+1 =A−1Bzt + Fυt , (29)

where zt := [yTt πTt sTt aTt bTt c
T
t v

T
t ]T or zt := [zT1,t zT2,t vTt ]T with z1,t :=

[aTt bTt cTt ]T , z2,t := [yTt πTt sTt ]T ,

υt :=
[
01×n 01×n 01×(n−1) 01×n 01×n 01×(n−1) εTt

]T
,
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A :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A11 A12 A13 01 01 02 03
01 A22 02 01 01 02 03
04 A32 I(n−1) 04 04 05 06
01 01 01 In 01 02 03
01 01 01 01 In 02 03
04 04 05 04 04 I(n−1) 06
07 07 08 07 07 08 I2n

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

B :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

B11 B12 B13 B14 01 B16 B17
B21 B22 B23 01 B25 02 B27
04 04 I(n−1) 04 04 05 06
01 01 01 In 01 02 03
01 01 01 01 In 02 03
04 04 05 04 04 I(n−1) 06
07 07 08 07 07 08 Ψ

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

F :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

01 01
01 01
04 04
01 01
01 01
04 04
In 01
01 In

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

where 01, 02, 03, 04, 05, 06, 07, 08, 09 are zero matrices of dimensions n × n,
n× (n− 1), n× 2n, (n− 1)× n, (n− 1)× (n− 1), n× 2n, 2n× n, 2n× (n− 1)
and 2n× 1.

In order to obtain LQDG NKM, we assume that Etz1,t+1 = z1,t+1, i.e. that eco-
nomic agents in the deterministic NKM make neither systematic nor random errors
when predicting the future. Furthermore, substituting monetary and fiscal rules (6)–
(7) in which deviation is possible into system (12)–(15) in the way presented above
and performing similar transformations we obtain the system:

−Ky(In −R)Etyt+1 −GEπt+1 +KyDst+1

=−(In −EΘFy +GιnθUy ωT −R
)
yt −

(
Gιnθ

U
π ω

T −EΘFπ
)
πt

+Dst + (In −Ky)(In −R)at − (In −Ky)Dct + Invyt +Ef̂t −Gı̂t (30)

−KπBEπt+1 =Ξyt − πt +ΞV st + (In −Kπ)Bbt + Invπt (31)

−Sπt+1 + st+1 = st (32)

at+1 = yt (33)

bt+1 = πt (34)
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ct+1 = st (35)

vt+1 = Ψvt , (36)

which, compared to the system (22)–(28), has two additional vectors of control vari-
ables f̂t and ı̂t . System (30)–(36) in state-space form can we written as:

zt+1 =A−1Bzt +A−1Cut , (37)

where ut := [f̂ Tt ı̂t ]T and

C :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

E −Gιn
01 01
01 01
01 01
04 04
07 09

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

A.5.2 Initial Condition Derivation

Initial condition z0 should position the system on the saddle-path so that the model
would converge to the equilibrium. We propose two alternative ways of deriving this
initial condition:

1. One way to obtain z0 which positions the system on the saddle-path is to solve
the RE version of the model and then use the initial state obtained. This initial
state, by definition (if RE-model is stable), meets the required condition because
it positions the system on the saddle path. In particular, at t = 0 vector of en-
dogenous non-predetermined variables z1,t will “jump” to a saddle path whereas
vector of endogenous state (predetermined) variables z2,t will have a value of 0.
The initial value of shock vector vt should follow the same assumptions made
while solving the RE SNKM, i.e. its initial value should equal to standard de-
viation of εt . A number of freeware applications is available to solve RE model
with DYNARE by Juillard (1996) being probably the most famous.34

2. Another method to position the system on the saddle-path is to calculate the
orthogonal projection of the shock vt onto the stable subspace at time t = 1. This
method will be described below in more details.

Let

zt+1 = Āzt , z(0)= z0, (38)

be the deterministic NKM, where Ā :=A−1B .
Now, let Ā = SJS−1 be a Jordan decomposition of Ā such that J = diag(ΛS,

ΛU) and S = [SS SU ], where ΛS contains all stable eigenvalues of Ā and ΛU all
unstable eigenvalues of Ā and SS (SU ) is the with ΛS (ΛU ) corresponding stable

34For DYNARE website with the most current version of the software see: www.dynare.org.

www.dynare.org
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(unstable) subspace of Ā. Then, if z0 belongs to SS we have z(0)= SSy for some y
(y = (STS SS)−1STS z0).35 In that case we may write:

z(t)= eĀt z(0)= SeJ tS−1SS̄y

= SeJ t
[
I

0

]

y = S
[
eΛSt

0

]

y = S
[
eΛSt (STS SS)

−1STS z0
0

]

,

which is the solution for t ≥ 0. In our simulations we always consider such orthog-
onal projection of z onto the stable subspace at time t = 1 as the initial condition z̃0.

A.5.3 Change from a Discrete- to a Continuous-Time Model

Following Kwakernaak (1976) let the continuous time system be:

ẋ =Ax +Bu,
y = Cx +Du.

Under the assumptions that u(t) = u(ti), ti ≤ t ≤ ti+1 and Δ = ti+1 − ti the
equivalent discrete-time system is:

x(i + 1)=AClx(i)+Bdu(i) (39)

y(i)= Cdx(i)+Ddu(i), (40)

where

ACl = eAΔ,

Bd =
(∫ Δ

0
eAτ dτ

)

B,

Cd = CeAΔ and

Dd = C
(∫ Δ

0
eAτ dτ

)

B +D.

Assuming Δ = 1 we may rewrite the continuous time system in terms of discrete
time system matrices as:

A= logACl = log(I +ACl − I )≈ACl − I, (41)

B =
[∫ 1

0
eAτ dτ

]−1

Bd =
(
eA − I)−1

ABd, (42)

35In case x0 does not belong to SA, vector y = (STS SS)−1STS x0 is such that the distance between
SS and x0 is minimal (y is the least-squares solution of x0 = SSy, i.e. ‖x0−SSy‖≤‖x0−SSỹ‖ for
all ỹ).
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C = Cde−A, (43)

D =Dd −C
(∫ Δ

0
eAτ dτ

)

B

=Dd −C
[
A−1(eA − I)]B. (44)
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Subgame Consistent Cooperative Provision
of Public Goods Under Accumulation and
Payoff Uncertainties

David W.K. Yeung and Leon A. Petrosyan

Abstract The provision of public goods constitutes a classic case of market fail-
ure which calls for cooperative optimization. However, cooperation cannot be sus-
tainable unless there is guarantee that the agreed-upon optimality principle can be
maintained throughout the planning duration. This paper derives subgame consis-
tent cooperative solutions for public goods provision by asymmetric agents in a
discrete-time dynamic game framework with uncertainties in stock accumulation
dynamics and future payoff structures. In particular, subgame consistency ensures
that as the game proceeds agents are guided by the same optimality principle and
hence they do not possess incentives to deviate from the previously adopted optimal
behavior. A “payoff distribution procedure” leading to subgame-consistent solutions
is derived and an illustration is presented. This is the first time that subgame consis-
tent cooperative provision of public goods with uncertainties in stock dynamics and
future payoffs is analyzed.

1 Introduction

The provision of public goods constitutes a classic case of market failure. Examples
of public goods include clean environment, national security, scientific knowledge,
openly accessible public capital, technical know-how and public information. The
non-exclusiveness and positive externalities of public goods constitutes major fac-
tors for markets to malfunction in their efficient provision. Problems concerning pri-
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vate provision of public goods are studied in Bergstrom et al. (1986). Static analysis
on provision of public goods are found in Chamberlin (1974), McGuire (1974) and
Gradstein and Nitzan (1989). Fershtman and Nitzan (1991) and Wirl (1996) studied
differential games of voluntary public goods provision by symmetric agents. Wang
and Ewald (2010) introduced stochasticity into the dynamics of public goods accu-
mulation elements into these games. Dockner et al. (2000) presented a game model
with two asymmetric agents in which knowledge is a public good. These studies
on dynamic game analysis focus on the noncooperative equilibria and the collusive
solution that maximizes the joint payoffs of all agents.

Cooperation suggests the possibility of socially optimal solutions to the pub-
lic goods provision problem. However, one may find it hard to be convinced that
dynamic cooperation can offer a long-term solution unless there is guarantee that
participants will always be better off throughout the entire cooperation duration and
the agreed-upon optimality principle be maintained from the beginning to the end.
To enable a cooperation scheme to be sustainable throughout the agreement pe-
riod, a stringent condition is needed—that of subgame consistency. This condition
requires that the optimality principle agreed upon at the outset must remain effec-
tive in any subgame starting at a later starting time with a state brought about by
prior optimal behavior. Hence the players do not have incentives to deviate from
the cooperative scheme throughout the cooperative duration. Moreover, a subgame
consistent solution must also satisfy individual rationality and group optimality. In-
dividual rationality ensures that the payoff allocated to an agent under cooperation
will be no less than his noncooperative payoff. Group optimality ensures that all
potential gains from cooperation are exhausted. The notion of subgame consistency
in cooperative stochastic differential games was originated by Yeung and Petrosyan
(2004).

Yeung and Petrosyan (2013a) analyzed subgame consistent cooperative provi-
sion of public goods with transferable payoffs in a stochastic differential game
framework in which the accumulation dynamics of the public capital is stochas-
tic. Another, often more common, uncertainty facing decision makers is the un-
certain changes in the payoff structures. This kind of uncertainties arises because
the changes in preferences, technologies, demographic structures, institutional ar-
rangements and political and legal frameworks are not known with certainty. Yeung
(2001 and 2003) introduced the class of randomly furcating stochastic differential
games which allows the future payoff structures of the game to furcate (branch-
out) randomly in addition to the game’s stochastic dynamics. Yeung and Petrosyan
(2013b) examined cooperative stochastic dynamic games with randomly furcating
payoffs and presented a theorem characterizing their subgame consistent solutions.
A continuous-time analog can be found in Petrosyan and Yeung (2007). The pres-
ence of random elements in future payoff structures and stock dynamics reflects an
important element of reality in cooperative provision of public goods.

This paper considers subgame consistent cooperative solutions for public goods
provision by asymmetric agents in a discrete-time stochastic dynamic game frame-
work with randomly furcating future payoff structures. In addition, agents’ pay-
offs are transferable. The noncooperative game outcome is characterized and dy-
namic cooperation is considered. Group optimal strategies are derived and subgame
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consistent solutions are characterized. A “payoff distribution procedure” leading to
subgame-consistent solutions is derived. An Illustration is presented to demonstrate
the explicit derivation of subgame consistent solution for public goods provision
game. This is the first time that subgame consistent solution on cooperative pro-
vision of public goods with stochastic dynamics and uncertain future payoffs is
studied.

The chapter is organized as follows. The analytical framework and the non-
cooperative outcome of public goods provision are provided in Sect. 2. Details of a
Pareto optimal cooperative scheme are presented in Sect. 3. A payment mechanism
ensuring subgame consistency is derived in Sect. 4 and an illustration is given in
Sect. 5. Section 6 concludes the chapter.

2 Analytical Framework and Non-cooperative Outcome

Consider the case of the provision of a public good in which a group of n agents
carry out a project by making contributions to the building up of the stock of a
productive public good. The game involves T stages of operation and a terminal
stage in which each agent received a terminal payment. We use Kt to denote the
level of the productive stock and I it the public capital investment by agent i at stage
t ∈ {1,2, . . . , T }. The stock accumulation dynamics is governed by the stochastic
difference equation:

Kt+1 =Kt +
n∑

j=1

I it − δKt + ϑt , K1 =K0, (1)

for t ∈ {1,2, . . . , T }, where δ is the depreciation rate and ϑt is a sequence of statis-
tically independent random variables.

The payoff of agent i at stage t is affected by a random variable θt . In particular,
the payoff to agent i at stage t is

Ri(Kt , θt )−Ci
(
I it , θt

)
, i ∈N = {1,2, . . . , n}, (2)

where Ri(Kt , θt ) is the revenue/payoff to agent i, Ci(I it , θt ) is the cost of investing
I it ∈ Xi , and θt for {1,2, . . . , T } are independent discrete random variables with
range {θ1

t , θ
2
t , . . . , θ

nt
t } and corresponding probabilities {λ1

t , λ
2
t , . . . , λ

nt
t }, where nt

is a positive integer for t ∈ {1,2, . . . , T }. In stage 1, it is known that θ1 equals θ1
1

with probability λ1
1 = 1.

Marginal revenue product of the productive stock is positive, that is ∂Ri(Kt , θ)/
∂Kt > 0, before a saturation level K̄ has been reached; and marginal cost of invest-
ment is positive and non-decreasing, that is ∂Ci(I it , θt )/∂I

i
t > 0 and ∂2Ci(I it , θt )/

∂I it
2
> 0.



292 D.W.K. Yeung and L.A. Petrosyan

The objective of agent i ∈ N is to maximize its expected net revenue over the
planning horizon, that is

Eθ1,θ2,...,θT ;ϑ1,ϑ2,...,ϑT

{
T∑

s=1

[
Ri(Ks, θs)−Ci

(
I is , θs

)]
(1+ r)−(s−1)

+ qi(KT+1)(1+ r)−T
}

(3)

subject to the stock accumulation dynamics (1), where Eθ1,θ2,...,θT ;ϑ1,ϑ2,...,ϑT is
the expectation operation with respect to the random variables θ1, θ2, . . . , θT and
ϑ1, ϑ2, . . . , ϑT ; r is the discount rate, and qi(KT )≥ 0 is an amount conditional on
the productive stock that agent i would received at stage T + 1. Since there is no
uncertainty in stage T + 1, we use θ1

T+1 to denote the condition in stage T + 1 with
probability λ1

T+1 = 1.
Acting for individual interests, the agents are involved in a stochastic dynamic

game with randomly furcating payoffs (see Yeung and Petrosyan 2013b). Let I (σt )it

denote the strategy of agent i at stage t given that the realized random variable
affecting the payoff function is θσtt . In a stochastic dynamic game framework,
a strategy space with state-dependent property has to be considered. In particu-
lar, a pre-specified class Γ i of mapping φ(σt )it (·) : K → I

(σt )i
t with the property

I
(σt )i
t = φ(σt )it (K) ∈ Γ i is the strategy space of agent i and each of its elements is a

permissible strategy.
To solve the game, we follow Yeung and Petrosyan (2013b) and begin with

the subgame starting at the last operating stage, that is stage T . If θσTT ∈
{θ1
T , θ

2
T , . . . , θ

ηT
T } has occurred at stage T and the public capital stock is KT =K ,

the subgame becomes:

max
I iT

EϑT
{[
Ri
(
KT , θ

σT
T

)−Ci(I iT , θσTT
)]
(1+ r)−(T−1)

+ qi(KT+1)(1+ r)−T
}

for i ∈N (4)

subject to KT+1 =KT +
n∑

j=1
j �=i

I
j
T − δKT + ϑT , KT =K. (5)

The subgame (4)–(5) is a stochastic dynamic game. Invoking the standard tech-
niques for solving stochastic dynamic games, a feedback Nash equilibrium solution
can characterized as follows:

Lemma 1 A set of strategies

φ
(σT )

∗
T (K)= {φ(σT )1∗T (K),φ

(σT )2∗
T (K), . . . , φ

(σT )n
∗

T (K)
}
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provides a Nash equilibrium solution to the subgame (4)–(5), if there exist func-
tions V (σT )i(t,K), for i ∈ N and t ∈ {1,2}, such that the following conditions are
satisfied:

V (σT )i(T ,K)=max
I iT

EϑT

{
[
Ri
(
KT , θ

σT
T

)−Ci(I iT , θσTT
)]
(1+ r)−(T−1)

+ V (σT+1)i

[

T + 1,K +
n∑

j=1
j �=i

φ
(σT )j

∗
T (K)+ I iT − δK + ϑT

]}

, (6)

V (σT+1)i (T + 1,K)= qi(K)(1+ r)−T for i ∈N.

Proof The system of equations in (6) satisfies the standard stochastic dynamic pro-
gramming property and the Nash property for each agent i ∈N . Hence a Nash equi-
librium of the subgame (4)–(5) is characterized. Details of the proof of the results
can be found in Theorem 6.10 in Başar and Olsder (1995). �

We sidestep the issue of multiple equilibria and focus on games in which there is
a unique noncooperative Nash equilibrium in each subgame. Using Lemma 1, one
can characterize the value functions V (σT )i(T ,K) for all σT ∈ {1,2, . . . , ηT } if they
exist. In particular, V (σT )i(T ,K) yields agent i’s expected game equilibrium payoff
in the subgame starting at stage T given that θσTT occurs and KT =K .

Then we proceed to the subgame starting at stage T − 1 when θ
σT−1
T−1 ∈

{θ1
T−1, θ

2
T−1, . . . , θ

ηT−1
T−1 } occurs and KT−1 =K . In this subgame, agent i ∈N seeks

to maximize his expected payoff

EθT ;ϑT−1,ϑT

{
T∑

s=T−1

[
Ri(Ks, θs)−Ci

(
I is , θs

)]
(1+ r)−(s−1)

+ qi(KT+1)(1+ r)−T
}

=EϑT−1

{
[
Ri
(
KT−1, θ

σT−1
T−1

)−Ci(I iT−1, θ
σT−1
T−1

)]
(1+ r)−(T−2)

+
ηT∑

σT=1

λ
σT
T

[
Ri
(
KT , θ

σT
T

)−Ci(I iT , θσTT
)]
(1+ r)−(T−2)

+ qi(KT+1)(1+ r)−T
}

, (7)

subject to the capital accumulation dynamics
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Kt+1 =Kt +
n∑

j=1

I
j
t − δKt + ϑt , KT−1 =K for t ∈ {T − 1, T }. (8)

If the functions V (σT )i(T ,K) for all σT ∈ {1,2, . . . , ηT } characterized in
Lemma 1 exist, the subgame (7)–(8) can be expressed as a game in which agent
i seeks to maximize the expected payoff

EϑT−1

{
[
Ri(KT−1, θT−1)−Ci

(
I iT−1, θT−1

)]
(1+ r)−(T−2)

+
ηT∑

σT=1

λ
σT
T V

(σT )i

[

T ,KT−1 +
n∑

j=1

I
j

T−1 − δKT−1 + ϑT−1

]}

,

for i ∈N, (9)

using his control I iT−1.
A Nash equilibrium of the subgame (9) can be characterized by the following

lemma.

Lemma 2 A set of strategies

φ
(σT−1)

∗
T−1 (K)= {φ(σT−1)1∗

T−1 (K),φ
(σT−1)2∗
T−1 (K), . . . , φ

(σT−1)n
∗

T−1 (K)
}

provides a Nash equilibrium solution to the subgame (9) if there exist functions
V (σT )i(T ,KT ) for i ∈ N and σT = {1,2, . . . , ηT } characterized in Lemma 1, and
functions V (σT−1)i (T − 1,K), for i ∈N such that the following conditions are sat-
isfied:

V (σT−1)i (T − 1,K)

=max
I iT−1

EϑT−1

{
[
Ri
(
KT−1, θ

σT−1
T−1

)−Ci(I iT−1, θ
σT−1
T−1

)]
(1+ r)−(T−2)

+
ηT∑

σT=1

λ
σT
T V

(σT )i

[

T ,K +
∑

j=1
j �=i

φ
(σT−1)j

∗
T−1 (K)+ I iT−1 − δK + ϑT−1

]}

for i ∈N. (10)

Proof The conditions in Lemma 1 and the system of equations in (10) satisfies
the standard discrete-time stochastic dynamic programming property and the Nash
property for each agent i ∈ N . Hence a Nash equilibrium of the subgame (9) is
characterized. �

Using Lemma 2 one can characterize the functions V (σT )i(T − 1,K) for all
θ
σT−1
T−1 ∈ {θ1

T−1, θ
2
T−1, . . . , θ

ηT−1
T−1 }, if they exist. In particular, V (σT−1)i (T − 1,K)
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yields agent i’s expected game equilibrium payoff in the subgame starting at stage
T − 1 given that θσT−1

T−1 occurs and KT−1 =K .
Consider the subgame starting at stage t ∈ {T − 2, T − 3, . . . ,1} when θσtt ∈

{θ1
t , θ

2
t , . . . , θ

ηt
t } occurs and Kt =K , in which agent i ∈N maximizes his expected

payoff

Eϑt

{
[
Ri
(
K,θ

σt
t

)−Ci(I it , θσtt
)]
(1+ r)−(t−1)

+
ηt+1∑

σt+1=1

λ
σt+1
t+1 V

(σt+1)i

[

t + 1,K +
n∑

j=1

I
j
t − δK + ϑt

]}

, for i ∈N, (11)

subject to the public capital accumulation dynamics

Kt+1 =Kt +
n∑

j=1

I
j
t − δKt + ϑt , Kt =K. (12)

A Nash equilibrium solution for the game (1)–(3) can be characterized as follows:

Theorem 1 A set of strategies

φ
(σt )

∗
i (K)= {φ(σt )1∗t (K),φ

(σt )1∗
t (K), . . . , φ

(σt )n
∗

t (K)
}
,

for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }, constitutes a Nash equilibrium solution
to the game (1)–(3), if there exist functions V (σt )i (t,K), for σt ∈ {1,2, . . . , ηt }, t ∈
{1,2, . . . , T }, and i ∈N , such that the following recursive relations are satisfied:

V (σT )i(T + 1,K)= qi(KT+1)(1+ r)−T ,
V (σt )i (t,K)

=max
I it

Eϑt

{
[
Ri
(
Kt, θ

σt
t

)−Ci(I it , θσtt
)]
(1+ r)−(t−1)

+
ηt+1∑

σt+1=1

λ
σt+1
t+1 V

(σt+1)i

[

t + 1,K +
n∑

j=1
j �=i

φ
(σt )j

∗
t (K)+ I it − δKt + ϑt

]}

,

for σt ∈ {1,2, . . . , ηt }, t ∈ {1,2, . . . , T }, and i ∈N.

(13)

Proof The results in (13) characterizing the game equilibrium in stage T and stage
T − 1 are proved in Lemma 1 and Lemma 2. Invoking the subgame in stage t ∈
{1,2, . . . , T − 1} as expressed in (11)–(12), the results in (13) satisfy the optimality
conditions in stochastic dynamic programming and the Nash equilibrium property
for each agent in each of these subgames. Therefore, a feedback Nash equilibrium
of the game (1)–(3) is characterized. �
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Hence, the noncooperative outcome of the public capital provision game (1)–(3)
can be obtained.

3 Pareto Optimal Cooperative Scheme

It is well-known that non-cooperative provision of public goods would, in general
lead to inefficiency. Cooperation suggests the possibility of socially optimal and
group efficient solutions. Now consider the case when the agents agree to cooperate
and enhance their gains from cooperation. In particular, they act cooperatively to
maximize their expected joint payoff and distribute the joint payoff among them-
selves according to an agreed-upon optimality principle. If any agent deviates from
the cooperation scheme, all agents will revert to the noncooperative framework to
counteract the free-rider problem in public goods provision. Moreover, group opti-
mality, individual rationality and subgame consistency are three crucial properties
that sustainable cooperative scheme has to satisfy.

3.1 Pareto Optimal Provision

To fulfill group optimality the agents would seek to maximize their expected joint
payoff. In particular, they have to solve the discrete-time stochastic dynamic pro-
gramming problem of maximizing

Eθ1,θ2,...,θT ;ϑ1,ϑ2,...,ϑT

{
n∑

j=1

T∑

s=1

[
Rj (Ks, θs)−Cj

(
I
j
s , θs

)]
(1+ r)−(s−1)

+
n∑

j=1

qj (KT+1)(1+ r)−T
}

(14)

subject to dynamics (1).
To solve the dynamic programming problem (1) and (14), we first consider the

problem starting at stage T . If θσTT ∈ {θ1
T , θ

2
T , . . . , θ

ηT
T } has occurred at stage T and

the state KT =K , the problem becomes:

max
I 1
T ,I

2
T ,...,I

n
T

EϑT

{
n∑

j=1

[
Rj
(
K,θ

σT
T

)−Cj (I jT , θσTT
)]
(1+ r)−(T−1)

+
n∑

j=1

qj (KT+1)(1+ r)−T
}

(15)

subject to KT+1 =KT =
n∑

j=1

I
j
T − δKT + ϑT , KT =K. (16)
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An optimal solution to the stochastic control problem (15)–(16) can be characterized
by the following lemma.

Lemma 3 A set of controls

I
(σT )

∗
T =ψ(σT )∗T (K)= {ψ(σT )1∗T (K),ψ

(σT )2∗
T (K), . . . ,ψ

(σT )n
∗

T (K)
}

provides an optimal solution to the stochastic control problem (15)–(16), if there
exist functions W(σT+1)(T ,K) such that the following conditions are satisfied:

W(σT )(T ,K)

= max
I
(σT )1
T ,I

(σT )2
T ,...,I

(σT )n

T

EϑT

{
n∑

j=1

[
Rj
(
K,θ

σT
T

)−Cj (I jT , θσTT
)]
(1+ r)−(T−1)

+
n∑

j=1

qj

(

K +
n∑

h=1

IhT − δK + ϑT
)

(1+ r)−T
}

,

W(σT+1)i (T + 1,K)=
n∑

j=1

qj (K)(1+ r)−T .

(17)

Proof The system of equations in (17) satisfies the standard discrete-time stochastic
dynamic programming property. Details of the proof of the results can be found in
Başar and Olsder (1995). �

Using Lemma 3, one can characterize the functions W(σT )(T ,K) for all θσTT ∈
{θ1
T , θ

2
T , . . . , θ

ηT
T }, if they exist. In particular, W(σT )(T ,K) yields the expected co-

operative payoff starting at stage T given that θσTT occurs and KT =K .
Following the analysis in Sect. 2, the control problem starting at stage t when

θ
σt
t ∈ {θ1

t , θ
2
t , . . . , θ

ηt
t } occurs and Kt =K can be expressed as:

max
I
(σt )1
t ,I

(σt )2
t ,...,I

(σt )n
t

Eϑt

{
n∑

j=1

[
Rj
(
K,θ

σt
t

)−Cj (I jt , θσtt
)]
(1+ r)−(t−1)

+
ηt+1∑

σt+1=1

λ
σt+1
t+1 W

(σt+1)

[

t + 1,K +
n∑

h=1

Iht − δK + ϑt
]}

, (18)

where W(σt+1)[t + 1,K + ∑n
h=1 I

h
t − δK + ϑt ] is the expected optimal co-

operative payoff in the control problem starting at stage t + 1 when θσt+1
t+1 ∈

{θ1
t+1, θ

2
t+1, . . . , θ

ηt+1
t+1 } occurs.

An optimal solution for the stochastic control problem (14) can be characterized
as follows.
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Theorem 2 A set of controls

ψ
(σt )

∗
t (K)= {ψ(σt )1∗t (K),ψ

(σt )2∗
t (K), . . . ,ψ

(σt )n
∗

t (K)
}
,

for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }, provides an optimal solution to the
stochastic control problem (1) and (14), if there exist functions W(σt )(t,K), for
σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }, such that the following recursive relations
are satisfied:

W(σT )(T + 1,K)=
n∑

j=1

qj (K)(1+ r)−T ,

W(σT )(t,K)

= max
I
(σt )1
t ,I

(σt )2
t ,...,I

(σt )n
t

Eϑt

{
n∑

j=1

[
Rj
(
K,θ

σt
t

)−Cj (I jt , θσtt
)]
(1+ r)−(t−1)

+
ηt+1∑

σt+1=1

λ
σt+1
t+1 W

(σt+1)

[

t + 1,K +
n∑

h=1

Iht − δK + ϑt
]}

,

(19)

for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }.
Proof Invoking Lemma 3 and the specification of the control problem starting in
stage t ∈ {1,2, . . . , T − 1} as expressed in (18), the results in (19) satisfy the opti-
mality conditions in discrete-time stochastic dynamic programming. Therefore, an
optimal solution of the stochastic control problem is characterized in Theorem 2. �

Substituting the optimal control {ψ(σt )i∗t , for t ∈ {1,2, . . . , T } and i ∈ N} into
(1), one can obtain the dynamics of the cooperative trajectory of public capital ac-
cumulation as:

Kt+1 =Kt+
n∑

j=1

ψ
(σt )j

∗
t (Kt )−δKt+ϑt , Kt =K, if θσtt occurs at stage t, (20)

for t ∈ {1,2, . . . , T }, σt ∈ {1,2, . . . , ηt }.
We useX∗

t to denote the set of realizable values ofKt at stage t generated by (20).
The term K∗

t ∈X∗
t is used to denote an element in X∗

t . The termW(σt )(t,K∗
t ) gives

the expected total cooperative payoff over the stages from t to T if θσtt occurs and
K∗
t ∈X∗

t is realized at stage t .

3.2 Individually Rational Condition

The agents then have to agree to an optimality principle in distributing the total co-
operative payoff among them. For individual rationality to be upheld the expected
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payoffs an agent receives under cooperation have to be no less than his expected
noncooperative payoff along the cooperative state trajectory {K∗

t }T+1
t=1 . For instance,

the agents may (i) share the total expected cooperative payoff proportional to their
expected noncooperative payoffs, or (ii) share the excess of the total expected coop-
erative payoff over the expected sum of individual noncooperative payoffs equally.

Let ξ (σt )(t,K∗
t )= [ξ (σt )1(t,K∗

t ), ξ
(σt )2(t,K∗

t ), . . . , ξ
(σt )n(t,K∗

t )] denote the im-
putation vector guiding the distribution of the total expected cooperative payoff un-
der the agreed-upon optimality principle along the cooperative trajectory given that
θ
σt
t has occurred in stage t , for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }. In partic-

ular, the imputation ξ (σt )i (t,K∗
t ) gives the present value of expected cumulative

payments that agent i will receive from stage t to stage T + 1 under cooperation.
If for example, the optimality principle specifies that the agents share the ex-

pected total cooperative payoff proportional to their non-cooperative payoffs, then
the imputation to agent i becomes:

ξ (σt )i
(
t,K∗

t

)= V (σt )i (t,K∗
t )∑n

j=1 V
(σt )j (t,K∗

t )
W(σt )

(
t,K∗

t

)
,

for i ∈N and t ∈ {1,2, . . . , T }.
For individual rationality to be guaranteed in every stage k ∈ {1,2, . . . , T }, it is

required that the imputation satisfies:

ξ (σt )i
(
t,K∗

t

)≥ V (σt )i(t,K∗
t

)
, (21)

for i ∈N , σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }.
To ensure group optimality, the imputation vector has to satisfy

W(σt )
(
t,K∗

t

)=
n∑

j=1

ξ (σt )j
(
t,K∗

t

)
, (22)

for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }.
Hence, a valid imputation scheme ξ (σt )i (t,K∗

t ), for i ∈N , σt ∈ {1,2, . . . , ηt } and
t ∈ {1,2, . . . , T }, has to satisfy conditions (21)–(22).

4 Subgame Consistent Payment Mechanism

As demonstrated in Yeung and Petrosyan (2004 and 2013b), to guarantee dynami-
cal stability in a stochastic dynamic cooperation scheme, the solution has to satisfy
the property of subgame consistency in addition to group optimality and individual
rationality. In particular, an extension of a subgame-consistent cooperative solution
policy to a subgame starting at a later time with a feasible state brought about by
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prior optimal behavior would remain effective. Thus subgame consistency ensures
that as the game proceeds agents are guided by the same optimality principle at
each stage of the game, and hence they do not possess incentives to deviate from the
agree-upon optimal behavior. For subgame consistency to be satisfied, the imputa-
tion according to the original optimality principle has to be maintained at all the T
stages along the cooperative trajectory {K∗

t }Tt=1. In other words, the imputation

ξ (σt )
(
t,K∗

t

)= [ξ (σt )1(t,K∗
t

)
, ξ (σt )2

(
t,K∗

t

)
, . . . , ξ (σt )n

(
t,K∗

t

)]
(23)

has to be upheld for σt ∈ {1,2, . . . , ηt }, t ∈ {1,2, . . . , T }, and K∗
t ∈X∗

t .

4.1 Payoff Distribution Procedure

Following the analysis of Yeung and Petrosyan (2013b), we formulate a Payoff Dis-
tribution Procedure (PDP) so that the agreed-upon imputation (23) can be realized.
Let B(σt )it (K∗

t ) denote the payment that agent i will received at stage t under the
cooperative agreement, if θσtt ∈ {θ1

t , θ
2
t , . . . , θ

ηt
t } occurs and K∗

t ∈X∗
t is realized at

stage t ∈ {1,2, . . . , T }. The payment scheme {B(σt )it (K∗
t ) for i ∈N contingent upon

the event θσtt and state K∗
t , for t ∈ {1,2, . . . , T }} constitutes a PDP in the sense that

the imputation to agent i over the stages 1 to T can be expressed as:

ξ (σ1)i
(
1,K0)

= B(σ1)i
1

(
K0)

+Eθ2,...,θT ;ϑ1,...,ϑT

(
T∑

ζ=2

B
(σζ )i

ζ

(
K∗
ζ

)+ qi(K∗
T+1

)
(1+ r)−T

)

for i ∈N.

Moreover, according to the agreed-upon optimality principle in (23), if θσtt oc-
curs and K∗

t ∈ X∗
t is realized at stage t the imputation to agent i is ξ (σt )i (t,K∗

T ).

Therefore the payment scheme B(σt )t (K∗
t ) has to satisfy the conditions

ξ (σt )i
(
t,K∗

t

)

= B(σt )it

(
K∗
t

)

+Eθt+1,θt+2,...,θT ;ϑt ,ϑt+1,...,ϑT

(
T∑

ζ=t+1

B
(σζ )i

ζ

(
K∗
ζ

)+ qi(K∗
T+1

)
(1+ r)−T

)

(24)

for i ∈N and all t ∈ {1,2, . . . , T }.
For notational convenience the term ξ (σT+1)i (T + 1,K∗

T+1) is used to denote
qi(K∗

T+1)(1 + r)−T . Crucial to the formulation of a subgame consistent solution
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is the derivation of a payment scheme {B(σt )it (K∗
t ), for i ∈ N,σt ∈ {1,2, . . . , ηt },

K∗
t ∈X∗

t and t ∈ {1,2, . . . , T }} so that the imputation in (24) can be realized.
A theorem for the derivation of a subgame consistent payment scheme can be

established as follows.

Theorem 3 A payment equaling

B
(σt )i
t

(
K∗
t

)

= (1+ r)(t−1)

(

ξ (σt )i
(
t,K∗

t

)

−Eϑt
{

ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ
(σt )h

∗
t

(
K∗
t

)− δK∗
t + ϑt

]})

,

given to agent i ∈N at stage t ∈ {1,2, . . . , T }, if θσtt occurs and K∗
t ∈X∗

t , leads to
the realization of the imputation in (24).

Proof To construct the proof of Theorem 3, we first express the term

Eθt+1,θt+2,...,θT ;ϑt ,ϑt+1,...,ϑT

{
T∑

ζ=t+1

B
(σζ )i

ζ

(
K∗
ζ

)
(1+ r)−(ζ−1)

+ qi(K∗
T+1

)
(1+ r)−T

}

=Eϑt+1

{
ηt+1∑

σt+1=1

λ
σt+1
t+1

[

B
(σt+1)i

t+1

(
K∗
t+1

)
(1+ r)−(t−1)

+Eθt+2,θt+3,...,θT ;ϑt+2,ϑt+3,...,ϑT

(
T∑

ζ=t+2

B
(σζ )i

ζ

(
K∗
ζ

)
(1+ r)−(ζ−1)

+ qi(K∗
T+1

)
(1+ r)−T

)]}

. (25)

Then, using (24) we can express the term ξ (σt+1)i (t + 1,K∗
t+1) as

ξ (σt+1)i
(
t + 1,K∗

t+1

)

= B(σt+1)i

t+1

(
K∗
t+1

)
(1+ r)−t

+Eθt+2,θt+3,...,θT ;ϑt+2,ϑt+3,...,ϑT

{
T∑

ζ=t+2

B
(σζ )i

ζ

(
K∗
ζ

)+ qi(K∗
T+1

)
(1+ r)−T

}

.

(26)
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The expression on the right-hand-side of equation (26) is the same as the expres-
sion inside the square brackets of (25). Invoking equation (26) we can replace
the expression inside the square brackets of (25) by ξ (σt+1)i (t + 1,K∗

t+1) and ob-
tain:

Eθt+1,θt+2,...,θT ;ϑt ,ϑt+1,...,ϑT

{
T∑

ζ=t+1

B
(σζ )i

ζ

(
K∗
ζ

)
(1+ r)−(ζ−1)

+ qi(K∗
T+1

)
(1+ r)−T

}

=Eϑt
{

ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i
[
t + 1,K∗

t+1

]
}

=Eϑt
{

ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ(σt )h
∗(
K∗
t

)− δK∗
t + ϑt

]}

.

Substituting the term

Eθt+1,θt+2,...,θT ;ϑt ,ϑt+1,...,ϑT

{
T∑

ζ=t+1

B
(σζ )i

ζ

(
K∗
ζ

)
(1+ r)−(ζ−1)

+ qi(K∗
T+1

)
(1+ r)−T

}

by

Eϑt

{
ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ(σt )h
∗(
K∗
t

)− δK∗
t + ϑt

]}

in (24) we can express (24) as:

ξ (σt )i
(
t,K∗

t

)

= B(σt )it

(
K∗
t

)
(1+ r)−(t−1)

+Eϑt
{

ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ
(σt )h

∗
t

(
K∗
t

)− δK∗
t + ϑt

]}

.

(27)

For condition (27), which is an alternative form of (24), to hold it is required
that:
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B
(σt )i
t

(
K∗
t

)

= (1+ r)t−1

(

ξ (σt )i
(
t,K∗

t

)

−Eϑt
{

ηt+1∑

σt+1=1

λ
σt+1
t+1 ξ

(σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ
(σt )h

∗
t

(
K∗
t

)− δK∗
t + ϑt

]})

,

for i ∈N and t ∈ {1,2, . . . , T }.
Therefore by paying B(σt )it (K∗

t ) to agent i ∈ N at stage t ∈ {1,2, . . . , T }, if θσtt
occurs and K∗

t ∈ X∗
t is realized, leads to the realization of the imputation in (24).

Hence Theorem 3 follows. �

For a given imputation vector

ξ (σt )
(
t,K∗

t

)= [ξ (σt )1(t,K∗
t

)
, ξ (σt )2

(
t,K∗

t

)
, . . . , ξ (σt )n

(
t,K∗

t

)]
,

for σt ∈ {1,2, . . . , ηt } and t ∈ {1,2, . . . , T }, Theorem 3 can be used to derive the
PDP that leads to the realization this vector.

4.2 Transfer Payments

When all agents are using the cooperative strategies given that K∗
t ∈ X∗

t , and θσtt
occur, the payoff that agent i will directly received at stage t becomes

[
Ri
(
K∗
t , θ

σt
t

)−Ci(ψ(σt )i∗(K∗
t

)
, θ
σt
t

)]
(1+ r)−(t−1)

However, according to the agreed upon imputation, agent i is supposed to received
B
(σt )i
t (K∗

t ) at stage t as given in Theorem 3. Therefore a transfer payment (which
can be positive or negative)

'
(σt )i
t

(
K∗
t

)= B(σt )it

(
K∗
t

)− [Ri(K∗
t , θ

σt
t

)−Ci(ψ(σt )i∗t

(
K∗
t

)
, θ
σt
t

)]
(1+ r)−(t−1),

for t ∈ {1,2, . . . , T } and i ∈N , will be assigned to agent i to yield the cooperative
imputation ξ (σt )(t,K∗

t ).

5 An Illustration

In this section, we provide an illustration of the derivation of a subgame consistent
solution of public goods provision under accumulation and payoff uncertainties in
a multiple asymmetric agents situation. The basic game structure is a discrete-time
analog of an example in Yeung and Petrosyan (2013a) but with the crucial addi-
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tion of uncertain future payoff structures to reflect probable changes in preferences,
technologies, demographic structures and institutional arrangements. This is the first
time that an explicit dynamic game model on cooperative public good provision un-
der uncertain future payoffs is presented.

5.1 Multiple Asymmetric Agents Public Capital Build-up

We consider an n asymmetric agents economic region in which the agents receive
benefits from an existing public capital stock Kt at each stage t ∈ {1,2, . . . , T }.
The accumulation dynamics of the public capital stock is governed by the stochastic
difference equation:

Kt+1 =Kt +
n∑

j=1

I
j
t − δKt + ϑt , K1 =K0, for t ∈ {1,2,3}, (28)

where ϑt is a discrete random variable with non-negative range {ϑ1
t , ϑ

2
t , ϑ

3
t } and

corresponding probabilities {γ 1
t , γ

2
t , γ

3
t }, and

∑3
j=1 γ

j
t ϑ

j
t =' > 0.

At stage 1, it is known that θσ1
1 = θ1

1 has happened with probability λ1
1 = 1, and

the payoff of agent i is

α
(σt )i
1 K1 − c(σ1)i

1

(
I i1
)2
.

At stage t ∈ {2,3}, the payoff of agent i is

α
(σt )i
t Kt − c(σt )it

(
I it
)2
,

if θσt1 ∈ {θ1
t , θ

2
t , θ

3
t , θ

4
t } occurs.

In particular, α(σt )it Kt gives the gain that agent i derives from the public capital
at stage t ∈ {1,2,3}, and c(σt )it (I it )

2 is the cost of investing I it in the public capital.
The probability that θσtt ∈ {θ1

t , θ
2
t , θ

3
t , θ

4
t } will occur at stage t ∈ {2,3} is λσtt ∈

{λ1
t , λ

2
t , λ

3
t , λ

4
t }. In stage 4, a terminal payment contingent upon the size of the cap-

ital stock equaling (qiK4 +mi)(1+ r)−3 will be paid to agent i. Since there is no
uncertainty in stage 4, we use θ1

4 to denote the condition in stage 4 with probability
λ1

4 = 1.
The objective of agent i ∈N is to maximize the expected payoff:

Eθ1,θ2,θ3;ϑ1,ϑ2,ϑ3

{
3∑

τ=1

[
α(στ )iτ Kτ − c(στ )iτ

(
I iτ
)2]
(1+ r)−(τ−1)

+ (qiK4 +mi
)
(1+ r)−3

}

, (29)

subject to the public capital accumulation dynamics (28).
The noncooperative outcome will be examined in the next subsection.
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5.2 Noncooperative Outcome

Invoking Lemma 2, one can characterize the noncooperative Nash equilibrium
strategies for the game (28)–(29) as follows. In particular, a set of strategies
{I (σt )i∗t = φ(σt )i∗t (K), for σ1 ∈ {1}, σ2, σ3 ∈ {1,2,3,4}, t ∈ {1,2,3} and i ∈ N} pro-
vides a Nash equilibrium solution to the game (28)–(29), if there exist functions
V (σt )i(t,K), for i ∈ N and t ∈ {1,2,3}, such that the following recursive relations
are satisfied:

V (σ4)i (4,K)= (qiK +mi
)
(1+ r)−3;

V (σt )i (t,K)=max
I it

Eϑt

{
[
α
(σt )i
t K − c(σt )it

(
I it
)2]
(1+ r)−(t−1) +

4∑

σt+1=1

λ
σt+1
t+1

× V (σt+1)i

[

t + 1,K +
n∑

j=1
j �=i

φ
(σt )j

∗
t (K)+ I it − δK + ϑt

]}

=max
I it

{
[
α
(σt )i
t K − c(σt )it

(
I it
)2]
(1+ r)−(t−1)

+
3∑

y=1

γ
y
t

4∑

σt+1=1

λ
σt+1
t+1

× V (σt+1)i

[

t + 1,K +
n∑

j=1
j �=i

φ
(σt )j

∗
t (K)+ I it − δK + ϑyt

]}

,

for t ∈ {1,2,3}.

(30)

Performing the indicated maximization in (30) yields:

I it = φ(σt )i
∗

t (K)

= (1+ r)t−1

2c(σt )it

3∑

y=1

γ
y
t

4∑

σt+1=1

λ
σt+1
t+1

× V (σt+1)i

Kt+1

[

t + 1,K +
n∑

j=1

φ
(σt )j

∗
t (K)− δK + ϑyt

]

, (31)

for i ∈N , t ∈ {1,2,3}, σ1 = 1, and στ ∈ {1,2,3,4} for τ ∈ {2,3}.

Proposition 1 The value function which represents the expected payoff of agent i
can be obtained as:
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V (σt )i(t,K)= [A(σt )it K +C(σt )it

]
(1+ r)−(t−1),

for i ∈N , t ∈ {1,2,3}, σ1 = 1, and στ ∈ {1,2,3,4} for τ ∈ {2,3}, where

A
(σ3)i
3 = α(σ3)i

3 + qi(1− δ)(1+ r)−1, and

C
(σ3)i
3 =− (q

i)2(1+ r)−2

4c(σ3)i
3

+
[

qi
n∑

j=1

qj (1+ r)−1

2c(σ3)j

3

+ qi'3 +mi
]

(1+ r)−1;

A
(σ2)i
2 = α(σ2)i

2 +
4∑

σ3=1

λ
σ3
3 A

(σ3)i
3 (1− δ)(1+ r)−1, and

C
(σ2)i
2 =− 1

4c(σ2)i
2

(
4∑

σ3=1

λ
σ3
3 A

(σ3)i
3 (1+ r)−1

)2

+
4∑

σ3=1

λ
σ3
3

[

A
(σ3)i
3

(
n∑

j=1

4∑

σ̂3=1

λ
σ̂3
3

A
(σ̂3)j

3 (1+ r)−1

2c(σ2)j

2

+'2

)

+C(σ3)i
3

]

× (1+ r)−1;

A
(σ1)i
1 = α(σ1)i

1 +
4∑

σ2=1

λ
σ2
2 A

(σ2)i
2 (1− δ)(1+ r)−1, and

C
(σ1)i
1 =− 1

4c(σ1)i
1

(
4∑

σ2=1

λ
σ2
2 A

(σ2)i
2 (1+ r)−1

)2

+
4∑

σ2=1

λ
σ2
2

[

A
(σ2)i
2

(
n∑

j=1

4∑

σ̂2=1

λ
σ̂2
2

A
(σ̂2)j

2 (1+ r)−1

2c(σ1)j

1

+'1

)

+C(σ2)i
2

]

× (1+ r)−1;
for i ∈N .

Proof See Appendix. �

Substituting the relevant derivatives of the value functions in Proposition 1 into
the game equilibrium strategies (31) yields a noncooperative Nash equilibrium so-
lution of the game (28)–(29).

5.3 Cooperative Provision of Public Capital

Now we consider the case when the agents agree to cooperate and seek to enhance
their gains. They agree to maximize their expected joint gain and distribute the coop-
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erative gain proportional to their expected non-cooperative gains. The agents would
first maximize their expected joint payoff

Eθ1,θ2,θ3;ϑ1,ϑ2,ϑ3

{
n∑

j=1

3∑

τ=1

[
α(στ )jτ Kτ − c(στ )jτ

(
I jτ
)2]
(1+ r)−(τ−1)

+
n∑

j=1

(
qjK4 +mj

)
(1+ r)−3

}

, (32)

subject to the stochastic dynamics (28).
Invoking Theorem 2, one can characterize the solution of the stochastic dynamic

programming problem (28) and (32) as follows. In particular, a set of control strate-
gies {u(σt )i∗t = ψ(σt )i∗t (K), for t ∈ {1,2,3} and i ∈ N,σ1 = 1, στ ∈ {1,2,3,4}} for
τ ∈ {2,3}, provides an optimal solution to the problem (28) and (32), if there exist
functions W(σt )(t,K), for t ∈ {1,2,3}, such that the following recursive relations
are satisfied:

W(σ4)(4,K)=
n∑

j=1

(
qjK +mj )(1+ r)−3;

W(σt )(t,K)= max
I 1
t ,I

2
t ,...,I

n
t

Eϑt

{
n∑

j=1

[
α
(σt )j
t K − c(σt )jt

(
I
j
t

)2]
(1+ r)−(t−1)

+
4∑

σt+1=1

λ
σt+1
t+1 W

(σt+1)

[

t + 1,K +
n∑

j=1

I
j
t − δK + ϑt

]}

=max
I it

{
n∑

j=1

[
α
(σt )j
t K − c(σt )jt

(
I
j
t

)2]
(1+ r)−(t−1)

+
3∑

y=1

γ
y
t

4∑

σt+1=1

λ
σt+1
t+1 W

(σt+1)i

[

t + 1,K +
n∑

j=1

I
j
t − δK + ϑyt

]}

for t ∈ {1,2,3}.

(33)

Performing the indicated maximization in (33) yields:

I it = ψ(σt )i
∗

t (K)

= (1+ r)t−1

2c(σt )it

3∑

y=1

γ
y
t

4∑

σt+1=1

λ
σt+1
t+1

×W(σt+1)

Kt+1

[

t + 1,K +
n∑

j=1

ψ
(σt )j

∗
t (K)− δK + ϑyt

]

, (34)
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for i ∈N , t ∈ {1,2,3}, σ1 = 1, and στ ∈ {1,2,3,4} for τ ∈ {2,3}.
Proposition 2 The value function which represents the expected joint payoff of
agents can be obtained as:

W(σt )(t,K)= [A(σt )t K +C(σt )t

]
(1+ r)−(t−1),

for t ∈ {1,2,3}, σ1 = 1, and στ ∈ {1,2,3,4} for τ ∈ {2,3}, where

A
(σ3)
3 =

n∑

j=1

α
(σ3)j

3 +
n∑

j=1

qj (1− δ)(1+ r)−1, and

C
(σ3)
3 =−

n∑

j=1

(
∑n
h=1 q

h(1+ r)−1)2

4c(σ3)j

3

+
n∑

j=1

[

qj

(
n∑

!=1

∑n
h=1 q

h(1+ r)−1

2c(σ3)!
3

+'3

)

+mj
]

(1+ r)−1;

A
(σ2)
2 =

n∑

j=1

α
(σ2)j

2 +
4∑

σ3=1

λ
σ3
3 A

(σ3)
3 (1− δ)(1+ r)−1, and

C
(σ2)
2 =−

n∑

j=1

1

4c(σ2)j

2

(
4∑

σ3=1

λ
σ3
3 A

(σ3)
3 (1+ r)−1

)2

+
4∑

σ3=1

λ
σ3
3

[

A
(σ3)i
3

(
n∑

j=1

4∑

σ̂3=1

λ
σ̂3
3

A
(σ̂3)j

3 (1+ r)−1

2c(σ2)j

2

+'2

)

+C(σ3)i
3

]

× (1+ r)−1;

A
(σ1)
1 =

n∑

j=1

α
(σ1)j

1 +
4∑

σ2=1

λ
σ2
2 A

(σ2)
2 (1− δ)(1+ r)−1, and

C
(σ1)
1 =−

n∑

j=1

1

4c(σ1)j

1

(
4∑

σ2=1

λ
σ2
2 A

(σ2)
2 (1+ r)−1

)2

+
4∑

σ2=1

λ
σ2
2

[

A
(σ2)
2

(
n∑

j=1

4∑

σ̂2=1

λ
σ̂2
2

A
(σ̂2)
2 (1+ r)−1

2c(σ1)j

1

+'1

)

+C(σ2)
2

]

× (1+ r)−1.

Proof Follow the proof of Proposition 1. �

Using (34) and Proposition 2, the optimal cooperative strategies of the agents can
be obtained as:
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ψ
(σ3)i

∗
3 (K) =

∑n
h=1 q

h(1+ r)−1

2c(σ3)i
3

,

ψ
(σ2)i

∗
2 (K) =

4∑

σ3=1

λ
σ3
3

A
(σ3)
3 (1+ r)−1

2c(σ2)i
2

, (35)

ψ
(σ1)i

∗
1 (K) =

4∑

σ2=1

λ
σ2
2

A
(σ2)
2 (1+ r)−1

2c(σ1)i
1

, for i ∈N.

Substituting ψ(σt )i
∗

t (K) from (35) into (28) yields the optimal cooperative accumu-
lation dynamics:

Kt+1 =Kt +
n∑

j=1

4∑

σt+1=1

λ
σt+1
t+1

A
(σt+1)

t+1 (1+ r)−1

2c(σt )jt

− δKt + ϑt , K1 =K0, (36)

if θσtt occurs at stage t , for t ∈ {1,2,3}.

5.4 Subgame Consistent Cooperative Solution

Given that the agents agree to share the cooperative gain proportional to their ex-
pected non-cooperative payoffs, an imputation

ξ (σt )i
(
t,K∗

t

) = V (σt )i (t,K∗
t )∑n

j=1 V
(σt )j (t,K∗

t )
W(σt )

(
t,K∗

t

)

= [A(σt )it K∗
t +C(σt )it ]

∑n
j=1[A(σt )it K∗

t +C(σt )it ]
[
A
(σt )
t K∗

t +C(σt )t

]
(1+ r)−(t−1),

for i ∈N, (37)

if θσtt occurs at stage t for t ∈ {1,2,3} has to be maintained.
Invoking Theorem 3, if θσtt occurs and K∗

t ∈X∗
t is realized at stage t a payment

equaling

B
(σt )i
t

(
K∗
t

) = (1+ r)(t−1)

{

ξ (σt )i
(
t,K∗

t

)

−
[

3∑

y=1

γ
y
t

ηt+1∑

σt+1=1

λ
σt+1
t+1

×
(

ξ (σt+1)i

[

t + 1,K∗
t +

n∑

h=1

ψ
(σt )h

∗
t

(
K∗
t

)− δK∗
t + ϑyt

])]}
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= A
(σt )i
t K∗

t +C(σt )it
∑n
j=1[A(σt )it K∗

t +C(σt )it ]
[
A
(σt )
t K∗

t +C(σt )t

]

−
3∑

y=1

γ
y
t

ηt+1∑

σt+1=1

λ
σt+1
t+1

A
(σt+1)i

t+1 Kt+1(σt+1, ϑ
y
t )+C(σt+1)i

t+1
∑n
j=1[A(σt+1)i

t+1 Kt+1(σt+1, ϑ
y
t )+C(σt+1)i

t+1 ]

× [A(σt+1)

t+1 Kt+1
(
σt+1, ϑ

y
t

)+C(σt )t+1

]
(1+ r)−1, (38)

where

Kt+1
(
σt+1, ϑ

y
t

)=K∗
t +

n∑

j=1

4∑

σt+1=1

λ
σt+1
t+1

A
(σt+1)

t+1 (1+ r)−1

2c(σt )jt

− δK∗
t + ϑyt ,

given to agent i at stage t ∈ {1,2,3} if θσtt occurs would lead to the realization of
the imputation (37).

A subgame consistent solution and the corresponding payment schemes can be
obtained using Propositions 1 and 2 and conditions (35)–(38).

Finally, since all agents are adopting the cooperative strategies, the payoff that
agent i will directly received at stage t is

α
(σt )i
t K∗

t −
1

4c(σt )it

(
4∑

σt+1=1

λ
σt+1
t+1 A

(σt+1)

t+1 (1+ r)−1

)2

,

if θσtt occurs at stage t .
However, according to the agreed upon imputation, agent i is to receive

ξ (σt )i (t,K∗
t ) in (38), therefore a transfer payment (which can be positive or neg-

ative) equaling

π(σt )i
(
t,K∗

t

)= ξ (σt )i(t,K∗
t

)− α(σt )it K∗
t +

1

4c(σt )it

(
4∑

σt+1=1

λ
σt+1
t+1 A

(σt+1)

t+1 (1+ r)−1

)2

will be given to agent i ∈N at stage t .

6 Concluding Remarks

An essential characteristic of decision making over time is that though the decision-
maker gathered all past and present information available, the precise state of the
future, in general, could not be foreseen with absolute certainty. An empirically
meaningful theory must therefore incorporate relevant uncertainties in an appro-
priate manner. This paper resolves the classical problem of market failure in the
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provision of public goods with a subgame consistent cooperative scheme taking
into consideration two types of commonly observed uncertainties—stochastic stock
accumulation dynamics and uncertain future payoff structures. A scheme that guar-
antees the agreed-upon optimality principle be maintained in any subgame and pro-
vides the basis for sustainable cooperation is derived. A “payoff distribution proce-
dure” leading to subgame-consistent solutions is developed. An illustrative example
is presented to demonstrate the derivation of subgame consistent solution for pub-
lic goods provision game under these uncertainties. The analysis can be readily
extended into a multiple public capital goods paradigm. This is the first time that
subgame consistent cooperative provision of public goods is analysed under un-
certainties in both the accumulation dynamics and future payoff structures. Further
research and applications are expected.
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Appendix

Proof of Proposition 1 Consider first the last stage, that is stage 3, when θσ3
3 occurs.

Invoking that

V (σ3)i (3,K)= [A(σ3)i
3 K +C(σ3)i

3

]
(1+ r)−2 and

V (σ4)i (4,K4)=
(
qiK +mi)(1+ r)−3

from Proposition 1, the condition governing t = 3 in equation (30) becomes

[
A
(σ3)i
3 K +C(σ3)i

3

]
(1+ r)−2

=max
I i3

{
[
α
(σ3)i
3 K − c(σ3)i

3

(
I i3
)2]
(1+ r)−2

+
3∑

y=1

γ
y

3

4∑

σ4=1

λ
σ4
4

[

qi

(

K +
4∑

j=1
j �=i

φ
(σ3)j

∗
3 (K)+ I i3 − δK + ϑy3

)

+mi
]

× (1+ r)−3

}

, for i ∈N. (39)

Performing the indicated maximization in (39) yields the game equilibrium strate-
gies in stage 3 as:

φ
(σ3)i

∗
3 (K)= qi(1+ r)−1

2c(σ3)i
3

, for i ∈N. (40)
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Substituting (40) into (39) yields:

[
A
(σ3)i
3 K +C(σ3)i

3

]

= α(σ3)i
3 K − (q

i)2(1+ r)−2

4c(σ3)i
3

+
3∑

y=1

γ
y

3

[

qi

(

K +
n∑

j=1

qj (1+ r)−1

2c(σ3)j

3

− δK + ϑyt
)

+mi
]

× (1+ r)−1, for i ∈N. (41)

Note that both sides of equation (41) are linear expressions of K . For (41) to hold it
is required that:

A
(σ3)i
3 = α(σ3)i

3 + qi(1− δ)(1+ r)−1, and

C
(σ3)i
3 =− (q

i)2(1+ r)−2

4c(σ3)i
3

+
[

qi
n∑

j=1

qj (1+ r)−1

2c(σ3)j

3

+ qi'3 +mi
]

(1+ r)−1, for i ∈N.

(42)

Now we proceed to stage 2, using V (σ3)i (3,K) = [A(σ3)i
3 K + C(σ3)i

3 ](1 + r)−2

with A(σ3)i
3 and C(σ3)i

3 given in (42), the conditions in equation (30) become

[
A
(σ2)i
2 K +C(σ2)i

2

]
(1+ r)−1

=max
I i2

{
[
α
(σ2)i
2 K − c(σ2)i

2

(
I i2
)2]
(1+ r)−1

+
3∑

y=1

γ
y

2

4∑

σ3=1

λ
σ3
3

[

A
(σ3)i
3

(

K +
n∑

j=1
j �=i

φ
(σ2)j

∗
2 (K)+ I i2 − δK + ϑy2

)

+C(σ3)i
3

]

(1+ r)−2

}

, for i ∈N. (43)

Performing the indicated maximization in (43) yields the game equilibrium
strategies in stage 2 as:

φ
(σ2)i

∗
2 (K)=

4∑

σ3=1

λ
σ3
3

A
(σ3)i
3 (1+ r)−1

2c(σ2)i
2

, for i ∈N. (44)
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Substituting (44) into (43) yields:

[
A
(σ2)i
2 K +C(σ2)i

2

]

= α(σ2)i
2 K − 1

4c(σ2)i
2

(
4∑

σ3=1

λ
σ3
3 A

(σ3)i
3 (1+ r)−1

)2

+
3∑

y=1

γ
y

2

4∑

σ3=1

λ
σ3
3

[

A
(σ3)i
3

(

K +
n∑

j=1

4∑

σ̂3=1

λ
σ̂3
3

A
(σ̂3)j

3 (1+ r)−1

2c(σ2)j

2

− δK + ϑy2
)

+C(σ3)i
3

]

(1+ r)−1 for i ∈N. (45)

Both sides of equation (45) are linear expressions ofK . For (45) to hold it is required
that:

A
(σ2)i
2 = α(σ2)i

2 +
4∑

σ3=1

λ
σ3
3 A

(σ3)i
3 (1− δ)(1+ r)−1, and

C
(σ2)i
2 =− 1

4c(σ2)i
2

(
4∑

σ3=1

λ
σ3
3 A

(σ3)i
3 (1+ r)−1

)2

+
4∑

σ3=1

λ
σ3
3

[

A
(σ3)i
3

(
n∑

j=1

4∑

σ̂3=1

λ
σ̂3
3

A
(σ̂3)j

3 (1+ r)−1

2c(σ2)j

2

+'2

)

+C(σ3)i
3

]

(1+ r)−1, for i ∈N.

(46)

Now we proceed to stage 1, using V (σ2)i (2,K) = [A(σ2)i
2 K + C(σ2)i

2 ](1 + r)−1

with A(σ2)i
2 and C(σ2)i

2 given in (46), the conditions in equation (30) become

[
A
(σ1)i
1 K +C(σ1)i

1

]

=max
I i1

{
[
α
(σ1)i
1 K − c(σ1)i

1

(
I i1
)2]

+
3∑

y=1

γ
y

1

4∑

σ2=1

λ
σ2
2

[

A
(σ2)i
2

(

K +
n∑

j=1
j �=i

φ
(σ1)j

∗
1 (K)+ I i1 − δK + ϑy1

)

+C(σ2)i
2

]

(1+ r)−1

}

, for i ∈N. (47)
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Performing the indicated maximization in (47) yields the game equilibrium strate-
gies in stage 1 as:

φ
(σ1)i

∗
1 (K)=

4∑

σ2=1

λ
σ2
2

A
(σ2)i
2 (1+ r)−1

2c(σ1)i
1

, for i ∈N. (48)

Substituting (48) into (47) yields:

[
A
(σ1)i
1 K +C(σ1)i

1

]

= α(σ1)i
1 K − 1

4c(σ1)i
1

(
4∑

σ2=1

λ
σ2
2 A

(σ2)i
2 (1+ r)−1

)2

+
3∑

y=1

γ
y

1

4∑

σ2=1

λ
σ2
2

[

A
(σ2)i
2

(

K +
n∑

j=1

4∑

σ̂2=1

λ
σ̂2
2

A
(σ̂2)j

2 (1+ r)−1

2c(σ1)j

1

− δK + ϑy1
)

+C(σ2)i
2

]

(1+ r)−1, for i ∈N. (49)

Both sides of equation (49) are linear expressions ofK . For (49) to hold it is required
that:

A
(σ1)i
1 = α(σ1)i

1 +
4∑

σ2=1

λ
σ2
2 A

(σ2)i
2 (1− δ)(1+ r)−1, and

C
(σ1)i
1 =− 1

4c(σ1)i
1

(
4∑

σ1=1

λ
σ2
2 A

(σ2)i
2 (1+ r)−1

)2

+
4∑

σ2=1

λ
σ2
2

[

A
(σ2)i
2

(
n∑

j=1

4∑

σ̂2=1

λ
σ̂2
2

A
(σ̂2)j

2 (1+ r)−1

2c(σ1)j

1

+'1

)

+C(σ2)i
2

]

(1+ r)−1, for i ∈N.

Hence Proposition 1 follows. �
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