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  Preface   

 It was in sultry Manila, the Philippines, in 2005 when I set my mind seriously 
to this book project. At the time I was busy building macro-econometric 
models of major member countries for the Asian Development Bank (ADB). 
The decision seems to be as unrelated to the occasion and the location as one 
can possibly imagine. When I was fi rst engaged in history research at Oxford 
and wrote ‘The Formation of Econometrics: A Historical Perspective’ as my 
doctorial thesis, I had never touched the murky water of applied modelling. 
The experience at ADB somehow revived in me an interest which had been 
numbed by years of working at the academic periphery within the ortho-
dox economics circle of a British university. The Manila experience made 
me aware of the potential advantage of being an informed spectator with 
distance. 

 I was greatly inspired by T. Haavelmo’s 1944 monograph when I undertook 
my doctorial research project in 1986. Returning to the history twenty years 
later, I fi nd myself now critical of his empirical works. It has certainly taken 
me a long time to learn to appreciate real gems in empirical studies and to 
realize that the life force of econometrics lies fundamentally in its practical 
function rather than its methodological assertions. In fact, the two chapters 
of applied case study in the present book were the most time-consuming to 
research and write on, except for the designing and building of the citation 
database for Chapter 10. The latter has taught me how diffi cult the task of 
planning and collecting raw data for research is. 

 Nevertheless, methodology and philosophy are indispensible sources of 
stimulation for a history project like the present one. From a pragmatic per-
spective, I draw the philosophical support of this project from F. Nietzsche: 
‘History, conceived as pure knowledge, once it becomes sovereign, would be 
a kind of conclusion to living and a fi nal reckoning of humanity. Only when 
historical culture is ruled and led by a higher force and does not itself govern 
and lead does it bring with it a powerful new stream of life, a developing cul-
ture for example, something healthy with future promises’ (1873). Moreover, 
Nietzsche provides me with an expedient excuse for not attempting to dis-
cover the immutable truth of the history, but to develop an interpretation of 
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it in the hope that the interpretation may benefi t the econometrics teaching 
and research in the present and onwards. This is, I hope, not merely my own 
wishful thinking. Years of following an academic career have convinced me 
of the truth of Huxley’s observation, especially in economics, ‘that men do 
not learn much from the lessons of history is the most important of lessons 
history has to teach’ (1959). 

 The writing of this book has taken much longer than I ever anticipated 
in Manila, almost comparable to the eight-year long Chinese Anti-Japanese 
War. During the period, I have been fortunate to get help and support from 
friends, collaborators, and colleagues. I feel greatly indebted to John Aldrich, 
Olav Bjerkholt, Marcel Boumans, Margaret Buckley, Stella Cavanagh, Diana 
Chan, Bill Farebrother, Christopher Gilbert, Xinhua He, David Hendry, 
Kevin Hoover, Martins Kazaks, Sreekala Kochugovindan, Ruben Lee, Terry 
Mills, Mary Morgan, Machiko Nissanke, Pedro Perez, Stephen Pollock, Aris 
Spanos, Tao Tan, Alf Vanags, Jun Wang, and Lifong Zou. But the list is far 
from exhaustive. I am also grateful to two particularly helpful interrup-
tions during this book project. The fi rst is the co-edition with Olav Bjerkholt 
of R. Frisch’s 1930 Yale lecture notes; the second is the edition of a four-
volume collection, ‘ The Rise of Econometrics ,’ in Routledge’s Critical Concepts 
in Economics series. Both editorial jobs have extended my knowledge of and 
revitalized my interest in the history, even though they caused an inevitable 
delay to the completion of the present book. 

 Finally, I extend my due thanks to the three institutions where I have 
worked during the last eight years: the ADB, Queen Mary, and SOAS of the 
University of London. These institutions have not only enabled me to carry 
out this project but also helped sustain my privileged position as a lone 
observer of econometric practices at various hierarchical levels and from 
widely different positions. 

 October, 2012, London  
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     Introduction    

  The science hangs like a gathering fog in a valley, a fog which 
begins nowhere and goes nowhere, an incidental, unmeaning 
inconvenience to passers-by. H.G. Wells (1908),  A Modern Utopia  
(from Section 3.3 ‘Utopian Economics’)  

  This book is a sequel to The Formation of Econometrics: A Historical Perspective, 
my fi rst book written mostly in the late 1980s. Although it was unclear to me 
then, my nascent research into the history of econometrics arose largely in 
the wake of reformative movements of the textbook econometrics built on 
the Cowles Commission (henceforth, CC) paradigm. The time elapsed since 
then is enough to turn those movements into history. 

 The present investigation is focused on various schools of thought and 
practices which attempted a ‘paradigm shift’ of the CC tradition during the 
1970s and the 1980s, and principally the two decades after the 1973 oil cri-
sis. Note that the time period overlaps with the transition of macroeconom-
ics, as described in Blanchard (2000), from an epoch of formalization of an 
‘integrated framework’ during the post-WWII period to an new epoch of 
exploration into the ‘role of imperfections in macroeconomics’ after 1980. 
Indeed, the history reveals a great deal of interaction between the reforma-
tive attempts in econometrics and the paradigm shift in macroeconomics 
around 1980. For that reason, the current study is somewhat biased towards 
macro-econometrics and modelling methods using time-series data at the 
expense of micro-econometrics. 

 The base materials of the current study are predominantly original research 
documents, since there are almost no previous historical studies of this kind. 
Except for a very few works, such as two chapters in Epstein’s 1987 book (one 
on exogeneity and the other on VAR models) and another paper on exogene-
ity by Aldrich (1993), the fi eld of the current study has remained unchartered 
territory. The available derivative materials are largely in the form of litera-
ture surveys, interviews, and methodological studies. 

 Two survey studies of three methodological schools carried out by Pagan 
(1987, 1995) are particularly helpful in setting the scene of the present book. 
The three schools form the subject matters of Chapters 2, 3, and 4 respectively, 
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after an introductory chapter, that is Chapter 1, on the formation and con-
solidation of the CC paradigm. In comparison to Pagan’s studies, these three 
chapters cover a much wider scope in terms of both the historical perspective 
and the relationship between econometrics and economics. This is particu-
larly refl ected in the focal discussion on the issue of ‘model choice’, an issue 
virtually left out by the CC group when they formalized econometrics. The 
complicated methodological problems involved in model choice are further 
illustrated in Chapters 5 and 6 through two case studies. The cases are chosen 
as representative of two common and somewhat distinct uses of econometric 
models. The fi rst case, the Phillips curve, represents the use of models essen-
tially for the purpose of theoretical verifi cation and policy related debates. 
The second case, business-cycle modelling, embodies the type of research 
activities which ultimately have a more pragmatic and often tougher pur-
pose—real-time forecasting. These chapters make it evident how unavoid-
able and vitally important the issue of model choice is for any econometric 
models to attain a satisfactory degree of theoretical soundness and empirical 
relevance. 

 The subsequent three chapters return to the old style of my fi rst book, 
namely to examine the history by themes which are selected from the per-
spective of econometrics rather than from the history of economic thought. 
The object of investigation in Chapter 7 is structural parameters. Instead of 
focusing on the estimation aspect as textbook econometrics does, the chap-
ter is devoted to the implicitly shifting specifi cations of structural param-
eters and the problems these give rise to. The problems are further exposed 
in Chapter 8 from the perspective of the error terms, the mirror refl ection 
of model choice. The discussion culminates in Chapter 9 where the vex-
ing subject matter of model selection and design procedures is examined 
directly. Due to the nature of the thematic arrangement, there is unavoidably 
a certain degree of repetition, across different chapters, of some topics and 
studies. However, by presenting them via different approaches or themes, I 
believe that the repetition helps to deepen and extend our understanding of 
the essence of econometrics. 

 The last chapter explores the use of citation analyses for historical research. 
In particular, the impact of the CC paradigm over three and half decades—
1970–2005—is evaluated via a number of citation statistics. Interestingly, the 
statistics suggest that the impact of the CC paradigm has largely withstood 
reformative attempts for a ‘paradigm shift’, implying that the rise of vari-
ous alternative schools during the 1970s and the 1980s has not yet resulted 
in a methodological revolution in econometrics, nor has it led to a shifting 
of epochs as described in macroeconomics by Blanchard (2000). Some ten-
tative explanations of why the impact has been limited are offered in the 
epilogue. 
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Introduction

 Overall, the history considered in the current study refl ects a gradual ‘exter-
nalization’ of research issues, to use Carnap’s (1950) terminology. The focal 
issues upon which econometric tools and methods are developed have grad-
ually diverged from ‘ internal questions ’ towards more ‘ external questions ’. For 
example, parameters are internal to models, whereas the existence of models 
is external with respect to parameters. Econometric research has moved from 
the issue of how best to statistically estimate a priori given structural param-
eters, central under the CC paradigm, to harder issues concerning how to 
choose, design, and specify models and also how to evaluate which models 
are relatively the most effi cient and simple while being substantively useful 
or relevant. Such externalization should provide a breeding ground where 
ideas and approaches which may eventually revolutionalize econometrics 
are mostly likely to grow. 

 It is obvious that the current book is on the internal history of economet-
rics, similar to my last book. Here, a summary of the external history does 
not seem to be necessary because the history is so recent and the research 
materials involved are also relatively diversely distributed. Nevertheless, 
many of the background stories can easily be found from various available 
sources, such as interviews and surveys, and are referred to whenever neces-
sary in the subsequent chapters.     
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     1 

 Consolidation of the Cowles 
Commission Programme  

   Modern econometrics is commonly regarded as being laid out by Trygve 
Haavelmo’s  The Probability Approach in Econometrics  (1944) and formalized by 
researchers at the Cowles Commission (henceforth, CC) during the 1940s (see 
the CC Monograph 10 edited by Koopmans, 1950; and Monograph 14 edited 
by Hood and Koopmans, 1953). The formalization has been relatively well 
recorded and studied, for example see Christ (1952a, 1994), Hildreth (1986), 
Epstein (1987), Qin (1993), Gilbert and Qin (2006), and Spanos (2006). 

 This chapter examines the historical process through which the CC 
research programme became consolidated into mainstream econometrics.  1   
The process went quite smoothly during the two decades 1950–70. These 
decades can therefore be viewed as a ‘normal science’ period by Kuhn’s 
(1962) terminology. While the period serves the general purpose of prepar-
ing the background for the post-1970 reformative movements, it is particu-
larly interesting to delve into because of a puzzling observation—the smooth 
consolidation took place in spite of the fact that the research community 
was not unaware that the programme was ‘an intellectual success but an 
empirical failure’ (Heckman, 2000), as shown from the papers presented at a 
panel discussion on ‘Simultaneous Equation Estimation: Any Verdict Yet?’ at 
the 1958 meeting of the Econometric Society, for example see Christ (1960), 
Liu (1960), and Waugh (1961). We are thus keen to fi nd out what factors, or 
‘methodological rules’ in Lakatos’ (1977) terminology, have played the cru-
cial role of promoting the CC paradigm despite its lack of empirical support. 

 Our investigation starts from a summary of the CC programme (Section1.1). 
The consolidation process is subsequently examined respectively through three 

  1     The CC programme or paradigm is also referred to as the Cowles methodology or the 
Haavelmo-CC approach. The latter emphasizes the important role that Haavelmo has played 
in the CC research orientation and its historical continuity to some of the schemes proposed 
by Frisch.  
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areas: the development of standard econometrics textbooks (Section 1.2), the 
evolving themes and trends of research in econometric methods (Section 1.3), 
and the contribution of the CC programme to applied modelling (Section 1.4). 
The investigation reveals that the programme gained dominance primarily 
through its adherence to the scientifi c banner and style rather than its  empirical 
relevance. What has attracted the academic community most comes from the 
hard science methodology.  2   Internal consistency of the arguments and math-
ematic elegance appear to rank at the top of the list of ingredients, serving as 
the key positive heuristic during the consolidation process. The possibility of 
further division of the econometric discipline into compartmentalized research 
and self-contained teaching topics has also played an important role. The most 
vital is probably the division of research tasks between economics and econo-
metrics. The division helps to convert the aesthetics of econometric research 
into a means of producing mathematically elegant measurement tools for 
available theoretical models. Empirical evidence or applied relevance becomes 
comparatively depreciated. These fi ndings provide a historical explanation of 
how ‘the scientifi c illusion’ criticized by Summers (1991) came to dominance 
in economics. To a large extent, the fi ndings also reinforce the observation that 
advocacy leads to the dominance of a research programme more effi ciently 
than objectivity (e.g. Mitroff, 1972, 1974 and Armstrong, 1979). 

 Several historical factors have probably contributed to this dominance.  3   
First of all, academic acceptance was the prime driver of the CC enterprise; 
scientifi c rigour thus served as a trump card. Secondly, the poor availabil-
ity of quality data and the primitive computing facilities of the time made 
it far easier to gain elegant theoretical results than robust empirical ones. 
Furthermore, the part of applied issues which have been virtually left out of 
the formalized econometrics often demands the use of comprehensive social 
knowledge or tacit experience, which is hard to trim or narrow down and is 
somewhat incompatible not only with the hard scientifi c ethos but also with 
pedagogical needs. Finally, the maturity of an academic discipline entails the 
establishment of a hierarchy where status descends in an orderly way from 
pure theoreticians to general practitioners. 

 Once econometrics became academically established, concerns and dis-
satisfaction were brewing from the increasingly noticeable gap between for-
malized econometrics and reality. The most crucial trigger was probably the 
widespread failure of macro-econometric models to predict and track the 
global recession following the 1973 oil crisis. In fact, 1970 had already seen 

  2     This can also be seen as a part of what McCloskey (1983) describes as the pervasive movement 
of ‘modernism’.  

  3     Other psychological or related factors, such as selective perception, avoidance of disconfi rm-
ing evidence, and group reinforcement of biased preconceptions, should not be ruled out, e.g. as 
described in Armstrong (1978), though they are not discussed here.  
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a mood for change, with the community critically questioning the practical 
value of the formalization (see Section 1.5).  

  1.1     Cowles commission methodology 

 A major impetus for the formalization of modern econometrics was the 
famous Tinbergen debate, triggered by Keynes’ sceptical evaluation of 
Tinbergen’s pioneering work  Statistical Testing of Business-Cycle Theories  
(1939).  4   The debate highlighted the need for an academic base for the type 
of macro-econometric models explored by Tinbergen. In response to this 
need, Haavelmo and the Cowles Commission essentially formalized a new 
discipline, which still defi nes the core of present-day mainstream economet-
rics. As mentioned earlier, this part of the history has been relatively well 
researched; what follows is a highly condensed summary. 

 Methodologically, the CC enterprise is closely associated with the ‘structural’ 
approach. The approach is genealogically attributable to R. Frisch (e.g. Phelps 
Brown 1937;  5   Frisch 1938; Bjerkholt and Qin 2010). As an assistant to Frisch, 
Haavelmo played a pivotal role in adapting Frisch’s proposal to probability-based 
statistical theories around the turn of 1940. The adaptation stemmed from 
Haavelmo’s captivation by the Neyman–Pearson theory of hypothesis testing, 
as illustrated by his vehement argument for taking economic theories as test-
able statistical hypotheses (1939). However, Haavelmo’s attention soon turned 
to the identifi cation problem in connection with a simultaneous-equation 
model (SEM) and the associated estimation problem, which led to his dis-
covery of the ‘simultaneity bias’ of the ordinary least squares (OLS) estimator 
(Haavelmo 1943) and his wholehearted embracing of the probability approach 
as the foundation of econometrics (Haavelmo 1944).  6   

 Much of the CC research programme under Marschak’s directorship dur-
ing 1943–48 followed immediately on Haavelmo’s work. In retrospect, the 
CC programme may be summarized from three perspectives. At a broad 
methodological level, it attempts to bridge theory and empirical research 
in a logically rigorous manner. Specifi cally, the CC research principle is to 
make all assumptions explicit in order to facilitate the discovery of prob-
lems and revision of the assumptions in the light of problems that might 
subsequently emerge. Moreover, the assumptions should be as consistent 

  4     This debate is well documented in Hendry and Morgan (1995; Part VI and also the 
Introduction).  

  5     Phelps Brown (1937: 356–6) reports a summary of ‘an ideal programme for macrodynamic 
studies’ presented by Frisch at the 1936 Oxford Meeting of the Econometric Society.  

  6     The initial version of this work was released in 1941; see Bjerkholt (2007a) for a detailed 
historical account.  
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as possible with knowledge of human behaviour and are classifi ed into 
two types: the fi rst are those assumptions which are statistically testable 
and the second are provisional working hypotheses (see Marschak, 1946). 
At the level of the discipline of economics, demarcation is made between 
economists and econometricians. The job of postulating theoretic models is 
delegated to economists while econometricians are to specify and estimate 
structural models relayed to them by economists. Accepting on faith that 
those structural models are correct and autonomous,  7   the econometricians’ 
job is further confi ned to devising statistically the best estimators for the 
parameters of the structural models. The importance of working with a pri-
ori constructed structural models is derived from the belief that only such 
models would satisfy the need for quantitative policy analyses. This struc-
tural approach also differentiates econometrics from statistical economics 
(see Gilbert and Qin, 2007). At the technical level, the CC researchers for-
malized the econometric procedure into three steps: model specifi cation, 
identifi cation, and estimation. They chose an SEM as the most general form 
of structural model and the starting point for the three steps. This choice is 
essentially based on the conceptual adequacy of SEMs in representing the 
Walrasian general equilibrium system. 

 Denote a linear SEM where sets of endogenous and exogenous variables are 
denoted by yt     and zt    respectively:  
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 where Bi    and Γi    are matrices of structural parameters of interest, and  p  
denotes the lag length. Model specifi cation amounts to adopting a jointly 
normal distribution for the error term,εt , following Haavelmo’s (1944) argu-
ments that all the variables, that is x (y ,(( z )t t(y(( t , should be specifi ed as a set 
of jointly distributed stochastic variables. Identifi cation is designated to the 
examination of the conditions under which the structural parameters of 
interest, especially those in the non-diagonal matrix B0 , are uniquely estima-
ble.  8   The issue is demonstrated via a transformation of the structural model 
(1.1) into what is now commonly called the ‘reduced-form’:  
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  7     For the concept of autonomy in connection to structural models, see Frisch (1938), Haavelmo 
(1944: section 8), and Aldrich (1989); also Chapter 7.  

  8     Note that ‘identifi cation’ carried far wider connotation prior to this formalization, e.g. 
Hendry and Morgan (1989) and Qin (1989).  
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 Identifi cation requires that structural parameters, ,( )Bi iiΓ  should be uniquely 
deducible from the reduced-form parameter estimates, ,( )Ai iiΠ  and that the 
data sample in use should contain adequate variability to enable the estima-
tion of ( )Ai iΠ . The role of structural estimation is to deal with the nonlin-
ear nature of the transformation of ( )Bi ii ( )Ai ii ΠAiAi .  The principle method 
adopted is maximum likelihood (ML), because the OLS is an inconsistent 
estimator with the specifi cation of an SEM, as shown by Haavelmo (1943). 
Ideally, the full-information maximum likelihood (FIML) estimator is to be 
used but, given the primitive computing facility of the time, a computation-
ally more convenient method, known as limited-information maximum 
likelihood (LIML) estimator, was devised (e.g. see Epstein, 1987, 1989). 

 The CC’s technical advance initiated a new standard for research. The 
standard embraced not just rigorous workmanship but also the task of meas-
uring assumed known structural models. The CC group believed it crucial 
that the measurement was focused on structural models, because these mod-
els were the only type valid for simulating policy alternatives, for example 
see Marschak (1946). Reduced-form models were only useful for forecasting, 
a task somehow implicated as being inferior to that of policy analyses. It 
should be noted that the anchor of econometric measurement on structural 
models effectively granted the models the status of the maintained hypoth-
esis, making them immune from hypothesis testing. Although the principle 
of hypothesis testing was highly commended, it became peripheral to the CC 
enterprise. Indeed, neither Haavelmo nor the CC group endeavoured much 
to transform the principle into operational devices for model diagnostic pur-
poses. In CC parlance, the issue was referred to as making ‘model choice’ 
among multiple hypotheses and was intentionally left out of their research 
agenda, as acknowledged by Marschak (1950: section 2.6). But the CC group 
was not unaware that this issue would become unavoidable as soon as their 
formalized procedure was put into practice (see e.g. Koopmans 1957). The 
SEM of equation (1.1) was indeed general enough to represent any economy 
in the abstract but it was also unidentifi able by defi nition without further 
restrictions. The CC group therefore saw as the next stumbling block the lack 
of more specifi cally formulated theoretical models than the general SEM and, 
around 1950, re-oriented its research direction from measurement issues to 
theoretical model formulation (Christ, 1952a).  

  1.2     Programme consolidation: textbook standardization 

 Although CC Monograph 14 was produced for the purpose of expounding 
the earlier technical developments made in Monograph 10, the CC’s works 
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served the research community rather than education. Meanwhile, the fi rst 
generation of post-war econometrics textbooks had essentially been distilled 
out of the modelling experience of practitioners and styled as workman’s 
manuals covering a wide range of measurement issues, as can be seen from 
Tinbergen (1951) and Klein (1953). It took over a decade before econometrics 
textbooks gradually converged towards a regression-based statistics manual 
centred on estimation methods, that is, a setting which has been widely 
recognized as standard econometrics (see also Gilbert and Qin, 2006: section 
4.4.3). It was actually a decade during which the CC methodology met with 
doubt and criticism from several directions (see the next section and also 
Qin, 1993: chapter 6). However, none of these were discussed in the text-
books subsequently published. 

 In order to better present the textbook convergence process, key features of 
the major textbooks produced during the two decades of 1950–70 are sum-
marized in Table 1.1. In particular, the thematic layout of the textbooks is 
represented in four categories: ‘applied analysis’, ‘statistical methods and 
estimators’, ‘SEM techniques’, and ‘pre-1940 techniques’. The fi rst, ‘applied 
analysis’, covers chapters or sections which address squarely and relatively 
fully economic topics instead of mere and simple illustrations of economet-
ric methods; the middle two categories are self-explanatory and the last, 
‘pre-1940 techniques’, refers to those statistical methods which fell out of 

 Table 1.1     Thematic layout of major textbooks, 1950–1970 

Author (year)

Number 
of 

chapters Pages

Percentage of pages on themes of:

Applied 
analysis

Statistical 
methods & 
estimators

SEM 
techniques

Pre-1940 
techniques*

Tinbergen (1951) 8 258 38 21 1 1
Tintner (1952) 11 370 27 50 8 41
Klein (1953) 7 355 14 69 15 0
Valavanis (1959) 12 223 0 85 32 8
Johnston (1963) 10 300 0 83 21 0
Goldberger (1964) 7 399 6 79 23 0
Malinvaud (1966) 

(French ed.: 1964)
20

631 5 76 18 3
Christ (1966) 11 705 11 48 19 0
Leser (1966) 7 119 41 46 19 0
Fox (1968) 14 568 20 60 17 6
Dhrymes (1970) 12 592 18 73 40 7
Wonnacott & 

Wonnacott (1970)
18

480 0 83 22 0

      * ‘Pre-1940 techniques’ means those techniques experimented on by early econometricians but which largely 
fell into disuse during the 1950s and the 1960s, such as ‘bunch map analysis’, principal components and factor 
analysis. The selection of a page range is based on the unit of a section or a chapter; simple numerical illustrations 
of a technique within a section are not counted as ‘applied analysis’. There is a certain overlap among the last 
three thematic categories.    
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fashion during the consolidation era, such as ‘bunch map analysis’, princi-
pal components and factor analysis. The categories are shown in terms of 
percentage of page coverage. As can easily be seen from Table 1.1, there was, 
during the 1960s, a substantial increase in the proportion of statistical con-
tent at the expense of ‘applied analysis’; and this increase was accompanied 
by a rising proportion devoted to SEM. Let us now take a closer look into the 
contents of some of these books.      

 The main part of the pioneering textbook by Tinbergen (1951)—Part II—is 
a working description of how to practise econometrics by starting from avail-
able theories and then applying suitable statistical methods to measure and 
test the theories so as to enable model-based policy analyses. The remain-
ing two parts contain ample discussion of applied cases and policy analyses, 
such as demand for agricultural products and technical development. The 
relevant statistical methods, such as correlation analysis, and SEMs versus 
the reduced-form models, are packed into the appendix. 

 Contrary to Tinbergen’s practitioner style, Tinter’s  Econometrics  (1952) is 
essentially a manual of the statistical techniques which have been tried on 
economic data, with an emphasis on multivariate analysis and time-series 
topics. It is nevertheless discernible from the book that discussions of spe-
cial time-series features of economic data dominate those on techniques, a 
characteristic which has almost totally disappeared in the present-day text-
books. Technical issues pertaining to SEMs are sketchily addressed in chap-
ter 7 under the title ‘Stochastic Models with Errors in the Equations’. It was 
with the publication of Klein’s (1953)  A Textbook of Econometrics  that the SEM 
techniques began to move to be more central.  9   That move was further helped 
by Valavanis’ (1959) textbook. Focusing on ML methods, Valavanis implicitly 
promotes the SEM techniques to the cream of econometrics. One noticeable 
aspect of the SEM instruction in these textbooks is a notational simplifi -
cation of the original CC models. The simplifi cation amounts to reducing 
equations (1.1) and (1.2) into a pair of static models:  

  
By

y B u
t t t

t tB t t t

+ztz=

BB +zz−

Γ

ΠB tztz =

�

�1 1BΓz Bz −B
      (1.3)  

 Since the dynamic aspect of structural model (1.1) is not directly relevant 
to the technical gist of the identifi cation conditions and the LIML method, 
the simplifi cation helped to endorse the static SEM of (1.3) in neglect of the 
time-series features of economic data, for example those discussed at length 

  9     Notice that the CC Monograph 14, which aimed at popularizing the SEM techniques, was 
only published in 1953. However, Klein had fi rst-hand knowledge of the CC’s work since he 
joined the group in 1944. On the other hand, Tintner was not involved.  
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in Tintner (1952). It was not until the rational expectations movement in 
macroeconomics and the rise of the VAR (Vector AutoRegression) approach 
and the LSE (London School of Economics) dynamic specifi cation approach 
in econometrics from the mid-1970s onwards that the importance of dynamic 
modelling became gradually reinstated (see Chapters 3 and 4). 

 Clear signs of textbook standardization came with Johnston (1963) and 
Goldberger (1964). The two textbooks have quite similar structures, probably 
because the two authors shared their drafts and teaching experiences at the 
University of Wisconsin (see Gilbert and Qin, 2006). Statistical techniques 
and regression-based estimation methods occupy the greatest part of the two 
books. The SEM techniques are central, while the disfavoured pre-1940 tech-
niques are dropped completely. Meanwhile, empirical cases merely function 
as illustrations of statistical techniques, and features particular to economic 
data are portrayed as ‘miscellaneous’ data ‘problems’ or ‘complications’ from 
the viewpoint of standard regression models. This toolbox style was signifi -
cantly strengthened by the publication of an English version of Malinvaud’s 
(1964) textbook in 1966. While retaining the layout of placing regression 
techniques in the elementary part and SEM techniques in the fi nal part, 
Malinvaud’s textbook was more comprehensive in terms of coverage and 
more rigorous in terms of mathematical treatment. It thus helped reinforce 
the Haavelmo–CC SEM approach as the central edifi ce of econometrics. 

 A few of the late 1960s textbook writers endeavoured to maintain the 
applied style led by Tinbergen (1951), see, for example, Leser (1966) and Fox 
(1968). For example, Leser (1966) devotes one chapter to production func-
tions and another to demand analysis. Unfortunately, the endeavour some-
how failed to compete with the growing dominance in university curricula of 
a statistics-menu-based econometrics. This growing dominance was accom-
panied by an expansion of the menu. For instance, an increasing number of 
post-CC techniques appeared in later textbooks such as Dhrymes (1970) and 
Wonnacott and Wonnacott (1970), for example spectral analysis and various 
cross-sectional data processing methods. The style was secured and settled 
in the 1970s, as demonstrated by the books of Theil (1971), Koutsoyiannis 
(1973), and Maddala (1977). It deserves to be mentioned here that textbooks 
of the 1970s began to branch into elementary/introductory and advanced 
levels to facilitate multi-semester teaching. Applied topics on their own mer-
its were marginalized in the core teaching, which became largely a statistics 
subject in economics departments. In some universities, applied topics were 
organized into optional courses. Separate textbooks on applied econometrics 
appeared around the turn of 1970, for example Cramer (1969), Wallis (1973), 
and Wynn and Holden (1974). 

 Consequently, a simplifi ed version of the CC approach came to be popu-
larized through textbook standardization. Econometrics was taught simply 
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as a set of universal statistical tools, useful mainly for estimating the param-
eters of a priori formulated theories. The scientifi c rigour of such a structural 
approach promoted the research styles of selecting and adapting applied 
issues and data to fi t theories—see for example the case of the Lucas–Rapping 
inverse Phillips curve in Chapter 5—and of hiding data exploratory model-
ling experiments as ‘sinful’ activities—see Leamer (1978a: Preface).  

  1.3     Programme consolidation: emulative research 

 The previous section shows that the establishment of textbook econometrics 
took nearly two decades. During those two decades and actually not long 
after the publication of the CC Monographs 10 and 14, the CC approach was 
met by serious scepticism and opposition. The opposition arose mainly over 
three issues.  10   The fi rst, and possibly the most heated, was on identifi cation, 
or the arbitrary imposition of identifi cation restrictions on SEMs needed in 
practice. This is shown by the reservation of Orcutt (1952) about the classifi -
cation of ‘endogenous’ versus ‘exogenous’ variables; the objection of Wold to 
SEM as a valid structural model due to its lack of clearly specifi ed causality (see 
Bentzel and Wold, 1946; Wold, 1954, 1956; Wold and Jur é en, 1953); and the 
critique by Liu (1960) demonstrating the absence of correspondence of those 
restrictions to reality. The second issue was concerned with the CC’s choice 
of research focus, which was criticized for being too narrow to allow for ‘dis-
covery’ or ‘hypothesis seeking’, as shown from the ‘measurement without 
theory’ dispute (see Koopmans, 1947, 1949a; Vining, 1949) between the two 
rival groups—the CC and the National Bureau of Economic Research (NBER). 
The last issue was related to the restoration of the least squares method as a 
versatile and respectable estimation method in practice, demonstrated by (i) 
Fox’s (1956) comparison of the OLS and ML estimates of the Klein–Goldberger 
(1955) model; (ii) Monte Carlo experiments carried out by Wagner (1958) and 
Christ (1960) respectively to compare the two estimation methods; and (iii) 
Waugh’s (1961) summary verdict in favour of the OLS method. 

 Somehow, those disputes and disagreements were short-lived. They hardly 
stifl ed the inspiration that the CC’s rigorous technical exposition excited, 
especially among young academics. To many of them, the CC’s monographs 
opened a vast territory for a new style of scientifi c research. As researches 
following the CC’s technical path accrued, the critical stage was reached in 
the 1960s whereby econometrics could be established around the core task of 
devising estimators for given structural parameters from a priori postulated 

  10     For more description of these debates, see (Qin, 1993: chapter 6) and (Gilbert and Qin, 
2006).  
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theoretical models. Inventions such as the two-stage least squares (2SLS) pro-
cedure made independently by Theil (1953) and Basmann (1957), and the 
instrumental variable (IV) estimation procedure developed by Sargan (1958, 
1959) for SEMs were among the leading works. An arguably more innovative 
avenue was explored by Dr è ze (1962) to reformulate the CC’s SEM methods 
using the Bayesian statistical approach. Dr è ze’s initiative inspired a number 
of researchers and their endeavours during the 1960s are best represented 
by the fi rst Bayesian textbook by Zellner (1971a), the layout of which was 
essentially patterned on Johnston (1963) and Goldberger (1964), see Chapter 
2 for more details. 

 However, the area where the consolidation has experienced the most endur-
ing success is probably micro-econometrics. Pioneering instances include the 
Tobit estimation for models of limited dependent variables (see Tobin, 1955, 
1958), and the seemingly unrelated regression (SUR) procedure for models 
containing a set of individual regressions with correlated cross-regression 
error terms (see Zellner, 1962). Both methods were devised for data features 
particular to microeconomic sample surveys. Since the wide availability of 
such data and the computing capacity to handle them came only gradu-
ally, the technical diffusion of those methods was slow, albeit steady. Most 
of the major advances were made well after the turn of 1970, when the CC 
approach encountered a new wave of methodological criticisms in mac-
ro-econometrics (see Section 1.5). Remarkably, these criticisms caused little 
deterrent to the consolidation of the CC paradigm in micro-econometrics.  11   
The very nature of cross-section survey data placed the emphasis of empiri-
cal studies on one-off explanations, that is explanations of particular surveys 
at the individual case level without explicit predictive targets, an empha-
sis which directly stimulated the construction of more detailed structural 
models. Newly constructed structural models in turn helped consolidate the 
measurement role of applied researches. The combination resulted in a fur-
ther strengthening of the CC paradigm. 

 One interesting example was a joint study by Chamberlain and Griliches 
(1975) on modelling the economic effect of education. Technically, their 
‘novel’ contribution was the device of an ML estimation procedure for an 
SEM extended with the error-in-variable component, an extension aimed 
at representing the unobservable-variable phenomenon. However, they 
concluded, after all the effort spent on deriving the ML estimation proce-
dure, that this new procedure ‘did not produce results which differed greatly 
from those based on simpler methods’ and that this ‘elaborate procedure, 
designed to detect possible sources of bias, yielded little evidence of such bias’ 

  11     The enduring effect of the consolidation in micro-econometrics is discernible from 
Heckman’s (2000) retrospection of the CC tradition. More evidence is presented in Chapter 10.  
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(Chamberlain and Griliches, 1975: 436). This fi nding was virtually a redis-
covery of the OLS versus ML verdict from over fi fteen years earlier—as men-
tioned in the fi rst paragraph of this section—and also of what was implied in 
Haavelmo’s empirical studies nearly two decades before—as will be described 
in the next section. 

 In fact, evidence of the consolidation in micro-econometrics can also be 
found quite easily in the post-1980 literature. One of the best examples is 
three chapters, designated to the topics of demand analysis, producer behav-
iour, and labour economics respectively, in Part 8 ‘Selected Applications and 
Uses of Econometrics’ in Volume III of the  Handbook of Econometrics  edited 
by Griliches and Intriligator (1986). The following quote gives another exam-
ple. The quote is from a chapter in Volume II of the  Handbook of Applied 
Econometrics  which is reviewing the topic of dynamic optimisation with 
microeconomic data: ‘Structural modelling imposed a discipline on empiri-
cal research that led to a rude awaking: theories which appear plausible and 
seem to agree with broad empirical regularities receive considerably less sup-
port when subjected to the rigors of structural modelling. Scaling back bold 
claims about the data to accommodate the fi ndings of dynamic structural 
models is a healthy tonic for the profession, encouraging us to search for 
bigger, more informative data sets and to develop more subtle hypotheses’ 
(Miller, 1997: 292). 

 Let us, however, return to the pre-1970 consolidation process for more evi-
dence from bibliographic data. In particular, a sample of journal publications 
for the period 1950–70 have been drawn from the archive of economic and 
statistical journals in JSTOR, making use of its function of multiple-topic 
bibliographic search. The sample was collected by searching research papers 
under the topics of ‘econometrics’ or ‘econometric model’. A subsample was 
then drawn by adding the topic of ‘simultaneous equation model’ (SEM) to 
the above sample. The resulting two time series of numbers of publications 
are plotted in the left panel of Figure 1.1. Two further subsamples were also 
drawn within the subsample of the publications under ‘simultaneous equa-
tion model’—one for ‘identifi cation’ and the other ‘estimation’, the two core 
topics of the CC approach. Once the publications under these two subsam-
ples were collected, they were manually classifi ed to tag those which are 
devoted to methodological issues. The right panel of Figure 1.1 illustrates the 
proportions of publications on estimation, identifi cation, and methodology 
respectively in the SEM subsample. 

 The left panel Figure 1.1 shows a rising trend in SEM-related research pub-
lications, especially during the early to mid-1960s. The right panel shows 
that most of the publications were on the topics of identifi cation and estima-
tion, with those focused on methodological issues totally fading out by the 
mid-1960s; the growth of research papers on identifi cation and estimation 
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techniques was particularly pronounced for the post-1960 period. Research 
papers on identifi cation led the trend, probably due to the fact that identifi -
cation was considered conceptually a prerequisite for parameter estimation 
of SEMs and also partly due to the constraint of the computing facilities of 
the time. Notice from the left panel, however, that the trend of the SEM-led 
research stagnated towards the end of the 1960s. This observation prefi gures 
the mood for change to be described in Section 1.5.       

  1.4     Programme consolidation: the role of applied modelling 

 Econometrics was largely part of applied economic research prior to its for-
malization through the CC enterprise during the 1940s. Among the CC 
community of the time, only two members, Haavelmo and Klein, have ever 
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 Figure 1.1.      Numbers of research papers on SEMs, 1950–1970 
  Note : Since the JSTOR archive allows searches of multiple texts in combination, the ‘identifi ca-
tion’ subsample is obtained by searching the combination of ‘identifi cation’ and ‘identifi able’, 
and the ‘estimation’ subsample is by ‘estimation’ and ‘estimator’.  
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engaged themselves in empirical studies. Noticeably, their engagement shows 
a substantial difference in motivation; and the consolidation is refl ected by 
Haavelmo’s motivation gradually gaining an upper hand over Klein’s within 
the academic community. 

 Haavelmo’s empirical studies were essentially motivated by the need 
to demonstrate the inferiority of the OLS estimation method in SEMs. 
Aggregated consumption was chosen for this purpose in two successive stud-
ies (Haavelmo, 1947 and Girshick and Haavelmo, 1947). In the fi rst study, 
the structural parameter of interest was the marginal propensity to consume 
with respect to income, which was estimated by two methods, OLS versus ILS 
(indirect least squares), the latter being conditional upon the assumption that 
consumption and income were mutually endogenous in a theoretical model 
where investment was the driving independent variable. The US national 
account data of the period 1922–41 were used and two sets of estimates were 
obtained, one from the full sample and the other the subsample of 1929–41. 
The full-sample OLS estimate was reported as 0.732, which fell just outside 
the upper limit of the reported 95 per cent confi dence interval (0.57, 0.73) of 
the ILS estimate 0.672, and the subsample point estimates by the two meth-
ods were shown to be much closer. What is peculiar, however, is the absence 
of the corresponding confi dence intervals of the OLS estimates, when they 
are compared to the ILS estimates. To fi nd explanations, a re-estimation of 
Haavelmo’s model has been carried out and the results are given in Table 
1.2, along with Haavelmo’s original results. As can be seen from Table 1.2, it 
would have been obvious that the OLS inconsistency under small and fi nite 
samples lacked statistical signifi cance, had the missing intervals or the stand-
ard deviations of the OLS been reported.      

 Somehow, Haavelmo’s (1947) empirical study strengthened his conviction 
of the inferiority of the OLS. In his joint work with Girshick (1947), simple 
OLS estimates were totally absent and the OLS method was dismissed from 
the outset for being logically inconsistent. A fi ve-equation SEM was set up 

 Table 1.2     Estimates of the marginal propensity to consume (Haavelmo, 1947) 

Sample periods 1922–1941 1929–1941

 ILS estimates via the 
income-investment equation 
 (95% confi dence interval) 

Haavelmo’s 
estimates

  0.672  
  (0.57, 0.73)  

  0.712  
 (N/A) 

 OLS estimates of the consumption 
equation 
 (95% confi dence interval) 

Haavelmo’s 
estimates

  0.732  
 (N/A) 

  0.723  
 (N/A) 

Re-estimates  0.732 
 (0.670, 0.795) 

 0.724 
 (0.656, 0.791) 

     Note : Haavelmo’s subsample estimate seems to be using the full-sample fi tted income from the fi rst-stage LS in the 
second-stage LS estimation. A re-estimation following that approach yields 0.714, which is close to 0.712.    
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to study the demand for food; but the real purpose was to illustrate, using 
annual time-series data of the period 1922–41, how to estimate the structural 
coeffi cients consistently with the a priori SEM specifi cation. The calculation 
task was much heavier and more complicated than that in Haavelmo (1947). 
Lessening the computational burden formed an important drive for the inven-
tion of the LIML estimator (see Epstein, 1989). Sadly, the empirical signifi cance 
of undertaking this burden was not evaluated. Again, the re-estimation of two 
key parameters in the food demand equation of their model shows clearly that 
the OLS inconsistency is statistically insignifi cant (see Table 1.3).      

 The lack of signifi cant improvement by those elaborate SEM-consistent esti-
mators over the OLS in applied studies was soon exposed explicitly by Christ 
(1952b), as described below, and subsequently verifi ed by others, which led 
to the practical rehabilitation of the OLS around 1960, as mentioned earlier. 
Unfortunately, a general awareness of this lack of improvement was some-
how absent in the academic community and it was to be repeatedly ‘redis-
covered’ from applied modelling experiments for decades to come. Aside 
from the case of the Chamberlain–Griliches (1975) study described in the 
previous section, two other cases are given in Chapter 5—one of modelling 
the wage–price relation by Sargan (1964) and the other of modelling the 
unemployment–infl ation trade-off by Lucas (1972b, 1973). It was as if there 
was a conscious choice among the academic community to ignore the lack of 
signifi cant improvement. Certainly, this lack was hardly mentioned in those 
textbooks listed in Table 1.1. 

 With the benefi t of hindsight, it is apparently Haavelmo’s method-
illustrative style which has touched the right chord with the academic com-
munity. To many, applied studies have become evaluated primarily by the 
illustrative capacity of their methods and techniques rather than empiri-
cal signifi cance. What really counts is the scientifi c rigour of Haavelmo’s 

 Table 1.3     Structural parameter estimates of the demand for food equation in the SEM of 
Girshick and Haavelmo (1947) 

Parameters of interest: coeffi cient for Relative prices Income

 Girshick and Haavelmo’s ILS estimates 
 (standard deviation) 

  –0.246  
 (N/A) 

  0.247  
 (N/A) 

 OLS re-estimates 
 (standard deviation) 

 –0.346 
 (0.068) 

 0.286 
 (0.038) 

 2SLS re-estimates 
 (standard deviation) 

 –0.423 
 (0.107) 

 0.287 
 (0.043) 

 LIML re-estimates 
 (standard deviation) 

 –0.607 
 (0.238) 

 0.324 
 (0.072) 

     Note : These results are based on equation (4.1) in the original paper. The 2SLS re-estimates are found to be 
noticeably different from the original estimates, because there are several numeric differences in the variance–
covariance matrices between the calculation of the original paper and the present re-estimation.    
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arguments. For example, Haavelmo’s (1947) paper is regarded as ‘the fi rst direct 
contribution to the development of exact fi nite sample distribution theory’ 
(Basmann, 1974: 210). Scanning through the bibliographic sample collected 
for Figure 1.1, one can easily see that Haavelmo’s method-illustrative style 
had become widely adopted in econometric journal publications towards the 
end of the 1960s. The goal of dealing with real economic issues by means 
of appropriately selected statistical techniques, the original goal which had 
promoted the birth of econometrics in the fi rst place, was relegated largely 
to applied economists. According to a survey paper by Wallis (1969), applied 
econometrics was defi ned as including primarily those ‘methods and tech-
niques which have seen successful application in a number of areas of 
economic investigation’ (Wallis, 1969: 771). The methods and techniques 
covered in Wallis’s survey dealt mainly either with estimation issues associ-
ated with different model formulations, such as partial adjustment models or 
expectations models, or with forecasting and simulation issues of SEMs. 

 Noticeably, Klein’s applied modelling career shows a reverse pattern. It 
gradually diverged from method-instigated topics towards reality-instigated 
topics. Klein’s fi rst applied endeavour was a 16-equation macro-econometric 
model of the USA covering the sample period of 1921–41 (known as Klein’s 
Model III, see Klein, 1947, 1950). The model was inspired by both Tinbergen’s 
macro-econometric model-building works and the subsequent CC theo-
retical contributions. Although considerably smaller than the 48-equation 
Tinbergen model of the USA (1939),  12   Klein’s Model III was the fi rst fully 
fl edged macro-econometric model based on the CC structural approach. It 
followed the SEM structural  →  reduced-form procedure estimated by both 
the OLS and the LIML. The practical accomplishment of his endeavour was 
closely scrutinized and severely challenged by Christ (1952b).  13   Among other 
things, Christ found that the OLS estimates did not differ signifi cantly from 
the complicated LIML estimates on the whole, that the model predictions 
using OLS estimates produced smaller errors than those using LIML esti-
mates, and that the predictions of the structural model were no better than 
those obtained by na ï ve models of data extrapolation. Essentially, Christ’s 
investigation revealed that the most vulnerable place in applied modelling 
lay in the equation and model design rather than the choice of estimation 
methods. This fi nding also implied that model design was actually where the 
greatest potential lay in terms of raising the signal-to-noise ratio and thus the 
value-added of the modelling research. 

  12     Tinbergen’s model used 52 time series of the period 1919–32.  
  13     Christ’s test of Klein’s model was descended from Marshall’s (1950) test and jointly dis-

cussed by M. Friedman, Klein, G. H. Moore, and Tinbergen, as appended to Christ (1952b).  
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 Christ’s investigation had a discernible impact on the subsequent 
Klein–Goldberger model of the USA, which contained 20 equations cov-
ering the period 1929–52. That is most clearly seen from the discussions 
that Klein and Goldberger (1955) devoted to issues relating to equation 
and model design. For example, they discussed at length whether addi-
tional lag terms were desirable and what level of aggregation was appro-
priate; the choices were often made from a combined consideration of 
both available theories and data. Such a heavy use of Tinbergen’s ‘kitchen 
work’ style demonstrated the severe practical limit of the CC’s structural 
modelling approach. Nevertheless, the Klein–Goldberger model adhered 
to the CC methodology when it came to estimation. It was estimated by 
LIML only. The alternative OLS estimates were subsequently supplied by 
Fox (1956). The difference between those estimates and the LIML esti-
mates was smaller than expected, illustrating once more that there was 
relatively little to be gained from more sophisticated estimation methods 
than the OLS. 

 The OLS received its formal rehabilitation towards the end of the 1950s, as 
mentioned in the previous section. Ambivalent about the rehabilitation and 
especially its impact on single-equation versus simultaneous-equation mod-
elling approaches, Klein nevertheless acknowledged, ‘users of econometric 
models are often not really interested in particular structural parameters by 
themselves. They are interested in the solution to the system, under alter-
native sets of conditions. . . . It is the difference between partial and general 
analysis that is involved. It is conceivable that partial analysis is an end, in 
itself, for some problems—possibly those of a purely pedagogical nature—
but most problems call for a more complete analysis of the system’ (Klein 
1960: 217). 

 Interestingly, the Klein–Goldberger model did not derive its empirical 
appeal from adherence to the CC techniques. Rather, the appeal was mainly 
from the dynamic properties of the model, that is properties which would 
enable quantitative studies of the time effects of different economic factors 
(see Goldberger, 1959). Scrutinized independently by Adelman and Adelman 
(1959), the capacity of the Klein–Goldberger model to generate dynamic 
properties that were interesting and desirable for business cycle studies was 
confi rmed. Modelling dynamics became the central theme in two immediate 
progenies of the Klein–Goldberger model, one built by Liu (1955, 1963) and 
the other by Suits (1962), see also Bodkin et al. (1991: ch. 3). Liu’s modelling 
experience made him acutely critical of the CC’s approach; Suits abandoned 
the conventional structural model formulation and went for a growth-rate 
model. Both modellers simply used OLS and made forecasting accuracy their 
primary criterion in model evaluation. 
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 As his empirical experiences accrued, Klein’s modelling approach also 
became more eclectic, synthetic, and increasingly detached from the CC’s 
approach. Realizing that it was of primary importance to have as much data 
information as available, he soon ventured into models using quarterly time 
series. In his fi rst quarterly model (see Barger and Klein, 1954), he experi-
mented with Wold’s recursive model, a rival model to the CC’s SEM, and 
tried to hybridize the two in order to deal with the time-series problems 
newly emerged in association with quarterly data. An extension of this 
research resulted in a quarterly model of the UK (see Klein et al., 1961), and 
subsequently the massive Brookings model (see Duesenberry et al., 1965, 
1969). 

 It was evident from both the documentation and comments on these 
models (see, e.g., the comments by Griliches, 1968; Gordon, 1970), that a 
great deal of attention and debate was devoted to the choice of variables, 
equation forms, and specifi cations, as well as cross-equation linkage within 
a model. In comparison, execution of the CC’s SEM techniques yielded mar-
ginally improved results, since the actual modelling process was far more 
complicated and entangled than the CC’s formalized stepwise procedure. 
Nevertheless, these repeatedly negative fi ndings did not shake Klein’s faith in 
the CC paradigm, nor that of his fellow modellers. It seemed that the strong 
scientifi c image of the paradigm mattered much more than its empirical use-
fulness. As observed by Bodkin et al. (1991: chapter 4), a team-work approach 
and institutionalized modelling maintenance were among the major factors 
driving the rapid growth of macro-econometric modelling activities in the 
1960s. Both factors entailed funding, which would be impossible to secure 
without the backing of a strong scientifi c image that the CC paradigm readily 
projected.  14   In contrast, the macro modelling activities led by Klein attracted 
dwindling interest from the academic research community, as shown from 
the citation analysis in Chapter 10. 

 Nevertheless, applied macro-econometric modelling had approached 
its heyday (Klein, 1971), and econometrics had been established as a fully 
respectable sub-discipline within economics (see e.g. Schachter, 1973) by the 
end of the 1960s. Worries of the pioneers over the status of econometrics, 
especially those aroused by the Tinbergen debates, were over and almost 
forgotten.  

  14     Evidence provided by Amstrong (1978, 1979) suggests that econometricians carry out 
research more on belief than on fact, that the majority believe in the superiority of method 
complexity, and that advocacy and group conformity tend to dominate objectivity in their 
research strategy.  
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  1.5     Mood changes: ‘econometrics’ or ‘playometrics’ 

 As described in previous sections, the CC approach was consolidated and 
standardized through research and higher education. Meanwhile, the proc-
ess was accompanied by a further division of research topics, interests, objec-
tives, and especially a split in the research fi eld between theoretical and 
applied econometrics within econometrics, as well as between economet-
rics and applied economics within economics. As a result, applied modelling 
activities were marginalized in the econometrics community. The main-
stream research strategy became settled on narrowly defi ned topics which 
would allow for the vigorous exhibition of the skills of mathematical statis-
tics with increasing complexity. 

 This strategy, however, bred a paradoxical phenomenon. While the origi-
nal objective of developing econometrics after the hard science paradigm 
was to improve the understanding and forecasting of the economic reality, 
the pursuit for scientifi cation led to the discipline growing further away from 
reality. This phenomenon in turn bred a shift of sentiment within the profes-
sion—a mood of critical introspection over the credibility of econometrics. 

 A strong disappointment was voiced by Frisch, the founding father of econo-
metrics. In a short essay in honour of Roy Harrod, Frisch called mainstream 
econometrics ‘playometrics’ to express his bitter aversion to those research 
works which fed the ‘self-admiration’ of the econometrics society but showed 
little economic relevance or interest in ‘social and scientifi c responsibility’ 
(Frisch 1970). Frisch’s criticism found an unexpected exponent: W. Leontief.  15   
Similar to Frisch, Leontief’s criticism was blunt and scathing; and it was 
delivered on a far more infl uential occasion—his presidential address at the 
83rd meeting of the American Economic Association in 1970. Being largely 
an onlooker of the consolidation process, Leontief expressed ‘an uneasy feel-
ing about the present state of our discipline’ and extended substantially the 
earlier warning of his predecessor, F. Hahn.  16   Leontief observed: 

 Much of current academic teaching and research has been criticized for its lack 
of relevance, that is, of immediate practical impact. . . . The trouble is caused, 
however, not by an inadequate selection of targets, but rather by our inability to 
hit squarely any one of them. The uneasiness of which I spoke before is caused 

  15     Frisch disputed with Leontief over identifi cation issues in the early 1930s (see Morgan, 1990: 
chapter 6).  

  16     Hahn warned in his presidential address to the Econometric Society (1970): ‘The achieve-
ments of economic theory in the last two decades are both impressive and in many ways beau-
tiful. But it cannot be denied that there is something scandalous in the spectacle of so many 
people refi ning the analyses of economic states which they give no reason to suppose will ever, 
or have ever, come about. It probably is also dangerous’.  
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not by the  irrelevance  of the practical problems to which present day economists 
address their efforts, but rather by the palpable  inadequacy  of the scientifi c means 
with which they try to solve them. . . .  

  . . . I submit that the consistently indifferent performance in practical applica-
tions is in fact a symptom of a fundamental imbalance in the present state of 
our discipline. The weak and all too slowly growing empirical foundation clearly 
cannot support the proliferating superstructure of pure, or should I say, specula-
tive economic theory. . . .  

  . . . The mathematical model-building industry has grown into one of the most 
prestigious, possibly the most prestigious branch of economics. . . .  Alongside the 
mounting pile of elaborate theoretical models we see a fast-growing stock of 
equally intricate statistical tools. These are intended to stretch to the limit the 
meagre supply of facts. 

  . . . In no other fi eld of empirical inquiry has so massive and sophisticated a 
statistical machinery been used with such indifferent results. Nevertheless, the-
orists continue to turn out model after model and mathematical statisticians to 
devise complicated procedures one after another. Most of these are relegated to 
the stockpile without any practical application or after only a perfunctory dem-
onstration exercise. . . .  

 Continued preoccupation with imaginary, hypothetical, rather than with 
observable reality has gradually led to a distortion of the informal valuation 
scale used in our academic community to assess and to rank the scientifi c per-
formance of its members. Empirical analysis, according to this scale, gets a lower 
rating than formal mathematical reasoning. Devising a new statistical proce-
dure, however tenuous, that makes it possible to squeeze out one more unknown 
parameter from a given set of data, is judged a greater scientifi c achievement 
than the successful search for additional information that would permit us to 
measure the magnitude of the same parameter in a less ingenious, but more 
reliable way. . . .  It is not surprising that the younger economists, particularly 
those engaged in teaching and in academic research, seem by now quite content 
with a situation in which they can demonstrate their prowess (and incidentally, 
advance their careers) by building more and more complicated mathematical 
models and devising more and more sophisticated methods of statistical infer-
ence without ever engaging in empirical research. . . .  This complacent feeling, 
as I said before, discourages venturesome attempts to widen and to deepen the 
empirical foundations of economic analysis, particularly those attempts that 
would involve crossing the conventional lines separating ours from the adjoin-
ing fi elds. (Leontief, 1971: 1–5).   

 To a great extent, the criticisms of these eminent fi gures endorsed forcefully 
what Vining (1949) had objected to in the CC approach on behalf of the 
NBER approach twenty years earlier, as well as those subsequently and peri-
odically voiced criticisms in relation to business cycle modelling research 
(see Chapter 6). The criticisms were soon echoed by a wave of condemna-
tion of the formalist movement in economics, for example see Phelps Brown 
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(1972); Worswick (1972). There was even a description in caricature of the 
life of the ‘Econ’ tribe by Leijonhufvud (1974). A ‘priestly caste’ was found 
among the academic economist community, with ‘Math-Econ’ assuming the 
highest status while ‘Develops’ ranked lowest. The caste encouraged ‘fi elds’ 
segregation within the tribe and promoted the manufacture of models for 
‘ceremonial’ use to the outsiders, whereas within the community, there was 
‘alienation, disorientation, and a general loss of spiritual values’. However, 
more serious attacks on the CC-based structural model approach were tar-
geted at forecasting records and policy simulation issues. These became of 
increasing concern as the world economy entered a turbulent period in the 
wake of the 1973 oil crisis. A number of forecasting comparisons demonstrated 
that econometric forecasts were no better than extrapolations using models 
without economic content, for example see Kosobud (1970); Cooper (1972); 
Nelson (1972); Elliott (1973); Granger and Newbold (1974b); Narasimham et 
al. (1974); and Levenbach et al. (1974). The especially poor forecasting records 
of the post-oil crisis period by macro-econometric models were deemed as 
‘econometric failure on a grand scale’ by Lucas and Sargent (1979). The valid-
ity of conducting model-based policy simulations was challenged by Lucas 
(1976), a paper now widely referred to as the Lucas critique.  17   

 It was in this climate that critical appraisals of the methodology of the estab-
lished CC structural approach revived within the econometrics community. 
Among them, three strands of reformative ideas are particularly noticeable for 
their systematic exploration into alternative model specifi cation routes (see 
Pagan, 1987, 1995). The fi rst is the Bayesian specifi cation search pioneered by 
E. Leamer (1978a), in an effort to rescue econometricians from the schizo-
phrenia of preaching econometric theory on the top fl oor while ‘sinning’ in 
the basement with applied model mining (see Chapter 2). The second is the 
VAR approach led by C. Sims (1980a), as a dynamically general way of tackling 
the issue of ‘model choice’ in an effort to bring macro-econometrics closer to 
reality (see Chapter 3). The third is the LSE dynamic specifi cation approach, 
led mainly by D. Hendry (1980), to restructure applied macro model build-
ing on a more systematic and data-coherent basis so as to rid econometrics of 
those elements associated with ‘alchemy’, ‘econo-mystics’, ‘economic-tricks’, 
or ‘icon-ometrics’ (see Chapter 4). Paradigm reform was looming.        

  17     The paper fi rst circulated as a Working Paper at Carnegie-Mellon University in 1973.  
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 Rise of Bayesian Econometrics  

   Bayesian econometrics is seen by many as a rival to mainstream economet-
rics using classical statistical methods. Unlike the classical methods, Bayesian 
econometrics embarks on the task of parameter estimation from the start-
ing point of an explicit specifi cation of prior distributions to the parameters 
under question. The Bayesian parameter estimators are thus derived from the 
posterior distributions which are the result of combining ‘the priors’ (abbre-
viation for the prior distributions) with the data-based likelihood functions 
representing the sampling distributions. This chapter looks at the history of 
Bayesian econometrics from the 1960s up to the early 1990s. It investigates 
how Bayesian inference was adopted in econometrics, the main causes of the 
growth of Bayesian econometrics, and what major achievements Bayesian 
econometrics has attained. In order to keep our focus on evaluating Bayesian 
research in the light of the development of econometric methodology, the fol-
lowing aspects are put aside: (i) the infl uence of the developments of external 
factors such as Bayesian statistics and computing technology; (ii) the detailed 
technical advances; (iii) the development of the Bayesian approach in eco-
nomics; and (iv) the relevant philosophical debate. Descriptions of these 
aspects can be found in various literature surveys and books (e.g. Zellner, 
1971a, 1971b, 1984, 2008; Poirier, 1988; Howson and Urbach, 1989; Florens 
et al., 1990; Koop, 1994; Koop et al., 2007). 

 Our investigation shows that Bayesian econometrics rose from a desire to 
emulate the CC paradigm. The subsequent emergence of a Bayesian model 
specifi cation approach, led by Edward E. Leamer, was a methodological reac-
tion to the lack of an explicit treatment for model specifi cation in the para-
digm. Although Leamer’s works highlighted the empirical fragility in most of 
the a priori formulated models, he fell short of providing an alternative mod-
elling strategy which would increase the robustness of econometric models 
systematically. The later fusion of Bayesian methods with time-series econo-
metrics has blurred the ideological demarcation between Bayesian economet-
rics and econometrics based on classical methods. The Bayesian route has 
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repeatedly proved capable of generating tools equivalent to or comparable 
with those generated by the classical approach. However, none of these devel-
opments presents new methodological challenges to the CC paradigm. 

 Section 2.1 describes the entry of Bayesian inference into econometrics, 
mainly during the 1960s; Section 2.2 turns to the emergence of Leamer’s 
Bayesian specifi cation search;  1   Section 2.3 continues the Bayesian-based model 
selection research; Section 2.4 sketches the Bayesian fusion with time-series 
econometrics. The last section concludes with some retrospective assessments.  

  2.1     Bayesian entry and reformulation of the structural approach 

 The potential of Bayesian inference in econometrics was recognized by 
J. Marschak as early as 1950 (see Marschak, 1954).  2   To answer the question 
‘Is there any relation between subjective probabilities and the statistical 
method?’, Marschak used simple examples to illustrate how the ratio of 
two of Bayes’ formulae could be used to compare and modify degrees of 
prior belief through combining them with the likelihood functions. But 
Marschak’s paper did not inspire any econometrician disciples to try the 
Bayesian route.  3   It took a decade before the route was seriously explored 
in econometrics, mostly motivated by Bayesian research in mathematical 
statistics. The pioneering works included W. D. Fisher (1962), Dr è ze (1962), 
Hildreth (1963), Rothenberg (1963), Tiao and Zellner (1964a, 1964b), Zellner 
and Tiao (1964). 

 The works of Fisher (1962) and Hildreth (1963) were exploratory at a purely 
theoretical level. Fisher examined the different effects on model estimation 
induced by different purposes of model use, for example for prediction or for 
policy simulation. Starting from two different loss functions corresponding 
to the two different purposes, Fisher derived two sets of coeffi cient estimates 
that would minimize the two different loss functions respectively, using 
Bayes’ theorem, that is, in terms of assumed prior densities. The procedure 
effectively linked the step of estimation with the desired welfare function for 
policy control purposes. Hildreth’s discussion also considered this issue from 
the decision-making viewpoint. He showed how to obtain different coeffi -
cient point estimators by replacing the standard statistical criteria with other 
criteria according to the requirements of the problem concerned. 

  1     Sections 2.1 and 2.2 are basically a summary version of sections 3–5 of Qin (1996).  
  2     Although his paper was published in 1954, the content was delivered in lectures at the end 

of 1950.  
  3     Citation searches of Marschak’s paper in JSTOR and Web of Science yield zero results; in 

Google Scholar, the few articles citing the paper during the historical period of our investigation 
are unrelated to econometrics.  
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 Tiao and Zellner were among the fi rst to try Bayesian methods for regres-
sion models. In their (1964a) paper (mimeo 1963), Tiao and Zellner started 
from the standard Bayesian procedure of a simple regression model, that is:  

  y IIDt tx t t ( )� u u IIDtx t t+xtx (utu       (2.1)  

 and proposed a sequential Bayesian method to overcome the diffi culty of 
specifying the prior of the regression coeffi cients, p β σ .β σβ( )σ The idea was to 
split a data sample into two, and take one of the subsample estimates as the 
parameters of the prior, which was assumed to follow the locally uniform dis-
tribution function. The posterior coeffi cient estimates were then obtained by 
combining the specifi ed prior with the likelihood function, l β σββ( )σ , based on 
the data of the other subsample. The method was applied to an investment 
equation with the time-series data of two companies treated as two subsam-
ples. Around the same time, they proposed another Bayesian method for a 
regression model with fi rst-order autocorrelated errors, that is extending (2.1) 
by ut t t+u �tu +utu −1    (see Zellner and Tiao, 1964). The method was designed—by 
choosing priors for �    —to circumvent the diffi culty of deriving the desired 
asymptotic property of classical estimators in that situation. 

 Dr è ze’s (1962) memorandum was probably the fi rst to emulate the CC pro-
gramme within the SEM framework. Instead of discussing the estimation 
issue, Dr è ze devoted his attention to the identifi cation issue. From a Bayesian 
perspective, Dr è ze classifi ed the a priori information of an SEM into two parts: 
one consisting of the split between endogenous and exogenous variables and 
the other consisting of all the assumptions concerning the signs and mag-
nitudes of the structural parameters and the parameters of the covariance 
matrix of the error term. It was mainly in the latter part that Dr è ze felt dis-
satisfi ed with the classical methods, feeling that they either ignored this piece 
of information or inserted it in the form of exact restrictions, an insertion 
incompatible with the Cowles Commission probability approach of econo-
metric modelling. Bayes’ principle was a promising method of improvement, 
in his view, because ‘the revision of prior probabilities in the light of observa-
tions generated by a known process is a straightforward application of Bayes’ 
theorem’ (Dr è ze, 1962: 24). Starting from the assumed known split between 
endogenous and exogenous variables, he formalized the latter piece of infor-
mation into a joint prior density of the parameters concerned and derived 
the Bayesian formulae of an SEM and its corresponding reduced form. On the 
basis of this pair of Bayesian structural SEM and its reduced form, Dr è ze refor-
mulated the Cowles identifi cation conditions. He showed that the limitation 
of sample information, included in the likelihood function, was to provide 
estimates of the reduced form coeffi cients on the basis of endogenous ver-
sus exogenous specifi cation, that the identifi ability of simultaneous equation 
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coeffi cients normally required additional information, which was embodied 
in the prior density, and that the distribution type of the prior density usually 
determined whether an SEM was over-, or just, or under-identifi ed. 

 Inspired by the works of Fisher (1962) and Dr è ze (1962), Rothenberg (1963) 
combined an SEM with a loss function representing policy-making behav-
iour in order to study the effects of different priors on the posterior param-
eter estimates under the alternative assumptions of the known and unknown 
error variance of the model. He used Haavelmo’s (1947) consumption model 
as an illustration of his Bayesian device and concluded that ‘the Bayesian 
and traditional solutions are quite similar in exactly identifi ed models with 
“weak” prior information’ (Rothenberg, 1963: 19). 

 Emulation of the CC programme culminated in the publication of Zellner’s 
 An Introduction to Bayesian Inference in Econometrics  (1971a). The book was 
essentially a Bayesian reformulation of standard econometrics textbooks (e.g. 
Johnston, 1963; Goldberger, 1964), proceeding from simple linear regression 
to special problems in regression analysis (e.g. models with autocorrelated 
errors or with errors in variables) and then moving on to SEMs, with a sub-
stantial section on issues of structural model estimation and identifi cation. 

 On the research front, Bayesian econometricians shared the measurement 
commitment with non-Bayesian econometricians of the time and focused 
their attention on two technical diffi culties in devising Bayesian estimators: 
the diffi culty of specifying prior distributions that were both economically 
interpretable and mathematically tractable, and the diffi culty of integral 
calculation pertinent to the derivation of the posterior distributions from 
joining the prior with likelihood functions. In the context of a simple/multi-
variate regression model, various Bayesian estimation analogues were worked 
out for different models already developed by the classical camp, such as 
the autoregressive model and the common-factor model (e.g. see Thornber, 
1967; Zellner and Geisel, 1970; Lempers, 1971; Zellner, 1971a; Shiller, 1973). 
Their empirical fi ndings often confi rmed those of the classical camp, 
although Bayesian priors were believed to have the power to cure the symp-
tom, often observed in classical regressions, of having economically wrong 
signs or magnitudes among coeffi cient estimates. Developments of Bayesian 
estimators for SEMs followed more closely the CC strategy underlying the 
full-information versus limited-information maximum estimation methods. 
The main research was carried out by Dr è ze (1968), Harkema (1971), Morales 
(1971), Rothenberg (1973), and Dr è ze and Morales (1976) (see also the survey 
by Rothenberg, 1975).  4   Technically, the need to impose high dimensional 
priors in SEMs ran into the diffi culty of fi nding analytical solutions for the 

  4     Rothenberg’s (1973) monograph was an extension of his doctoral thesis submitted in 1966; 
the joint paper by Dr è ze and Morales (1976) fi rst came out as a CORE discussion paper in 1970.  
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resulting integral calculation. Considerable efforts were therefore focused on 
developing methods of numerical integration as well as Bayesian computer 
software. An important breakthrough in numerical integration was made by 
Kloek and van Dijk (1978), who exploited numerical Monte Carlo integration 
procedures to enable integral calculation for a wider range of priors than 
were analytically soluble.  5   Meanwhile, many leading Bayesians also involved 
themselves in developing Bayesian computer programs (see Press, 1980). 

 These efforts to surmount the technical diffi culties were vitally sustained by 
the philosophical appeal of the Bayesian inference—it was the route to make 
econometrics rigorously consistent with economics. But merely reformulat-
ing textbook econometrics by the Bayesian route was inadequate to deliver 
the claimed benefi t. As far as empirical studies were concerned, nothing 
really different from what had been obtained by the classical route was pre-
sented by the few empirical Bayesian results, such as the study of the residual 
autocorrelation effect by Chetty (1968) and studies of the specifi cation effect 
of the distributed-lag model by Zellner and Geisel (1970). Signifi cantly differ-
ent results occurred only with the imposition of tightly restrictive priors and/
or small sample sizes. The situation plainly indicated disagreement between 
data information and highly restrictive a priori beliefs. This disagreement 
highlighted the possibility of model misspecifi cation and, consequently, 
the role of the priors in examining the possibility, as Rothenberg (1973: 2) 
observed, ‘either one uses prior information to improve sample estimates or 
one uses the sample to test the validity of the information’. Exploration of the 
latter route led to the Bayesian specifi cation approach.  

  2.2     Emergence of the Bayesian specifi cation search 

 The fi rst Bayesian econometrician whose research was focused on the effect of 
model specifi cation was E. E. Leamer. As a graduate student at the University 
of Michigan in the late 1960s, Leamer was perplexed by the enormous gap 
between textbook econometrics and applied econometric research, and 
especially by much of the ad hoc data mining activities involved (see 1978a: 
Preface). Searching for ways to patch up the gap with great sympathy toward 
applied modellers, Leamer was drawn to Bayesian inference by its acceptance 
of ‘a basketful of viewpoints’ on the basis of ‘a single principle—Bayes Rule’. 
He became convinced that the rule provided fl exible means to economists 
for ‘using uncertain prior information’ and ‘combining disparate evidence’ 
(Leamer, 1972a). 

  5     The technique was subsequently extended by Geweke (1988, 1989) and evolved into power-
ful computing algorithms in the 1990s.  
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 Leamer began his investigation with the distributed-lag model (Leamer 
1972b). Unlike those who took the model for granted and who concentrated on 
deriving Bayesian estimators, Leamer delved into the nature of collinearity. He 
found that the problem had never been ‘rigorously defi ned’ and set about fi ll-
ing the gap (see also Chapter 7). From a Bayesian viewpoint, Leamer perceived 
collinearity as a problem arising from the modellers’ attempts at ‘interpreting 
multidimensional evidence’ in the light of some ‘undominated uncertain prior 
information’, rather than the ‘weak evidence problem’ prescribed in textbook 
econometrics. He then narrowed it down from the problem of ‘characteriz-
ing and interpreting a multidimensional likelihood function into a problem 
of characterizing and interpreting a multidimensional prior distribution’ 
(Leamer, 1973: 378) and attributed the problem to inadequate specifi cation of 
prior information to help ‘allocate’ data information ‘to individual coeffi cients’. 
Leamer thus proposed measuring the degree of collinearity by ‘the sensitiv-
ity of the posterior distribution to changes in the prior distribution’ (Leamer, 
1973). Such sensitivity analysis taught him the lesson that ‘collinearity thus cre-
ates an incentive to use prior information more carefully’ (Leamer, 1978a: 174). 
Leamer’s conclusion implied that the cure for collinearity should lie with more 
careful parameterisation of theoretical relations in model specifi cation. 

 Subsequently, Leamer grouped collinearity together with problems involv-
ing the interpretation of data evidence approximately in line with certain 
theoretical postulates and labelled modellers’ efforts to handle these problems 
as ‘the interpretive searches’ (1978a: ch. 5). Thinking about these interpretive 
searches, Leamer observed that applied modellers’ searches often went beyond 
interpretation to extend new hypotheses based on data evidence, and labelled 
these efforts ‘post-data model construction’ (Leamer1974). He likened such 
practice to ‘Sherlock Holmes inference’, that is ‘weaving together all the bits of 
evidence into a plausible story’ and ascribed the practice to the existence of too 
many ‘viable alternatives’ such that their explicit formulation was not feasible. 
To Leamer, the situation set inference with economic data apart from that with 
scientifi c data. In his words, ‘inference with economic data is more accurately 
described as a prejudiced search for an acceptable model than an unprejudiced 
selection of one from among a well-specifi ed set of models’ (Leamer, 1974: 126) 
because of (i) the uncontrollable and complex nature of economic processes, 
(ii) economists’ wide use of non-sample information, and (iii) the inclusion in 
models of only a small fraction of the large set of economic variables. Leamer 
pointed out that his Bayesian research was not intended to deal with the issue 
of how the search for new economic models should proceed but to provide a 
method for making coherent post-data model inferences. 

 In his attempt to make post-data model inference coherent, Leamer observed 
two major diffi culties. One was caused by implicit prior judgements or deci-
sions upon which data evidence was selected and presented, as the selection 
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was therefore bound to bias the search for new hypotheses. Leamer described 
this bias as producing ‘discounted’ or ‘contaminated’ (i.e. not absolutely objec-
tive) data. The other diffi culty was concerned with the risk of ‘double-counting 
the data evidence’ (1978a: 285), that is, the erroneous use of the same data evi-
dence for both constructing new hypotheses and testing existing hypotheses. 
Contemplating ways out of these diffi culties, Leamer found that neither classi-
cal nor Bayesian methods would render any ready solutions (see Hendry et al., 
1990). This fi nding was actually an expression of Koopmans’s (1949a) pessimism 
over the possibility of hypothesis seeking under the structural approach and 
confi rmed Lempers’ (1971) fi nding about the lack of straightforward Bayesian 
methods for choosing among different explanatory variables. 

 Nevertheless, Leamer (1974) reduced post-data model searches to two 
types: those ‘adding new variables to an existing model’ and those ‘adding an 
entirely new model to the model space’. Either way, the searches were meant 
to start with very simple theoretical models and extend those until various 
econometric and economic criteria were apparently met. Leamer named the 
initial models ‘presimplifi ed’ models and the extended models ‘unsimplifi ed’ 
models. He showed that the prior of a presimplifi ed model tended to prejudice 
inference on the model parameters, unless data grew strong enough to out-
weigh the prejudice. He also showed that, in cases where such strong evidence 
was present, the only legitimate post-data model search was to specify the 
additional prior, required by the model extension, in consistency with the ini-
tial prior. Leamer observed that this consistency seldom held in practice and 
concluded that ‘post-data model construction may thus be interpreted as the 
data dependent decision that pre-simplifi cation is undesirable’ (Leamer, 1974: 
122). Since only presimplifi ed models were available from economics for most 
of the applied cases, he relegated the specifi cation of unsimplifi ed models to 
‘a supermind’. Interestingly, Leamer’s characterization of the search post-data 
models recapitulates Theil’s (1957) description of shifting ‘maintained’ 
hypotheses. But the Bayesian vein probably makes the pitfalls more transpar-
ent in pursuing such an ad hoc simple-to-general modelling strategy. 

 Further delving into specifi cation problems led Leamer to attempt the tax-
onomy of Bayesian specifi cation searches, in contrast to what was taught 
in econometrics textbooks. Specifi cally, the taxonomy was illustrated in a 
fl ow chart, as reproduced in Figure 2.1 (see Leamer, 1978a: 16–17), where the 
inputs were represented by ovals, major elements in data analysis by rectan-
gles, specifi cation search decisions by diamonds, and problems of statistical 
inference by solid directional lines as opposed to dotted lines which indicated 
philosophical problems beyond statistical theory. Textbook econometrics or 
traditional specifi cation searches, in his view, only covered the bold compo-
nents of (1), (2), (3), (6), and (7) in the fl ow chart, which were referred to as 
‘simple statistical inference’, because of the ‘axiom of correct specifi cation’, 
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that is there was a ‘unique’ and ‘complete’ model of the explained variable, in 
which all variables were ‘observable’, the explanatory variables were ‘small in 
number’ and the unknown parameters ‘must be constant’ (Leamer, 1978a: 4). 
Since the axiom failed to hold unambiguously in practice, empirical specifi -
cation searches amounted to extending the areas marked with a bold outline 
by components (4) (formulating the priors), (9) (examining the adequacy of 
working hypotheses), and (8) (simplifying the working hypotheses), which 
was referred to as ‘complete statistical inference’ (Leamer, 1978a: 18–19). 
Interestingly, Leamer classifi ed the other two decision components—(10) and 
(11)—as philosophical problems, although he carried out a Bayesian analysis 
of the link from (11) to (5) and (6) under the title ‘“Explaining Your Results” as 

Established conscious
propositions (4)

Preconscious innate
propositions & degrees of

belief (1)

Previous
experiences (2)

Remembered
experiences (5)Select working hypothesis and

assign prior degrees of belief (6)

Formulate posterior degrees of
belief in working hypotheses (7)

Current
experiences (3)

Is the set of working
hypotheses adequate? (9)

Simplify further the set of
working hypotheses (8)

Is the set of conscious
propositions adequate? (10)

Was memory adequate? (11)

NO

NO

NO

YES

YES

 Figure 2.1.      Leamer’s schematic diagram of model inference 
  Source : Adapted from Leamer 1978a: 17, fi g. 1.1.  
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Access-Biased Memory’ (Leamer 1975; see also 1978a: ch. 10). On the whole, 
Leamer’s Bayesian specifi cation searches were focused on formulating the 
priors and especially on revising them during an examination of hypoth-
esis adequacy. These searches were further classifi ed as ‘hypothesis-testing’, 
‘interpretive’, ‘proxy’, and ‘data-selection’ searches.      

 It might be worth reiterating that Leamer considered the post-data model 
construction search as a borderline case for statistical inference (see Leamer, 
1978a: 20). Note also that he placed the ‘simplifi cation searches’ at the very 
end of his fl ow chart. Since the starting point models were usually of the 
‘presimplifi ed’ type, following textbook econometrics, Leamer was doubtful 
of the practical relevance of simplifi cation searches (Leamer, 1978a: ch.6). 
Nevertheless, the discussion here was centred on how to use a Bayesian cost–
benefi t measure to evaluate the impact of dropping an apparently insig-
nifi cant, or marginally signifi cant, explanatory variable on the parameter 
estimates of other retaining explanatory variables, an issue which had been 
examined under the label of ‘omitted variable bias’ twenty years previously 
by Griliches (1957). 

 Leamer’s taxonomy of specifi cation searches helped to focus his methodo-
logical quest on those empirical modelling problems which fell into the gap 
between the ‘simple statistical inference’ and ‘complete statistical inference’. 
Accepting the stance that it was the job of economists to supply theoretical 
models, Leamer subsequently narrowed the problems down to ‘model selec-
tion’ and set to building a ‘conceptual framework’ to assist model selection 
based on Bayesian statistical decision theory (Leamer 1983b).  

  2.3     Model selection based on statistical theory 

 Leamer started his model selection research from a Bayesian theorization of 
‘regression selection strategies’ (Leamer 1978b). He saw the common prac-
tice of fi tting many different regression models in order to come up with a 
preferred model as an informal selection process and tried to formalize it 
by seeking to explicitly specify the priors corresponding to those selection 
strategies. In the regression model context, the strategies were classifi ed 
into several types, such as selection by principal component regression, by 
stepwise regression, or by a subjectively imposed constrained regression. 
These were translated into different types of priors. For instance, the com-
mon practice of deleting variables whose coeffi cient estimates had insig-
nifi cant  t  values was shown to correspond to specifying uniform priors on 
hyperbolas. The purpose of Leamer’s characterization was to reveal and 
identify as explicitly as possible the prior structures of modellers’ working 
rules in model selection. 
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 Leamer’s (1983a) investigation into regression selection strategies rein-
forced his view that ‘fragile’ empirical fi ndings were frequently the result 
of ‘whimsical assumptions’ or vague theories. Resigning himself to the fact 
that economists could only provide ambiguous and no one unique model 
specifi cation a priori, he again resorted to the Bayesian route to establish 
a formal and explicit statistical procedure for model selection. Specifi cally, 
Leamer proposed dividing all the possible explanatory variables for a certain 
explained variable into two groups: one labelled ‘free variables’, that is those 
which were a priori assumed indispensible in economic theories, and the 
other ‘doubtful variables’. The simplest case would be to extend the regres-
sion model (2.1) into:  

x ut tx t tu+� �t +x txxx 2 2x       (2.2)  

 where x t1    represents the free variable and x t2    the doubtful one. The divi-
sion was transformed into the specifi cation of the priors for the coeffi cients 
associated with the two types of variables. In particular, the priors of those 
doubtful coeffi cients, for example p β2( ), should have zero means with small 
standard deviations. The primary goal was to study the sensitivity of those 
free coeffi cients, which was carried out by varying the priors imposed on the 
two coeffi cient sets and examining the resulting confi dence intervals derived 
from the posteriors of the fi rst set, for example β1.The largest of the intervals, 
referred to as the ‘extreme bounds’, were reported and used as a key model 
selection criterion—models with relatively narrow and insensitive extreme 
bounds with respect to a wide selection of the priors should be selected while 
those with wide and sensitive bounds were deemed too fragile to be useful 
(see Leamer, 1983b, 1985a; Leamer and Leonard, 1983). 

 In order to keep the extreme-bounds based selection criterion viable, 
Leamer realized the need to start from a horizon that was as wide as possible 
in terms of variable choice. In his view, the horizon of conventional models 
was too narrow to cover the discovery of ‘anomalies’ from data. Including 
all the possible variables ‘from the beginning’ thus became a prerequisite for 
the execution of ‘global sensitivity analysis’ (1983a, 1985a). Note that what 
Leamer essentially promoted here is a general-to-specifi c modelling strategy. 
Leamer was aware of the highly probable occurrence of collinearity as the 
number of explanatory variables increased. But he maintained that colline-
arity was not a problem from the Bayesian perspective as it could be avoided 
by carefully selected priors. 

 On the other hand, the new starting point of a general model required 
more clarifi cation, as a modeller had to start from a certain specifi c model 
depending on the available data and the issue of interest at hand. Leamer 
described such a starting model as ‘pre-simplifi cation’ and stated, ‘there is 
no formal way to assure that a given pre-simplifi cation is optimal, and a data 
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analysis must therefore remain an art’ (1983b: 305). Simplifi cation of presim-
plifi ed models was termed as ‘post-simplifi cation’ and the relevant statistical 
theories were viewed from the perspective of Bayesian loss functions. Here, 
Leamer saw the information-based Akaike (1973) criterion as essentially 
applying a quadratic loss function to model selection. But he was not keen 
on the criterion, because methodologically its underlying principle of par-
simony rejected the existence of any ‘true’ models and practically it lacked 
suffi ciently specifi c criteria on those free coeffi cients, criteria he regarded as 
the most necessary in econometric modelling (1983b). Interestingly, Leamer 
had used virtually the same statistics as the Schwarz (1978) criterion (also 
known as Bayesian information criterion) as a selection criterion under what 
he classifi ed as hypothesis-testing search (1978b: ch. 4), because he saw the 
criterion as aiming to select a posteriori the most probable models. The link 
between the Schwarz criterion and the Akaike criterion was not discussed in 
Leamer’s (1983b) work. The disregard might be due to Leamer’s opinion on 
the rarity of hypothesis-testing search in practice at the time, as described 
in the previous section. He was probably too deeply absorbed in establish-
ing selection criteria centred on those theory-based free coeffi cients of only 
‘approximately true’ structural models. 

 However, the desire to select approximately true models by means of glo-
bal sensitivity analysis was somehow unfulfi lled when it came to empirical 
experiments. Results of the extreme bounds on free coeffi cients of inter-
est often unearthed more fragile models than approximately true ones. For 
instance, the money demand model experiment by Cooley and LeRoy (1981) 
left them ‘unpersuaded’ by any existing models on the one hand and unable 
to come up with better alternatives on the other; Leamer’s own efforts to 
apply global sensitivity analysis to modelling the infl ation–unemployment 
trade-off resulted in extreme bounds that were too wide to help differentiate 
the rivalry between the monetarist and the Keynesian theories (1986, 1991)  6   
(see also Chapter 5 of this book). Leamer’s model selection device thus met 
with severe criticisms and doubts as to its usefulness (e.g. McAleer et al., 
1985; Yitzhaki, 1991). 

 Nevertheless, empirical under-achievement had little negative infl uence on 
the Bayesian pursuit on the methodological front. One issue that Leamer left 
aside in his search for a systematic model selection strategy was exogeneity. 
A Bayesian exogeneity test was developed by Lubrano et al. (1986) in the con-
text of a single-equation model and a test procedure in an SEM context was 

  6     The explanatory variables in Leamer’s (1986) infl ation–unemployment trade-off model 
include money, GNP, oil price, labour force, private sector expenditures, government expendi-
ture and defi cit; his (1991) unemployment model had over ten explanatory variables other than 
dynamic terms.  
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subsequently devised by Zellner et al. (1988). These tests effectively extended 
the focus of Leamer’s research from the probability distributions of struc-
tural coeffi cients—the β s in equation (2.2)—to the distributions of param-
eters relating to the properties of the residual term. The extension brought 
Bayesian model selection research closer to that of the non-Bayesian. Fusion 
of the two routes gave rise to new model selection tools and criteria, such 
as rival-model-comparison-based ‘encompassing’ (e.g. Hendry and Richard, 
1989; Richard, 1995) and prediction-based ‘posterior information criterion’ 
(e.g. Phillips, 1995a). An important catalyst of the fusion was the rise of the 
VAR approach (see Chapter 3) and especially the Bayesian VAR as a useful 
tool for time-series specifi cation search.  

  2.4     Bayesian fusion with time-series econometrics 

 Similar to Leamer’s specifi cation search and model selection, the VAR 
approach emerged as a remedy for the lack of a priori adequately and credibly 
formulated theoretical models. But while Leamer focused on the selection 
issues concerning multiple explanatory variables in a single-equation con-
text, the VAR approach was primarily concerned with the dynamic specifi ca-
tion of SEMs. More precisely, the approach advocated the use of a dynamically 
general VAR as the starting point, instead of any specifi c given SEMs, in order 
to overcome the inadequately specifi ed dynamics of these SEMs as judged 
by data-based time-series properties of the variables involved. Nevertheless, 
it promoted a similar general-to-simple modelling strategy as Leamer, albeit 
from a different angle—that of dynamics. Technically, an immediate diffi -
culty that the strategy encountered was the curse of dimensionality, that is 
the number of parameters increased drastically with the number of variables 
included in the VARs and the maximum lag terms needed at the initial stage. 
The problem of dimensionality also had an adverse effect on the forecasting 
performance of VARs, as improved within-sample fi t via more general VARs 
tended to give rise to larger out-of-sample mean squared errors. Here, the 
Bayesian method appeared as a possible candidate to help resolve the prob-
lem (see Sims, 1980a). 

 Experiments applying Bayesian methods to VARs were fi rst explored by 
R. Litterman in his doctoral research, which was completed in 1980 (see 
Litterman, 1986a). In building a monthly macro forecasting VAR model, 
Litterman employed the Bayesian principle of a mean squared error loss 
function to control the forecasting errors along with Bayesian priors to tackle 
the ‘overparameterization’ problem of general VARs. His trial imposition of 
priors on the lagged terms of VARs was motivated mainly by Leamer’s (1972b) 
study of the distributed-lag model and Theil’s mixed estimation technique 
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(1963) (see Litterman, 1979). Litterman’s experiments were carried out in 
joint research by Doan, Litterman, and Sims (1984), which played a vital role 
in promoting the BVAR (Bayesian VAR) approach. The priors that Doan et 
al. (1984) used on the lagged terms amounted to imposing certain common 
restrictions on the variances or the lag shapes of the coeffi cients concerned. 
The relationship between the priors and the one-step-ahead forecasting 
errors was monitored and the priors which would minimize the forecasting 
errors were selected. Note that the priors used in BVARs had no structural 
underpinning, that is, they represented no a priori economic knowledge, 
quite different from the normal position assumed by mainstream Bayesian 
econometricians. Moreover and distinctly different from Leamer’s strategy, 
the priors used by Doan et al. (1984) became the object of sensitivity analysis 
and effectively served as a means to achieve dynamic simplifi cation. The 
model estimation was carried out recursively to study the constancy of coef-
fi cient estimates over time. Their recursive results showed that the poste-
rior parameter estimates were insensitive to varying priors as the sample size 
increased, suggesting that it was possible to obtain relatively data-congruent 
models when they were dynamically adequately specifi ed. 

 Bayesian research further deviated from mainstream econometrics when 
it became involved in the debate on the statistical inference of unit roots 
and stochastic trends in single time-series analysis (see, e.g., Koop, 1994). 
There was a surge of interest on the inference from the mid 1970s onwards, 
awakened by Granger and Newbold’s (1974a) warning on nonsense regres-
sion between nonstationary variables, facilitated by the Dickey–Fuller (1979) 
unit-root test procedure and stimulated by Nelson and Plosser’s (1982) fi nd-
ing of widely exhibited unit-root properties in macro time series. Technically, 
unit-root inference posed a serious challenge to classical asymptotic distri-
bution theory. The BVAR experiments, however, led Sims to view the issue 
critically. Using Bayesian fl at priors on the lagged terms of an autoregression 
to allow for unit roots, Sims (1988) showed that the Bayesian inference was 
unaffected by unit roots and could generate fi nite sample results different 
from those generated by the classical route (see also Sims and Uhlig, 1991). 
The difference made Sims doubt the validity of unit-root tests based on the 
classical approach. Moreover, he disapproved of the unit-root properties 
because of the lack of a solid foundation for economic behaviour. 

 Sims’s Bayesian illustration of the unit-root issue was criticized by Phillips 
(1991), who showed how the choice of different priors would affect the 
Bayesian inference about unit roots and that fl at priors were improper for 
the unit-root discussion while more appropriate choices of the priors would 
generate Bayesian results comparable to those from classical inference. 
However, the criticism left untouched Sims’s argument about the economic 
foundation. The Bayesian unit-root discussion led Phillips on to explore 
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the use of Bayesian methods for data-based dynamic model selection. He 
proposed a posterior information criterion (PIC) to help determine the lag 
order and trend properties of the variables in dynamic models and devised 
a forecast-encompassing test to assist a data-based search for parsimonious 
dynamic models (see Phillips, 1995a; Phillips and Ploberger, 1991, 1994).  7   
Interestingly, the test was shown to provide a Bayesian alternative to the fore-
casting encompassing principle via the classical route developed by the LSE 
dynamic specifi cation modelling approach, to be described in Chapter 4. 

 Meanwhile, the idea of applying Bayesian methods to VAR models was 
extended to dynamic stochastic general equilibrium (DSGE) models. A 
commonly recognized weakness of DSGE models was the arbitrary use of 
‘calibrated’ parameters. A handy way to tackle this weakness was to assign 
Bayesian prior distributions to those parameters and simulate the model 
outcomes in probabilistic terms. The idea was initially explored by Canova 
(1994) and also DeJong et al. (1996). Within the VAR model framework, the 
Bayesian methods were also extended to the production of confi dence bands 
for impulse responses (e.g. Sims and Zha, 1998). These extensions helped to 
revitalize Bayesian econometrics (e.g. van Dijk, 2003; and also Geweke et al., 
2011 for more detailed surveys of subsequent developments). Noticeably in 
the revitalization, the subjectivist image of the Bayesian approach was weak-
ened as econometricians’ understanding of the versatility of Bayesian infer-
ence in model estimation broadened, and Bayesian econometrics reverted to 
an alternative technical division rather than a methodological one.  

  2.5     Methodological refl ection 

 The history of Bayesian econometrics serves as a good illustration of the 
evolution of econometric research—moving from paradigm consolidation 
towards methodological reforms and then towards more versatile applica-
tions. The Bayesian entry was primarily motivated by the CC programme. Its 
research agenda was focused on the measurement of structural parameters 
of a priori given models. It sought to improve the measurement by explicitly 
specifying, into prior distributions, the available uncertain information con-
cerning the structural parameters. It took pride in strengthening the rigour 
of parameter estimation via its probability foundation. In that respect, the 
Bayesian movement could be seen as the faithful and fundamental exten-
sion of Haavelmo’s (1944) probability revolution. However, early Bayesian 
efforts to emulate and reformulate textbook econometrics have not generated 

  7     Phillips’s (1995a) paper came out fi rst in 1992 as a Cowles Foundation Discussion Paper.  
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extensive impact, as shown in Section 2.1. Technically, Bayesian methods 
were hampered by the computational diffi culty of solving high dimensional 
integrals of posterior distributions. Empirically, the limited Bayesian appli-
cations failed to present distinctively better results than those achieved by 
the classical route. Methodologically, many modellers were put off by the 
explicit subjectivist philosophy of the Bayesian approach. 

 It is, however, Bayesian subjectivism which helped to alienate Bayesian 
econometricians from textbook econometrics and eventually led them to 
challenge it, as shown by Leamer’s specifi cation searches and model selection 
investigation described in Sections 2.2–2.3. By digging into the gap between 
textbook econometrics and empirical modelling and trying to amend it in 
a systematic manner, Leamer has distinguished Bayesian research as being 
at the forefront of developing econometric methodologies (see Pagan, 1987). 
Interestingly, the Bayesian subjectivism provided Leamer with a convenient, 
overt, and formal explanation for arbitrariness in model choice, a key issue 
left un-formalized in the CC programme. The Bayesian perspective enabled 
him to deliver a sharp exposition of the consequence of this incomplete 
task—that is the widespread fragility of structural parameter estimates from 
directly estimating a priori formulated structural models. 

 On the other hand, much of Leamer’s discussion on model mis-specifi cation 
issues had a precedent in non-Bayesian econometricians’ writings, for exam-
ple, Theil (1957; 1961). Presenting the discussion in a Bayesian vein was prob-
ably the most innovative part of Leamer’s analysis. The prevalent textbook 
method of econometric practice might be too strong to make Leamer break 
with the theory-dominant tradition of model formulation. But Bayesian sub-
jectivism—over-subjective theories that led inevitably to fragile structural 
parameter estimates—undoubtedly provided him with a handy excuse not 
to leap into a heavily data-driven modelling approach. Hence, there is a dis-
cernible ambivalence in Leamer’s approach toward the CC paradigm. This 
approach critically exposed the major drawback of the paradigm but, at the 
same time, it tried to defend and rigorously amend the measurement task of 
given structural parameters, that is, the parameters of ‘free variables’, a task 
which forms the core of the paradigm. Such ambivalence limits the meth-
odological distinctiveness of the Bayesian approach. 

 The subsequent fusion of Bayesian methods with time-series econometrics, 
particularly the VAR approach, has apparently further distanced Bayesian 
econometrics from the traditional paradigm. But ironically, the demarcation 
of Bayesian econometrics as opposed to classical econometrics has largely 
been blurred during the fusion, and with it its methodological distinctive-
ness. Bayesian priors have become more widely accepted as the means to 
produce ‘more useful, honest and objective reporting’ of empirical results in 
explicit probabilistic terms (Sims, 2000). They have also been extended into 
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the toolkit of macroeconomists with the result that the specifi cation of the 
likely distributions of structural parameters has come to be considered part 
of the theoretical model formulation, for example in the case of dynamic CG 
models, and see also Eichenbaum (1995). 

 This brings us to the question of whether Bayesian econometrics has 
 adequately distinguished itself into a methodological school. History has 
shown us that Bayesian methods are capable of results identical or compara-
ble to those derived by classical statistic methods, regardless of whether they 
are from models built on the basis of the traditional paradigm or any other 
alternative modelling approach. The comparability stands at odds with the 
Bayesian belief that its advantage lies in its explicit subjectivism and its abil-
ity to be updated in accordance with emerging evidence. What has made 
such an ideological divide unnecessary in practice? Refl ection on the design 
of various Bayesian estimators, especially from the sequential method by 
Tiao and Zellner (1964a) to Litterman’s (1979) BVAR device, may provide us 
with an answer. There is a disparity between the Bayesians’ ideological claims 
and Bayesian inference in practice. The inference has hardly ever worked 
with the inverse conditional distribution defi ned by Bayes’ formula (cf. Qin, 
1994). Indeed, the workhorse of Bayesian econometrics is the product, or 
joint distribution, of a prior distribution with the likelihood function. As 
data evidence accrues, the impact of the prior diminishes, yielding empirical 
results predominantly based on data information from likelihood, especially 
when the prior is modifi ed by a subsample likelihood result, as in the case of 
recursive estimation. The ‘Bayesian’ approach is de facto a misnomer for the 
‘joint distribution’ approach. 

 The relative independence of Bayesian methods from the Bayesian ideol-
ogy and the absence of strikingly empirical distinctness may explain the 
phenomenon that the Bayesian approach has largely retained its popularity 
among theoretical econometricians as well as some empirically minded mac-
roeconomists. Here, it is interesting to observe that the joint distribution of 
a prior with the likelihood function is regarded as equivalent to ‘the  model ’ 
(Poirier, 1988). Such a Bayesian perspective shows us how much Bayesian 
methods have extended as well as reoriented the fi eld of vision of theoreti-
cal econometricians from a given structural model to its derived parame-
ter space in terms of its sampling distributions. The extension has greatly 
enhanced and enriched the potential of econometric research into various 
issues relating to the distributions of the parameters within a given model, as 
rightly foreseen by Bayesian pioneers such as Dr è ze and Zellner. On the other 
hand, the parameter space as derived or transposed from the original model 
space also confi nes research attention within parametrically related issues, 
leaving aside those issues which are pertinent to a post-data model search or 
data-instigated model design before the set of parameters of interest become 
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clearly specifi ed (see Chapters 7 and 9 respectively for more discussion on the 
history of parameter specifi cation and that of model selection and design). 
Consequently, the primary Bayesian contribution lies in the refi nement of 
the probability foundation within a given modelling approach. Its capac-
ity to extend or develop alternative approaches is often restricted by what it 
could observe as model search or design problems via the sampling distribu-
tion window of the derived parameter space. In that light, the contribution 
of Bayesian econometrics is more directly and substantially concerned with 
‘internal questions’ than ‘external questions’ in the development of econo-
metric methodologies (Carnap, 1950).        
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 Rise of the VAR Approach   

   The VAR approach, which was built on the ‘Vector AutoRegression’ model 
form, emerged roughly at the same time as Leamer’s Bayesian approach on 
model specifi cation searches was taking shape.  1   Unlike Leamer’s Bayesian 
approach, which targeted the general model estimation methodology within 
econometric practice, the VAR approach was developed to deal specifi cally 
with macro-econometric models using time-series data. The development 
thus evolved in close interaction with developments in macroeconomics, 
especially in the USA. The present chapter makes a historical assessment of 
the rise of the VAR approach by describing how the approach came about, 
what issues it endeavoured to resolve, and what methodological position it 
assumed, particularly with respect to the CC tradition. 

 It must be noted that the use of VAR models long precedes the rise of the 
VAR approach. The model was designated as the ‘reduced form’ of a struc-
tural model in its most general form in the CC tradition. Empirical stud-
ies of the dynamic properties of macro-econometric models by means of a 
VAR could be traced back to Orcutt’s (1948) work on the famous Tinbergen 
(1939) model. The theoretical pursuit of effi cient estimators specifi cally for 
the dynamic side of simultaneous-equation models (SEM) was explored by 
Sargan (1959). The early promotion of VARs as the dynamic representation 
of structural models was advocated by H. Wold under the banner of ‘causal 
chain models’ as opposed to the CC SEM approach (eg see Wold, 1954, 1960, 
1964). However, it was not until the joint work of Sargent and Sims (1977), 
presented as a conference paper in 1975, that the VAR approach emerged as 
an alternative methodology to the CC-tradition-based mainstream econo-
metrics (e.g. Pagan, 1987). 

 A major impetus for this chapter comes from the marked disparity between 
the ‘atheoretical’ attribute of the VAR approach popularly held within 
the econometrics profession and the devotion of many VAR modellers to 

  1     This chapter is adapted from Qin (2011a).  
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identifi cation, causality test, and structural modelling to support policy 
analysis—issues close to the heart of the CC tradition. Historical investiga-
tion reveals that the ‘atheoretical’ attribute is a partial and somewhat extrem-
ist label. The VAR approach has actually resulted from a fusion of the CC 
tradition and time-series statistical methods, catalysed by the rational expec-
tations (RE) movement. It has arisen from and been nourished by extensive 
interplay between macroeconomics and econometrics.  2   It offers a systematic 
way of resolving the issue of model choice with respect to the dynamic side, 
an issue left out as by the CC group. 

 The rest of the chapter is organized in six sections as follows: Section 3.1 
mainly describes the early econometric activities of C. Sims, the acknowledged 
leader of the VAR approach; Section 3.2 traces the RE movement with particular 
emphasis on the use of VARs. These fi rst two sections provide a prelude to the 
VAR approach. Section 3.3 is focused on Sargent and Sims’s (1977) joint work, 
which effectively launches the VAR approach. Section 3.4 describes Sims’s 
(1980a) well-known manifesto of the VAR approach. Section 3.5 describes the 
emergence of the structural VAR (SVAR) approach. Section 3.6 gives a meth-
odological assessment of the rise of the VAR approach.  

  3.1     Dynamic specifi cation gap: from theory to data 

 The 1960s saw increasing efforts in the dynamic and stochastic modelling 
of agents’ behaviour. Exemplary works include models for inventory con-
trol (e.g. the joint research by Holt et al., 1960), studies emulating the Koyck 
(1954) model in the area of production and investment (e.g. Jorgenson, 1963; 
Griliches, 1967), and studies on the dynamics of demand (e.g. Houthakker 
and Taylor, 1966). It was in this context that Sims undertook the mission 
to bridge ‘the big gap between economic theory and econometric theory’ 
(Hansen, 2004) when he started his econometrics career. 

 Sims’s initial work was to study the effects of dynamic specifi cation errors 
under the assumption that a theoretical model was known and given. Using 
a continuous-time distributed-lag model as the given theoretical model, he 
demonstrated two dynamic specifi cation gaps in applying the model to data—
one was the approximation of the continuous-time model by a discrete-time 

  2     Much of the cross-fertilization occurred at the University of Minnesota, where Sargent, Sims, 
and Wallace, the key players of the VAR approach or RE models, were working in the econom-
ics faculty during the 1970s, e.g. Hansen (2004) and Evans and Honkapohja (2005). Apart from 
university duties, they were also involved part-time at the Federal Reserve Bank of Minneapolis. 
Most of the infl uential papers on RE models and the VAR approach appeared fi rst as the FRBM 
Working Papers, see the Bank website archive <http://www.minneapolisfed.org/research/eco-
nomic_research/>, last accessed 3 February 2013.  
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model (Sims, 1971) and the other the approximation of an infi nite lag dis-
tribution by a fi nite lag distribution (Sims, 1972a). The two studies led him 
to the view that ‘the usual approach  . . .  to proceeding to “effi cient” estima-
tion and inference as if the [empirical] model were exact, can lead to serious 
errors’ (Sims, 1972a: 175). These studies are reminiscent of Haavelmo’s (1943) 
discovery of the OLS ‘bias’ in the context of SEM. 

 However, Sims soon switched his research angle. He began to investigate 
the dynamic specifi cation gap from data to theory, instead of starting from 
a given theoretical model. An important infl uence appears to be Granger’s 
(1969) introduction of what is now known as the Granger causality test.  3   The 
test was designed to detect sequential causality between time-series variables 
and the design was inspired by mathematician N. Wiener. The test rules out 
one variable causing another if the past of the former exerts no impact on the 
latter in a dynamic bivariate relationship, which is effectively a VAR. More 
precisely, the test decides that  y  does not cause  z  if all the parameters �21,i    are 
shown to satisfy �21 0,i =     in the following bivariate VAR:  
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 where  u   1   and  u   2   are white-noise errors. 
 The signifi cance of Granger’s (1969) paper was recognized almost immedi-

ately by Sims for its close link to Wold’s causal chain model, since Granger’s 
notion of causality departed from the traditional static notion built upon 
SEMs. Sims (1972b) applied the Granger causality test to the money–income 
dynamic relationship in order to show how time-series information could 
help differentiate a ‘unidirectional causality’ concerning rival theories on the 
relationship between money and income. Sims’s application was immediately 
followed by Sargent. He adopted the Granger causality test as the means to 
empirically assess the RE hypothesis (e.g. Sargent, 1973b; Sargent and Wallace, 
1973; and Chapter 7 of this book). Subsequently, the Granger causality test 
became a core tool used by macroeconomists (see the next section and also 
Sent, 1998: ch. 3). 

 Sims’s (1972b) paper elicited a great deal of interest ‘because it came out at the 
peak of the monetarists–Keynesian controversy’ (Hansen, 2004) and also because 
it fed into the methodologically controversial issue about the extent to which 
econometric models were capable of verifying behaviourally causal hypotheses. 
In response, Sims (1977a) put forward a substantive clarifi cation on ‘exogeneity 

  3     Granger was fi rst engaged in economic time-series research at Princeton University under 
the directorship of Morgenstern, see Phillips (1997).  
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and causal ordering in macroeconomic models’.  4   Here, Sims related Granger 
 causality to the ‘strictly exogenous’ concept and presented Granger causality as 
an augmentation of Wold’s causal ordering by making the ordering testable. 

 Interestingly, Sims (1977a) also discussed the position of Granger causality 
with respect to the CC approach on the general setting of an SEM. In his view, 
‘numerous maintained hypotheses of exogeneity’ were needed for the imple-
mentation of the SEM, hypotheses which could easily lead to Granger causal 
ordering. Sims realized that the choice between SEM and Wold’s causal chain 
model would inevitably invoke the issue of the identifi ability of structural 
models. He tried to defi ne ‘structural’ relations by two key attributes, following 
closely Hurwicz’s (1962) defi nition. The fi rst states that ‘being “structural” is a 
property of the way we interpret the system as applying to the real world, not of 
the system’s form’; and the second states that ‘being behavioural is neither nec-
essary nor suffi cient to make a relation structural relative to an interesting class 
of possible interventions’ (Sims, 1977a: 28–30). The latter was made in particu-
lar reference to the Lucas (1976) critique (see Section 3.2). Sims maintained that 
the essence of econometric modelling was to search for a data-coherent causal 
model ‘to buttress a claim that the model is behavioural or structural relative 
to variations in the path of  x  [the forcing variable in the model] as identifying 
interventions’ (Sims, 1977a: 31) and that the Granger causality test was a useful 
tool in that connection, even though there lacked suffi cient ground to verify a 
model displaying Granger causality being indeed a ‘structural’ model. 

 Sims’s (1977a) paper paved the way for the VAR approach. It demonstrated 
his research interest in methodological matters with particular attention 
on fi lling the model specifi cation gap between data and economic theory. 
Unfortunately, the demonstration has not been recognized widely in econo-
metric circles, probably because Sims’s (1977a) paper has largely been over-
shadowed by his (1980a) critique.  5    

  3.2     The rational expectations hypothesis and VAR model 

 The early 1970s witnessed major reform in macroeconomics. Widely known 
now as the RE movement,  6   this reform set out to confi gure macro theories 
into both dynamically testable and behaviourally optimizable models. In 

  4     The draft of the paper was presented at a conference in 1975 sponsored by the Federal Reserve 
Bank of Minneapolis, see Section 3.2.  

  5     According to Sims, ‘virtually nobody has read and understood’ his (1977a) paper (Hansen, 
2004).  

  6     The RM movement is commonly viewed as initiated by Lucas (1972a). There are numerous 
studies on the history and the methodology of the RE movement (e.g. Sheffrin; 1983; Maddock 
1984; Sent 1998; and see also Sent 1997, 2002; Young and Darity 2001, for the early history of 
RE models).  
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the eyes of key RE proponents, macroeconomics was weak both technically 
and methodologically, especially in comparison with CC structural econo-
metrics, and the weakness lay mainly in the lack of micro foundations in 
Keynesian methodology; empirically, the weakness had led to poor forecasts 
and misguided policy simulations by existing macro-econometric models 
(e.g. Lucas and Sargent, 1978; Sargent, 1980). 

 The RE movement stems from the RE hypothesis originally formalized by 
Muth (1961) in a microeconomic context. The RE hypothesis emphasizes the 
importance of considering agents’ expectations of the modelled variables 
in a behavioural model; it postulates that the expectations be formulated 
from all the available information relevant to the model and that the useful 
content in the information lies with the past series of innovation shocks con-
tained therein. Essentially, an RE model can arise from augmenting a simple 
static model, say a bivariate one:  

yt tz tβ εtz +ztz    (3.2)  

 by an expectation term, ye, of the endogenous variables  y   t  :  

y y ut tz t
e

t+β λyt +ztz .    (3.3)  

 When  k = 0 , forward expectations are absent.  7   The RE hypothesis models the 
latent yt

e on all of the available information set { }It − , that is, the history of yt     
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 As a result, the expectation error,   ν    t  , should follow an innovative process, as 
shown in (3.4). Taking the conditional expectation of equation (3.3), we get:  
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 Equation (3.5) transforms the RE hypothesis into a model where the explana-
tory variable becomes the latent expectation of the original exogenous vari-
able. The consequent need to model zt

e     is then referred to as the requirement 
of ‘completing’ the model (e.g. Wallis, 1980). For example:  
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  7     The assertion of forward expectations brings a new technical issue into econometrics: the 
need for terminal conditions to assist unique solutions (e.g. see Pesaran, 1987: ch. 5). However, 
this issue does not add to nor heighten our methodological discussion here. For simplicity, we 
will only consider RE models with current expectations hereafter.  
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 Combining (3.5) with (3.4) results in a closed VAR of the same form as (3.1).  8   
This VAR is ‘reduced’ from the structural model (3.3) combined with the RE 
hypothesis in (3.5). It should be noted here that the derivation from the RE 
model to a VAR involved a modifi cation of the implicit assumption of the RE 
model (3.4) that the dynamic model had an infi nite lag length structure. The 
VAR could only have a fi nite lag structure, that is, denoted by  p  in (3.1), to be 
empirically operational. However, the practical implications of the assump-
tion and its modifi cation were left unheeded for a long time.  9   

 The RE movement thus foreshadows the VAR approach in two key and 
interrelated respects. It highlights the need to formulate a closed model in 
the sense that all the variables considered in a model should be regarded as 
potentially endogenous; and it rationalizes a general dynamic specifi cation 
by the RE hypothesis. 

 At the time, the fi rst aspect gave rise to a powerful critique by Lucas (1976) 
on the use of macro-econometric models.  10   Essentially, Lucas’ critique ques-
tioned the legitimacy of using constant parameter macro-econometric mod-
els for policy simulations because shifts in policy would affect the constancy 
of certain structural parameters. In terms of the simple RE model given 
above, policy shifts amount to value changes in �22    when  z  represents the 
policy instrument; the changes would obviously affect �12    of the fi rst equa-
tion of VAR (3.1) (see footnote 8), thus destroying the constancy of that equa-
tion.  11   The Lucas critique has provoked a great deal of rethinking about the 
practice of a priori categorization of endogenous versus exogenous variables. 
Attempts to make the categorization testable led to further popularization of 
the Granger causality test (see Sargent, 1976a, 1978b). 

 Meanwhile, an important demonstration of the second aspect was Sargent’s 
discovery of the ‘observational equivalence’ problem (1976b). In an effort to 
make it empirically possible to differentiate the impacts of Keynesian policy 
shocks versus shocks based on classical theories, Sargent stripped down what 
he considered to be a general structural model into a Wold representation:  
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  8     In the VAR, the parameters of the fi rst set of equations are function of the parameters of (3.3) 
and (3.6), i.e.: π λ βπ11ππ 1

21, ,β 21i (( )λλ −
i  and π λ βπ12ππ 1

22, ,β 22i (( )λλ −
i .  

  9     See Hendry and Mizon (2000) and Hendry (2002) for a critique of RE models concerning this 
assumption in particular in relation to model-based forecasting.  

  10     The paper was fi rst circulated in 1973 as a Working Paper at Carnegie-Mellon University.  
  11     Notice that Lucas’ original presentation did not use parameter shifts as such. He analysed 

the policy variable in terms of its permanent and transitory components. A shift in the perma-
nent component is equivalent to a parameter shift in the autoregressive representation of the 
variable.  
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 which was effectively an inversion of VAR (3.1) into a moving average (MA) 
model. Conceptually, Sargent assumed (3.7) as the ‘structural’ model by 
regarding the innovation errors of the RE hypothesis as policy shocks. In 
other words, if policy shocks are defi ned as unanticipated deviations of the 
policy variable from its expected path, equation (3.5) can become:  
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 which is equivalent to the  y  equation in (3.7). It is important to note that the 
structural status of (3.7) has departed substantially from the CC structural 
model framework and has echoed the Slutsky–Frisch impulse-propagation 
scheme (see Frisch, 1933; Slutsky, 1937). Nevertheless, it is obvious that (3.7) 
can be transformed into a VAR, so that the ‘reduced-form’ status of the VAR 
remains intact. Since the fi rst equation in (3.7) embraces theories of both RE 
and non-RE types depending on how the shock variables are formulated, the 
corresponding reduced-form VARs set the empirical limit to the testability of 
the economic hypotheses concerned.  12   

 For econometricians at the time, the RE movement essentially endorsed 
the VAR by assigning it a central position in bridging time-series economet-
rics with macroeconomics. Moreover, it turned their attention from estima-
tion and identifi cation of structural parameters of a priori formulated models 
towards testing and searching for data-coherent models. The VAR approach 
effectively emerged from the starting point of such searches.  

  3.3     Emergence of the VAR approach 

 The blueprint of the VAR approach was fi rst presented at a conference on 
business cycle research in November 1975 sponsored by the Federal Reserve 
Bank of Minneapolis. It was published as a joint project between Sargent and 
Sims (1977),  13   entitled ‘Business cycle modelling without pretending to have 
too much a priori economic theory’. The title emphasized their opposition 
to the common practice of assuming that structural models were a priori 
set and well-formulated. Sargent and Sims pointed out that many of those 
models lacked theoretical foundation and empirical support, thus reducing 

  12     From the viewpoint of some macro theorists, however, this limit implies a lack of identi-
fi cation power of econometric models with respect to many theoretically interesting but para-
metrically sophisticated RE models. As a result, empirical macroeconomics branches into two 
directions (see, e.g., Summers, 1991), one still pursuing macro-econometrics, the other aban-
doning statistical methods to develop computable dynamic general equilibrium models (e.g. 
Kydland and Prescott, 1991, 1996).  

  13     The conference proceedings were published in 1977 under the sponsorship of the Federal 
Reserve Bank of Minneapolis.  
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the practice to ‘measurement without theory’, a famous criticism with which 
Koopmans (1947) had charged the NBER thirty years earlier (see Qin, 1993: 
ch. 6). Having rejected the common practice, Sargent and Sims searched for 
a new, alternative modelling route in order to improve the credibility of the 
theoretical content of macro-econometric models. 

 Broadly, the Sargent–Sims alternative contained the following steps: First, 
they compared the NBER method of deriving a ‘reference cycle’ indicator of 
business cycles from a selected group of variables with the conventional mac-
ro-econometric model approach of explaining business cycles by modelling 
key macro variables, and decided to follow the latter.  14   Next, they showed 
VARs to be the general form of conventional macro models. They then pro-
ceeded to estimate the VAR and sought data-coherent ways of simplifying the 
VAR in order to identify and compare data-based model features with what 
had been postulated a priori in the form of a particular macro model nested 
in the VAR.  15   Finally, the simplifi ed VAR was transformed into an MA model 
to enable the application of impulse response analysis for further assessment 
of the dynamic properties of the model and also for policy simulations. 

 To compare the Sargent–Sims route with the CC tradition, a closer exami-
nation is needed. Their choice in the fi rst step appears to be in line with 
CC procedure, that is, to start econometric modelling from known theory. 
However, the structural model they chose is not SEM but a distributed-lag 
model, that is, a special case of the fi rst equation in (3.1) or a dynamic aug-
mentation of (3.2):  

  y zt ii t i t=∑ β εt i +zt i0
.    (3.9)  

 The model thus shifts the discussion from simultaneity to exogeneity and 
dynamics, a shift which virtually mirrors the RE movement in macroeco-
nomics. Although its link to VARs follows naturally and apparently stays 
on par with the step of SEM  →  reduced-form VARs in the CC tradition, the 
motivation is distinctly different. Instead of utilizing reduced-form models to 
facilitate estimation, Sargent and Sims use the link to justify Liu’s (1960) argu-
ment to start empirical modelling from unrestricted VARs. They fi nd Liu’s 
strategy very useful for abandoning the questionable assumption of a priori 
known structural models. But whereas Liu wants to produce better forecasts, 
Sargent and Sims’s primary goal is to make the theory testable, which extends 
and enhances the CC tradition. Their goal renders crucial the third step of 
VAR simplifi cation. Here, particular attention is given to testing exogenous 

  14     They referred to the NBER method as the ‘unobservable-index model’ approach and the 
conventional macro-econometric model approach as the ‘observable-index model’ approach; 
they also reformulated the NBER method by factor analysis, see Chapter 6.  

  15     This objective is plainly phrased by Sims (1977a: 5) as trying to ‘use available data to increase 
our understanding of economic behavior’.  
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variables in order to identify data-coherent causal ordering of the equations 
in the VAR. It should be noted that the concept of identifi cation is no longer 
equivalent to that in the CC procedure. It has blended in the Box–Jenkins 
(1970) time-series notion of identifi cation. Another source of VAR simplifi -
cation discussed is cross-equation linkages/restrictions postulated in various 
theories—restrictions which form a natural ground for testing the theories 
concerned. Finally, the utilization of the simplifi ed VAR to conduct impulse 
response analysis via its MA representation shares the CC conviction that the 
ultimate aim of econometric modelling was for policy purposes. 

 Sargent and Sims (1977) demonstrate their new approach via empirical 
experiments with two simple index models—a Lucas model with one unob-
servable index and a fi ve-variable Keynesian model. They note, among the 
fi ndings, that model results can be highly sensitive to the choice of variables 
at the outset, especially those variables which are potentially active indices 
(forcing variables), and that some variables are associated with more indices 
than the others within the chosen variable set, suggesting a certain causal 
ordering of the system. 

 The Sargent–Sims joint venture attracted more criticism than approval (see 
the comments on their paper in the conference proceedings (Sargent and 
Sims, 1977)). In their defence, Sims emphasized that the new approach was 
developed more for hypothesis testing and evaluation than forecasting, see 
(Sims, 1977b), whereas Sargent (1979) acknowledged that the VAR approach 
was more for prediction than policy evaluation. Their apparently contradic-
tory interpretations refl ect the essential spirit of the Sargent–Sims joint ven-
ture. For a macro theorist, it is an opportunity to seek a systematic route to 
producing empirically operational theories, whereas for an econometrician, 
it is an opportunity to strengthen the theoretical underpinning of empirical 
models. The synergy adheres to the broad CC principle, but it was hidden 
almost completely by the combative veneer of their undertaking.  

  3.4     Manifesto of the VAR approach 

 A fuller methodological exposition of the Sargent–Sims joint venture is given 
by Sims (1980a) in a paper entitled ‘Macroeconomics and Reality’. This article 
has been widely regarded as the manifesto of the VAR approach as a depar-
ture from the CC structural modelling tradition. 

 The opening discussion of the manifesto was focused on the issue of iden-
tifi cation, as implied by the title, ‘Macroeconomics and Reality’. The dis-
cussion echoed what had been argued in Sims’s joint paper with Sargent 
(1977). It drew its main inspirations from the then-recent RE movement; its 
specifi c attack was on those ad hoc dynamic restrictions frequently used for 
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conventional identifi cation purposes; it defi ned the research interest within 
the domain of business cycle modelling and stressed the importance of adopt-
ing a fully dynamic and closed model in order to capture the possible impact 
of the changing time paths of any policy variables; and more fundamen-
tally, it anchored its methodology on building models for the purposes of 
theory testing and policy analysis, rather than merely forecasting, although 
it regarded its position as comparable to Liu’s (1960) critique. 

 Compared to the Sargent and Sims (1977) paper, the identifi cation discus-
sion here substantially broadens the theoretical justifi cation for the choice 
of the VAR route. The justifi cation builds on the dynamic interaction among 
macro variables which constitutes the essence of RE models, with specifi c 
reference to the Lucas (1976) critique concerning the validity of the exog-
enous assumption of policy variables. In fact, the discussion points to a broad 
correspondence between a VAR and the fundamental theme of dynamically 
general equilibrium in macroeconomics. Such a correspondence was absent 
in Liu (1960), when the reduced-form VAR model was mainly valued for its 
data summary and forecasting capacity. 

 Having laid out a lengthy justifi cation for his ‘alternative strategy’, Sims 
proceeded to describe the VAR approach in detail. The starting point was 
to set up a closed and unrestricted VAR to summarize data. There were two 
main technical issues to be considered: whether the VAR would adequately 
summarize data information and whether any patterns or regularities could 
be revealed in the summary. The former was achieved via the choice of lag 
length and the latter via a comparison of estimation results over different 
subsamples. Next, a possible simplifi cation of the VAR was considered. A 
crucial simplifi cation source was those ‘hypotheses with economic content’ 
which would normally limit ‘the nature of cross-dependencies between vari-
ables’ (Sims, 1980a: 15–16). While the initially unrestricted VAR facilitated 
hypothesis testing here, those hypotheses which survived the testing would 
also bring certain structural interpretations to the model. The simplifi ed 
VAR was then transformed into an MA model to enable impulse response 
analyses. The MA representation was considered most useful in subjecting 
the model to ‘reasonable economic interpretation’, as well as in facilitating 
hypothesis testing via comparing the dynamic paths of shocks assumed 
of policy variables versus what was implied in the hypotheses concerned. 
Through a detailed illustration of the possible routes by which a monetary 
innovation shock could affect a real output variable, Sims endeavoured to 
show how the VAR-based MA model could empirically help defi ne ‘what bat-
tlefi eld positions must be’ between rival theories. 

 Interestingly, Sims (1980a) attributes the hypothesis testing capacity of the 
VAR approach to the way in which the approach releases the hypothesis of 
interest from the ‘burden of maintained hypotheses’ under the conventional 
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structural approach. The burden is essentially a consequence of the CC strat-
egy of leaving aside the issue of ‘model choice’ when the group formalized 
econometric methods (e.g. Qin, 1993: ch. 6). In the 1950s, Theil attempted 
to address this ‘maintained hypothesis’ problem explicitly by proposing an 
experimental approach of using an array of mis-specifi cation checks in a 
piece-meal manner (e.g. Theil, 1961). That approach becomes generalized in 
the dynamic specifi cation aspect under the general  →  specifi c procedure of 
the VAR strategy. It should also be noticed how macroeconomics has evolved 
over the two decades. The RE movement, in particular, has turned theo-
rists’ attention from parameterizing behavioural propensities to tracing the 
sources of observed cyclical fl uctuations and their dynamic characteristics. 
Sims’s illustration refl ects such a shift. It is none the less an identifi cation 
attempt within the broad spirit of the CC enterprise, albeit one that has 
moved away from those tightly parameterized structural models underlying 
the CC identifi cation conditions. 

 However, the very act of moving away has laid the VAR approach wide 
open to criticism. In the same way as his joint work with Sargent (Sargent and 
Sims, 1977), Sims’s (1980a) paper elicited more suspicion than appreciation 
among econometricians. The VAR approach was branded ‘atheoretical macr-
oeconometrics’ (see, e.g., Cooley and LeRoy, 1985), and described as dissent-
ing ‘vigorously from the Cowles Commission tradition’ (Pagan, 1987), but 
was ‘not an adequate substitute for the Cowles program’ for drawing causal 
inferences (Leamer, 1985b).  

  3.5     Emergence of structural VARs 

 Once the ground-breaking work was done, research into the VAR approach 
turned to further improving the VAR techniques. The focal issues were, 
however, closely pertinent to the structural/causal interpretation of the VAR 
results. The improvement efforts led to the revision of the VAR approach into 
the ‘structural’ VAR (SVAR) approach. This revision can be seen as a natural 
defensive reaction to the criticisms it had encountered. It nevertheless rein-
forces the commitment of VAR modellers to build models that are useful 
for policy purposes, a commitment shared by modellers following the CC 
tradition. 

 A vital prerequisite for the interpretability of the VAR results is model 
simplifi cation, as a general VAR is known to suffer from the curse of 
 dimensionality—the number of parameters growing with the number of var-
iables and the maximum lag in a multiplicative manner. A primary technical 
issue on the VAR research agenda was to fi nd a systematic ‘shrinkage’ strategy. 
This led to the joint work of Doan et al. (1984), which implemented Sims’s 
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(1980a) conjecture that the Bayesian approach might offer such a strategy.  16   
Doan et al. (1984) imposed a number of Bayesian priors on each equation 
of an unrestricted VAR to help simplify mainly the lag lengths and possible 
time variation of the parameters. The equations were estimated one by one 
using the same set of priors to keep the symmetry of the VAR. A data-coherent 
and simplifi ed VAR resulted from numerous experiments through the adjust-
ments of the priors. Since parameter constancy was vitally important to allow 
the model to be applied to simulations of policy shocks, Kalman fi lter and 
recursive estimation were used to examine the time-varying feature of their 
parameter estimates. To their relief, most parameter estimates revealed few 
time-varying features in the experiments.  17   

 However, the most controversial techniques were related to the impulse 
response analysis, which became labelled ‘innovation accounting’ by Sims 
(1978).  18   As the MA representation of (3.7) was designated the structural model 
status, it became crucial to justify the structural interpretability of innovation 
accounting. Obviously, the issue was intimately related to identifi cation. But 
Sims found himself facing an apparently new identifi cation problem—the 
impossibility of identifying an impulse shock with a particular structural 
shock if the error terms in the MA model were contemporaneously correlated 
across equations. Technically, he saw the solution to lie in orthogonalizing 
the error terms. Conceptually, he found that solution to be closely linked to 
Wold’s causal ordering, which could therefore be tested by the Granger cau-
sality test. Sims thus proposed an experimental approach—use the Granger 
causality test to simplify the cross-equation interdependence between vari-
ables, examine the degree of cross-equation correlation between the resid-
ual terms of the simplifi ed VAR, and then experiment with different Wold’s 
causal orderings on the transformed MA; the experiment was to check either 
that a particular theory-based ordering would generate the kind of impulse 
responses expected by the theory or which data-based ordering would be the 
most robust and have the best interpretation in terms of theory. 

 This experimental approach elicited immediate criticisms, mainly of two 
aspects. Methodologically, it was excessively data driven. Technically, it fur-
ther blurred what should be considered as the ‘structural parameters’ of the 
resulting model. In other words, the approach amounted to transforming 
those assumed ‘structural shock’ variables, u t1    and u t2 , in model (3.7) into 
another set of uncorrelated error terms; but it was impossible to transform 

  16     An initial experiment with a Bayesian VAR approach was explored by Litterman (1979) 
around the time Sims was preparing his (1980a) critique.  

  17     Several interesting results emerged in the Doan et al. (1984) experiment, including the assump-
tion of a unit root in each variable, i.e. the prior on the own fi rst lag taking the value of one.  

  18     Sims (1980a) was fi rst distributed as a University of Minnesota Economics Discussion Paper 
in 1977, and a part of his (1978) paper was later published in the book edited by Kmenta and 
Ramsey in 1982.  
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the structural status to the new set unless the orthogonalizing parameters 
used in the transformation were established as structurally interpretable. 

 Efforts to allay the criticisms led VAR researchers to a signifi cant retreat from 
the data-driven position. After all, a primary agenda of the VAR research was to 
develop VAR-based policy evaluations (e.g. Sims, 1986). One obvious alterna-
tive was to seek orthogonalizing methods from conventional economic theo-
ries. For instance, a ‘structural’ identifi cation method for the error terms was 
initiated by Blanchard and Watson (1984) and extended by Bernanke (1986). 
The method essentially exploited the relationship of the error terms between 
a conventional SEM and its reduced form. Interestingly, the method moved 
the SVAR approach closer to the CC tradition. It resorted not only to an SEM 
for support of the structural interpretation of the shock-driven models of type 
(3.7) but also to the traditional use of a priori static restrictions for orthogo-
nalization. Just as it was often diffi cult for modellers of conventional SEMs to 
fi nd enough and adequately solid a priori restrictions without using certain 
arbitrary ones, SVAR modellers found themselves not really cleared of the situ-
ation. They had to take arbitrary positions on whether certain cross-equation 
error correlations should totally refl ect structural interdependence rather 
than ‘passive responses’ between equation disturbances (see Hansen, 2004; 
also Sims, 1986), because the available a priori restrictions from conventional 
structural models were often insuffi cient for orthogonalization. 

 The technical refi nements were accompanied by VAR proponents’ ardent 
defence of the usefulness of the VAR approach for theory-based policy analy-
ses, notwithstanding the Lucas critique (e.g. see Sims, 1982a, 1986, 1987, 1989; 
Sargent, 1981). The defence was a natural reaction to the fast-rooted belief 
that VARs were good forecasting models but not structural models and thus 
incapable of structural inferences. Various VAR applications for testing rival 
macroeconomic hypotheses were presented by Sims (1980b; 1983), Blanchard 
and Watson (1984), Litterman and Weiss (1985), Bernanke (1986), and also 
Leeper and Sims (1994).  19   These applications demonstrated how fl exible the 
VAR approach could be in relating empirical fi ndings to particular dynamic 
theories of interest. In the late 1980s, this line of research found a new stimulus 
in the arrival of cointegration theory (see Granger, 1983; Engle and Granger, 
1987; and also Chapters 4 and 5 of this book). Since a cointegrated system could 
be naturally represented by a VAR (see Sims et al., 1990), cointegration theory 
rendered VARs a powerful link to long-run equilibrium-based economic theo-
ries (see also Canova (1995) for a contemporary survey of the developments). 

 Meanwhile, research on the forecasting front came to an impasse. In prepara-
tion for a business-cycle forecasting conference organized by the NBER in May 

  19     Note that Leeper and Sims (1994) examines empirically a completely specifi ed dynamic 
general equilibrium model.  
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1991, Sims took over a small Bayesian VAR forecasting model from Litterman  20   
and tried various experiments and technical extensions on it in order to improve 
its forecasts. In spite of his efforts, the nine-variable VAR failed to forecast the 
onset of the 1990–91 US recessionary downturn (Sims 1993). The relatively 
strong forecasting performance of VARs over conventional macro-econometric 
models was fading away as those models became strengthened in dynamic spec-
ifi cation. On the other hand, the limited variable coverage of VARs, due either to 
the modellers’ allegiance to the principle of general equilibrium theory or to the 
technical curse of dimensionality, severely restricted VAR’s forecasting competi-
tiveness with respect to other multivariate data methods such as dynamic factor 
analysis (see Chapter 6). Interestingly, the possibility of mis-specifi cation due 
to omitted variables has been highlighted repeatedly in the VAR literature (e.g. 
Sims, 1980b, 1989), in relation to different causality test results due to changes in 
the number of variables included in the VARs.  21   But empirical VAR studies have 
remained on a very small scale in variable coverage nonetheless. 

 The VAR methodology gained fi rm acceptance from macroeconomists in 
the 1990s, led by infl uential works such as Bernanke and Blinder (1992) and 
Christiano et al. (1996). Meanwhile within econometric circles, the meth-
odology entered a consolidatory period via more technical refi nements (e.g. 
Watson, 1994). But the overall trend was clear: the research was following 
closely the CC motto of building better bridges between theory and data. 
Moreover, the criteria for better bridges became more explicit and specifi c, as 
best illustrated by Sims’s description of an ‘ideal model’, that is, one which 
‘contains a fully explicit formal behavioural interpretation of all parameters’, 
‘connects to the data in detail’, ‘takes account of the range of uncertainty 
about the behavioral hypotheses invoked’, and ‘includes a believable prob-
ability model that can be used to evaluate the plausibility, given the data, of 
various behavioural interpretations’ (Sims, 1989: 489).  

  3.6     Methodological refl ection 

 The historical investigation reveals that the VAR approach arises as a meth-
odological revision and renovation of the CC tradition.  22   Stimulated by the 
RE movement in macroeconomics, the VAR approach offers a systematic 

  20     Litterman was the key VAR modeller at the Federal Reserve Bank in Minneapolis, where a 
46-equation monthly forecasting VAR model of the USA was built during the mid-1980s. The 
small model had six variables and Sims extended to nine variables.  

  21     The issue was highlighted later in connection with the SVAR approach by Cooley and Dwyer 
(1998).  

  22     A very similar view was actually put forward by Eichenbaum (1985: 306), who argued that 
the VAR approach ‘should be viewed as a necessary complement to an important class of struc-
tural models’. But his view appears to have been totally ignored.  
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procedure to tackle the issue of ‘model choice’ bypassed by the CC group. 
The procedure embodies a synergy of various preceding methods explored 
by prominent econometricians and statisticians alike, such as Tinbergen’s 
‘kitchen work’ (1937), Liu’s appreciation of a general VAR (1960), Leamer’s 
‘sinning’ ‘in the basement’ (1978a), as well as Granger’s time-series approach 
to causality (1969) and the Box–Jenkins (1970) time-series notion of identi-
fi cation. In spite of its imperfections, the procedure has never abandoned 
the CC tradition of theory allegiance, policy-oriented research target, and 
technical rigour. 

 Why then has the VAR approach been regarded by many as ‘atheoretical 
macro-econometrics’? On the face of it, the ‘atheoretical’ charge seems to 
be an over-generalization of using the unrestricted VAR model as the ini-
tial step of econometric investigation. In retrospect, this initial step indeed 
constitutes the most drastic proposition of the VAR approach, as it advocates 
a reversal of the structural  →  reduced-form sequence, a reversal with seri-
ous methodological implications of backtracking Frisch’s (1937) ‘structural’ 
method in favour of Tinbergen’s (1935) ‘historical’ method. Moreover, the 
polemics employed by VAR proponents against the macro-econometric prac-
tice of the time apparently encouraged the view that they had demarcated 
their methodological position from the CC methodology. But that is insuf-
fi cient to brand them with the ‘atheoretical’ badge. Since the CC methodol-
ogy had been consolidated into a paradigm by the late 1960s as described 
in Chapter 1, any attempts to challenge it would require substantive and 
sometimes radical justifi cation. 

 Another likely reason for the ‘atheoretical’ charge is the confusion of the 
VAR approach with the statistical properties of VAR models. While a VAR 
model is known for its capacity of summarizing data regularities, the VAR 
approach is a strategy to develop VAR-based structural models for policy 
purposes on the basis of such capacity. In retrospect, the confusion appears 
to have stemmed from a rather confi ned evaluation of the VAR approach 
within econometrics. The evaluation effectively conceals the fact that the 
VAR approach has emerged in close correspondence to the RE movement in 
macroeconomics. As mentioned before, the RE movement has affected main-
stream econometrics by changing the way macro theories are formulated. Its 
emphasis on dynamics and micro foundations substantially complicated the 
simple and static form of macroeconomic models upon which traditional 
econometric models and methods were built. RE models have given rise to 
shifting interpretations of ‘structural’ models commonly known to econom-
etricians (Sims, 1991). The moving ‘structural’ post almost makes it no longer 
possible for econometricians to anchor their starting position on a priori 
given ‘true’ models ‘about which nothing was unknown except parameter 
values’ (Hansen, 2004: 276). The rise of the VAR approach could be seen 
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as a systematic response to such a loss of position. The approach shifts the 
focus of econometric modelling away from measuring a priori given struc-
tural parameters and puts a greater emphasis on simulating shock-instigated 
dynamic movements of the modelled variables. The apparent abandonment 
of traditionally formulated ‘structural’ models and the emphasis on the cov-
erage of the dynamic features of the modelled variables by the VAR approach 
renders it a more data-exploratory image than what has been widely accepted 
as the CC structural approach. It is only from this angle that the VAR approach 
may be seen as ‘atheoretical’. 

 However, if it is viewed in the broad light of the reforming macroeconom-
ics, the VAR approach is avant-garde and at the same time starkly faithful to 
the CC tradition. As shown in this chapter, VAR modellers have devoted a 
great deal of effort and thought to mending the link between structural and 
reduced-form models; they have placed the issue of structural identifi cation 
at the top of their research agenda; they have attached far greater importance 
to theory testing and policy analysis than to forecasting; they have concen-
trated their applications within the domain of connecting macro theories 
with stylized facts. But more importantly, both VAR and CC researchers 
share the same fundamental conviction that macro-econometric modelling 
should always be formulated, specifi ed, and estimated in a system of interde-
pendent equations. While the CC group emphasize simultaneity at a static 
level and see that as corresponding to a Walrasian equilibrium model, VAR 
modellers accentuate dynamic interdependence and see that as correspond-
ing to a dynamic general equilibrium model, following the lead of the RE 
movement. Moreover, the emphasis of VAR modelling on impulse response 
analyses entails an unequivocal ‘structural’ interpretation of the error terms, 
an interpretation which is absent in the CC modelling framework. In this 
respect, the VAR approach has actually taken a stronger structuralist position 
than the CC group. The structural shock interpretation assumes away the 
possible existence of any theoretical ignorance or omission within a specifi ed 
VAR, virtually granting it the status of a maintained hypothesis.  23   Indeed, it 
has been widely taken for granted among applied modellers that the use of 
VARs should make their models immune from all mis-specifi cation errors and 
that the choice of variables to be included in the VARs should largely remain 
the device of macroeconomists. The VAR approach is thus fundamentally 
theory-bound and enhances, rather than forsakes, the CC paradigm.        

  23     The problem that the shocks might not be uniquely interpreted as structural was pointed 
out by Hansen and Sargent (1991); see also Chapter 8 for a more detailed discussion on the his-
tory of the error terms.  
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     4 

 Rise of the LSE Approach  

   The LSE approach bears the hallmark of ‘dynamic specifi cation’, deriving 
probably from the title of Hendry et al. (1984) and also Hendry’s (1995) text-
book  Dynamic Econometrics . The hallmark embodies a collective and concen-
trated effort to improve the CC structural approach mainly with the help 
of time-series statistical methods. Unlike Sims’s VAR approach or Leamer’s 
Bayesian specifi cation search, the LSE researchers have not overtly criticized 
the CC approach. Instead, they have chosen an eclectic position, drawing 
extensively not just from the works of the CC but also from its wider histori-
cal roots, particularly the earlier works of Frisch and other forefathers. They 
have also kept abreast of the major works of their contemporaries and drawn 
lessons from them. Their eclectic position has allowed the LSE group to put 
together a comprehensive strategy for dynamic model choices and designs. 
The strategy has resolved much of the model choice issue which was left to 
one side by the CC group and, methodologically, it arguably goes further 
than the other two approaches in this respect. 

 The origins of the LSE approach are described in Gilbert (1986, 1989, 1991a). 
Essential features of the approach are discussed in Pagan (1987, 1995), where 
they are compared with the Bayesian and the VAR approaches. Further his-
torical material is available from interviews with leaders of the LSE approach, 
see, for example, Phillips and Sargan (1985) and Ericsson and Hendry (2004), 
as well as from the recollections of a few key players, for example Mizon 
(1995), Hendry (2003), Phillips (2003), and Sargan (2003). 

 The present chapter attempts to portray the development of the LSE 
approach with the help of those background sources, so as to place the devel-
opment on a wider historical spectrum. It should be emphasized that the 
development discussed here is focused on the methodologically reformative 
aspect only, which is just one narrow part of what the LSE group has con-
tributed to econometrics. The investigation covers mainly two decades—the 
1970s and the 1980s. To set the scene, antecedents of the 1970s period are 
described briefl y in the next section. Section 4.2 moves on to advances from 
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empirical modelling during the 1970s. The subsequent conceptual formali-
zation of the LSE approach forms the topic of Section 4.3. Section 4.4 returns 
to the empirical side and examines the rise to maturity of the LSE approach 
through the attempts at money demand modelling during the 1980s and 
up to the early 1990s. Section 4.5 concludes with a brief methodological 
assessment.  

  4.1     Preludes 

 Prior to the rise of the LSE group, the Department of Applied Economics 
(DAE) at Cambridge University was probably the most prominent economet-
ric research institution in the UK. Under the directorship of Richard Stone, 
the DAE group made a substantive contribution to applied structural mod-
elling with time-series data (Gilbert, 1991a; Qin, 1993, ch. 6.1; Gilbert and 
Qin, 2006). To a large extent, their contribution was prompted by G. Orcutt. 
Orcutt started from an empirical investigation into the time-series data fea-
tures of Tinbergen’s (1939) macro model of the USA and found extensive 
residual serial correlations in the estimated equations of the model (Orcutt, 
1948). He then delved into the dynamics of single variables by regressing 
them individually in an autoregressive (AR) model. The experiment showed 
that many of the variables could be characterized by an AR of order two 
with a unit root, implying a loss of statistical optimality in the OLS method 
used by Tinbergen. The fi nding led to his collaboration with Cochrane at 
Cambridge and resulted in the development of a least-squares based estima-
tion procedure, later known as the Cochrane–Orcutt (CORC) procedure (see 
Cochrane and Orcutt, 1949). The CORC procedure essentially followed the 
CC approach—in that it took a static structural model as a priori given and 
fi xed, and the symptom of residual autocorrelations as data ‘complication’—
and appended the model with a residual autoregressive scheme in order to 
devise a statistically effi cient estimation procedure for the structural parame-
ters in the original model. In addition to the procedure, Orcutt and Cochrane 
also proposed an expedient prescription for applied modellers—to re-specify 
the original static model into a growth-rate model, when the serial correla-
tions were found to be close to one (see also Chapters 7 and 8). 

 The CORC procedure and their prescription were adopted by Stone (1954) 
within the DAE. They were also disseminated by Tintner’s (1952) textbook 
and the infl uential demand study by Wold and Jur é en (1953). Moreover, 
their prescription of a growth-rate model re-specifi cation was incorporated 
into Theil’s (1961: ch. 6.2) mis-specifi cation analysis. Another important 
DAE contribution which emerged during the same period as Orcutt and 
Cochrane’s work was the Durbin–Watson (D-W) test for residual fi rst-order 
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autocorrelation (see Durbin and Watson, 1950, 1951). The D-W test soon 
became widely adopted in the econometrics community, probably also due 
to the dissemination of Tintner’s textbook and the book by Wold and Jur é en, 
in addition to its within-group adoption at the DAE. 

 The 1960s saw the UK centre of econometric research gradually shift from 
the DAE to the LSE. The shift resulted primarily from a notable expansion 
of econometrics provision at the Department of Economics at LSE during 
the mid 1960s. Furthermore, econometric research at the LSE benefi ted from 
the close link between the Department of Economics and the Department 
of Statistics as well as the Department of Philosophy, Logic and Scientifi c 
Method at LSE. The latter was particularly well-known for housing a strong 
positivist tradition in philosophy of science (Gilbert, 1989; see also Hendry, 
2003; Sargan, 2003). Indeed, the strong infl uence of the positivist philoso-
phies of science was discernible from the LSE’s econometric research. The 
research started primarily from Sargan’s endeavour to solve systematically 
the problem of residual autocorrelations, which would unify the DAE’s 
research line with the CC approach. 

 Sargan actually set out his research prior to his LSE appointment.  1   In a similar 
way to Orcutt, Sargan (1959) approached the problem of residual autocorrela-
tions by devising statistically optimal estimation methods, only his estimators 
were based on an autoregressive residual amendment to a general SEM and on 
the more elegant IV procedure rather than the least-squares used in the CORC 
procedure. Further pursuit of the issue led to his 1964 Colston paper, which is 
retrospectively ranked as the very fi rst masterpiece breaking the ground for the 
LSE approach (Gilbert, 1989 and the special issue of  Econometric Theory  2003, 
3)). However, the paper has remained relatively unheeded and its historical 
importance long unrecognized, as is evident from the relatively small number 
of citations found from the economics literature (see Chapter 10). 

 The belated and inadequate appreciation of Sargan’s Colston paper is prob-
ably due more to its ‘unusual’ style than to its publication medium.  2   Its cover-
age was too wide for the taste of many of his contemporary econometricians, 
whereas its empirical examination and policy discussion was too technical for 
many applied economists and policy makers of the time. It also lacks the kind 
of provocative polemics commonly expected of methodological path-breakers, 
especially when it is compared with writings by proponents of the Bayesian 
approach and the VAR approach. It reads like a laboratory record of an extensive 
experiment into how to produce a rigorously built applied model that is use-
ful for policy analysis. There is nothing spectacular, as might be expected of a 

  1     Sargan moved from the University of Leeds to the LSE in 1963 (Phillips and Sargan, 1985; 
Gilbert, 1989).  

  2     The paper is reprinted in Hendry and Wallis (1984) but the reprint has not boosted its cita-
tions signifi cantly.  
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declaration of a new methodological approach. Nevertheless, its  experimental 
style has become the epitome for numerous subsequent research outcomes 
which shaped the LSE approach over the next two to three decades. 

 Sargan started his Colston paper from the CC paradigm. He carried on the 
theme of his 1959 paper to elaborate the IV estimation procedure for a static 
model appended with a residual autoregressive scheme:  

  Ax u u ku et tu t tku t′ = =u u +−1    (4.1)  

 where  A  was a matrix of parameters, xt     a vector of variables, and the autore-
gression of ut     could be higher than order one. Combining the two equations 
in (4.1) revealed that the appended residual autoregression actually re-speci-
fi ed the original static model into a dynamic model, that is:  

  Ax kAx et tkAx t′ − ′−1 ,    (4.2)  

 which was a special form of a general dynamic model:  

  Ax Bxt tBx t′ − ′ =−1 �       (4.3)  

 with the parametric restriction B kAkk .The revelation led to Sargan’s device 
of a test procedure for the parametric restriction in equation (4.2). It should 
be noted that Sargan’s derivation effectively refuted the commonly accepted 
view, through textbook popularization of the CORC procedure, that the 
addition of a residual autoregressive scheme to a static structural model was 
merely a statistical generalization of the error term and the generalization 
was innocuous to the specifi cation of the given structural model. Sargan’s 
test procedure implied a methodological reverse of the CC approach of start-
ing econometrics from the a priori fi xed structural model, since it suggested 
that it was statistically desirable to test the model within a more general, that 
is parametrically unrestricted, dynamic model framework. 

 In fact, Sargan explored just that in the empirical part of the Colston paper, 
where the Klein–Ball (1959) price–wage model was his chosen guinea-pig (see 
Chapter 5). Starting by estimating a simplifi ed version of the Klein–Ball model 
using three methods—the OLS, the CORC procedure, and his IV procedure—
Sargan found that the results of the fi rst two were similar whereas those of 
the third had much larger standard errors. He thus abandoned the third pro-
cedure, which was his own device, since ‘there seemed little point in trying 
to fi nd a better set of instrumental variables’ (Sargan, 1964: 39).  3   Sargan sub-
sequently turned his attention to an extensive dynamic specifi cation search 
to improve the Klein–Ball model formulation, in a style similar to that used 

  3     This must have been extremely discouraging considering that the implementation of 
Sargan’s IV procedure required a complicated computing program which took him several years 
to develop (Gilbert, 1989).  
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by Dicks-Mireaux and Dow (1959). The search process was to shape the LSE 
approach in several important respects. First, the search process was mostly 
assisted by simple OLS estimates as the task of searching for a better model 
specifi cation overrode that of choosing the best estimators with respect to 
particular interim specifi cations under trial. Secondly, the linear form of the 
Klein–Ball model was compared with the log-linear form of the Dicks-Mireaux 
and Dow model (see Section 5.2), and the relative advantages of the latter 
form were expounded. Thirdly, white-noise residuals became a primary crite-
rion for specifi cation selection, and that led to the practice of adding lagged 
variables directly to structural models to circumvent the likely occurrence 
of residual autocorrelations when the initial models were of the static type. 
Fourthly, the resulting dynamic models were carefully reformulated to ensure 
that the parameter corresponding to each regressor was economically inter-
pretable, a step later referred to as model re-parameterization. Here, Sargan’s 
experimentation led to separately identifi ed short-run and long-run effects, 
and more signifi cantly, an error-correction (EC) term representing long-run 
wage and price homogeneity (see Chapter 5). The EC specifi cation was to 
become the most prominent feature of his paper two decades later, after the 
theory of cointegration came into being (see Section 4.3 and also Chapter 7). 
But at the time, Sargan did not pay much attention to his EC specifi cation per 
se. He was more interested in solving the implied long-run solution as well 
as the lag lengths of his end model in order to study its policy implications. 
In fact, it was the policy aspect, instead of the min/max axiom-based theory 
formulated in a scholarly way, which underlay what he viewed as achieving a 
satisfactorily derived econometric model. Such a pragmatic attitude towards 
structural model building was to prevail in the LSE approach. 

 Nevertheless, Sargan’s empirical exploration in the Colston paper attracted 
little immediate attention. What was immediately heeded, mainly via the 
research topics adopted by a number of his PhD students, was his quest to 
integrate the DAE’s time-series research into the CC approach. It turned 
out that progress from their subsequent research eventually elaborated and 
developed many of the ideas which resided in embryo in his Colston paper 
(e.g. Hendry, 2003). The development brought the LSE approach into being 
and with it, D. F. Hendry, its chief researcher, to the leadership of a long 
methodological expedition into dynamic specifi cation (Phillips and Sargan, 
1985; Ericsson and Hendry, 2004).  

  4.2     Dynamic specifi cation from empirical modelling 

 Following Sargan, Hendry began his research from the CC tradition. One 
of his earliest empirical studies was an eight-equation SEM of fi nal demand 
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of the UK (Hendry, 1974).  4   Starting from the SEM and ensuring consistent 
estimation of it, Hendry devoted his attention to seeking a systematic way 
of making a choice from several different specifi cations of the model. A 
particular choice of concern was between residual autoregressions added to 
the SEM and a dynamically more general SEM, that is, the situation demon-
strated in equation (4.2) versus equation (4.3). The search resulted in several 
methodological steps which went beyond the CC structural approach. First 
of all, estimation became used explicitly and extensively as an intermediate 
step to assist model specifi cation choice, instead of a one-off step serving 
to obtain the best estimates for given parameters. To facilitate the choice, 
Hendry produced GIVE (Generalised Instrumental Variable Estimator), a 
computer program which soon came to be dubbed the ‘model destruction 
programme’ at LSE because of the high rate of specifi cation rejection it gener-
ated through comparison of the estimated results of different specifi cations 
(Ericsson and Hendry, 2004). In particular, Hendry’s comparisons revealed 
that the addition of residual autoregressions to an SEM was merely an expe-
dient for its mis-specifi cation in terms of omitted lag variables and signs of 
such mis-specifi cation from residual tests were rather robust irrespective of 
whether simultaneity was incorporated in the choice of estimators. The fi nd-
ing thus led to at least two innovative steps. One was to make an explicit 
choice to extend the dynamic structure of the original SEM rather than 
mend it with residual autoregressions. The other was the extensive use of 
data-based criteria for model selection via estimation. White-noise and mini-
mum standard deviation residuals became a fundamental criterion, which 
effectively rejected the residual autoregressive specifi cation route. Another 
criterion was the forecasting performance of a fi tted model. To implement 
the criterion, a few of the end-of-sample observations were retained from 
estimation during the model specifi cation search step. Interestingly, Hendry 
compared his specifi cation search procedure with Box–Jenkins’s (1970) 
time-series identifi cation approach. 

 Subsequent empirical investigations soon encouraged Hendry to move 
away from the dichotomy of simultaneity and dynamics and focus his 
exploration on the dynamic side. Choosing a simple three-equation SEM 
of the UK import demand as his guinea pig, Hendry (1975) studied closely 
the consequences of three common types of mis-specifi cations—omitted 
variables, omitted simultaneity, and omitted dynamics. Aiming to obtain 
‘a reasonable description of the underlying data generation process’ (1975: 
289), he conducted an exhaustive examination through estimating various 
re-specifi cations of the SEM. The omitted dynamics turned out to have the 

  4     The initial version of the paper was presented at the 1971 European Meeting of the 
Econometric Society.  
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most pronounced consequences, which reinforced his view against the use 
of any estimation methods to ‘camoufl age’ the dynamics of time-series data 
in model specifi cation. 

 In his next empirical study, Hendry embarked on a mission to seek an eclectic 
route between the CC approach and the Box–Jenkins time-series approach, as 
the latter was becoming noticeably popular in econometrics. The study, mod-
elling UK building society behaviour, was carried out jointly with Anderson 
(1975; revised version published in 1977). Hendry and Anderson regarded the 
Box–Jenkins approach as ‘sensible’ but somehow inadequate in representing 
interdependence between economic variables, a key characteristic of economic 
theory. In particular, they pointed out that the commonly used method of data 
differencing in the Box–Jenkins approach amounted only to retaining short-run 
data information while discarding the long-run information, which was what 
economic theory was mostly concerned about. To incorporate the Box–Jenkins 
approach with long-run equilibrium-based economic theory, they developed 
a sequential model specifi cation procedure through iterations of estimation, 
testing, and model re-specifi cation. The procedure essentially exploited the 
long-run and short-run information jointly from the two approaches to rule 
out any detectable signs of mis-specifi cations. The ultimate aim was to obtain 
the most data-permissible dynamic specifi cation of the model. 

 The procedure was further improved in Hendry and Mizon (1978) in the 
context of evaluating UK money demand models. In that paper, a static struc-
tural model appended with residual autoregression like (4.1) was labelled the 
‘common factor’ model or COMFAC, because the resultant parameter restric-
tion as shown in (4.2) implicitly amounted to assuming an equal lag struc-
ture of the variables (see Section 7.4). The lack of a priori realistic reasons for 
the assumption strengthened Hendry and Mizon’s position to embrace, as 
a generally viable route for applied modellers, the method of starting with 
a general dynamic specifi cation of a model and sequentially simplifying it 
with respect to data permissibility. 

 A fuller development and exposition of this route was presented in a joint 
paper by Davidson et al. (1978) on modelling aggregate UK consumption. 
To avoid various fallacies from ad hoc model specifi cation impositions, 
Davidson et al. embraced three principles from the basic philosophy of 
applied modelling: (i) a new model should be able to explain results from 
existing models, especially competing models, and outperform them; (ii) a 
theoretical framework is indispensible in any applied modelling; and (iii) 
an acceptable empirical model should be able to account for all of the sali-
ent data features.  5   The principles were designed to help discipline applied 

  5     It is interesting to fi nd that Leamer’s (1974, 1975) papers are cited in their discussion on model 
specifi cation search strategies.  
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modellers in the pursuit of a systematic and progressive model  specifi cation 
search, with the aim of designing the best possible model representation 
of the underlying ‘data generation process’, a concept later referred to sim-
ply as ‘DGP’ (e.g. Hendry et al., 1984), and assumed a key place in the LSE 
approach. To a large extent, this modelling route amplifi ed and theorized 
Sargan’s (1964) empirical venture, as described in the previous section. 
Single-equation time-series methods were used, primarily to ensure the 
identifi cation of an adequately dynamic model with residuals satisfying 
the white-noise properties at the outset. The practice was equivalent to fi l-
tering and retaining the regular part of data information as much as pos-
sible in the modelled part. Economic theory was applied loosely and related 
essentially to choice of variables and the implied long-run relationship. The 
dynamic model was then re-parameterized into an EC form to circumvent 
the problem of collinearity (see Section 7.3) and to verify the economic 
interpretability of the model. In particular, the steady-state solution implied 
in the EC term was checked for its long-run consistency with theories such 
as the life cycle hypothesis and the permanent income hypothesis. The 
end model was produced after careful tests and simplifi cation, as well as by 
comparisons with existing models to ensure that they were outperformed 
by the new model. 

 The joint study by Davidson et al. (1978) was seen as momentous and 
marked the rise of the LSE approach. It popularized the EC specifi cation 
in econometric modelling using time-series data and, in the UK, set ‘new 
standards of best econometric practice’ for academic and government econ-
omists as well (Gilbert, 1989: 125). Moreover, it anticipated further concep-
tual developments to draw the LSE approach into a more self-contained 
methodology.  

  4.3     Conceptual formalization of dynamic specifi cation 

 Hendry’s inaugural professorial lecture delivered at LSE in 1979 probably 
served as the inauguration of the conceptual formalization process (Hendry, 
1980). Based on a broad perspective of the philosophy of science in the LSE 
tradition, Hendry prescribed ‘test, test and test’ as ‘the three golden rules’ for 
combating inadequately specifi ed applied models, which he regarded as the 
major cause of the widespread predictive failure of models during the turbu-
lent 1970s. The prescription also signifi ed a decisive shift in his theoretical 
research from estimation methods, as highlighted by his estimator gener-
ating equation (Hendry, 1976), to more general and methodological issues 
concerning empirical model design. 
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 The fi rst milestone came with the conceptual formalization of ‘exoge-
neity’, a joint work with R. F. Engle and J.-F. Richard (Engle et al., 1983).  6   
The work evolved immediately from an earlier investigation by Richard 
(1980) into the changing status of endogenous versus exogenous varia-
bles in models of regime shifts.  7   Richard observed that applied modellers 
often assigned variables as exogenous in a careless and inconsistent way, 
especially in the context of policy variables in models which allowed for 
regime shifts to study the effect of policy changes. To tighten the defi ni-
tion of exogeneity, he brought the concept into the statistical framework 
of conditioning and marginalizing likelihood functions with respect to 
time-series data. The framework enabled him to defi ne ‘weak exogeneity’ 
on individual parameters of explanatory variables in a static equation, 
which was seen as resulting from a conditional distribution within a joint 
distribution. In the case of a simple regression:  

y x ut tx t+βx+ ,    (4.4)  

 the modeller essentially assumed a reduction of the joint data density D ( )x y,     
to its conditional component D y xt tx( )  only, since (4.4) was based on:  

E y x xt tx t( ) α βx+ .   (4.5)  

 Hence, the exogenous status of xt entailed the validity of the conditional 
reduction, which required the error term, ut, to satisfy certain statistical 
conditions, for example ut    being identically and independently distributed, 
and in turn designated parameter   β   to a particular function of the second 
moments of the two variables, for example the ratio of their covariance to 
the variance of xt .Consequently, the exogeneity of xt    should be associated to 
  β   and particularly to its estimator. 

 Richard then extended the discussion to dynamic models and the com-
plications that the dynamics would involve for the defi nition of exogeneity. 
The dynamic aspect was further elaborated in the joint work of Engle  et al. 
(1983), where the concepts of ‘strong exogeneity’ and ‘super exogeneity’ were 
introduced, to differentiate from a situation of weak exogeneity, that is, the 
situation discussed above in a static model. Extending from weak exogeneity, 
strong exogeneity was related to the notion of the Granger causality test in 

  6     Their joint paper was fi rst released in 1980 as a CORE Discussion Paper 80–83 because 
Richard was based at the Centre for Operations Research and Econometrics (CORE) in Belgium. 
The research in statistical theory at the CORE during the 1970s was acknowledged to have con-
tributed vitally to their joint work, see the ET interviews of Engle (Diebold, 2003) and Hendry 
(Ericsson and Hendry, 2004).  

  7     Richard’s (1980) paper was fi rst presented at the 1977 European Econometric Society Meeting 
and the audience was ‘bewildered’ by his new perspective according to Hendry’s recollection 
(Ericsson and Hendry, 2004).  
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determining sequential dependence from a relevant set of all lagged param-
eters, and super exogeneity concerned the capacity of the parameter estimates 
in a conditional model to remain invariant under regime shocks in the form 
of parametric shifts in the marginal equation/model of the conditioning vari-
able, eg xt in (4.4) within a joint distribution framework. Theoretically, this for-
malization of ‘exogeneity’ helped to dispel much conceptual confusion over 
causality, invariance of structural parameters, the relationship between param-
eters of interest, variables and model specifi cation, as well as the desired zero 
correlations between explanatory variables and the error term.  8   Empirically, 
it encouraged tests of exogenous assumptions in addition to the appropriate 
choice of parameter estimators. 

 Around the time the ‘exogeneity’ project was under way, Hendry and 
Richard also delved into a formal conceptualization of the empirical model-
ling procedure using time-series data. The conceptualization was based on 
the same statistical approach underlying the formalization of exogeneity 
(Hendry and Richard, 1982).  9   Starting from the observation that available 
theory never gave ‘a complete quantitative characterisation of the world’, 
they designated model design as an essential task of applied economet-
ric modellers and set about putting the design process on a ‘progressive 
research strategy’. The strategy was built on the three principles proposed 
by Davidson et al. (1978), as described in Section 4.2. Here, the principles 
were condensed to build models which were consistent in theory, coherent 
in data, and parsimoniously ‘encompassing’ with respect to rival models. 
Moreover, the principles were used to organize and categorize existing model 
selection criteria from previously disparate studies. The categorization was 
done through a particular partition or taxonomy of the available informa-
tion to modellers. The partition separated data information into the past, 
present, and future, and the non-data information into theoretical knowl-
edge and competing models, and models were again represented by means 
of the statistical approach of likelihood-function based conditioning and 
marginalization. For example, the white-noise criterion widely imposed on 
model residuals was paired with the past data information and regarded as 
part of the data-coherent principle, while weak exogeneity was paired with 
the present data information and as part of the theory-consistent principle. 
Overall, the categorization made it clear that models designed by any single 
principle, for example the theory-consistent principle or the data-coherent 
principle, were generally inadequate. A model came to be regarded as a ‘ten-
tatively adequate conditional data characterisation’ of the underlying DGP 

  8     For a historical study of the concept of exogeneity, see also Aldrich (1993).  
  9     The initial results were presented at a conference on model selection in 1980 and the abstract 

was published in  Journal of Econometrics , 1981.  
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only when its design was shown to fulfi l all the three principles.  10   It should 
be noted in particular that the notion of being ‘tentatively adequate’ indi-
cated that there was possibly room for models to develop progressively as 
both data and theoretical information accrued (Phillips, 1988). 

 The formal conceptualization of model design and the taxonomy of 
information and criteria were applied to a systematic study of conditional 
dynamic models by Hendry and Richard (1983). In that joint paper, the 
behavioural notion of ‘contingent plans’ was related to the concept of weak 
exogeneity and used to rationalize the likelihood-function based condition-
ing reduction from a DGP in terms of a joint distribution of all the variables 
concerned. Various commonly used single-equation linear models from the 
applied modelling literature were summarized and classifi ed into nine basic 
types, and eight out of the nine were shown to be special cases of an EC 
model, dynamically the most general conditional model type.  11   The typol-
ogy helped to explain the respective properties of many empirical models 
in previously disparate applied studies and relate the properties particu-
larly to model restrictions which were usually implicitly assumed without 
tests. The explanation therefore highlighted the advantages of following a 
‘general-to-specifi c’ model search strategy as opposed to the traditional strat-
egy of the ‘simple-to-general’ route.  12   Moreover, the discussion helped to 
place the use of various model diagnostic tests and the choice of parameter 
estimators into the appropriate steps in the model design framework. 

 The discussion on conditional dynamic model design and the advan-
tages of the EC model type was extended in ‘Dynamic Specifi cation’, a 
chapter in  Handbook of Econometrics  jointly written by Hendry, Pagan, and 
Sargan (1984).  13   Economic theories, the authors argued, were not effec-
tive in providing precise information about the lag structure of dynamic 
models, while the information that they offered most effectively was of 
static and conditional relations with a long-run equilibrating implica-
tion. It was thus recommended that the search of empirical models should 
start from dynamically most general conditional models correspond-
ing to the theoretical relations of interest and end in the form of the EC 
model type to facilitate economic interpretation. The nine model types 

  10     A summary of the model design principle with sorted criteria was subsequently provided in 
‘Editors’ Introduction’ of Hendry and Wallis (1984).  

  11     The typology was initially discussed in an unpublished paper by the two authors in 1980.  
  12     The ‘general-to-specifi c’ strategy evolved from the earlier applied modelling experience, 

e.g. Davidson et al. (1978) and Hendry and Mizon (1978). This summary term as opposed to 
the ‘simple-to-general’ route was explicitly discussed in Hendry (1979), where Leamer’s (1974) 
criticism of ‘excessive presimplifi cation with inadequate diagnostic testing’ was used to describe 
the key problem of the latter route. The term ‘general-to-specifi c’ was later used interchangeably 
with ‘general-to-simple’ (e.g. Gilbert, 1986).  

  13     This paper was virtually completed in 1981, as shown from the reference list of Hendry and 
Richard (1982).  
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and their properties were further discussed in that connection. Other 
routes of dynamic specifi cation were also discussed and evaluated, includ-
ing the VAR approach initially proposed by Sargent and Sims (1977) and 
the disequilibrium model approach based on the Samuelson–Tobin mod-
el.  14   Interestingly, the former was regarded as being from a data-instigated 
modelling perspective but the latter from a theory-led perspective. 

 The conceptual framework of the LSE approach was further strengthened 
by various technical developments during the 1980s, for example, a unifi ed 
procedure for conducting encompassing tests by Mizon (1984) and Mizon 
and Richard (1986). But the most infl uential development was probably 
‘cointegration’ theory. This theory was initially formalized by Granger (1981, 
1983) and subsequently supplemented with a single-equation estimation 
procedure by Engle and Granger (1987) and a simultaneous-equation estima-
tion procedure by Johansen (1988).  15   The notion of a co-integrated time series 
was fi rst discussed in Granger (1981), closely connected to the EC model type 
(see Section 7.4). Methodologically, the power of the notion essentially lay 
in its being the fi rst provision of a statistically operational representation 
of the age-old idea of the equilibrating trend of an economic system or unit 
within which individual factors might nevertheless exhibit disequilibrating 
tendencies. The representation therefore furnished the EC model type with 
arguably the most convincing justifi cation in terms of economics. 

 Meanwhile, empirical modelling utilizing the LSE approach was made 
widely and easily available by the public release of PcGive, a personal 
computer-based program evolved from GIVE (Hendry, 1986b). The software 
was designed on the basis of the LSE methodology and served as the work-
horse of the LSE approach in practice (see Doornik and Hendry, 2007). In 
particular, the software facilitated general-to-specifi c model searches via a 
batch of ‘testimation’, a term coined by Trivedi (1984) to describe a combined 
use of estimators and tests in order to reach an end model which would ade-
quately capture conditional data characterization tentatively, that is, only 
with respect to the available sample information.  16   

 The development of the LSE approach reached its peak when Hendry’s 
textbook,  Dynamic Econometrics , came out in 1995. The book evolved, with 
years of delay, from a manuscript, which was in circulation as early as the late 
1980s, of a lecture series that Hendry delivered on econometric methodology 

  14     Samuelson’s (1947) book  Foundations of Economic Analysis  was cited here.  
  15     Granger acknowledged (see Phillips, 1997) that the cointegration idea came from conversa-

tions with Hendry during the 1975 conference where Sargent and Sims (1977) presented their 
joint paper on the VAR approach (see footnote 4 of Chapter 3). A more detailed account of their 
exchange of ideas was given in Ericsson and Hendry (2004).  

  16     The testimation process was eventually automated in the software, PcGets, which was fi rst 
released in 2001 (Hendry and Krolzig, 2003).  
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at Oxford University during the 1980s (see the preface of the book and also 
Ericsson and Hendry, 2004). Methodologically, the peak was largely embod-
ied in chapter 9 of the book,  17   where the LSE approach was wrapped up in 
‘the theory of reduction’. Essentially an extension of the conceptual frame-
work drawn up by Hendry and Richard (1982), the theory systematized the 
dynamic specifi cation search and the model design process into twelve stages 
from the perspective of information reduction and allocated various com-
monly used tests into appropriate stages.  

  4.4     Dynamic specifi cation in action: money demand studies 

 The formalization work provided an eloquent rationalization for the applied 
modelling route pioneered by LSE modellers during the 1970s, as described 
in Section 4.2. But the formalization alone cannot adequately account for the 
rise to prominence of the LSE approach from the 1980s onwards. The group 
also distinguished themselves by producing insightful fi ndings through 
applied model building. One of the most infl uential cases of their applied 
work was a series of studies led by Hendry on building aggregate money 
demand models of the UK and the USA, closely linked to key policy concerns 
of the Bank of England at the time (Ericsson and Hendry, 2004). This sec-
tion examines the evolution of this case in order to see how applied model 
research interacted with the formalization and what key features there were 
which distinguished Hendry’s money demand models from previously exist-
ing models. 

 Almost all the previously existing models suffered extensive predictive 
failure in the wake of the 1973 oil crisis and the shift of major currencies 
from fi xed to fl oating exchange rate regimes. While ‘structural breaks’ or 
‘regime shifts’ in the economy under study were ascribed to the failure by 
many modellers, Hendry took economic turbulence as refl ected in the data 
as information that was valuable for weeding out poorly designed and speci-
fi ed models (Hendry, 1985). In a study of the UK money demand models, 
Hendry (1979) effectively made predictive success a key criterion of model 
evaluation. The criterion imposed parameter constancy on adequately built 
models, an imposition which anticipated the notion of ‘super exogeneity’ 
and, at the same time, rehabilitated Frisch’s description of ‘structural’ mod-
els (see Chapter 7). Using quarterly data, mainly from 1963 to mid-1976, 
Hendry designed, following the general-to-specifi c route, a single-equation 
error-correction model of UK money demand with a long-run unit elasticity 
of real money with respect to real income. He demonstrated that his model 

  17     The chapter was based on the joint paper by Cook and Hendry (1993).  
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produced satisfactory predictions for the then newly released data observa-
tions up to the end of 1977, while the predictions by existing money demand 
models using the same variable coverage but built by the simple-to-general 
route were signifi cantly off the mark. Moreover, he put those poor predictions 
down to either a lack of adequate dynamic specifi cation or missing long-run 
adjustment factors in the models.  18   Comparison of the models established 
the tentative encompassing power of Hendry’s model. 

 Hendry’s involvement in money demand studies was substantially length-
ened by the publication of Friedman and Schwartz’s 1982 book,  Monetary 
Trends in the United States and the United Kingdom: Their Relation to Income, Prices, 
and Interest Rates, 1867–1975 . At a request from the Bank of England, Hendry 
conducted, jointly with Ericsson, an extensive evaluation of the econometric 
modelling work of the UK long-run money demand relation in Friedman and 
Schwartz’s book.  19   Following virtually the same approach used in Hendry 
(1979), the evaluation exposed serious pitfalls in Friedman and Schwartz’s 
econometric work. The pitfalls were ascribed mainly to the simple-to-general 
modelling methodology. Using the general-to-specifi c route, Hendry and 
Ericsson (1991a) produced a much more robust UK money demand model 
using annual data for 1878–1970. Among other things, their evaluation sig-
nifi cantly undermined Friedman’s monetarist position as being empirically 
unfounded. Their methodological contest also revealed the general weakness 
of many economic theorists for holding biased positions in searching for a 
priori preferred evidence from data without properly studying the historical 
information of the data at hand. 

 Indeed, careful examination of data and the relevant historical context 
formed an essential part of Hendry’s money demand studies and sometimes 
played a vital role in helping his search for constant-parameter models which 
could ride out turbulent periods of volatile data. That was probably best 
shown by his study, jointly with Baba and Starr, of the US narrow money 
demand using quarterly data from 1960 to the 1980s (see Baba et al., 1992).  20   
In view of the fact that the data period under investigation covered episodes 
known as ‘missing money, great velocity decline and narrow money explo-
sion’ (Baba et al., 1992: 25), Baba, Hendry, and Starr devoted a great deal of 
attention to choosing fi nancial variables as proxies of monetary innovations, 
such as various types of interest rates as well as a bond yield-based risk index, 

  18     Methodological evaluation of existing UK money demand models was initially carried out 
in Hendry and Mizon (1978).  

  19     The evaluation was fi rst reported at the Bank in 1983 as a consultant paper (see the refer-
ence list in Hendry, 1985); the revised version was eventually published as Hendry and Ericsson 
(1991a), see Ericsson and Hendry (2004) for more detailed historical background of the event.  

  20     The initial study fi rst came out in 1985 as a working paper at the University of California at 
San Diego. The data coverage ended in 1984 in that working paper. The sample was extended to 
1988 in the published paper.  
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and to embellishing the choice with fi nancial theories. The primary aim of 
including these variables was to fi lter out volatile data shifts of those his-
torical episodes such that it would become possible to fi nd an economically 
interpretable, constant-parameter error-correction model of money demand 
over the entire sample period (see also Hendry and Ericsson, 1991b). 

 The Baba, Hendry, and Starr model demonstrates the possibility of obtain-
ing empirical verifi cation of conventional macro theories through exploiting 
knowledge of specifi c historical events in the form of ‘vernacular’ variables 
missing from those theories.  21   The verifi cation was effectively secured by 
reformulating the structural model, in addition to a dynamic specifi cation 
search, through mixing a priori given variables with data-instigated vernacu-
lar variables. Interestingly, such an active use of vernacular knowledge in 
variable choice and model design has not been explicitly formalized in the 
LSE dynamic specifi cation procedure. The usefulness of vernacular knowl-
edge is implied mainly in the emphasis, during empirical model design, on 
the importance of data information, particularly its complementary role to 
the limited role of economic theory. The implication is discernible from the 
following observation by Hendry:

  If econometrics could develop good models of economic reality, economic 
policy decisions could be signifi cantly improved. Since policy requires causal 
links, economic theory must play a central role in model formulation, but eco-
nomic theory is not the sole basis of model formulation. Economic theory is too 
abstract and simplifi ed, so data and their analysis are also crucial. (Ericsson and 
Hendry, 2004: 759)   

 The possibility of designing relatively robust, constant-parameter empiri-
cal models to survive turbulent data periods, as shown by those money 
demand models built by Hendry and his associates, gave a timely boost to 
applied modellers. In particular, the models served as powerful refutation to 
the Lucas (1976) critique of econometric models being incapable of having 
parameter constancy over policy or regime shifts. However, the models also 
attracted scepticism and criticism. In the case of the Baba, Hendry, and Starr 
model, the criticism mainly came from two directions. One was the possibil-
ity of fi nding more than one economically interpretable, constant-parameter 
EC model using the same data set, and the models could be mutually 
none-encompassing, but with distinctly different economic implications (e.g. 
Boughton, 1993). The other, a more destructive criticism, was the relatively 
high probability that model predictive success was merely short-lived after 
the model was released, as demonstrated by Hess et al. (1998). Although the 
eventual performance failure of empirical models was already foreseen and 

  21     The term ‘vernacular’ is adopted from Swann (2006) to denote local and specifi c factors not 
formalized in the academic economics.  
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covered by the formal designation of such models being no more than tenta-
tively adequate conditional data characterizations of available data samples, 
demonstrations of such failures would likely deter more applied economists 
from adopting or appreciating the LSE approach. The eventual breakdown 
of the Baba, Hendry, and Starr model probably played a key role in turning 
Hendry’s attention to a systematic study of model forecasting (e.g. Clements 
and Hendry, 1994). 

 Meanwhile, the criticisms highlighted the inherent uncertainty in 
empirical model building and the limitations of any formalized procedure 
in helping to reduce such uncertainty. The formalized dynamic specifi ca-
tion procedure was indeed helpful in assisting Hendry to weed out inferior 
models, but it offered little guidance when it came to creatively extending 
empirical models with respect to particularities in data information. Hendry 
was not unaware of the situation, as shown from his reiteration: ‘No suffi -
cient conditions for validating models can exist in an empirical science; and 
failure to reject one of the necessary conditions does not establish that the 
model is valid, only that it is not demonstrably invalid’ (Hendry, 1985: 75). 
In fact, he regarded the situation as one of endowing applied modellers with 
an opportunity of discovery, and designated the success of empirical model 
design to ‘creativity’ and ‘luck’ in his ‘four golden prescriptions’ of empirical 
modelling (Hendry, 1987). Remarkably, the designation echoes Tinbergen’s 
(1937) analogy between empirical modelling and ‘kitchen work’.  22    

  4.5     Methodological refl ection 

 The previous sections show how the LSE approach was methodologically 
established around the mid 1980s, although its prototype emerged during 
the mid to late 1970s. The development span of over a decade enabled the 
LSE approach to benefi t from the development of other approaches of the 
time. It is particularly interesting to note that, among the three methodo-
logical approaches discussed respectively in Chapters 2–4, the LSE camp was 
the only one which paid close attention to developments of the other two, as 
is evident from the citations of their works. Consequently, the LSE approach 
shares certain noticeable similarities with the other two camps. The LSE 
modellers agree with Leamer’s general view that model specifi cation forms 
the bottleneck of econometric research; they also shared his particular 

  22     In fact, Hendry has long been an admirer of ‘what Jan Tinbergen called “kitchen-sink econo-
metrics,” being explicit about every step of the process’ (Ericsson and Hendry, 2004: 760). Note 
also that the issue of empirical model discovery has been repeatedly discussed in Hendry’s later 
studies on econometric methodology (e.g. Hendry, 2009, 2011).  
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view that collinearity is essentially an issue of parameter interpretation and 
thus its possible solutions lie in reparameterization. Their advocacy of the 
general-to-specifi c modelling route keeps clear of the pitfalls of the conven-
tional simple-to-general route exposed by Leamer. The advocacy also agreed 
with that of the VAR approach on the need to specify dynamically general 
models such that no autocorrelation would occur in the residuals in the fi rst 
place. 

 Nevertheless, the LSE approach has kept substantial methodological differ-
ences from the other two approaches. Apart from the obvious one of adhering 
to classical as opposed to Bayesian statistics, the LSE approach is less faithful 
to the task of merely estimating a priori given structural parameters than 
Leamer’s Bayesian approach. On the other hand, the LSE approach is more 
insistent on having time-invariant and economically interpretable param-
eter estimates as part of adequate empirical model designs than either of 
the other approaches. In particular, the LSE modellers are not convinced by 
the VAR approach which reorients attention away from individual parameter 
estimation and interpretation and towards the residual-based shock simula-
tions, even though the reorientation was largely in response to developments 
in macroeconomics led by the RE movement, as described in Chapter 3. For 
the LSE camp, residuals remain non-structural, because they are not autono-
mous but are derived from models and represent what modellers cannot yet 
explain (see Chapter 8). 

 From the standpoint of the CC tradition, the LSE approach is probably the 
most deviant of the three approaches, in spite of its eclectic veneer. Instead 
of focusing on the established task of fi nding statistically best estimates for 
given structural parameters, LSE modellers assume their central task to be 
the search for both theory-consistent and data-coherent empirical models, 
in which structural parameters are no longer a priori fi xed but are partially 
data-instigated or identifi ed in the sense of the Box–Jenkins time-series 
approach. Unsurprisingly, empirical models built under the LSE approach 
have been criticized as merely reduced-form models that are not up to the 
standard of structural models following the CC tradition (e.g. Sims, 1991; 
also Faust and Whiteman, 1997). To a certain extent, the criticisms largely 
refl ect a diffi culty with the LSE approach in accommodating its empirical 
model discovery strategy to advances of theoretical models, mostly in mac-
roeconomics. The limited use of a priori theoretical information, which is 
confi ned mainly to variable choices and static, long-run equilibrium condi-
tions between the chosen variables, encourages applied modellers to detach 
themselves increasingly from those theoretical models which take more elab-
orate forms than simple static, long-run conditions. The detachment poses a 
potential challenge to the CC tradition of confi ning econometric research to 
better statistical measurement of available economic theories. 
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 On the other hand, the formalized rationale of the LSE approach in 
terms of distribution-theory based model reduction has caught the atten-
tion of philosophers of science as an innovative research strategy to tackle 
the problems of causal inferences in the non-experimental sciences. In 
particular, the LSE approach is regarded as a viable alternative to the tra-
ditional ‘hypothetico-deductive’ route in that the approach seeks to effec-
tively exploit data and the associated background information to imply 
hypothetic causal relationships (Cartwright, 1988, 1995). For many econ-
omists trained in the CC tradition, however, it is not at all easy to forsake 
the traditional route. They are especially distrustful of the frequent use 
of vernacular knowledge in the LSE approach because it is diffi cult to 
verify (i) whether the properties of that part of an empirical model which 
is derived from vernacular knowledge would hold beyond the data sam-
ple information, and (ii) since the vernacular knowledge part often plays 
a decisive role in safeguarding the properties of the more conventional 
theory-based part of the model, it is diffi cult to verify in general if the 
theories concerned are indeed empirically confi rmable. The diffi culties 
may explain why the LSE approach has mostly been successful in build-
ing empirical models in which the conventional theories involved are 
relatively established, and also why it is often hard to reduce the risk of 
post-sample failure in spite of the confi rmed theories. 

 The frequent use of vernacular knowledge also poses an educational dif-
fi culty for the LSE approach. The use entails a non-negligible element of 
tacit skills in the empirical model design process, making the approach rela-
tively hard to impart, imitate, or master. One of the best illustrations of the 
diffi culty is an experiment reported by Magnus and Morgan (1999). In the 
experiment, one postgraduate student independently carried out an empiri-
cal modelling project with a given data set by imitating Leamer’s Bayesian 
approach, the VAR approach, and the LSE approach respectively, and the imi-
tation turned out poorest for the last approach. The result is not surprising 
in view of the strong scientifi c image that mainstream econometrics teach-
ing has been tirelessly advocating, an image which goes against the use of 
tacit skills because it lacks rigour and undermines the hope of unambigu-
ously assessing the results of different empirical models built by different 
approaches. Although subsequent attempts have tried to improve the degree 
of objectivity in the model design process, for example, either through com-
puter automation of the model selection procedure (Hendry and Krolzig, 
2003) or through increased clarifi cation of model evaluation criteria (Allen 
and Fildes, 2005), the need for ad hoc use of vernacular knowledge in good 
model designs has withstood replacement. 

 From a historical perspective, however, the indispensible use of tacit skills 
to tap modellers’ creativity in the LSE approach may point to a compromising 
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but practically feasible route in applied modelling between the orthodox 
stand of the CC paradigm and the heterodox position which maintains the 
importance of data discovery, for example as argued by Vining (1949), and 
more broadly of a historical approach, as shown in the case of modelling 
business cycles (see Chapter 6).        
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     5 

 Case Study One—Modelling the Phillips Curve  

   This chapter and the next examine the history of econometrics through 
two case studies. The cases are chosen to illustrate the two major tasks of the 
application of econometrics—economic theory-based policy analysis and 
forecasting. The present case, that is, the econometric modelling of the 
unemployment–infl ation/wage trade-off, has remained a lively research 
topic for half a century and established relatively high empirical credibility 
in macroeconomics with highly policy-related implications.  1   Furthermore, 
the subject has been intriguingly linked to several milestone works in the 
history of econometrics, such as Sargan’s (1964) Colston paper described in 
the last chapter and R. Lucas’s (1976) critique, and has involved economet-
ric applications from numerous directions.  2   Skimming through the litera-
ture, one is soon lost in a labyrinth of economic and econometric issues and 
debates. Although the topic has been reviewed and surveyed periodically, 
little is available on the econometric side.  3   

 This case study is particularly motivated by a number of questions. What 
econometric tools and routes were chosen by modellers to model the Phillips 
curve? How did their choices help shape the ways in which they obtained, 
interpreted, and theorized the empirical evidence? How did the different 
concerns and problems that they encountered feed back into the develop-
ment of econometrics? We seek answers from several clusters of econometri-
cally signifi cant works during the three decades after Phillips’s 1958 seminal 
paper. Our journey starts with the original Phillips and its early extensions 
(Section 5.1); we then look at wage and price models developed almost in 
parallel to the Phillip curve (Section 5.2) and the rise of the inverse Phillips 
curve led by Lucas nearly a decade later (Section 5.3); subsequent research 

  1     This chapter has been adapted from Qin (2011b).  
  2     For example, see Blinder (1997) and Mankiw (2001).  
  3     The following is a list of reviews and surveys: Goldstein (1972), Lipsey (1978), Santomero 

and Seater (1978), Desai (1984), R. J. Gordon (1990; 2011), Berndt (1991: ch. 10), Cross (1995), 
Leeson (2000), Mankiw (2001), Sims (2008); of these, Desai (1984) is the closest to the present 
discussion.  

06_Qin_CH05.indd   76 6/18/2013   2:32:39 AM



Case Study One—Modelling the Phillips Curve

77

trends up to the late 1980s are outlined in Section 5.4; Section 5.5 assesses the 
bibliographic impact of the major works examined in the fi rst three sections 
and concludes with some retrospective methodological observations.  

  5.1     The Phillips curve 

 The Phillips curve is named after a single-equation empirical model built by 
A. W. H. Phillips (1958).  4   Based on a scatter diagram of UK annual time-series 
data of wages and unemployment for 1861–1957, net of the interwar period, 
Phillips conjectured a hyperbolic function between the growth rate of wages, 
w , and unemployment rate,  U :  

  
Δw
w

a bU z−⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠⎠⎠
  (5.1)  

 where Δ     denoted a difference, Δw w a/ −( )  denoted the mean-adjusted wage 
infl ation, and parameters  a ,  b , and  z  were expected to satisfy a b z <0b >b 0, ,0b >b .
Equation (5.1) was transformed into a log-linear form for estimation:  

ln z ln U
Δw
w

a bln−⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠⎠⎠ ( ) + ( ).
 

  (5.1 ′ ) 
 

 Phillips estimated (5.1 ′ ) by a novel procedure: he reduced the fi rst fi fty-three 
observations of the sample into six averages to estimate  b  and  z  while choos-
ing the value of  a  by graphical inspection through trial and error. Crucially, 
 z  was found to be signifi cantly negative,  5   implying a trade-off between wage 
infl ation and unemployment. The fi tted equation was shown to give good 
forecasts of the subsequent subsample. 

 Phillips’s econometric work was unorthodox if judged by the CC econo-
metrics developed not long before (see Chapter 1). But that did not prevent P. 
Samuelson and R. Solow (1960, 1965) from recognizing its macroeconomic 
signifi cance . Their naming of ‘the Phillips curve’ played an important role 
in popularizing Phillips’s (1958) work in macroeconomics. 

 Meanwhile, R. Lipsey (1960) made a major effort to elaborate Phillips’s 
econometric work. Apart from providing a theoretical explanation of the 
wage–unemployment trade-off, Lipsey carried out extensive statistical analy-
sis to bring Phillips’s model closer to ‘standard statistical methods’, especially 
in terms of the functional form. Based on the linear-in-parameter model 

  4     For a more detailed historical account of the Phillips curve, see Humphrey (1985), Wulwick 
(1987), and also the contributions by Klein, Laidler, Lipsey, Yamey in Leeson (2000).  

  5     Note that Phillips did not report  t -values or standard errors of his parameter estimates. These 
were supplied by Gilbert (1976), where a detailed discussion on Phillips’ estimation procedure 
is also given.  
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form, Lipsey experimented with alternative specifi cations to represent the 
nonlinear data phenomenon by various variable formations, for example 
taking reciprocals of the unemployment variable:  

  
Δw
w

a b
U

c
U

= a +
1 1

2
 

  (5.2a)   

  
Δ Δw
w

a b
U

c
U

d
U

U
= a + +c

1 1
2 .

 
  (5.2b) 

 

 These specifi cations were fi tted to data with different samples/subsamples, 

and the results were compared mainly by R2. The changing rate of unemploy-

ment, d
U

U
Δ

, in (5.2b) was added on the grounds that the rate was normally 

uncorrelated with the level and thus deserved separate consideration. To 
verify its signifi cance, Lipsey performed an auxiliary regression of the residu-
als from (5.2a) on the changing rate of unemployment (parameters with a 
circumfl ex indicate estimates):  
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 Note that the above treatment was in tune with the specifi cation bias analy-
sis by Griliches (1957) and Theil (1957), although neither work was referred 
to in Lipsey (1960). 

 Lipsey also examined the possible effect of the cost of living on wages. This 
was initially tested via a scatter diagram between the residuals of (5.2b) and 
the real wage rate,that is, the money wage rate net of infl ation, Δp pΔ / , where  p  
stood for the consumer price index. The examination led to an augmentation 
of (5.2b) into a three-variable model and to further experiments with the fol-
lowing alternative specifi cations over various sample periods:  
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 Lipsey stated in footnotes that no evidence of residual autocorrelation was 
found during the experiments, but no specifi c tests were presented. In short, 
the experiments showed that infl ation was signifi cant but estimates of its 

06_Qin_CH05.indd   78 6/18/2013   2:32:41 AM



Case Study One—Modelling the Phillips Curve

79

parameter,  e , were found to be far smaller than one, too small to warrant 
the postulate of relating unemployment to real wage directly, and that the 
parameter estimates would vary with changing samples, casting doubt on 
the over-time constancy of the wage and unemployment trade-off. 

 Formal statistical tests of the constancy through Chow tests were carried 
out by G. Perry (1964, 1966) when he modelled the Phillips curve using US 
data. Perry also applied the Durbin–Watson test for residual autocorrelation 
diagnosis. Perry followed Lipsey’s model specifi cation approach closely rather 
than that of Klein and Ball (1959) (see Section 5.2), although he cited the lat-
ter work. Similar to Lipsey, Perry experimented with various specifi cations of 
the three-variable model, and also with adding other variables, such as rates 
of productivity and profi t rates. Following Dicks-Mireaux and Dow (1959) 
(see Section 5.2), Perry explored fi tting the model with disaggregate data, for 
example for the durable-goods industry and the nondurable-goods industry 
separately. Perry’s main fi nding was in favour of modelling the Phillips curve 
at disaggregate levels using multiple explanatory variables. 

 In short, the econometric side of the Phillips curve has been signifi cantly 
formalized through the works of Lipsey and Perry. In particular, Lipsey’s 
work has stimulated research toward more explicit dynamic specifi cation 
(e.g. Desai, 1975), whereas Perry’s work has encouraged more disaggregate 
and micro data studies.  

  5.2     Price and wage modelling 

 Around the time Phillips was working on his 1958 paper at LSE, Klein was 
heading a project to build a quarterly UK econometric model at Oxford 
University (see Klein et al., 1961). One by-product of the project was a paper 
by Klein and Ball (1959) on modelling the price and wage relationship. 

 The Klein–Ball price and wage model was exemplary of the CC paradigm—a 
four-equation SEM for wage, price, earning to wage differential, and work 
hours. The wage equation, key to the model, was actually a quarterly exten-
sion of the adjustment equation for the labour market in the Klein–Goldberger 
model (1955) explaining annual wage change mainly by the annual average 
unemployment, the annual average infl ation, and a policy dummy  F :  6    

  

Δwt ( )U U U UtU t t t+ U +

+ ( )Δ Δ Δ Δp pΔ Δ pΔ Δt tpΔ t tpΔΔΔ + ΔΔ +

α

α α

1 UtUt

2 p+ ΔΔp

4

4 33FtFF .
   (5.4) 

 

  6     The original equation also includes quarterly dummies; these are omitted here for 
simplicity.  
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 Note that (5.4) was defi ned by quarterly data, where Δ     denoted annual differ-
ence, for example Δw w wt tw t−w −4. LIML was used in estimation, since pt     was 
endogenous (sample coverage 1948–56). The OLS estimates were also calcu-
lated, and the results were ‘hardly distinguishable’ from the LIML estimates 
(see Chapter 4). Residual autocorrelation was checked by the von Neumann 
ratio and the Durbin–Watson test. 

 Among other things, a signifi cantly negative parameter was estimated for 
the unemployment variable in (5.4). The fi nding corroborated the Phillips 
curve, despite the difference between (5.1) and (5.4) in terms of variable defi -
nition, choice of explanatory variables, functional forms, sample periods, 
data frequency, and estimation methods. Klein and Ball actually compared 
their results with Phillips’s (1958) paper briefl y and disapproved of his non-
linear functional form. However, Klein (1967) later adopted the log-linear 
form in modelling wage and price. 

 An infl uential study that probably helped the wide adoption of the 
log-linear form was carried out by Dicks-Mireaux and Dow (1959). With UK 
quarterly data at hand, they postulated the following basic model between 
annual wage infl ation and price infl ation:  

  
ln ln ln l lnln ln( )wt ( )wtw + ( )pt ( )tp( )p⎡⎣⎡⎡ ⎤⎦⎤⎤⎤⎤ ( )dt=ln )w +lnln )ptp ⎤⎤0 1 2α α+0 + α

 
  
(5.5)

  

 where  d > 0  denotes an index of the excess labour demand using primarily 
unemployment and vacancy data (see Dow and Dicks-Mireaux, 1958). The 
model was estimated by two methods: the OLS and the Cochrane–Orcutt esti-
mator. The two sets of estimates were found not to differ signifi cantly. Again, 
the Durbin–Watson test was used for checking residual autocorrelation. 

 In fact, a considerable part of Dicks-Mireaux and Dow’s study was devoted 
to verifying the ‘precise form’ of model (5.5) and its robustness. They experi-
mented with different specifi cations, including altering dynamic formula-
tions via the time lags of the variables, for example using biannual differences 
instead of annual ones, and adding new variables such as the trade union 
effect. Moreover, they estimated the model with disaggregate data, for exam-
ple data of sub-industry groups, in order to check the validity of the coeffi -
cient estimates of the aggregate model. They also discussed, under the issue of 
identifi cation, the validity of assuming the causal direction of price  →  wage. 
Their defence for the assumption was mainly built on the observed time lag 
in the data formation between price and wage changes. Meanwhile, they rec-
ognized the possibility of wage having a feedback effect on price, but argued 
that the possibility implied a recursive system and that the second estimation 
method (i.e. the Cochrane–Orcutt estimator) should suffi ce in such a system. 
Dicks-Mireaux and Dow acknowledged that price could depend on import 
costs and other factors, and related the issue to Klein–Ball’s (1959) model. 
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 Notably, Dicks-Mireaux and Dow’s discussion of identifi cation covers the 
two most important epistemic aspects of the issue—simultaneity and endo-
geneity, their discussion on the latter including both the dynamic feedback 
formation and the variable coverage of a structural model. But the discus-
sion stays away from the identifi cation conditions formalized by the CC, 
since Dicks-Mireaux and Dow have not adopted the simultaneous-equations 
model form. 

 A synthesis of the two 1959 works, Klein and Ball (1959) and Dicks-Mireaux 
and Dow (1959), was made by Sargan (1964). As described in Chapter 4, the 
paper consists of two parts—a theoretical part on generalizing estimators for 
SEM with autocorrelated residuals and an applied part initially planned for 
trying his newly designed IV estimators. The Klein–Ball model (5.4) was cho-
sen as his guinea pig. However, Sargan’s attention quickly shifted to model 
specifi cation search and he proposed simplifying (5.4) to  

w w U p Ft tw t tp tFF=w + U +−1 0= 1UU 3α α+0 αptp +ppppp .    (5.4 ′ )  

 He then modifi ed and extended (5.4 ′ ) to  

w w U w p F tt tw t t
=w + U ( )p pt t −w( ) +F− p1 0= 1UU tp 3) 1 4 5tα α+0 p p−ptp α+FFtFF +FtFF   (5.6)  

 so as to take into consideration the real wage effect ( w – p ) and a possible 
time trend effect,  t , as well as to circumvent simultaneity by lagging the 
unemployment and infl ation variables. Note that the real wage effect was 
added by reference to Dicks-Mireaux and Dow (1959). Remarkably, the way 
this effect was specifi ed in (5.6) introduced an EC mechanism around an 
imposed wage–price long-run homogeneity (see Chapter 4). Further model 
specifi cation experiments led Sargan to the fi nal choice of a log-linear 
model:  
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 Sargan then examined the dynamic properties of the wage rate via trans-
formation of (5.6 ′ ) into a weighted moving average of past unemployment 
and prices. The economic implication was discussed via the long-run static 
solution,  
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 embedded in (5.6 ′ ). As already mentioned in Chapter 4, however, Sargan’s 
(1964) work remained relatively unheeded for well over a decade.  
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  5.3     The inverse Phillips curve 

 A new wave of interest in modelling the Phillips curve emerged around 1970, 
anticipating the RE movement. Two aspects of the Phillips curve, at least, 
sustained the interest—the dynamic nature of the infl ation–unemployment 
trade-off and the interpretability of the unemployment variable as represent-
ing the real sector demand–supply gap. A dominant fi gure leading the new 
wave is Robert Lucas (see Chapter 3). 

 Lucas fi rst engaged himself in empirical studies of aggregate labour sup-
ply and demand because the topic formed ‘a cornerstone of both neoclassi-
cal growth theory and short-run Keynesian-type employment theory’ (Lucas 
and Rapping, 1969a). In this joint work with L. Rapping, a conventional 
simultaneous-equations model of labour demand and supply was set up and 
augmented by Phelps’s (1968) expectations hypotheses. More precisely, adaptive 
expectations for price,  p , and wage,  w , were assumed which resulted in the labour 
supply equation taking a partial adjustment form (defi ned by employment,  L , 
per household,  H ). The same form was assumed of the demand equation (defi ned 
by quality weighted employment per output,  Y , where an index  Q  was used to 
represent labour quality) on the simple justifi cation that lagged employment 
and output had been empirically shown to be signifi cant in demand equations. 
The labour demand–supply gap defi ned unemployment rate,  U , resulting in an 
inverse Phillips curve — the unemployment rate being explained by wage rate 
and infl ation with cross-equation parameter restrictions,  7   as shown in the last 
equation of the following three-equation structural model:  
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   (5.8)  

 where  u   i   were error terms and where most of the coeffi cients had expected 
signs or magnitude range conditions, for example, β31 0>  and 0 124β .  
Assuming that the wage was endogenous, Lucas and Rapping (1969a) esti-
mated (5.8) by 2SLS using annual US data for 1930–65. They interpreted as 
corroboration of their theoretical model the relatively good fi t of (5.8) and 

  7     Actually, Klein (1967) makes unemployment endogenous by adding an autoregressive unem-
ployment equation, though without expectations theory to interpret the equation. However, a 
much earlier precedent to the inverse Phillips curve is Fisher’s 1926 work (see Fisher, 1973).  
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the basic confi rmation of those signifi cant coeffi cient estimates within their 
expected restrictions. In particular, the infl ation variable in the unemploy-
ment equation was found signifi cant, as normally expected. Interestingly, 
Lucas and Rapping mentioned in footnotes and the appendix that (5.8) was 
actually selected from estimations of several variants of their basic theoretical 
model, variants such as adding an interest rate variable, a wartime dummy, 
and a time trend to one of the three equations at a time. 

 Subsequently, Lucas and Rapping (1969b) extended their inverse Phillips 
curve by introducing alternative forms of the price expectations. In addition 
to the simple adaptive expectation scheme underlying the partial adjust-
ment model form of the inverse Phillips curve in (5.8),  8   the RE hypothesis 
was postulated, which led to a general autoregressive distributed lag model 
of unemployment:  
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  (5.9) 

 

 Annual US data for 1900–65 were used, and subsample estimates of the two 
alternative unemployment equations were obtained. The results rendered 
more support to the one in (5.9) than that in (5.8) and were interpreted in 
favour of the RE hypothesis. The long-run static solutions and accompany-
ing signifi cance test statistics (e.g. the hypothesis of β2 0i∑ = ) were then 
derived from the various subsample estimates of (5.9). The solutions sug-
gested absence of a signifi cant long-run infl ation–unemployment trade-off. 
That was interpreted as endorsing the theories of a vertical long-run Phillips 
curve derived from the Phelps–Friedman expectations hypothesis.  9   Another 
major fi nding by Lucas and Rapping (1969b) was the lack of constancy in 
parameter estimates. This led to the view that empirical Phillips curves did 
not have much value in terms of assisting policy decisions. 

 Lucas’s research forked, after his joint works with Rapping, in two directions 
that were to impinge enormously on both macroeconomics and macro-econo-
metrics. The fi rst direction was modelling the output–infl ation trade-off, which 
bore close similarity to the inverse Phillips curve as unemployment was consid-
ered economically comparable to an output gap. Again, Lucas’s main interest 
was to test the long-run implications of the RE theory, especially Friedman’s 
natural rate hypothesis (see Lucas, 1972b, 1973). In terms of model (5.9), the 
natural rate was the rate at which the long-run unemployment–infl ation 
trade-off was absent, a rate also known as the non-accelerating infl ation rate of 

  8     A simple adaptive expectation of price amounts to assuming: ln lnl( )tp* ( )tp*= ( )pt( ) ( )λ lnl +ln ( )pt( )ppt ( )− , 
where  p   *   denotes permanent price.  

  9     The hypothesis is commonly seen as originated from Phelps (1968) and Friedman (1968).  
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unemployment (NAIRU).  10   The other direction was embodied by Lucas’s (1976) 
critique of the validity of using structural econometric models for policy pur-
poses. Notably, the Phillips curve was the theme of the Carnegie-Rochester con-
ference volume in which the critique was published. In the critique, Lucas used, 
as an example, an unemployment–infl ation model similar to (5.9) to show that 
the coeffi cients of infl ation (�2i    ) in the unemployment equation would not 
remain constant if policy shocks occurred in the form of changing parameter 
values in bi     or aj     of the price equation. The example became the keystone to 
his general argument that few econometric structural models had invariant 
coeffi cients owing to agents’ RE behaviour under frequent policy shocks. 

 Interestingly, the econometrics employed by Lucas basically follows the 
1960s textbook approach, that is, starting from a rigorously formulated theo-
retical model and using econometrics for the best estimates of those a priori 
defi ned structural parameters. After all, Lucas’s primary motive for doing 
econometrics was to fi nd empirical support for his a priori formulated theoret-
ical models. The route of experimenting with alternative specifi cations with 
respect to sample data information, as used by Lipsey, Perry, Dicks-Mireaux 
and Dow, and Sargan, was formally forsaken, despite his admission that ‘many 
coeffi cient estimates vary rather widely depending on which other variables 
are included’ (Lucas and Rapping, 1969a: 747). Deprived of the data-instigated 
outlet, Lucas’s attachment to the textbook econometrics became loosened, as 
he experienced more mismatches between what the textbook econometrics 
delivered and what he had expected to achieve out of his theoretical interest. 
Most of his subsequent studies simply used the OLS estimator. 

 The RE-instigated theories and the related empirical studies explored 
by Lucas gave rise to new econometric issues and controversies. The job of 
providing better estimation methods for RE models was tackled relatively 
quickly and successfully (e.g. Wallis, 1980), but the task of resolving other 
modelling issues turned out to be far more challenging and baffl ing (e.g. 
Pesaran, 1987). As a result, econometric practice became greatly diversifi ed 
from the mid–late 1970s onwards.  11    

  5.4     Diversifi ed practice 

 One macroeconomist who played a pivotal role in extending Lucas’s work on 
modelling the output–infl ation trade-off was Thomas Sargent. Augmenting 
Fisher’s theory of the real interest rate with the RE hypothesis, Sargent 

  10     The literature on the natural rate hypothesis is vast; for general surveys, see Cross (1995), 
Ball and Mankiw (2002).  

  11     In his account of the history, Gordon (2011) chooses 1975 as a demarcation year and describes 
the post-1975 period as a ‘less well understood’ period when macro theories forked in the road.  
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(1973b) deduced that a convenient way to test the augmented theory was 
via the use of the natural rate of unemployment as a proxy for the output 
gap. Two tests were proposed. One used Clive Granger’s (1969) causality test, 
that is, testing whether unemployment could be signifi cantly explained by, 
other than its own lags, the lagged variables that the RE hypothesis was con-
ditioned upon. The other regressed unemployment on two separate parts of 
infl ation—the expected and the unexpected infl ation. The regression aimed 
at checking whether the fi rst part had any explanatory power. The latter test 
was more sophisticated as it involved formulating unobserved expectation 
variables and circumventing possible simultaneous-equations bias. Using 
quarterly US data for 1952–70, Sargent obtained mixed results from the two 
tests. He played down the results of the second mainly because the results 
of the fi rst showed more constancy over different subsample periods. In a 
subsequent fi ve-equation RE model that Sargent (1976a) postulated, the test 
of the natural rate hypothesis became solely reliant on the Granger causal-
ity test. 

 Further contemplation of the connection between RE-based structural 
models and the time-series vector autoregression (VAR) model underlying 
the Granger causality test led Sargent to a new revelation: observational 
equivalence between the natural rate model based on Keynesian theories 
and the model based on classical theories (Sargent, 1976b; and Chapter 3). 
Here, Sargent chose to represent the theoretical/structural models in a mov-
ing average form:  
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 where  y  could denote output and  z , a policy instrument; � y    and � z     were 
assumed to be uncorrelated white-noise ‘structural’ shocks. Mathematical 
equivalence between a moving average model like (5.10) and a VAR such as  
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 led Sargent to interpret (5.11) as the ‘reduced form’ of (5.10). Further, 
Sargent showed that both Keynesian models and the classical models 
shared (5.11) as their reduced forms and hence might not be empirically 
differentiable. 

 A well-cited case of using (5.10) as a structural model in macroeconomics 
was the four-equation model of money growth and unemployment built by 
R. Barro (1977, 1978) (see also Barro and Rush, 1980). In Barro’s model, out-
put, price, and unemployment dynamics were assumed to be mainly driven 
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by unanticipated money growth, which was defi ned as the residuals of the 
money growth equation:  
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 where  m ,  U , and  Z  denoted money, unemployment, and exogenous fi scal 
variables respectively; the estimated coeffi cients were denoted by a circum-
fl ex. Both the current and the lagged �m    were found signifi cant in explaining 
unemployment and output:  
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 where  t  was a deterministic time trend and a constant long-run equilibrium 
rate, or ‘natural rate’, α1, was assumed. Among other things, Barro’s model 
stimulated much interest in testing the relationship between unanticipated 
monetary shocks and the natural rate hypothesis, that is, whether it was 
the unanticipated shocks alone that would drive output to deviate from its 
‘natural rate’. 

 With respect to econometrics, models such as (5.13) raised two represen-
tation issues, albeit little heeded by macroeconomists, namely, (i) justify-
ing that the theoretical entities of unanticipated shocks, such as monetary 
shocks and real supply shocks, were equivalent to model-derived residuals, 
and (ii) justifying the representation of the anticipated long-run movement 
by a constant rate. Econometric efforts to resolve the issues led to a renewed 
interest in latent-variable models (e.g. Geweke and Singleton, 1981), and in 
the NBER business cycle research tradition of decomposing the permanent 
and transitory components of variables by their time-series properties (see 
Chapter 6).  12   Research along these lines helped foster, during the 1990s, the 
revival of factor models and the use of time-series fi lters to defi ne latent theo-
retical entities, such as time-varying NAIRU. 

 Apart from those measurement issues, econometricians were also con-
fronted with the demand for better or sharper tests to differentiate competing 
theoretical models. Various attempts emerged. For example, Pesaran (1982) 
used Cox’s non-nested testing procedure to evaluate Barro’s model results 
against the Keynesian alternative, and Ilmakunnas and Tsurumi (1985) and 
Leamer (1986) applied Bayesian methods to evaluate the output– infl ation 

  12     Later, a similar time-series approach was extended to multiple series and applied to the 
study of the long-run output–infl ation trade-off (e.g. Geweke, 1986; and also King and Watson, 
1994).  
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trade-off and the unemployment–infl ation trade-off. Unfortunately, statisti-
cal uncertainty of the empirical results was repeatedly found to be too large 
to sustain a clear verdict between rival theories despite the use of refi ned 
tools. To a large extent, the evidence reinforced Sargent’s ‘observation 
equivalence’. 

 An alternative modelling route to circumvent ‘observation equivalence’ 
was to drop the theorists’ stance of ‘pretending to have too much a priori eco-
nomic theory’, a route explored by Sargent and Sims (1977) that evolved into 
the VAR approach (see Chapter 3). Applied macroeconomists were particu-
larly attracted to the VAR approach because it facilitated impulse response 
analysis through model simulation, as it made shock-based models such as 
(5.10) empirically operational, and also by its continued allegiance to the 
general equilibrium tradition. But one fundamental problem cropped up: 
how should modellers causally sequence the contemporaneous shocks when 
these terms were correlated with each other? In his (1980a) paper Sims simply 
followed the inverse Phillips curve in ordering the triangle shock matrix of 
his six-variable VAR model, that is, letting the contemporaneous wage and 
price shocks precede that of unemployment. However, it was soon shown 
by Gordon et al. (1982) that the reverse ordering in accordance with the 
Keynesian school could work equally well. They also highlighted another 
problem of the VARs—the results would often vary considerably when the 
VARs were altered in terms of which variables were included. 

 The inclusiveness of macroeconomic evidence motivated some empiri-
cal researchers to go for micro evidence from disaggregate data, leading to a 
boom in labour economics (e.g., Oswald, 1985; Pencavel, 1985). Meanwhile, 
there came a rising interest in time-series methods. Apart from the VAR 
approach, there emerged numerous studies on the compatibility between the 
properties of observed single time series and the corresponding time-series 
process a priori postulated in models based on the RE hypothesis, such as the 
autoregressive scheme of the monetary instrument implied in (5.10) and the 
autoregressive distributed lag structure for infl ation in (5.9). These studies 
revealed the wide existence of non-stationary features in economic variables. 
For example, Altonji and Ashenfelter (1980) showed, through various tests 
including the then newly developed Dickey–Fuller unit-root test, that aggre-
gate wage rates exhibited signifi cant random walk properties. Such fi ndings 
severely undermined those RE models that disregarded nonstationarity and 
pointed to transitory shocks as the only source of dynamics. 

 The rise of time-series econometrics culminated in the mid-1980s with 
the birth of cointegration theory (see Sections 4.3 and 7.4). A vital spur to 
cointegration theory was the empirical success of ECM, since the EC term 
in such models was frequently made up of cointegrated non-stationary vari-
ables (see Phillips, 1997). Interest in Sargan’s (1964) work was fi nally revived 
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(e.g. Dawson, 1981; Hendry and Wallis, 1984; Hendry, 2003). In fact, Granger 
and Weiss (1983) used the Sargan-type wage equation as the fi rst empiri-
cal example of an error-correction model, and Sargan’s (1964) paper was 
cited again in Engle and Granger (1987). But cointegration and the associ-
ated error-correction model were not found immediately helpful in resolving 
issues that perplexed macroeconomists, such as whether the impact of mon-
etary policy was transitory or permanent on the infl ation–unemployment 
trade-off and how to measure accurately the NAIRU if the impact was more 
than short-run (e.g. Mankiw, 2001; Ball and Mankiw, 2002). 

 For many macroeconomists, the time-series econometric approach was too 
data-driven. A more theory-driven approach was explored by Kydland and 
Prescott (e.g. see their 1982 paper) and grew into a methodological enterprise 
known as the ‘real business cycle’ (RBC) model. RBC models were built on 
economic theories such that the policy issues of interest were fully specifi ed 
by model construction. The models were then calibrated through simula-
tions, aiming mainly at generating macroeconomic data that would pos-
sess the key time-series features observed from actual data. However, it was 
beyond the RBC approach to ascertain whether such key features would or 
should remain invariant, especially when the models were used to study the 
effect of various policy shocks.  

  5.5     Impact assessment through citation analysis 

 To improve the assessment of the impact of the historically important works 
discussed in sections 5.1–5.3, a citation database was constructed. The database 
was based on twenty-six relevant major works during the three decades starting 
from Phillips’s (1958) paper.  13   Over 4000 citations were collected from JSTOR 
(for the pre-1970 period) and the Web of Science (for 1970–2005). Every entry in 
the database was classifi ed in line with the Journal of Economic Literature (JEL) 
system. It should be noted that the JEL system often classifi es one work into 
several categories. For example, Lucas and Rapping (1969b) has the categories 
of ‘C’ (econometrics), ‘E’ (macroeconomics), and ‘J’ (labour economics). Entries 
under ‘C’ were further classifi ed into three types: ‘applied’, ‘theoretical’, and 
‘educational’. 

 To study the citation patterns of the key papers discussed in Sections 5.1–
5.3, these papers were assigned to three base groups: group I (Phillips, 1958; 
Lipsey, 1960; Perry, 1964, 1966), group II (Dicks-Mireaux and Dow, 1959; 

  13     The twenty-six root works are mostly from the reference list of this paper. A few citations 
by papers in books and conference collections are added, but the database is primarily made of 
journal papers. Citations of a non-research nature such as book reviews are fi ltered out.  
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Klein and Ball, 1959; Sargan, 1964), and group III (Lucas and Rapping, 1969a, 
1969b; Lucas, 1972b, 1973). The entropy-based  s -index of Silagadze (2009) 
was used here and adapted to measure the citation impact of each base group. 
Denoting the citation count of base group  i  for year  t  by Γ i t, , the document 
number of the base group by ni , the initial year of the citation data by y0    , and 
the fi nal year by yT , the adapted  s -index was defi ned as  14    
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 Since all the citations were classifi ed, disaggregate  s -indices of particular JEL 
categories could also be calculated. A simpler measure, which follows the 
index of topic transfer (ITT) by Mann et al. (2006) to refl ect the degree of 
topic diffusion, was also calculated:  

 ITT LTT
i L

i tTT , ( ) =
Number of citations of group J c eg y by time

Number of citations of group by t e
t

i tby time
.  (5.15) 

 

 The index measures the degree of impact of base group  i  in research fi eld  L  
relative to its overall impact. Here, we are particularly interested in ITT CTT i tTT , ,( )  
ITT ETT i tTT , ,( )  and ITT JTT i tTT , .( )  

 The total citation counts of the three base groups are reported in Table 5.1 
and their time series are plotted in the upper left panel of Figure 5.1. Table 5.1 
also gives the  s -indices calculated by various data arrangements. Since the 
three groups emerge from different years, a set of subsample  s -indices was 
also calculated for the same period 1986–2005. It is easily seen that group 
III enjoys the largest level of citations and the highest impact measures in 
spite of its having the shortest span of citation years. Note also that the JEL 
category ‘E’ is where group III has its highest impact and ‘J’ its lowest impact, 
whereas group II enjoys its highest impact within ‘C’. In comparison, group 
I has its impact more evenly distributed across the three categories (i.e. its 
three disaggregate  s -indices vary least). The pattern of these  s -indices is fur-
ther refl ected in the ITT series plotted in Figure 5.1. Interestingly, group 
III experienced a transitory period of rising attention in econometrics dur-
ing the 1970s, but macroeconomists remained its main audience. Group 
II retained its audience mainly among econometricians, an audience that 
was gradually increasing owing crucially to the cointegration implication 

  14     Notice, ni  is not in the original index, which is designed for measuring the impact 
of one individual or one work. Note also that we take the natural logarithm in the entropy 
calculation.  
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   Figure 5.1.      Citation series and ITT series 
  Note:  See the note in Table 5.1 for the group information.  
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of Sargan’s (1964) paper. In comparison, the impact of group I was the most 
diffused with respect to the three categories.           

 Figure 5.2 plots the citations under the ‘theoretical’ category within ‘C’. 
Citation counts of fi ve econometrics/statistics journals and their shares in 
the total counts are given in Table 5.1. These statistics show that group I 
hardly appealed to theoretical econometricians directly, that group III’s suc-
cess with them was transitory in the early 1980s, and that only group II 
had maintained certain visibility over the thirty-fi ve-year span, again owing 
solely to Sargan’s (1964) paper.  15   Theoretical econometric research appears 
not to have cared much about the Phillips curve modelling.      

 What about the other side of the interaction, that is, how much were mod-
ellers of the Phillips curve attracted to theoretical econometric works? To 
fi nd answers, we selected a sample of 125 papers from the ‘applied’ category 
under C. We checked the reference list of each of the 125 papers and picked 
out those items that fall under the ‘theoretical’ category within ‘C’, for exam-
ple, the Granger (1969) causality test paper. The selection was made primarily 
from the reference lists of the literature surveys cited in the present chap-
ter. The sample was then enlarged by including, from the database, applied 

 Table 5.1     Citation counts and  s -indices of citation impact 

Group I Group II Group III

Total citation counts (1960–2005) 537 417 984
 Aggregate  s -index 
 (initial sample year) 

 5.40 
 (1967) 

 5.67 
 (1965) 

 7.63 
 (1974) 

 s -index for JEL category ‘C’ 3.63 5.34 5.51
 s -index for JEL category ‘E’ 4.04 3.05 6.66
 s -index for JEL category ‘J’ 4.03 3.35 3.41

Aggregate  s -index for subsample 1986–2005 3.01 4.29 5.60
 s -index for JEL category ‘C’ 2.09 4.20 4.17
 s -index for JEL category ‘E’ 2.38 2.34 4.80
 s -index for JEL category ‘J’ 1.96 2.51 2.56

Citation counts by Journals (1960–2005)
 Econometrica 7 20 19
 Journal of the American Statistical Association 2 7 1
 Econometric Theory 0 6 1
 Journal of Econometrics 0 5 3
 Journal of the Royal Statistical Society 2 5 0
Share of the total citations 1.7% 10.3% 2.4%

     Note:  Group I: (Phillips, 1958; Lipsey, 1960; Perry, 1964, 1966); Group II: (Dicks-Mireaux and Dow, 1959; Klein and 
Ball, 1959; Sargan, 1964); Group III: (Lucas and Rapping, 1969a, 1969b; Lucas, 1972b, 1973).    

  15     It is, however, diffi cult to assess the secondary impact since the present database does not 
present citation trees.  
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papers published in  Economica  and the  Journal of Political Economy , two key 
journals on the subject.  16   

 Figure 5.3 graphs the summary statistics of the citation counts, which 
were further divided into three sequential sets. The graphs show that the 
reference counts increased over time. An inspection of the reference lists 
reveals that the references are relatively up-to-date and are mainly on tests, 
for example, the Chow test, the Ramsey test, and autocorrelation tests as well 
as exogeneity tests; the last is most noticeable from the middle and bottom 
left panels, where Granger’s (1969) paper tops the counts; in contrast, refer-
ences on estimators are few and far between. One might infer that many 
modellers would refer to textbooks on estimation matters. Indeed we see a 
steady reliance on textbooks from the right-side panels, although there are 
signs of weakening and more lagged reliance in the 1980s set. Interestingly, 
the top count in that set is the Box and Jenkins (1976) time-series book. 
On the whole, the sample evidence suggests that applied economists have 
been fairly knowledgeable and receptive of econometrics and have become 
increasingly so since the 1970s.       

  5.6     Retrospective assessment 

 In view of the history, the relatively strong citation impact of group III, espe-
cially its transitory impact rise in econometrics during the 1970s, and the 
belatedly increasing citation impact of group II refl ect the consolidation proc-
ess of the CC paradigm and the subsequent reforms that it has initiated (see 
Chapter 1). As described in Section 5.2, Klein was avant-garde in applying the 
simultaneous-equations model approach to the price–wage relationship in 
the late 1950s. It took roughly a decade for that model approach to be widely 
adopted among econometric practitioners, as shown from Goldstein’s (1972) 
survey and also the joint study by Lucas and Rapping (1969a). Emulations 
of Lucas’s works in group III represent an extensive acceptance of the CC 
paradigm in that ad hoc practice of data-instigated model specifi cation was 
formally banished to ‘sins’ in the basement (Leamer, 1978a). Mainstream 
economists have been trained to use econometrics merely as a measurement 
toolbox to help them postulate more sophisticated theoretical models. 

 Methodologically, the CC paradigm meets the need of theory corrobora-
tion from mainstream economists. This explains why group II has relatively 
lower and slower dissemination rates. For most economists, the infl ation–
unemployment trade-off bears far more economic signifi cance than the 

  16     The detailed sample list is too long to attach here, but it is available from the author on 
request, along with the list of cited econometric works.  

06_Qin_CH05.indd   93 6/18/2013   2:32:58 AM



A History of Econometrics

94

wage–price relationship (e.g. Gordon, 1990); the Phillips curve is particularly 
attractive because of its simple and heuristic model form, its close policy 
relevance, and its rich macroeconomic interpretability. Technical aspects 
associated with its empirical verifi cation are merely secondary. Once the 
infl ation–unemployment relationship is brought into alignment with the 
infl ation–output trade-off, the Phillips curve becomes well grounded in the 
macroeconomic tradition of having a simple but closed model representation 
within the general equilibrium paradigm. The RE movement led by Lucas 
was aimed essentially at making the dynamic aspect of that model a priori 
complete. Econometrics became useful only for providing measured proofs 
of that model. The CC stance of focusing econometric tasks on best measur-
ing a priori well-specifi ed structural models was thus further consolidated. 

 Empirical RE models of the Phillips curve have, however, failed to yield 
more conclusive results than before, especially concerning the dynamic 
characteristics of the curve. Here it is interesting to see how soon Lucas aban-
doned more elegant estimators than the OLS advocated by the CC econo-
metrics, replicating Sargan’s (1964) abandonment of his own IV method in 
favour of the OLS. But neither Lucas nor Sargan was the fi rst to experience 
the disappointing performance of supposedly more consistent estimators 
than the OLS. The fi rst collective rehabilitation of the OLS actually occurred 
around 1960 (see Waugh, 1961; Gilbert and Qin, 2006). What is remarkable 
is the lapse of time and reoccurrence it takes for such disappointments to 
accrue to a major criticism of a methodology, and, in the meantime, it none-
theless becomes more widely established. It is also interesting to see how 
Sargan and Lucas reacted differently to their disappointments. Sargan turned 
to a painstaking data-instigated model specifi cation search, which laid the 
foundation for the LSE approach; Lucas lashed out at macroeconomics for 
a lack of rigorously testable theories and at the use of macro-econometric 
models because of that lack, which led to the RE movement. Their different 
choices probably refl ected the different econometric background that each 
came from. Regardless of that, neither Sargan nor Lucas intended to forsake 
the CC paradigm. 

 Nevertheless, the CC paradigm is losing its dominance, as seen from the 
diversifi ed econometric practice since the late 1970s. Notice that much of the 
diversifi cation stems from the different angles that modellers take in inter-
preting their empirical results. While those strongly theory-minded largely 
abandon econometrics for the simulation-based RBC approach, economists 
who still practise econometrics are also divided according to how much they 
are willing to relinquish the structural model approach. Some let go of the 
constancy of structural parameters for time-varying parameter models; oth-
ers let go of structurally parametric models for random shock models or for 
dynamic factor models; and still others let go of the general equilibrium 
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tradition for data-instigated single-equation models with loose theoretical 
guidance. Applied economists on the whole have become increasingly will-
ing to forsake textbook teachings and let data speak more, although it is 
not yet a prevailing position to forgo the general equilibrium tradition and 
embrace empirical models explicitly with partial and incomplete structural 
interpretation. Active searching for empirically robust specifi cations is no 
longer considered a sin, although the results of theorization are still widely 
regarded as superior to and more interesting than those of an empirical 
nature. The CC paradigm still remains infl uential on a broad scale. 

 On the other hand, the diversifi cation also embodies an ‘externalization’ 
process in that econometricians’ attention has been increasingly shifted 
from devising measurement instruments for parameters given in an a priori 
formulated model to devising other tools for testing, evaluating, and revis-
ing the model (Gilbert and Qin, 2007). The externalization breaks loose from 
the essential measurement role of the CC tradition. After all, econometrics 
as an applied toolbox can fi nd its lasting usefulness only in serving applied 
economic research.        
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 Case Study Two—Modelling Business Cycles  

   Business cycle studies occupy a prominent position in the history of econo-
metrics. To a large extent, modern macroeconomics and econometrics arose 
from business cycle studies of the 1930s in the wake of the Great Depression, 
see Morgan (1990: part I). Econometric business cycle research has evolved a 
great deal during the past seven decades. Nevertheless, macro-econometric 
models still fell considerably short of predicting the onset of the 2008 reces-
sion in the West. That failure has triggered the present study. This chap-
ter examines how econometric methods for business cycle analysis evolved 
during the three decades from 1960 to 1990, approximately, especially the 
post-1973 oil-crisis period, since that was a period during which most of the 
methods used currently for macroeconomic forecasting were developed. 
We are especially interested in fi nding out how business cycle research was 
affected and led to by the reformative ideas and approaches previously dis-
cussed in Chapters 2–4, and what methodological lessons we could draw 
from the impressive technical advances of the modelling toolbox on the one 
hand and the shaky practical achievements on the other. 

 There have been numerous surveys of business cycle research since the 
end of World War II, for example Gordon (1949), Koopmans (1949b), Roose 
(1952), Hickman (1972), Zarnowitz (1985, 1992), Laidler (1992), and Jacobs 
(1998). But none of these are exclusively from the angle of the history of 
econometrics. 

 The present study will start from a brief description of the historical back-
ground in Section 6.1. Section 6.2 describes how the RE movement in mac-
roeconomics in the wake of the global economic recession triggered by the 
1973 oil crisis revitalized econometric business cycle research. Section 6.3 
turns to the waves of formalization of the NBER business cycle measures as 
a result of the rise of time-series econometrics in the 1980s. The consequent 
re-orientation of macro-econometric modelling research towards business 
cycle forecasting is discussed in Section 6.4. The fi nal section offers a brief 
historical assessment.  
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  6.1     Background and preludes 

 Tinbergen’s macrodynamic models, especially his model of the US economy 
(1939), are widely acknowledged as the fi rst major econometric endeavour to 
model business cycles. Subsequent methodological debates over Tinbergen’s 
models have played a vital role in catalysing the formalization of economet-
rics, as mentioned in Chapter 1 (see also Qin, 1993). A methodological sum-
mary of econometric modelling of business cycles of the time was provided 
by Koopmans (1949b) and the methodology basically followed Frisch’s struc-
tural approach (1937). The backbone of the methodology was the Slutsky–
Frisch impulse-propagation scheme, see Frisch (1933), Slutsky (1937), also 
Bjerkholt (2007b) and Lou çã  (2007: ch. 2), which assumed that business cycles 
were embedded in the dynamics of certain macro aggregate variables, such as 
GDP, and that the dynamics was driven by a few such variables according to 
available economic theories plus some random shocks. Under the methodol-
ogy, the task of econometricians was to obtain statistically best estimates for 
the structural parameters of those dynamic models postulated by theorists. 
Explanation of business cycles was achieved once the best fi t was found. 

 Noticeably, the above approach sidestepped certain statistically funda-
mental issues concerning the identifi cation of business cycles and the meas-
urement of the extent of their impact on various economic activities/sectors. 
These issues actually formed the very agenda of business cycle studies at 
the NBER. Starting from the early 1920s under the leadership of Wesley C. 
Mitchell, the NBER business cycle programme had, by the mid 1940s, devel-
oped a relatively mature procedure for establishing an empirical chronology 
of business cycles (see Burns and Mitchell, 1946).  1   Based on the defi nition of 
business cycles being cyclical movements in aggregate economic activities 
with the key features that the movements were recurrent but non-periodic 
in terms of timing, duration, and amplitude,  2   the chronology comprised 
mainly of measures of: (i) aggregate cycles; (ii) the turning points, lengths, 
troughs, and peaks of the cycles; (iii) the extent of cyclical effect. The aggre-
gate time series, GDP or GNP, was a most commonly used indicator from 
which an aggregate measure of cycles was built, but it was also common 

  1     In this classical work, specifi c cyclical analysis was carried out on 1277 individual time series 
of monthly, quarterly, or annual frequencies with various sample lengths for four countries, 
France, Germany, the UK, and the USA. The main method of composing leading indicators for 
business cycles followed their earlier joint work (Mitchell and Burns, 1938).  

  2     The highly quoted NBER defi nition is: ‘Business cycles are a type of fl uctuation found in the 
aggregate activity of nations that organize their work mainly in business enterprises: a cycle con-
sists of expansions occurring at about the same time in many economic activities, followed by 
similarly general recessions, contractions, and revivals which merge into the expansion phase of 
the next cycles; this sequence of changes is recurrent but not periodic; in duration business cycles 
vary from more than one year to ten or twelve years; they are not divisible into shorter cycles of 
similar character with amplitudes approximating their own’ (Burns and Mitchell, 1946: 3).  
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practice to use the measure of ‘reference cycles’, that is certain averaging of 
a group of ‘specifi c cycles’, each derived from the seasonally-adjusted time 
series of a particular economic activity, such as coke production (Burns and 
Mitchell, 1946: ch. 2). Possible erratic movements were also fi ltered out from 
the series. The cycles were characterized via dating of their turning points, 
troughs, and peaks. Since a large number of series were analysed, diffusion 
indices were constructed as an indicator for the extensiveness of the cycles. 
The index was based on the proportions of upturn/expanding or downturn/
contracting points at each observation of all the series. The phase difference 
of specifi c cycles was also analysed to identify series of ‘leads and lags’ for 
forecasting purposes (Burns and Mitchell, 1946: ch. 4). 

 The NBER research method was criticized as ‘measurement without the-
ory’ by Koopmans (1947). The criticism was responded to by Vining (1949), 
who attacked the CC approach as being too narrow to allow for any discov-
ery or hypothesis seeking. Their debate set a methodological divide between 
the CC approach and the NBER approach. The former became subsequently 
accepted as the paradigm of econometric research, as described in Chapter 1. 
In business cycle modelling, the paradigm consolidation could be felt clearly 
at least from two aspects. One was the adoption of the Tinbergen and the 
CC type of structural models as the means for modelling business cycles, 
even at the NBER, for example see Chow and Moore (1972), thanks possi-
bly to the growing infl uence of the macro econometric modelling activi-
ties led by Klein during the 1960s. The other was a shift of focal attention 
of macro-econometric modelling research away from cyclic movements to 
dynamic convergence towards equilibriums defi ned essentially in terms of 
comparative static economic theories. A good illustration of this was prob-
ably the continuous-time econometric modelling approach pioneered by 
A. B. Bergstrom (e.g. Bergstrom and Wymer 1976). 

 Meanwhile, however, the Burns–Mitchell route of business cycle studies 
was by no means abandoned and chronometric studies of cycles were still 
carried on at the NBER. But a historically more signifi cant event was a major 
research project set up by O. Morgenstern under the Econometric Research 
Programme of Princeton University in the late 1950s. The research com-
prised mainly of an empirical study of the international propagation of busi-
ness cycles through fi nancial markets following the NBER route. The results 
came out in the NBER Book Series Studies in Business Cycles (Morgenstern 
1959). In the book, Morgenstern analysed a large number of fi nancial time 
series of mainly monthly frequency from France, Germany, the UK, and 
the USA for the periods of the gold standard era (1870–1914) and the inter-
war period (1925–1938). Particular attention was paid to the co-movement 
(co variation) of cross-border fi nancial series as well as to the cyclical move-
ments between the fi nancial series and the reference business cycles of each 
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of the four countries. Data evidence was also used to verify theories such as 
interest rate parity. The fi ndings revealed a considerable gap between data 
and available theories. Morgenstern thus concluded that methodological 
advance was needed for both theoretical and econometric research. In par-
ticular, he argued that theories should shift away from notions of ‘equilib-
rium’ and ‘stability’ to games and strategies between market players while 
‘more penetrating mathematico-statistical analysis of data may produce sur-
prises’ (Morgenstern 1959: ch. 11). 

 The more penetrating approach on Morgenstern’s mind was probably 
spectral analysis.  3   Based on his empirical business cycle research experience, 
Morgenstern (1961) was convinced that the future of research lay with Wald’s 
(1936) decomposition of economic time series into trend, cycles, seasonal, 
and irregular fl uctuations rather than the Frisch–Slutsky impulse-propagation 
scheme. A key fi gure he brought into his research team was C. W. J. Granger. 
Their initial study on weekly New York stock price series by means of 
cross-spectral analysis revealed that the ‘business cycle’ component was insig-
nifi cant in the price series and that their role in indicating/leading macro 
business cycles was weak. The result cast doubt on the existence of stock mar-
ket ‘specifi c cycles’ derived by the NBER method (Granger and Morgenstern, 
1963). However, when cross-spectral analysis was applied to a number of NBER 
business-cycle indicators, the identifi ed cyclical components were found to 
confi rm broadly those derived by the NBER method, although the duration 
of the average lead or lag was signifi cantly longer than that estimated by the 
NBER method (see Granger and Hatanaka, 1964: ch. 12). 

 Interestingly, the exploratory time-series research of the Princeton 
Programme was criticized by Wold (1967) as ‘empiricism without theory’ for 
the main reason that the nonparametric approach of spectral techniques was 
ill-suited to the parametric tradition of structural econometric modelling. In 
the case of business cycles, it was obviously diffi cult to equate cycles identi-
fi ed by spectral techniques with what economists reckoned and described 
as business cycles in reality. But the criticism was soon shown to be unwar-
ranted by Granger’s (1969) introduction of a causality test, via cross-spectral 
methods, on the basis of the feedback mechanism of a bivariate VAR model. 
Ironically, Granger’s approach was noted to be essentially identical to Wold’s 
causal chain modelling approach (Sims, 1972b and Chapter 3). The test has 
generated enormous interest in the econometric circle and marked a new 
era in business cycle research—a rapid fusion of time-series methods into 
the structural econometric modelling approach (e.g. Granger and Newbold, 
1977b).  

  3     It is recorded in a number of historical studies that von Neumann suggested the spectral 
method to Morgenstern (see Cargill, 1974; Phillips, 1997).  
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  6.2     Theory led time-series reforms 

 As mentioned in the previous section, mainstream econometrics based on 
the CC tradition assumed that business cycles were adequately embedded in 
the dynamics of a few aggregate macro variables. Accordingly, examination 
of the applicability of macro-econometric models to business cycle analysis 
was mainly conducted through dynamic model simulations. A seminal work 
on such simulations was Adelman and Adelman (1959). In 1969, a large scale 
examination was organized at a conference at Harvard University, sponsored 
partly by the NBER. The dynamic properties of several macro-econometric 
models were tested including the Wharton model and the Brookings model 
(Hickman 1972).  4   Most of these models were built in the spirit of the Slutsky–
Frisch scheme. Interestingly, the source of cycles emerged as a contending 
issue through various simulation results. Purely random/erratic shocks were 
found unable to produce cycles; they would only arise from either shocks of 
assumed autocorrelated error terms or perturbations of exogenous variables. 
But the inevitable risk of model mis-specifi cation, especially when models 
were assumed to have autocorrelated error terms (see Chapter 8), made it dif-
fi cult to rule out the possibility that the source should have been structurally 
internal. In other words, correctly postulated theoretical models should be 
dynamically cyclical. 

 Indeed, more theoretical models containing the property of self-sustaining 
cycles have been postulated since the mid 1960s. One type of model, 
which gained rapid prominence, postulated that cycles arose from the 
expectation-augmented disequilibrium in short-run wage–price dynam-
ics (see Chapter 5). The research was led by M. Friedman and E. S. Phelps 
and extended by R. E. Lucas. The subsequent rise of the RE movement in 
the early 1970s effectively moved the focal point of macroeconomic model-
ling from comparative static equilibrium to dynamics, especially short-run 
dynamics and its transitory properties as compared to long-run equilibrium 
solutions. In that respect, the lack of dynamically adequate structural mod-
els was blamed for poor econometric model performance in forecasting the 
oil-shock-induced business cycles of the 1970s (e.g. Lucas and Sargent, 1978). 
In response, econometric business cycle research evolved along two diverg-
ing methodological strands—one with reduced reliance on available a priori 
structural models and the other with attention turning away from econo-
metric estimation towards computer simulations of shock-based models. 

 The fi rst strand evolved around the VAR modelling approach. As described 
in Chapter 3, the approach was initiated by Sargent and Sims (1977) under 
the proposition to do ‘business cycle modelling without pretending to have 

  4     For a more detailed description of the history of these models, see Bodkin et al. (1991: part II).  
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too much a priori theory’. With the intention to reform the mainstream 
econometric approach by adapting the ‘NBER style quantitative business 
cycle analysis’, they fi rst examined the NBER method of identifying the 
‘reference cycle’ by reformulating the method into what they referred to 
as ‘unobservable-index models’. They chose fourteen time-series variables, 
all detrended quarterly aggregates over the 1949–71 period,  5   and extracted, 
using factor analysis, one common factor from the set as well as from differ-
ent subsets of the variables. The factor was regarded as the ‘reference cycle’ 
indicator of the chosen variable set. They then showed that the extracted 
factor was generally inadequate in representing the co-movement of a cho-
sen variable set, and concluded from the fi nding that the NBER ‘reference 
cycle’ measure for business cycles was generally inadequate. The conclusion 
led them to the ‘observable-index model’ approach, that is the mainstream 
econometric approach in modelling key macro variables. There, their inno-
vation was to start from a general dynamic model, known as a VAR, instead 
of an a priori tightly parameterized structural model. In particular, they built 
a fi ve-variable VAR to capture US business cycles.  6   To locate the sources of 
cyclical movements, they resorted to a Granger causality test for identifying 
cross-variable sequential (lead and lag) dependence. To evaluate the magni-
tude of random shock impact, they performed impulse analysis to simulate 
short-run dynamics caused by ‘structural’ shocks (see Chapter 8). The two 
techniques were soon to become the pillar of the VAR approach, with the 
latter being particularly popular among macroeconomists.  7   

 The second strand grew from the real business cycle (RBC) approach, which 
was initiated by Kydland and Prescott (1982). Kydland and Prescott opposed 
the monetary school’s attribution of monetary disturbances as the source of 
business cycles and postulated a model in which the source came from techno-
logical shocks (i.e. a ‘real’ factor rather than a nominal factor). In their model, 
business cycle features were assumed to be embodied in the autocorrelation 
of real output in terms of GDP and its covariance with other aggregates such 
as total consumption and fi xed investment. Simulation of cyclical features 
formed the primary goal of their modelling activities. Methodologically, they 
chose to build their model within the general equilibrium system and cali-
brate the structural parameters following the ‘computable general equilib-
rium’ (CGE) modelling approach.  8   Different from extant CGE models, their 

  5     They also examined some monthly series when such observations were available.  
  6     The variables are money, unemployment rate, price and wage indices, and a demand–

pressure proxy by unfi lled orders for durable goods/total shipments.  
  7     Further examples include Sims’ exploratory studies in monetary business cycles (1980b, 

1983).  
  8     The general argument for calibration was the unidentifi ability of structural parameters, 

especially when structural models become more disaggregated. See Mitra-Kahn (2008) for more 
on the history of CGE models.  

07_Qin_CH06.indd   101 6/18/2013   2:34:06 AM



A History of Econometrics

102

model was focused on fi nding a feasible dynamic and stochastic propagation 
channel to explain business cycles, thus extending the CGE approach to a 
new branch—the dynamic stochastic general equilibrium (DSGE) models. 
The use of econometrics was minimized to simple time-series statistics of the 
aggregates concerned and they served largely as references for adjusting and 
evaluating model simulation results. For example, the sample standard devi-
ation of the real output was used in the Kydland–Prescott model to anchor 
the magnitude of their simulated real output. 

 Subsequently, econometrics became relegated to producing time-series 
properties of aggregate variables, properties which were used by DSGE mod-
ellers as references to target the simulated results of their conjectured RBC 
models as similar to what was generally observed from data. For example, 
Long and Plosser (1983) postulated a multi-sector RBC model which enabled 
the economic norm plus stochastic behaviour of producers and consumers 
to generate business cycles by sector-specifi c shocks. The time-series features 
of signifi cantly autocorrelated output and strong co-movement between 
outputs of various sectors formed their target of model simulation—to 
mimic simple time-series properties of the outputs of six sectors includ-
ing agriculture, manufacturing, and service. Their model was extended to 
include money and banking by King and Plosser (1984) to account for the 
phenomenon of signifi cant co-movement between money, infl ation, and 
real economic activities. The phenomenon was presented by both static and 
dynamic regressions between the aggregate output growth and growth rates 
of monetary and nominal variables. 

 The DSGE approach has carried forward and formalized the NBER tradition 
of emphasizing the role of sector-specifi c shocks in business cycle research, 
but at the expense of replacing econometric estimation by calibration and 
consequently nullifying the relevant econometric criteria for model testing. 
But the approach has not really repudiated econometrics in spite of the con-
tentious position that Kydland and Prescott (1991) took in denouncing the 
CC structural approach as ill-suited for DSGE modelling of business cycles, 
and of the consequent acrimony between the DSGE camp and business cycle 
econometrician modellers.  9   Econometrics has proved useful at least in two 
respects. One involves using parameter estimates from extant econometric 
studies, especially micro and sector studies, as references for parameter cali-
bration. It is in that sense that the calibration step can be seen as a kind of 
estimation (see Gregory and Smith, 1990). The other is to use the time-series 
features of aggregate economic variables from econometric studies to help 
assess the empirical performance of DSGE models, for example how well 

  9     For more discussion about the acrimony, see Quah (1995) and the papers following Quah’s 
summary in the ‘Controversies Section’.  
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the model-simulated variables could match these features. The assessment 
can also be formalized into a statistical test procedure (e.g. Watson, 1993). 
The latter aspect has prompted positive feedback for the rising popularity of 
time-series econometric research.  

  6.3     Time-series formalization of business cycle measures 

 The 1980s saw a rapid formalization of NBER business cycle measures by 
time-series econometrics. One of the leading topics was related to the non-
stationary feature of economic variables, especially those exhibiting signifi -
cant trends. It was an old and well-established view that trend and cycle 
were two separable components in economic time series. Although a trend 
component was not fi ltered out in the original Burns–Mitchell procedure of 
dating specifi c cycles, they were not unaware of the desirability of fi ltering 
out secular trends before identifying the cyclical component and attributed 
the reason for not doing so to resource constraints at the time (Burns and 
Mitchell 1946). Moreover, in his earlier works, Mitchell had actually already 
used detrended business activity indices in dating US business cycles for the 
pre-1927 era, as shown by Romer (1994). 

 An explicit trend fi lter was introduced at the NBER by Mintz (1969) when 
she was engaged in a project of dating German business cycles by the Burns–
Mitchell procedure. Mintz found many of the German time-series indices 
were highly trended and experimented mainly with two ways of detrend-
ing those indices. The fi rst was to defi ne a long-run trend by 75-month (6–7 
years) centred moving averages of the indices. The cycles produced from such 
detrended indices were defi ned as ‘deviation cycles’. The second way was sim-
ply using (monthly) growth-rate indices as the base of extracting cyclic meas-
ures. The resulting cycles were defi ned as ‘step cycles’. Mintz found that it was 
harder and required more complicated criteria to extract step cycles because 
of ‘highly jagged’ growth-rate series and the unfeasibility of delimiting ‘cycle 
phases’ directly by the peaks and troughs in the data. The German business 
cycle index that Mintz chose eventually was based on deviation cycles alone. 
Subsequently, cyclical measures built on undetrended level data series came 
to be called ‘classical cycles’, as against ‘growth cycles’ which were derived 
from detrended data series.  10   

 Mintz’s work demonstrated the intimate dependence of business-cycle dat-
ing measures on trend decomposition methods. But the latter remained ad 
hoc until the notion of nonstationarity was introduced as the statistical base 

  10     Mintz (1969) quoted a remark by R. A. Gordon at a London conference in 1967, which argued 
for examining business cycles around the growth rate of output and employment and called 
such cycles ‘growth cycles’.  
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for fi ltering trends by Beveridge and Nelson (1981). Essentially, the Beveridge–
Nelson trend fi lter assumed nonstationarity for all of the economic variables 
to be used for dating business cycles. Since (weak) nonstationary (techni-
cally known as ‘integrated’) stochastic processes could be decomposed into 
a stochastic nonstationary trend and a stationary component, Beveridge and 
Nelson proposed using the former as the trend fi lter and dating business cycles 
from the latter part alone. To justify their proposal, Beveridge and Nelson 
related their decomposition to Friedman’s (1957) classic work in dissecting 
income into permanent and transitory parts, albeit their decomposition did 
not involve any economic principles. Technically, the Beveridge–Nelson fi l-
ter was defi ned upon a particular univariate  I (1) (integrated of order one) 
time-series model known as ARIMA (autoregressive integrated moving aver-
age) model. For instance, a simple random walk with drift  I (1) series, yt , has 
an ARIMA representation of its fi rst difference, Δy yΔ yt ty t−y −1:   
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 However, different assumptions for the time-series properties would result in 
different fi lters.  11   For instance, Hodrick and Prescott (1981) chose to fi lter the 
trend by the Whittaker–Henderson method used in actuarial science, which 
effectively extended the assumed nonstationarity of yt    to an  I (2) series.  12   Even 
under the same assumed degree of integration, fi lters could vary with differ-
ent assumptions on the source of the random drift in the trend. For example, 
starting from the conventional decomposition of yt     into a trend, a cycle, and 
an irregular component:  

  yt ty t t= +yty +� ψ εt + .    (6.2)  

 Harvey (1985) assumed  I (1) for the trend component, �yt :   

  � �yt ty t+ + ηyty+ +−1 .    (6.3)  

 Substituting (6.3) into (6.2) and taking the fi rst difference would result in:  

  Δ Δ ΔyΔ t t t t+ΔΔ + +μt +t η εΔt Δ+t .    (6.4)  

 This model differs clearly from the lower equation in (6.1) unless Δψ εt tψ ηψ t+ =ηtη −1, 
that is, when there is only one single stochastic factor as the source of shocks 
for both the trend and cyclical components. Harvey referred to (6.2) as the 
structural model and the ARIMA specifi cation as its reduced form, although 

  11     More general ARIMA models result from more complicated formulations of the upper equa-
tion of (6.1). For example, model y y yt ty t t+ + −α λ+y ε λ+ ε1yty − 2ytytytyt 0 1tε λt + 1 becomes an ARIMA(1,1,1) 
when the characteristic function of the autoregressive part of yt  contains a unit root.  

  12     Note, however, that Leser (1961) had actually proposed the same fi lter following Whittaker 
two decades before Hodrick and Prescott’s work. I thank Stephen Pollock for this historical fact.  
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(6.2) bore little resemblance to the kind of structural models commonly 
referred to by the CC paradigm (see Chapter 7 for further description of the 
notion of ‘structure’). Nevertheless, Harvey’s discussion highlighted the 
need for additional information concerning the random source of the trend 
component once the component was assumed to be stochastic rather than 
deterministic (e.g. Stock and Watson, 1988). Within the univariate context, 
such information had to be assumed, as none of the components of a sin-
gle time series were directly observable. Various assumptions led to various 
trend fi lters. The lack of consensus laid bare the information inadequacy of 
identifying a unique stochastic trend from univariate series. The impasse 
was brought to light by the fast rise to fashionable status of ‘cointegration’ 
analysis in the late 1980s, as described in Section 4.3. Among other things, 
the notion of cointegration offered an endogenous explanation for a nonsta-
tionary trend in the sense that such a trend in individual variables could and 
should be explained by their co-trending with other trended nonstationary 
variables. If the stochastic trend component of a variable were endogenously 
generated from a group of variables, the time-series approach to detrending 
single variables would be meaningless. 

 Although the issue of how best to detrend variables exhibiting nonstation-
ary features remained unsettled, the discussion encouraged many applied 
modellers to work with growth-rate data as a convenient way to avert nonsta-
tionarity. The practice was commonly seen in VAR models and was adopted 
in those formalized techniques of identifying turning points of business 
cycles (see below). Mintz’s differentiation between ‘deviation cycle’ and ‘step 
cycle’ was buried under ‘growth cycle’ and lost. There was somehow a confu-
sion that ‘step cycle’ was shorthand for ‘deviation cycle’.  13   

 In the NBER dating method, location of specifi c cycles was the prerequi-
site of identifying turning points as these were selected from the peaks and 
troughs of specifi c cycles. The selection involved certain ‘censoring rules’, 
such as mid-run duration and large enough amplitudes, factors which were 
essentially underpinned by economic judgement.  14   The aggregate turning 
points could be derived from the mode of the specifi c turning points (e.g. 
Mintz, 1969) or from the aggregate reference cycle (e.g. Bry and Boschan, 
1971). Comparison between disaggregate turning points and the aggregate 
ones formed an important step in the NBER dating method. It not only ena-
bled the classifi cation of specifi c series into leading, coincident, and lagging 
indicators to facilitate ex-ante forecasting, but also helped determine, via 
the ex-post forecasting performance of the indicators, whether the aggregate 

  13     Klein and Moore (1985: Introduction) credit Mintz’s (1969) work as the major methodologi-
cal turning point from classical cycles to growth cycles.  

  14     See also Harding and Pagan (2002) for a summary of the NBER’s selection method.  
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turning points thus produced could be verifi ed as the appropriate measures. 
Failure of the latter could evoke revisions of the aggregate turning points, 
which actually made the dating procedure an iterative one (e.g. see Klein and 
Moore, 1985: 7–8). 

 The NBER procedure was, however, regarded as lacking statistical rigour 
in terms of probability specifi cation, and the lack was held responsible for 
impeding the design of statistical models for forecasting turning points (e.g. 
Wecker, 1979). Attempts to formalize the NBER procedure by time-series sta-
tistics were centred on automating the selection process from binary series of 
peaks and troughs. For example, Neftci (1982) proposed using discrete-state 
Markov processes in single time-series models as the specifi cation to char-
acterize stochastic turning points and illustrated how such models could be 
used to forecast macroeconomic variables, such as unemployment.  15   A signif-
icant extension of Neftci’s route was carried out by Hamilton (1989). Taking 
as a correct fact the Beveridge–Nelson fi nding of the widespread nonstation-
ary feature in level variables, Hamilton chose to apply the Markov-process 
specifi cation to the fi rst difference of an  I (1) series, such as yt     in (6.1), that is, 
treating its growth rate as a nonlinear stationary process.  16   A simple two-state 
extension of the lower equation in (6.1) would be:  

  Δy SΔ
t t

t t
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 The model effectively identifi ed business cycles within the short-run growth 
movement of yt    by defi ning the cyclical turning points as distinct shifts 
associated with very small probabilities in the time-varying parameter, μSt

. 
Hamilton applied a version of (6.5), in which an autoregressive �t    was assumed, 
to model the quarterly series of the postwar US real GNP growth rate and 
found recurrent shifting points, which were shown to conform largely to 
the NBER-dated turning points of recessions. Hamilton’s device gained great 
popularity among applied modellers as its application to single macro vari-
ables yielded numerous shifts, which were handily interpreted as evidence of 
regime shifts or structural breaks. 

 It should be noted that the interpretation has strengthened the gap between 
the time-series notion of ‘structure’, such as the time-series decomposition in 
equation (6.3), and the traditional econometric concept of a structural model, 
which is crucially dependent on multivariate interdependence. It should be 
also noted that applied studies of dating business-cycle turning points using 

  15     Neftci (1984) also tried the same specifi cation for identifying asymmetry in single macro 
series, as asymmetry was believed to be an important feature of business cycles.  

  16     The Markov-switching regression model was fi rst introduced into econometrics by Goldfeld 
and Quandt (1973).  
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the Hamilton method have effectively retraced the ‘step cycle’ route aban-
doned by Mintz two decades earlier. However, the model method has now 
glossed over the fundamental problem associated with that route, namely 
that growth rate data, especially those derived from higher than annual fre-
quency time series, have essentially lost most of the mid-range frequency 
information upon which business cycle measures were originally defi ned. 

 One problem arising with those newly invented time-series methods was 
how they should be assessed as adequate substitutes of the traditional NBER 
measures. Inventors of those methods would usually promote their new 
inventions by illustrating how their methods could generate measures in 
rough conformance with the NBER business cycle chronology. But by doing 
so, the NBER chronology was taken as the only and correct business cycle 
measure, and thus the NBER methodology was assumed to be the only cor-
rect one. A tougher method of assessment required proof of those inventions 
being capable of producing measures which would outperform the NBER 
chronology in forecasting the dynamic movements of key macro variables.  

  6.4     Forecasting business cycles with time-series modelling 

 One common criterion in using macro variables to defi ne the start of a reces-
sion is a decline in real GNP/GDP for two consecutive quarters. The Neftci–
Hamilton method was devised to provide estimates which would forecast 
such events with a relatively high success rate. Empirical evidence was, how-
ever, inconclusive on whether the method could indeed signifi cantly out-
perform simple autoregressive time-series models in forecasting signifi cant 
and prolonged GNP downturns (e.g. Goodwin, 1995). Various other routes 
to elaborate simple time-series models were explored, for example, models 
with an autoregressive scheme augmented by leading indicators and explic-
itly specifi ed Bayesian loss functions for forecasting values (e.g. Zellner et 
al., 1990). Despite the efforts, ex-ante forecasts of recessionary downturns 
remained disappointing. 

 To some modellers, single time-series models were clearly incapable of 
capturing the information of interdependence between economic vari-
ables. Once it came to forecasting based on multivariate time-series models, 
the VAR approach presented an obvious route for experimenters. One of 
the pioneering experiments was carried out at the Federal Reserve Bank in 
Minneapolis, where a 46-equation forecasting model of the US was built 
using monthly data and the time-varying parameter and Bayesian VAR 
(BVAR) technique developed by Doan et al. (1984) (see also Chapter 2). While 
maintaining that model, Litterman, the key modeller, set up a six-variable 
quarterly BVAR model mainly for research purposes (see Litterman, 1986b). 
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He later expanded the model to nine variables in an attempt to improve its 
infl ation forecasts.  17   The model was subsequently taken over by Sims. In an 
attempt to rectify its forecasting deterioration, Sims (1993) extended the 
BVAR technique by adding various probabilistic assumptions to make the 
model as unrestrictive as possible.  18   In particular, he introduced nonstation-
ary mean priors to trended time series and drastically relaxed the classi-
cal conditions usually imposed on the error terms to allow for them being 
conditionally heteroscedastic and non-normally distributed. Unfortunately, 
his attempt failed to pay off when it came to forecasting the onset of the 
1990–91 recessionary downturn in the GNP growth rates. The forecasts 
tracked closely behind the data series, virtually the same outcome as Chow 
and Moore (1972) had obtained using the conventional modelling approach 
almost two decades before. Unfortunately, ex-post model forecasting tests 
showed no warning signs.  19   

 Meanwhile, a more exploratory route of multivariate forecasting was 
explored by Stock and Watson. They resumed the experiment, abandoned by 
Sargent and Sims (1977), of using factor analysis to reformulate the NBER ‘ref-
erence cycle’ measure with the key purpose of obtaining probability-model 
based forecasts of recessions. Stock and Watson (1989) started from fi ltering, 
by a dynamic factor model (DFM), a single coincident index from the variable 
lists used by the NBER for its coincident indicator.  20   To circumvent the prob-
lem of possible nonstationary trends, they took the fi rst difference of those 
trended series just as Hamilton did. For example, a simple DFM would be:  

  
X UΔΔ

e
t t t

t t t+ +−

β β ξ
ξ αt = α ξ+ α 1

   (6.6)  

 where ΔXΔΔ t    denoted a set of detrended or stationary series and Ut    an idio-
syncratic component. The common factor, ξt , estimated by means of the 
Kalman fi lter, was regarded as representing the co-movement of ΔXΔΔ t    and 
hence called ‘the coincident index’. Next, a small set of leading indicators/
variables was selected to form a VAR, which also included �t    in order to 
predict its future values as well as the associated probabilities. The pre-
dicted �t j    was referred to as the ‘leading index’ and used to forecast the 
GNP cycles. Stock and Watson tried their model on US monthly data. A 
six-month ahead VAR forecast series of �t j    was shown to track well the 

  17     The original six variables are real GNP, the GNP price defl ator, real business fi xed invest-
ment, the 3-month Treasury bill rate, the unemployment rate, and the money supply; the added 
three variables are exchange rate, SP 500 stock price index, and commodity price index.  

  18     The paper was presented at an NBER conference in May of 1991.  
  19     Note, the lack of predictive power of this kind could not be identifi ed by those commonly 

used forecasting tests based on the averaging of modelling errors, e.g. Fair (1984).  
  20     Four variables are used in this case: the growth rates of industrial production, personal 

income, employment, and sales from manufacturing and trade sectors.  
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real GNP at its business cycle frequencies. However, the model missed the 
downturn when it was used to forecast the US 1990–91 recession. A thor-
ough re-examination of the model led Stock and Watson (1993) to the 
conclusion that it was mainly the inadequate choice of specifi c leading 
indicators, rather than their modelling method, which caused the mis-
prediction. Their fi nding highlighted the importance of identifying in 
a timely manner from the economy of concern specifi c data with back-
ground information which would be mainly responsible in triggering non-
periodic business cycles. 

 In fact, Watson was already aware of the importance of this element. 
The statistical nature of shocks formed the subject of one of his earlier 
empirical studies, which was undertaken jointly with Blanchard (1986). 
Their study traced the source of American business cycles to a mixture 
of large and small shocks, rather than purely small shocks as portrayed 
by the Slutsky—Frisch impulse-propagation scheme. Moreover, the shocks 
were found to have stemmed in equal likelihood from the fi scal and mon-
etary side as from real-sector demand and supply side. The fi nding prob-
ably played a key role in motivating Watson to explore the DFM route in 
his subsequent collaboration with Stock. But the lack of expected forecast-
ing success of their 1989 experiment kept many modellers in doubt of 
the adequacy of the DFM device mainly because of its lack of economic 
theory, especially when judged by the CC paradigm. While time-series 
modellers continued to elaborate various statistical devices, for example, 
to combine DFMs with switching-regime models and to experiment with 
probit models to turn the measures of forecasting turning points into 
probability ones, more conventionally trained modellers endeavoured to 
build dynamically robust structural models which would survive regime 
shifts. The most prominent models there were the error-correction type, 
often with embedded long-run cointegrating relations. These models were 
meant to accommodate the postulate that recessionary turning points also 
indicated shifts in the long-run trend of co-trending variables in addi-
tion to transitory swings in individual short-run variables. Still, more 
theoretically minded modellers pursued the DSGE approach in the belief 
that more accurate forecasts should result from larger scale DSGE models 
because they offered clearly defi ned causal rationales of how shocks from 
various sectors would propagate through systems built on established eco-
nomic theories. The 1990s became an era of diverse research pursuits in 
business cycle modelling. A pronounced common feature of these pursuits 
was a signifi cant improvement in model building in terms of internal con-
sistency, technical complexity, and a reduction in the ad hoc judgements 
involved. Nevertheless, timely forecasts of the onset of recessions appeared 
to remain tenaciously diffi cult to obtain.  

07_Qin_CH06.indd   109 6/18/2013   2:34:14 AM



A History of Econometrics

110

  6.5     Retrospective assessment 

 There have been over four decades of econometric research on business cycles, 
a fact which exhibits a signifi cant shift away from the macro-econometric 
tradition of Tinbergen’s models and the Slutsky–Frisch impulse-propagation 
scheme, the tradition upon which the CC structural approach was elabo-
rated. Modellers’ attention has shifted not only from SEMs to dynamic mod-
els, but also from estimating given structural parameters to simulating shock 
effects and devising statistical measures to characterise cyclic phenomena. 
Moreover, the choice of modelling route has become much wider, with the 
tightly theory-based DSGE route at one end and the heavily data-based DFM 
route at the other. The traditional macro-econometric modelling route has 
long lost its dominance. 

 A closer refl ection on the history, however, reveals an opposite facet—a 
methodological assimilation of the NBER tradition by the CC paradigm, with 
the assimilation being catalysed by time-series statistical methods. As shown 
in the previous sections, statistical formalization of NBER’s ad hoc measures 
and procedures has, to a great extent, led the econometric business-cycle 
research of the past decades. The formalization essentially aims at a scienti-
fi zation of those measures and procedures in the sense that they should be 
built on the probability foundation, following the Haavelmo–CC enterprise, 
with maximum internal rigour and minimum use of outside-model ad hoc 
human judgements. Furthermore, the formalization process is reminiscent 
of the consolidation process of the CC paradigm, as described in Chapter 1, 
in that econometric business-cycle studies have become focused on more 
detailed, segmented, and narrowed-down issues, such as whether cyclic 
measures should be based on trended or detrended data, whether cycles 
should be asymmetric with respect to their upturns and downturns, and 
whether the shocks supposedly triggering business cycles should be small or 
large, purely erratic or autocorrelated, or be originated from the real sector or 
the monetary sector. The extensive and synthetic style of the Burns–Mitchell 
tradition has long been forsaken. 

 The formalization has undeniably improved the scientifi c strength of busi-
ness cycle measures when compared to those produced during the Burns–
Mitchell era. The rift between the CC and the NBER groups has also long been 
forgotten. Econometric research has extended its fi eld from adding empirical 
content to a priori postulated business-cycle models to exploring data features 
and devising new representative measures for business cycles. Interestingly, 
the extension has been so signifi cant that a new rift has occurred between 
econometric modellers of business cycles and the DSGE camp, a rift echoing 
the ‘measurement without theory’ controversy, only with econometricians 
on the accused side this time. 

07_Qin_CH06.indd   110 6/18/2013   2:34:14 AM



Case Study Two—Modelling Business Cycles

111

 But the signifi cance of the formalization becomes more diffi cult to identify 
when it is assessed from the applied perspective, especially when the success 
rate in ex-ante forecasts of recessions is used as a key criterion. The fact that 
the onset of the 2008 fi nancial-crisis-triggered recession was predicted by 
only a few ‘Wise Owls’  21   (Bean, 2010) while missed by regular forecasters 
armed with various models serves us as the latest warning that the effi ciency 
of the formalization might be far from optimal. Remarkably, not only has 
the performance of time-series data-driven econometric models been off the 
track this time, so has that of the whole bunch of theory-rich macro dynamic 
models developed in the wake of the RE movement, which derived its fame 
mainly from exploiting the forecast failures of the macro-econometric mod-
els of the mid-1970s recession. Whereas it remains a deeply held conviction 
among business-cycle modellers that rigorously designed methods and mod-
els are bound to produce better results than those arrived at by ad hoc means, 
it has been repeatedly shown that human judgement plays an indispensible 
role in the making of business forecasts even with the aid of models, for 
example see Turner (1990) and Clement (1995), and that a simple pool of 
forecasts often outperforms individual forecasts based on particular model-
ling methods, for example see Stock and Watson (1999). These observations 
indicate that inaccuracy or inadequacy is practically inevitable in individual 
modelling work, that econometric methods are limited by their statistical 
approach in analysing and forecasting business cycles, and moreover, that 
the explanatory power of generalized and established theoretical relation-
ships is highly limited when applied to particular economies during particu-
lar periods alone, that is, if none of the local and institution-specifi c factors 
are taken into serious consideration. 

 Actually, the limits have been critically pointed out periodically but some-
how ignored by the core research community. One early major critique by 
Morgenstern (1928) even predates the Slutsky–Frisch scheme.  22   During the 
postwar period, severe doubt about both the CC approach and the NBER 
approach was expressed by Wright in a sweeping statement, ‘I simply do 
not believe that any set of econometric models, or any set of mathematical 
formulae, will ever suffi ce for reliable economic forecasting over any great 
length of time. The element of novel social conception is always breaking 
in’ (Wright 1951: 147). Shortly before that, Gordon (1949) grouped the two 
approaches under the name heading of the ‘statistical approach’, as opposed 
to the ‘historical approach’, which placed its focus on explaining particular 
cycles using all kinds of relevant information, and argued for a blend of the 

  21     They include N. Roubini and W. R. White, who independently foresaw the coming of the 
crisis based on no-model-assisted human judgement.  

  22     For a critical summary of the book, see Marget (1929).  
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two, a ‘quantitative-historical’ approach, as the promising direction of future 
research (see also Roose, 1952). After years of statistical research in business 
cycles, Burns, a founding father of the NBER approach, acknowledged ‘that 
it is vital, both theoretically and practically, to recognize the changes in eco-
nomic organization and the episodic and random factors that make each 
business cycle a unique confi guration of events. Subtle understanding of eco-
nomic change comes from a knowledge of history and large affairs, not from 
statistics or their processing alone’ (Burns 1969: 85). These messages were 
reiterated twenty years later by Zarnowitz: ‘because business cycles are not 
all alike and are subject to historical changes along with the structure and 
institutions of the economy, it is not surprising that the numerous efforts to 
model them as a uniform by-product of one type of random shock or another 
have failed’ (Zarnowitz 1992: 17). 

 It is precisely this aspect of the unique social-historical conditions of 
different business cycles that has been neglected in the formalization. 
Reformation of the NBER methods by the CC methodology has certainly 
led the ‘statistical approach’ further away from the ‘historical approach’. 
The wide conviction of the superiority of the methods of the science has 
converted the econometric community largely to a group of fundamentalist 
guards of mathematical rigour. It is often the case that mathematical rigour 
is held as the dominant goal and the criterion for research topic choice as 
well as research evaluation, so much so that the relevance of the research to 
business cycles is reduced to empirical illustrations. To that extent, proba-
bilistic formalization has trapped econometric business cycle research in 
the pursuit of means at the expense of ends. It is thus not surprising that 
the resulting studies would fail to generate any signifi cant breakthrough in 
predicting and explaining business cycles. 

 On the other hand, the apparently insurmountable goal of forecasting 
business cycles and the growing research interest in designing better fore-
casting models and methods calls into question one fundamental tenet 
of the CC approach—forecasting is an easier and lower-ranking task than 
policy analysis since the latter entails elaborately designed structural mod-
els while the former requires only simple reduced-form models. Evidence 
from our two case studies shows us the opposite. Progress has been relatively 
easier when the econometricians’ main task has been largely to furnish a 
priori postulated models with numbers derived from data, than when the 
task becomes tracking the data well enough to predict forthcoming events 
of signifi cant change in the real world. The latter compels econometricians 
to the job of model discovery which has been assumed to be the realm of 
theoretical economists under the CC approach. Such a division of labour is 
simply impossible when econometricians themselves directly face up to the 
task of exploring analysis of data. 
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 Nevertheless, the history of science tells us that major paradigm shifts will 
not occur until all possible routes within the existing paradigm have been 
trodden. Once the formalization attempts have gone signifi cantly astray 
from what is needed for analysing and forecasting the multi-faceted charac-
teristics of business cycles, the research community should hopefully make 
appropriate ‘error corrections’ of its overestimation of the power of a priori 
postulated models as well as its underestimation of the importance of the 
historical approach, or the ‘art’ dimension of business cycle research.        
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     7 

 Evolving Polysemy of Structural Parameters  

   The estimation of structural parameters forms the core of econometrics, as 
taught in textbooks and embodied in the practice of mainstream econom-
etricians.  1   As already described in Chapter 1, devising appropriate estimators 
for the parameters of structural models a priori postulated by economists 
has become the prime task of econometrics resulting from the legacy of the 
CC paradigm; Haavelmo’s discovery of the ‘OLS bias’ and the CC invention 
of the LIML estimator have given rise to an extremely vibrant production 
line of estimators for various models, even long after the majority of applied 
modellers have abandoned the LIML and related methods in favour of the 
OLS method. In Chapter 1, the sustained supply of estimators is attributed 
to the compartmentalization of econometric measurement issues by the CC 
programme. Estimation, in particular, has become a well-defi ned technical 
issue, which falls comfortably into the domain of mathematical statistics, 
provided that the structural model of interest is given and known to be fi xed. 
In practice, however, a priori postulated structural models are seldom known 
to be fully fi xed after they have entered the empirical laboratory. Applied 
modellers who are keen to obtain statistically robust and economically sen-
sible parameter estimates often fi nd themselves in a far less compartmental-
ized situation than what is required for those statistically optimal estimators. 
They cannot avoid the thorny issues of deciding which ‘structural’ parame-
ters are estimable from available data samples and which economic attributes 
the coeffi cients should embody. 

 This chapter looks into the history of how such decisions were made and 
how they interacted with the device of estimators during the post-CC and 
reformative era. The investigation is focused on tracing those decisions 
which have led to diverging research routes and which challenged the CC 

  1     ‘Parameters’ are often used interchangeably with ‘coeffi cients’ in econometrics. The term 
‘parameter’ is used here for its wider connotation than ‘coeffi cient’. However, the topic of this 
chapter is on ‘structural parameters’ or parameters of (economic) interest, which exclude ‘nui-
sance’ parameters such as the variance of a residual error term.  
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paradigm. The history is portrayed via three distinct but not unrelated 
areas: remedies and methods developed for non-constant parameter esti-
mates (Section 7.2), remedies and methods developed for estimating indi-
vidual parameters when they contained joint effects of a set of correlated 
explanatory variables (Section 7.3), and methods developed for estimating 
apparently static structural relationships with time-series data (Section 7.4). 
The history reveals that diverse decisions, often made inadvertently, have 
led to diverse remedies and methods, some serving confl icting purposes 
(see Section 7.5 for a more detailed discussion). To a great extent, the diverse 
decisions refl ect equivocal and often arbitrary use of the notion of ‘struc-
tural’ models or parameters. Hence, it is necessary to fi rst prepare a back-
ground for our investigation, that is to describe briefl y how the concept of 
‘structural’ parameters emerged and evolved in econometrics. That is the 
topic of Section 7.1.  

  7.1     Prelude: the conceptualization of structural parameters 

 The notion of ‘structural parameter’ is undoubtedly derived from that of 
‘structural model’ or ‘structural relation’. The concept was fi rst introduced 
and specifi ed by Frisch. In his 1930 Yale lecture notes (see Bjerkholt and Qin, 
2010), Frisch classifi ed three types of relations in economic theory: ‘struc-
tural, confl uent and artifi cial’ (Bjerkholt and Qin, 2010: 73), and defi ned a 
‘ structural relation ’ by two specifi c properties: (i) ‘it holds good identically in 
the variables involved’ and (ii) ‘it holds good even though we do not assume 
any particular side relation to be fulfi lled’ (Bjerkholt and Qin, 2010: 75). In 
the present terminology, property (i) means that the relation holds constant 
and valid irrespective of what values the variables involved will take, and 
property (ii) states that the relation holds constant and valid even when the 
way (i.e. ‘the side relation’) in which the explanatory variable in the relation 
is generated has been altered. A relation which satisfi ed (i) but not (ii) was 
defi ned as a ‘ confl uent relation ’ while one in which neither property holds 
was a ‘ artifi cial relation ’ (Bjerkholt and Qin, 2010: 75). To Frisch, structural 
relations formed the core of economic theory. In a subsequent lecture on 
business cycles given at the Nordic Economic Meeting in 1931, Frisch used 
‘structure’ for the ‘economic theoretical structure’ characterizing business 
cycles and ‘prime relations’ as an alternative to what he had defi ned earlier: ‘A 
prime relation is a relation between a certain number of variables, the relation 
being such as to hold good identically in all the variables involved, and fur-
thermore such as to hold good quite independently of whether certain other 
relationships are fulfi lled or not. Thus economic prime relations are relations 
of an autonomous sort’ (Qin, 2013, vol. I: 21). The term ‘autonomous’ later 
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became a summary adjective of the essential properties for those economic 
relations, e.g. in Frisch (1938) and also in Haavelmo (1944).  2   

 However, the notion of ‘prime relations’ was soon submerged under ‘struc-
tural’ relations, and the relations were essentially labelled as those a priori pos-
tulated theoretical ones due probably to the infl uential impulse-propagation 
business cycle model by Frisch and Waugh (1933). It was in that paper that 
‘structural coeffi cients’ were used to denote the parameters of the structural 
relations. Frisch’s classifi cation of a structural relation versus a confl uent one 
was retained in Haavelmo’s (1938) paper, where the ‘ law ’-like attribute of the 
structural relation was embodied by ‘absolutely fi xed coeffi cients’. Haavelmo 
modifi ed his position to some extent later when he described the attribute of 
‘autonomy’ as ‘a highly relative concept’ with respect to the state of whether a 
relation was affected by ‘structural changes’ (Haavelmo, 1944: 29). However, 
he did not specify precisely what was meant by ‘structural changes’. 

 The term ‘economic structure’ was described as the ‘very mechanism’ gen-
erating economic data in CC Monograph 10 (Marschak, 1950). Marschak 
also designated economic theories as ‘hypotheses’ about the structure, which 
generally took the form of a system of simultaneous relations. On the basis 
of a structural SEM, Marschak referred to all the parameters contained in 
the model as ‘the structural parameters’, and designated their sample-based 
estimates as embodying the ‘observational structure’. He acknowledged that 
there could be ‘structural changes’ in a different time period or geographical 
area and distinguished two kinds of structural changes: ‘controllable’ policy 
changes and ‘uncontrollable’ changes set off by uncontrollable exogenous 
variables. In his view, it was the primary task of economists to analyse the 
effects of controllable policy changes and hence ‘structural determination’ 
was essential in econometric research. 

 In CC Monograph 14, Marschak (1953) further grouped structural param-
eters and exogenous variables together under the label of ‘conditions’ as 
opposed to ‘results’, that is the set of endogenous variables. Specifi cally, ‘con-
ditions’ which underwent changes during the period of observation were 
assigned to exogenous variables while conditions which remained constant 
during the observation period were assigned to the ‘structure’, represented 
by the structural parameters, which might or might not change in future. 
Marschak summarized,  

  In economics, the conditions that constitute a structure are (1) a set of relations 
describing human behavior and institutions as well as technological laws and 
involving, in general, nonobservable random disturbances and nonobservable 
random errors of measurement; (2) the joint probability distribution of these 
random quantities. (Marschak, 1953: 26)   

  2     For a historical study of the term, see Aldrich (1989).  
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 Another related notion that Marschak defi ned was ‘dynamic structure’—‘a 
structure that would admit variations of observed endogenous variables, even 
if exogenous variables did remain constant and if there existed no random 
disturbances’ (Marschak, 1953: 18). Examples of such a structure included 
Tinbergen’s ‘fi nal equations’, that is, deterministic difference equations char-
acterizing the time paths of endogenous variables. 

 It is particularly interesting to observe here that the essential property of 
parameter invariance used originally by Frisch to defi ne structural relations 
was signifi cantly compromised in the CC programme—parameter constancy 
becomes limited only to the available sample period, within which the struc-
tural model of interest is fi tted. Meanwhile, a priori postulated relations 
depicting certain economic behaviours are granted the essential condition 
to defi ne a structural model and an SEM is the most general form of such a 
model.  3   That position has been reinforced through the formal discussion 
of identifi cation and the related causal aspects (e.g. Hood and Koopmans, 
1953: chs 2 and 3). The discussion gives ‘structural parameters’ effectively 
the status of ‘causal parameters’. The position has been largely maintained in 
textbook econometrics. In the fi rst set of the  Handbook of Econometrics  (Hsiao, 
1983), for example, structural parameters are simply given to the parameters 
of any a priori assumed probability distributions of stochastic relations with-
out explicit reference to any economic contents.  

  7.2      Diagnosis and treatment of non-constant 
parameter estimates 

 As described in Chapter 1, Klein was the only practitioner who carried out an 
immediate and major application of the CC’s theoretical work to modelling 
the US economy. His experiments soon illustrated that indeed not all the 
structural parameter estimates would remain virtually constant when data 
sample periods extended, despite the statistical optimality of the estimators 
used. Consider the famous Klein–Goldberger model (1955) for example. The 
model was estimated twice, fi rst with subsample data of 1929–1950 and then 
the full sample 1929–1952. A number of parameter estimates differed signifi -
cantly between the two sets. Klein and Goldberger referred to the difference 
as ‘structural change’ and observed:

  The problem of detection of bias from the pattern of recent residuals is inti-
mately connected with the problem of structural change. A pattern of several 

  3     Note that the initials ‘SEM’ can also stand for ‘structural econometric model’ or ‘structural 
economic model’, as has been used popularly in the literature much later, e.g. Reiss and Wolak 
(2007).  
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residuals of the same sign and similar magnitude may actually refl ect a changed 
parameter. In this case the bias is more permanent and, in place of temporary 
corrections for nonzero values of disturbances, we must search for more perma-
nent alterations of parameters. (Klein and Goldberger, 1955: 78)  4     

 From the practitioner’s viewpoint, Klein and Goldberger recommended 
that ‘the best practice in forecasting from econometric models is to recal-
culate all parameter estimates from the latest revised set of data’ (Klein and 
Goldberger, 1855: 89). As for their model-based forecasts, an explicit con-
dition was attached—‘no structural change between sample and forecast 
period’ (Klein, 1953: 252). 

 Evidence of cross-sample shifts in parameter estimates was also observed 
from micro-econometric studies. For instance, Wold and Jur é en (1953) esti-
mated the market demand elasticity for butter and margarine using Swedish 
data samples of 1921–39 and 1926–39 respectively. They obtained relatively 
constant elasticity estimates for butter but signifi cantly shifting elasticity 
estimates for margarine. The results were interpreted as evidence of a chang-
ing demand pattern for margarine. Since forecasting was not as often the 
primary purpose here as in macro-econometric modelling, cross-sample 
shifts in parameter estimates tended to be interpreted as a manifestation of 
economic behavioural shifts and accepted as such. 

 However, empirical evidence of cross-sample shifts in parameter estimates 
and referencing of these shifts as ‘structural changes’ led to the perception 
that the occurrence of such shifts was normal and could be tackled by better 
devised statistical methods, such as estimators and tests devised specifi cally 
for regression models ‘obeying two separate regimes’ (Quandt, 1958). One of 
the most popular devices developed at the time was the Chow test, a test of 
equality between parameter estimates from two sample sets. In the opening 
statement to substantiate the importance of his test, Chow (1960) maintained 
that ‘often there is no economic rationale’ in assuming the same parameter 
value for different sample groups or periods. Note that this view has virtually 
revoked the CC position in that parameter constancy is no longer required 
even for the available sample period, since, in principle, the period could be 
arbitrarily divided into subsamples. Parameter constancy has thus ceased to 
be an inherent property of a structural model, but a testable hypothesis at 
best, if not a stroke of luck at the mercy of recalcitrant data. 

 Subsequent development of the time-varying random parameter models 
showed just how accommodating the device of statistical methods could be. 
Caught in between the classical assumptions of the residual error terms from 

  4     An easy type of permanent alteration is to revise the intercept values during model updating. 
The revision became known as ‘intercept correction’ and was commonly used in maintaining 
macro-econometric models in action (e.g. Evans and Klein, 1968).  
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the statistical side and the given fi xed structural models from the economic 
side, explicit randomization of parameter estimates naturally became the only 
option. A formal treatment of random-parameter models was presented by 
Hildreth and Houck (1968), who related their research to Ruben (1950) for jus-
tifi cation, a very short paper in CC Monograph 10.  5   Specifi cally, Hildreth and 
Houck proposed to relax a fi xed-parameter static regression model, such as:  

y x ut tx t+�+       (7.1)  

 by a random-parameter specifi cation:  

y x f vt tu t t t f t+ uu + v or ( )zt +β+ βtβ β β .f vt f t=t )ztz +ortvv ortv; βt β  (7.2) 
 

 Interestingly, Hildreth and Houck gave the option of conditioning the ran-
domized �t    on a new set of variables, zt, in (7.2). Their explanation was that 
certain case-specifi c factors, zt, were often omitted in structural models like 
(7.1) and thus caused ‘instability’ in estimated   β   over different samples. But 
they did not delve into the implication of adding zt    to the given structural 
model specifi cation and, instead, dedicated themselves to pursuing the deri-
vation of statistically consistent estimators for βt .  

 The 1970s saw thriving research into time-varying random parameter 
models. A signifi cant contribution was made by T. F. Cooley jointly with 
Prescott. In their initial paper, Cooley and Prescott (1973) regarded a typical 
equation in econometric models, such as (7.1), as a linear approximation of a 
more complex relation. They diagnosed the frequently observed phenome-
non of residual autocorrelation when model (7.1) was fi tted using time-series 
data as an omitted-variable problem. More specifi cally, the autocorrelation 
was believed to be caused by non-transitory shocks from certain latent omit-
ted variables. Drawing inspiration from Friedman’s (1957) classifi cation of 
income and consumption into permanent and transitory components and 
Muth’s (1960) adaptive forecasting model, Cooley and Prescott proposed 
decomposing the error term into a transitory part and a permanent part, and 
to explain the latter by a time-varying intercept. The resulting model was 
referred to as an ‘adaptive regression’ model:  

vt t t tu t t t+ =uu + ( )t t( )u v

( )t( ) ( )
βx+

θ)
,vt t; tαt cov ;( )u vtu t =

.var ,( )ut = −( )θ σ)
var

2σσ

0

1

( )vt(( = θσ
θ

2σσ
0 1≤ ≤θ

 

  (7.3) 

 

 When θ = 0, (7.3) collapsed into (7.1). Cooley and Prescott argued that model 
(7.3) was superior to the commonly used autoregressive error procedure, 

  5     Further justifi cations were later provided by Raj and Ullah (1981), which went back as far as 
the works of J. Neyman and Frisch during the 1930s.  
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known as the Cochrane–Orcutt procedure in textbooks (see Section 7.3), 
for not imposing any implicit common dynamic patterns to the omitted 
variables, and also for providing an explicit justifi cation as well as a formal 
framework for the ad hoc practice of intercept corrections by empirical mod-
ellers. Similar to Hildreth and Houck (1968), Cooley and Prescott focused 
their attention on the derivation of statistically consistent parameter estima-
tors for (7.3). 

 In a later paper, Cooley and Prescott (1976) further generalized model (7.3) 
and revised their position on the model justifi cation. On the basis that ‘in 
many instances economic theory suggests that relationships will change over 
time’, they argued:

  The structure of an econometric model represents the optimal decision rules of 
economic agents. From dynamic economic theory we know that optimal deci-
sion rules vary systematically with changes in the structure of series relevant to 
the decision makers. It follows that changes in policy will systematically alter 
the structure of the series being forecasted by decision makers, and therefore, the 
behavioural relationships as well. (Cooley and Prescott, 1976: 167)   

 It is interesting to note that the argument no longer associates time-varying 
parameter estimates with the omitted-variable problem. Instead, time-varying 
parameters are regarded as the structural representation of the changing behav-
iour of agents as they adapt to changing economic reality, a position which bears 
close similarity to Lucas’s (1976) critique.  6   Time-varying parameter models in 
this vein assume the image of being more general than the conventional models 
such as (7.1). Otherwise, research along this route follows the pattern of the CC 
paradigm, that is, the focus of attention is on devising optimal estimators and 
identifi cation conditions for given time-varying parameter models (e.g. Raj and 
Ullah, 1981; Machak et al., 1985). 

 Time-varying parameter models apparently provided a solution to the 
Lucas critique, but the models were ill-suited to the practical purposes of 
model-based forecasting and policy simulations. A more conventional route 
was simply to rectify what was perceived to be a problem directly according 
to the diagnosed cause. In the context of time-series models, for example, 
the problem of residual autocorrelation was diagnosed as the omission of 
dynamic variables and therefore a general dynamic specifi cation strategy was 
offered as a systematic treatment, for example as shown in the VAR approach 
and the LSE approach described earlier in Chapters 3 and 4 respectively. 

 The VAR approach was particularly interrelated with the RE move-
ment and the Lucas critique. However, Sims was doubtful of the empirical 

  6     Note that Prescott was working at Carnegie-Mellon University where the leading fi gures of 
the RE movement, such as Lucas and Sargent, were working at the time.  
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relevance of the Lucas critique. In his view, allowance for parameter value 
shifts was not necessarily the only way to represent policy shifts in struc-
tural models (Sims, 1982a, 1986) and many problems in the existing 
econometric models were caused by oversimplifi ed dynamic specifi cation 
in a priori theoretical models. Hence, a general VAR specifi cation was pre-
scribed as an effective and systematic treatment (Sims, 1980a). 

 To study the parameter constancy of VAR models, Sims and his co-workers 
employed the Kalman fi lter algorithm to estimate VAR models recursively, 
and viewed the process as mimicking the data updating process in model 
forecasting (e.g. Doan et al, 1984).  7   Plentiful estimation results yielded 
relatively constant parameter estimates over various historical episodes of 
known signifi cant policy shifts. However, this route was not without cost. A 
vital weakness of VAR models was over-parameterization. Consider a bivari-
ate VAR corresponding to (7.1) for example:  
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 (7.4) 
 

 It contains many more parameters (with the number increasing with  i ) than 
(7.3) and the parameters are also susceptible to the multicollinearity problem 
(see Section 7.3). 

 Nevertheless, the recursive estimation results by Doan et al. (1984) encour-
aged applied modellers to build models which would survive the Lucas 
critique. The LSE approach (Chapter 4), in particular, advocated the use of 
parameter constancy as a modelling criterion for defi ning exogenous var-
iables and for checking the validity of the causal assumption in a condi-
tional model (Engle et al., 1983). In that joint paper, exogeneity was defi ned 
on individual structural parameters and classifi ed into three levels: ‘weak’, 
‘strong’, and ‘super’. Weak exogeneity was concerned with the validity of 
conditioning  y  on  x  via parameter �    in a static relationship such as (7.1), 
whereas strong exogeneity was related to a Granger causality test within a 
VAR framework. In the case of (7.4), xt    would be strongly exogenous for yt    if 
the current and lagged  y  were found to play no signifi cant role in explaining
xt, and the model could be transformed into:  

y b x ut a
i j tx jj t= +aa +b xtx jj −=∑ ∑a yia t ii

+
=1 10 1       (7.5a)   

x b x ut ia b t ii t= +aa +
=∑ 1 2 .  

 
 (7.5b) 

 

 Super exogeneity depicted a case when xt    was found to have time-varying 
parameters in its marginal distribution, for example via a20    or b i2    in (7.5b), 

  7     Recursive methods were applied in econometrics as early as 1940, see Flood (1940), but got 
lost somehow for nearly three decades until the late 1960s (e.g. Dufour, 1982).  
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but the conditional model of yt    on xt, that is (7.5a), remained parametrically 
invariant. Exogeneity defi ned as such exploited parameter shifts in single 
time series, for example { }xt , in the search for parametrically invariant con-
ditional models. The latter was seen as having close correspondence to what 
economists viewed as a theoretical relation in a dynamic context (see Chapter 
4 and also Section 7.4). Interestingly, the defi nition virtually restated Frisch’s 
two specifi c properties proposed over half a century before. 

 On the other hand, attention to marginal models like (7.5b) became revived 
with the rise of time-series econometrics. It should be noted that such models 
are in fact a stochastic version of Tinbergen’s ‘fi nal equations’. Since parame-
ter non-constancy was frequently observed from the estimation of such mod-
els, formal representation of the phenomenon found its way into stochastic 
switching regression models. The most popular of such models was probably 
Hamilton’s regime-switching model built on a fi rst-order differenced equa-
tion, because numerous ‘regime shifts’ or ‘structural breaks’ were estimated 
and confi rmed when the model was applied to single economic time series, as 
described in Section 6.3. Unfortunately, the issue of how many of these sto-
chastically located structural breaks indeed corresponded to policy-induced 
changes in reality was seldom addressed or even raised.  

  7.3     Diagnosis and treatment of collinear parameter estimates 

 Another area where confusion abounds is concerned with the situation where 
some explanatory variables of a multiple regression are found correlated with 
each other. The problem is referred to as ‘collinearity’ or ‘multicollinearity’ 
in many textbooks. The concept is rooted in Frisch’s (1934) confl uence anal-
ysis (see Hendry and Morgan, 1989), but its present connotation emerged 
after the CC formalization work in the 1950s. One of the earliest textbook 
defi nitions can be found in Tintner’s (1952) textbook, where ‘multicolline-
arity’ was described as lack of ‘suffi cient accuracy’ for individual parameter 
estimates (Tintner, 1952: 33), say �̂1    and �̂2    of the following regression, when 
there was signifi cant correlation between x1    and x2:   

  y x u+x+β+ β1x 2 2xx ,    (7.6)  

 and the inaccuracy was refl ected in relatively large standard errors for �̂1    and 
ˆ .β2  

 Collinearity in the context of an SEM was discussed in Klein and Nakamura 
(1962). Taking the SEM as a priori fi xed, Klein and Nakamura were mainly 
concerned with the effect of collinearity on different estimation methods, 
such as OLS, 2SLS, and LIML, and treated the problem largely as a compu-
tational complication. Since variable inter-correlation formed the essence of 
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an SEM, collinearity was seen as fundamentally a data problem; its ultimate 
cure was believed to lie in having more data and additional information as 
well, for example see Johnston (1963: 207) and also Goldberger (1964: 193). 

 In the late 1950s, however, the problem was approached from another angle 
in association with the diagnosis of model ‘specifi cation errors’, see Griliches 
(1957) and Theil (1957). It was demonstrated that parameter estimates of a 
regression model could be biased from the ‘true’ parameters of interest if 
the model omitted certain relevant variables which were correlated with 
the existing explanatory variables of interest. For example, Griliches (1957) 
showed how such bias could affect the parameter estimates of a production 
function when certain factor inputs were neglected because of the correlative 
nature between various factor inputs. He reckoned that correction of the bias 
entails due recognition and incorporation of potential collinearity. In a sim-
ple regression context, the parameter estimate, ,̂b, of the following model:  

y a bx e= +a +1       (7.7)  

 would differ from �̂1    of (7.6) when x1    was correlated with x2    and (7.6) was 
believed to be the correct model. As such, this bias became known as the 
‘omitted-variable bias’. 

 Notably, both ‘collinearity’ and ‘omitted-variable bias’ stem from a set of 
inter-correlated explanatory variables, but the correlation interpretations 
implied in the two are so different that Farrar and Glauber (1967) describe 
them as ‘schizophrenic’. From the perspective of ‘collinearity’, the correlation 
is seen as a threat to the possibility of isolating the effect of one explanatory 
variable from a group, but, from the perspective of ‘omitted-variable bias’, the 
correlation becomes useful in correcting the estimates of the parameters of 
interest. Ill-conditioned and non-experimental data are blamed for causing the 
collinearity problem whereas the culprit of the omitted-variable bias problem 
is claimed to be the inadequate model specifi cation for excluding relevant and 
related variables. Generally, collinearity is undesirable in the case of multiple 
regression models, as implied in the usual textbook remedy to rid the models of 
those highly correlated explanatory variables, but in the omitted-variable bias 
case it becomes undesirable to neglect those collinear variables. Collinearity is 
discussed in a more generic way in textbooks; omitted-variable bias is a prob-
lem more often left to applied modellers to deal with on an ad hoc basis. 

 In fact, applied modellers had worked out how to circumvent collinear-
ity before theorists agreed on a general way of treating the issue. For exam-
ple, Wold and Jur é en (1953) imposed, in their demand analysis, the sum of 
income elasticity and price elasticity to unity when income and price were 
found signifi cantly correlated, and reformulated their models using a rel-
ative price variable to circumvent the high correlation between two price 
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variables; Koyck (1954) proposed, in modelling investment dynamics, a sim-
plifi ed parametric representation of the lag structure to avoid collinearity 
among lagged variables; Fox (1958) decided to take the fi rst difference of 
his time-series variables in order to steer clear of both inter-correlation and 
serial correlation of the time series; Lipsey (1960), in an attempt to better 
capture the dynamics and nonlinearity of the Phillips curve, chose the addi-
tional unemployment variables carefully, for example ΔU U/    andU −2, so that 
these would correlate little with the existing unemployment variable,U −1, in 
a simple regression model (see Chapter 5). Such a practice was summarized as 
problem re-arrangement with the help of a priori information by Theil (1961; 
Section 6.2), which effectively meant model re-specifi cation. 

 Theoretical research, on the other hand, divided into two almost orthogo-
nal directions under the implicit assumption that structural models were 
well formulated and fi xed a priori. The omitted-variable bias problem was 
discussed mainly in conjunction with model selection issues and dealt with 
by means of various information criteria (e.g. Pesaran, 1974); collinearity was 
handled in relation to parameter estimation of a given and selected model. 
One apparent route for the latter issue was to design estimators using orthog-
onalized regressors. The principal component method advocated by Massy 
(1965) was such a case. However, the statistically exploratory nature of the 
principal component method was unappealing to many econometricians 
because it was diffi cult to fi nd a convincing economic interpretation for the 
principal components thus derived. Other methods were proposed, such as 
ridge regression (Hoerl and Kennard, 1970a, 1970b), or Stein-like estimators 
(Fomby and Hill, 1979); see also Judge et al. (1980: ch. 12). While statistical 
properties of the estimators and their variations were scrutinized and dis-
puted, these methods all implied the basic need to use additional informa-
tion to help reduce the correlation between parameter estimates of collinear 
explanatory variables. 

 An explicit analysis of the collinearity problem together with the 
omitted-variable bias problem was explored by E. Leamer (1973) (see also 
Chapter 2). From the Bayesian perspective, Leamer came to the view that 
collinearity was essentially a ‘problem of interpreting multidimensional 
evidence’ in a ‘parameter-by-parameter fashion’ and that its solution lay in 
effectively utilizing non-sample information, via well-defi ned Bayesian pri-
ors, such that the information would help to allocate the evidence to indi-
vidual structural parameters. Leamer pointed out that the Bayesian approach 
formalized the ad hoc practice of restricting parameters to certain value 
ranges and that it transformed the collinearity problem into two aspects: 
the construction of Bayesian priors and evaluation of the resulting posterior 
distributions. The latter led to sensitivity analysis and a criterion on param-
eter defi nition. When the posterior showed high sensitivity with respect to 
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the prior, the parameter defi nition should be reconsidered, as ‘regression 
coeffi cients should be defi ned about which prior opinions are independent’ 
(Leamer, 1985a). The analysis was found particularly useful in assisting spec-
ifi cation searches in a situation where a modeller had a number of ‘focus’ 
variables dictated by economic theory and some other ‘doubtful variables’ 
to experiment with and choose from (Leamer, 1978a: 194). Here, sensitivity 
analysis was used to evaluate whether those parameters of the focus vari-
ables were invariant when the doubtful variables were added and whether 
and in what ways some of the doubtful variables should be added at all. 
Leamer (1985a) maintained that choice of parameterization was crucial in 
such specifi cation searches whereas classical inference was silent on the issue 
and incapable of resolving the confusion over the collinearity problem. 

 What escaped Leamer’s criticism was an empirical study of the UK 
aggregate consumption model by Davidson et al. (1978) using the classi-
cal inference (see also Chapter 3). Unlike Leamer, Davidson et al. tackled 
the omitted-variable issue prior to collinearity. The specifi c omitted-variable 
problem they tried to tackle was the missing dynamics in static regression 
models using time-series data, and they chose dynamic models of type (7.5a) 
as a systematic solution to the problem (see also Section 7.4). To circumvent 
collinearity among lagged yt i   and xt j    in model (7.5a) and make the model 
economically interpretable, they transformed it into an error-correction 
model (ECM):  

ΔyΔ b xΔ y kx ut a
i j tx jj t t+b xΔ txΔ j ( ) +− −∑ ∑ΔyΔa t ii

+
=1 0j=∑yi t i 1

λ .  
 

 (7.8) 
 

 Compared with (7.5a), the regressors, that is, ΔyΔ t i , Δxt j , and y kx
t( ) −1

, 
in (7.8) were far less correlated and their corresponding parameters easily 
interpretable. The transformation made it clear that due to ‘insuffi cient data 
information’ collinearity was only relative to a given parameterization, for 
example the way dynamics was specifi ed in (7.5a), and the treatment lay 
in model reparameterization. Moreover, the transformation presupposed 
a data-congruent dynamic model where collinearity increased as a conse-
quence of mending the omitted-variable problem. Davidson et al. (1978: 677) 
thus argued, ‘it is not universally valid to assume that a group of badly deter-
mined estimates indicates the presence of collinearity … rather than omitted 
variables bias’. 

 However, model reparameterization has not yet gained a formal place in 
the mainstream menu of remedies for mitigating collinearity (e.g. Belsley 
et al., 1980; Judge et al., 1980; Hill and Adkins, 2001). The resistance was 
essentially against the alteration of structural parameters set a priori in theo-
retical models, because estimates of the altered parameters could be ‘biased’ 
from those of the preset parameters (see Buse, 1994), for example the set of 
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estimates for { }a bi jb ,jb �     of (7.8) would differ from those for the parameters of 
(7.5). On the other hand, it has become increasingly recognized that colline-
arity should not be viewed as an isolated estimation issue. Given the passive 
and non-experimental nature of data, modellers were advised to intro-
duce nonsample information to ‘bias’ sample estimates if the information 
was considered ‘good’ (Hill and Adkins, 2001: 267). The advice effectively 
broke the taboo of keeping preset theoretical models fi xed, although explicit 
model modifi cation and design was still rarely treated as a proper task by 
mainstream econometricians. Few of them would step beyond the realm of 
devising estimators for given models and handle collinearity as a multitask 
involving modifying models with respect to data features. For applied mod-
ellers who found the need for model modifi cation a routine task, most of the 
estimation remedies for collinearity appeared to serve cross purposes and 
were therefore seldom practised.  

  7.4      Specifi cation and estimation of static parameters 
using time-series data 

 If collinearity is seen as a nuisance in estimating static multiple regression 
models using time-series data, what poses as a serious conundrum is the issue 
of how to deal with highly trended variables. The literature is commonly 
traced back to the early 1930s,  8   when Frisch and Waugh (1933) examined two 
commonly used methods, namely adding a time dummy in the regression 
model and de-trending the variables before running the regression. They 
argued that the structural parameter estimates generated by the two meth-
ods were identical on the assumption that the trend in each variable involved 
was simply linear and deterministic. However, their argument did not settle 
the disagreements on the two methods, owing primarily to different views 
on the deterministic linear trend assumption. The method of de-trending 
time-series variables prior to modelling remained popular in empirical busi-
ness cycle analyses, as described in Chapter 6. For economists who were 
interested in structural parameters based on the equilibrium notion, trend 
removal was not considered sensible. For instance, Wold and Jur é en (1953: 
240–1) argued, in their empirical demand analysis, that an estimated elastic-
ity from trend-free data would only be short-run whereas the parameter of 
interest should be long-run in nature even though the theoretical model was 
in a static form. Interestingly, Frisch had expressed similar ideas over two 

  8     It is only very recently that an earlier work by Bradford Smith in the 1920s has been discov-
ered, see Mills (2011). However, Smith’s analysis on the matter remains almost totally ignored 
in the literature.  
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decades before in his 1930 Yale lecture notes, that is, a static relation should 
be seen as an equilibrium position in a dynamic model, although he had 
not associated the idea with static regression using time-series variables (see 
Bjerkholt and Qin 2010).  9   

 Unfortunately, Wold’s argument was, in the wake of CC Monograph 10, 
overshadowed by statistical concerns over residual autocorrelation, which 
was found to be widely present in static and also in some simple dynamic 
models fi tted with time-series data. The collective research into the prob-
lem led by R. Stone at Cambridge University resulted in a fi rst-order residual 
autocorrelation test (see Durbin and Watson, 1950) and a remedy estima-
tion procedure (see Cochrane and Orcutt, 1949; Orcutt and Cochrane, 1949). 
Both were soon adopted in econometrics textbooks and became widely used 
among applied modellers. 

 The Cochrane–Orcutt procedure presumed to modify (7.1) by a fi rst-order 
residual autoregressive scheme:  

y x u ut tx t t t t+ =u u +βx+ ρ tρ υu + .ttu =utu ρ υuut +    (7.9)  

 Model (7.9) was later named the COMFAC (common factor) model (Hendry 
and Mizon, 1978; see also Chapter 4). This model gained its popularity from 
its apparent preservation of the given structural model while alleviating 
the residual autocorrelation problem. It even rendered the error term of the 
model, ut    , a new structural status as being the ‘structural autoregressive dis-
turbance’ (see Chapter 8). Nevertheless, the model was shown as a restricted 
form of a general dynamic model in a single-equation model context by 
Durbin (1960b) and in an SEM context by Sargan (1961). For example, a gen-
eral dynamic model with respect to (7.9) should be a conditional model (7.5a) 
with one lag, that is:  

y a y b x b xt ta y t tb t= +aa + +b xt +t−aa+ 1 0b+ b 1xtx −t υ ,  (7.10)  

 whereas (7.9) amounted to imposing a nonlinear restriction on the param-
eters of (7.10): b a b1 1a 0. Sargan (1964) observed that the restriction was 
testable and that the test result could suggest changing the lag structure of 
the model from (7.9). But neither Durbin’s nor Sargan’s demonstration was 
heeded at the time, nor was the economic implication of the restriction. 

 On the applied front, model (7.9) was often simplifi ed into a 
differenced-variable or growth-rate model (e.g. Stone, 1954):  

ΔyΔ t tx t� 	Δ tx +ΔxΔ txΔΔ       (7.11)  

  9     Another method of implementing the idea was via choice of data. For example, Kuznets took 
ten-year average data to estimate the US consumption function while the estimated functions 
using shorter sample periods or cross-section data were interpreted as the short-run functions, 
see Thomas (1989).  
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 since (7.11) was shown to be an expedient shortcut when the fi rst-order auto-
correlation parameter, �    , was found to be close to one (e.g. Cochrane and 
Orcutt, 1949). However, the model was recognized as unsuitable for studying 
long-run parameters but possibly appropriate for short-run ones (e.g. see the 
short-run electricity demand model in Fisher and Kaysen, 1962: ch. 1). One 
alternative, proposed in the context of estimating long-run demand param-
eters, was to use the moving average of the explanatory variable to fi lter out 
the short-run information before running a static regression (e.g. Working, 
1954). In other words, (7.1) was modifi ed into:  

  y
m

x ut tx i
i

m

t=
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠
⎞⎞
⎠⎠

+−
=
∑α β+

1

0

.  
 

 (7.1 ′ ) 
 

 But the method was rejected because of interpretation diffi culties.  10   A new 
alternative was put forward by Nerlove (1958), who extended (7.1) by assum-
ing that the explained variable followed a simple adjustment rule:  

  ( )y yt ty = ( )y yt
e

ty) = (y yty) (y yt
       (7.12)  

 where y xt
e

t�+     in (7.1). Combining (7.12) into (7.1) resulted in a dynamic 
model, later known as the partial adjustment model:  

  
y x u

a a y b u
t ty t tu

t tx t

+ ( ) +x

= +a +b xx

γ βyty) +− γ xx1 1

0 1a bbb
.  
 

 (7.13) 
 

 The parameter of the static model, β, shown by Nerlove and Addison (1958), 
was the long-run elasticity in (7.13) and its estimate could be derived from 
the regression estimates of a1    and b0.  

 Many subsequent empirical demand studies adopted Nerlove’s partial adjust-
ment model. But it was not until the 1970s that his approach was generalized. 
The generalization formed an important part of the LSE dynamic specifi ca-
tion approach led by D. F. Hendry (e.g. Pagan, 1987 and also Chapter 4). In an 
empirical study of UK building societies, undertaken jointly with Anderson, 
Hendry observed that ‘economic theories remain for the most part of the 
long run equilibrium-comparative statics variety’ and that a promising way 
to model the equilibrium was via ‘a short-run control-theoretic model’.  11   It 
was from this standpoint that he rejected differenced-variable models such as 
(7.11) for removing long-run components altogether (Hendry and Anderson, 

  10     The debates were mainly published in the  Journal of Farm Economics  and summarized 
by Nerlove and Addison (1958). However, the method of using moving averages to represent 
long-run tendencies has been used in other areas, such as international comparison of economic 
growth.  

  11     Note that the method of studying the dynamic and long-run effects of an estimated dynamic 
model was developed earlier, e.g. Theil and Boot (1962) for the introduction of ‘impact, interim, 
and total multipliers’.  
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1975). The viewpoint was clarifi ed later in Hendry and Mizon (1978), where 
(7.11) was transformed into a short-run control-theoretic model:  

ΔyΔ b xΔ a y xt ta xΔ t tx t+ −a( )) + ( )( )b bbb +−tb 1yt bb 11 υ .  (7.10 ′ ) 
 

 Compared to (7.10 ′ ), model (7.11) was clearly a special case assuming the two 
level terms, that is, a1 1=     and b b0 1 0=b1b , to be insignifi cant, an assumption 
implying the absence of any long-run relationship between x    and y,yy and thus 
a rejection of model (7.1) in principle. The rejection was also demonstrated 
via an implicit inconsistency in the expected statistical properties of the 
error terms. When (7.11) was used as an alternative for (7.1) and its error term 
was expected to satisfy the usual classical assumptions, that could amount 
to a nonstationary error term in (7.1), since	t tu= Δ    implied u ut t +∑ 0.  12   
As for model (7.9), Hendry and Mizon offered an explanation of Hendry’s 
(1971, 1974) earlier empirical fi nding that the COMFAC parameter nonlinear 
restriction seldom held—the model assumed implicitly an identical lag struc-
ture on the variables, when (7.9) was transformed into:  

t( )y yt ty = + ( )xt t +)yyty = β (x xx υ) + ( xt txtα) =) β (xt( t .  
 

 (7.9 ′ ) 
 

 Such an assumption was obviously too restrictive for most pairs of economic 
variables. Hendry and Mizon therefore argued that applied modellers would 
be better off to start modelling from a dynamically unrestricted model such 
as (7.11), simplify it to what the data would permit and examine the model’s 
long-run solution via (7.11 ′ ) with respect to the a priori equilibrium-compar-
ative static theory concerned. A full exhibition of this modelling strategy was 
provided by Davidson et al. (1978) in an empirical study of UK aggregate con-
sumption. As mentioned in Section 7.3, their study extended a simple static 
model based on the permanent income hypothesis into a dynamic model 
and transformed it further into an ECM in the form of (7.8) via (7.10 ′ ).  13   The 
term, y kx( ), in the model, was interpreted as an error-correction term via a 
negative feedback parameter, λ.The term was also referred to as the disequi-
librium-correction term, as opposed to the a priori postulated equilibrium 
relation of  y  conditioning upon  x . In other words, parameter  k , which was 
derived from all the parameters of a dynamic conditional relation, such as 

k
b b

a
=

−
0 1b

01
    from (7.10), was seen as a dynamic modifi cation of  β  in (7.1) and 

more appropriate than   β   in embodying the long-run equilibrium relation 
originally intended to fi t the static model (7.1). 

  12     Around the same time, time-series studies on the properties of the residuals of models using 
variable difference or detrending methods were provided by Chan et al. (1977).  

  13     Davidson et al. (1978) acknowledged Sargan’s (1964) wage-price model as the empirical ori-
gin of the ECM (see also Chapter 6).  
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 The ECM was rationalized as an effective model of a dynamic control 
mechanism which dated back to its initial introduction into economics 
by Phillips (1954, 1958) (e.g. Hendry and von Ungern-Sternberg, 1981; 
Salmon, 1982; Nickell, 1985). But a much greater force to popularize the 
model came from the development of ‘cointegration’ theory (see Granger, 
1981, 1983), as mentioned in Chapter 4. The theory provided a formal 
rationalization of the ECM using non-stationary (i.e. highly autocorrelated 
with unit roots) time-series data. In particular, a two-step estimation pro-
cedure devised by Granger jointly with Engle (1987)  14   showed how a static 
model like (7.1) could be linked to an ECM like (7.11) via t    , the disequi-
librium error term:  

  

y x u y x

y b x a u

t tx t tu y t

t ta x

+ =u uu ⎛
⎝
⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

−a+ ( )

βx+ β+^ ^⎛⎛⎛ ^

^Δyy b xa xx= +aa bbb+ 1 1 tt t− +1 υ
   (7.14)  

 where ût     was derived from OLS estimates of (7.1) in which both variables 
were found to be nonstationary, whereas ût     was stationary. The situation was 
termed as ‘cointegration’ of yt     and xt     with respect to ˆ,β a consistent long-run 
parameter estimate. Since nonstationarity was exhibited widely in economic 
time series, ‘cointegration’ among them was frequently shown to be present 
and the fi nding reinforced the effectiveness of ECM not only among applied 
modellers but also theoretical econometricians and macroeconomists (e.g. 
Johansen, 2006). 

 While cointegration theory and the ECM had certainly improved a great 
deal of the specifi cation and estimation of postulated equilibrium relations 
using time-series data, their practical signifi cance was not so remarkable, 
as estimated cointegration relations of larger than a bivariate one were fre-
quently infl icted by collinearity and the estimated feedback or disequilibrium 
correction impact via �     was often too small to explain much of the dynamic 
movements of the modelled variables of interest. Somewhat ironically, the 
major part of the explained dynamic movements was in fact driven by those 
short-run variables, for example ΔyΔ t i    and Δxt j    in (7.8) although the academic 
acceptance of ECMs relied mainly on the long-run term. That may explain 
why economists and econometricians who were interested in business cycle 
modelling moved their attention away from tightly parameterized structural 
models to models emphasizing the lag or dynamic structures of the variable 
of interest, such as VARs and dynamic factor models using detrended or dif-
ferenced time-series variables, as described in the previous chapter.  

  14     The draft version of their joint paper was circulated in 1985 (Hendry, 1986a).  
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  7.5     History in retrospect 

 The foregoing historical study reveals that the fi eld of research in structural 
parameter estimation has been a labyrinthine rather than a well-charted and 
self-contained one as the CC programme had intended to achieve. Moreover, 
the labyrinth has resulted from arbitrary and protean uses of the term ‘struc-
ture’. In particular, a clear and commonly shared understanding of at least 
two fundamental questions is lacking: What is an adequate defi nition of 
‘structure’? Should the ‘structural’ attribute be defi ned at the level of a model/
equation or a parameter? 

 In the CC programme, ‘structure’ is primarily determined by a priori logic 
of causal and behavioural relations. Since there are not enough economic rea-
sons to expect such relations to remain invariant, empirical evidence of non-
constancy in parameter estimates fi nds an easy excuse in the interpretation 
of ‘structural changes’, ‘structural breaks’, or ‘regime shifts’, and the strategy 
of formalizing such changes into time-varying parameters encounters little 
suspicion or objection. However, even time-varying parameter models have 
to be dependent on certain assumed time-invariant parameters, albeit not 
‘structural’ ones, such as �     and �     in (7.3). But more fundamentally, it is diffi -
cult to see how such models can be used for the empirical testing of theoreti-
cal models or for real-time forecasting, let alone for policy simulations. 

 When those pragmatic purposes of modelling are taken into considera-
tion, ‘structure’ as described by the CC programme becomes obviously inad-
equate. In fact, the inadequacy has already been perceived by reformers of 
the CC programme. Perhaps the clearest statement is Sims’ following remark 
while he was developing the VAR approach: ‘Note that being causal … is only 
a necessary condition for an input-output mechanism to be structural. The 
mistake of treating this causality condition as suffi cient for a relation to be 
structural is a version of the old  post hoc ergo propter hoc  fallacy’ (Sims 1977a: 
29). To correct the mistake, Sims resorts to the property of invariance: ‘A better 
defi nition, I think, is that a structural model is one which remains invariant 
under some specifi ed class of hypothetical interventions, and hence is useful 
in predicting the effects of such interventions’ (Sims 1982b). The property is 
also endorsed by proponents of the LSE approach, as already described. 

 There is, however, a noticeable difference here between the VAR and the 
LSE approaches. In the VAR approach, invariance is attributed to models 
while the property of invariance is attached to individual parameters in the 
LSE approach. In retrospect, that position has been driven by a strong desire 
to make VARs accepted, as the empirical tool for policy analyses, by macr-
oeconomists and especially those who have been brought up in the RE move-
ment. Since the movement has drawn macroeconomists’ attention away from 
setting individual structural parameters to the ‘dynamic structures’ of a set 
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of variables, the VAR approach tries to accommodate that trend by advocat-
ing the use of ‘loosely restricted multivariate time series models’ particularly 
for conditional predictions on certain policy interventions. In Sims’ (1982b) 
words, ‘whether a model is structural depends on the use to which it is to 
be put—on what class of interventions is being considered’. A more precise 
defi nition of ‘structure’ can be found from his comments on a comparative 
study of VAR and structural models by Clement and Mizon: ‘a claim that the 
consequences of some specifi c class of real world events or actions can be 
predicted by modifying one part of the model (changing the distribution of 
some disturbance or modifying some equation) while holding the rest of the 
model fi xed’ (Sims, 1991: 293). But, it is diffi cult to imagine how a modeller 
can possibly fi x parts of a model without fi xing all the relevant parameters. 

 In contrast, the LSE approach is immune to the diffi culty by explicitly set-
ting the claim of invariance on individual parameters. To support the claim, 
it has redefi ned the concept of exogeneity and revived Frisch’s ‘autonomy’, an 
almost extinct concept after Haavelmo’s (1944) discussion. Furthermore, it 
has prescribed collinearity as a problem of poor parameterization and advo-
cates taking parameter design as an essential part of model specifi cation and 
selection process (see Chapter 9). However, the claim has made it very dif-
fi cult to fi nd empirical models which would sustain such invariance as time 
elapses further beyond the data sample period used for the model specifi ca-
tion and estimation. Moreover, it is diffi cult to furnish all those empirically 
designed parameters with elaborately proved behavioural foundations. It is 
thus unsurprising to see such a data-driven position being resisted by those 
who have either lost interest in scrutinizing individual parameters or are still 
adhering to the convention of treating structural parameters as being strictly 
devised a priori on the basis of certain max/min behavioural assumptions. 

 Nevertheless, the history shows just how costly maintenance of the con-
vention could be for empirical research. It takes more than half a century for 
the idea of static relations as embedded equilibrium states in dynamic models 
to be developed into an ECM and the associated cointegration theory. There 
is a twenty-year gap between the fi rst applied ECM (Sargan, 1964) and its 
theorization in cointegration (Engle and Granger, 1987). The situation is no 
better in the case of collinearity, as there is no established position reached 
between textbooks and practitioners. Theoretical discussion of the problem 
remains focused on estimation remedies within the confi nement of struc-
tural parameters being a priori fi xed and given, as shown from the reference 
lists in Hill and Adkins (2001). The diagnosis of inadequate parameterization 
from applied modellers such as Leamer (1973) and Davidson et al (1978) has 
received little attention there.  15   Nor is the discussion related to the issue of 

  15     A citation search through Web of Science shows almost no references to Leamer (1973) and 
Davidson et al. (1978) as far as the collinearity issue is concerned.  
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omitted-variable bias. In applied studies, on the other hand, omitted-variable 
bias is of far greater concern than collinearity and hardly any of the estima-
tion remedies for collinearity have been widely used. 

 The enduring gulf can be traced to the consolidation of the CC paradigm. 
By taking a priori postulated parametric models as maintained hypothe-
ses and making parameter estimation a relatively self-contained technical 
issue, the paradigm has left no room for information from estimation to 
systematically loop back into better structural model building. Without such 
a feedback route, econometricians have taken lengthy detours in devising 
apparently innocuous remedies when empirical results have turned out to 
be undesirable. Various time-varying parameter methods and estimators for 
models allowing for autocorrelated residual errors are just a few of such exam-
ples. Problems with the remedies are not easily realized until they have been 
repeatedly proved counter-effective in real-world practice. As shown from 
our historical study, they could, empirically, impair the ‘structural’ function 
intended of the models and so, methodologically, camoufl age incorrectly or 
incompletely built models for statistical purposes. 

 In fact, it is unrealistic to expect a priori postulated models to be complete. 
Their incompleteness has always been covered by the commonly used  ceteris 
paribus  assumption. It seems natural to leave econometricians to deal with the 
assumption when it comes to practice. But few have taken on the job directly 
or systematically. In a way, the labyrinth which they have circumnavigated 
can be seen as a result of tackling the job indirectly via parameter estimation. 
The  ceteris non paribus  situation is tucked into randomized structural param-
eters in the time-varying parameter approach, while much of it is hopefully 
absorbed into various estimators allowing for autocorrelated residual errors 
in the case of the COMFAC model. Either way, it is clear that the  ceteris non 
paribus  gap is unlikely to be covered by the na ï ve statistical assumptions of 
white-noise residual error terms in most circumstances. On the other hand, 
the practice of attending directly to possible omitted variables has continued 
to be regarded as ad hoc or ‘measurement without theory’, even when those 
omitted are lagged variables, as in the case of the VAR approach and the LSE 
approach. It is only until the development of a cointegration theory that the 
re-specifi cation of an apparently static parameter, such as �     in (7.1), into a 
long-run parameter, such as  k  in (7.8), has fi nally gained a theoretical status 
relatively widely. Such an upgrade has not yet reached other parameters, such 
as ai     and bj     in (7.8). In the situation of empirical studies using cross-section 
data, it is common practice to fi ll the  ceteris non paribus  gap tentatively by 
additional ‘control variables’. But none of those associated parameters are 
considered explicitly as theoretical or structural ones. 

 It thus remains to be seen how and when the research community will estab-
lish a consensus on what constitutes the necessary properties of ‘structural’ 
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parameters within a statistically well-defi ned model and to what extent the 
design and specifi cation of such parameters should be shared by theoreti-
cal as well as applied modellers. What is learnt from the current historical 
examination is that segregation of duties between economists and econom-
etricians as well as isolation of the core econometric task to device of estima-
tors is far from the optimal research strategy, because parameter estimation 
has been shown to be much more useful as a medium in the search for bet-
ter models than as the fi nal step in measuring a priori specifi ed parameters 
per se. Inadequate recognition of the inseparability of the measurement task 
from the task of model building may only extend the intellectual labyrinth. 
This is further demonstrated from the perspective of the error terms in the 
next chapter.        
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 Evolving Roles of Error Terms  

   In contrast to structural parameters, the estimation of which has occu-
pied the bulk of econometricians’ attention, the status of error terms in 
econometric models remains ‘residual’. These terms are often seen as a 
nuisance during the estimation process. This status of nuisance, however, 
makes error terms intriguing. If one delves into their roles, one may notice 
that major methodological shifts in the history of econometrics have coin-
cided with changing interpretations of error terms. To a large extent, the 
history of econometrics may be seen as tidal oscillations between differ-
ent and often disparate interpretations. Many econometricians view error 
terms broadly as what is omitted from statistical models, but some regard 
them as measurement errors in latent theoretical variables; for those who 
are deeply involved in theorizing business cycles, error terms are seen as 
meaningful stochastic shocks responsible for driving the dynamics of mod-
elled variables. In fact, the varied interpretations are best refl ected in the 
multiple names assigned to error terms, such as ‘residuals’, ‘disturbances’, 
‘aberrations’, ‘accidental variations’, ‘random shocks’, ‘errors in variable’, 
and ‘errors in equation’. 

 This chapter examines the evolving roles of error terms in econometric 
models, particularly during the post-1970 period.  1   The examination offers 
a mirror view of how the mainstream methods based on the CC tradition 
attracted increasing criticism and how a plethora of rival methodologies 
emerged from these debates, as already depicted in Chapters 2–4.By present-
ing these debates from a different angle (Sections 8.2–8.4), a view will emerge 
that should deepen our understanding of why those debates were some-
times exchanged at cross-purposes, what led modellers of different camps to 
choose their preferred standpoint, and what made the models that they built 
or maintained serve different purposes. Before we proceed, however, a sum-
mary is needed of the mainstream interpretations of the error terms formed 

  1     This chapter is an extension of Qin and Gilbert (2001).  

09_Qin_CH08.indd   135 6/18/2013   2:37:10 AM



A History of Econometrics

136

with the establishment of the CC paradigm. This need defi nes the task of the 
following section.  

  8.1     Structural approach and errors in equations 

 Error terms are commonly defi ned as ‘errors in equations’ in econometrics 
textbooks. The defi nition prevailed with a consolidation of the CC paradigm. 
Prior to the CC seminal contribution, interpretations of error terms varied, 
largely depending on modellers’ views of the theories of concern. For those 
who took theories formulated in a deterministic model form as correct and 
complete representations of reality, residuals from such fi tted models were 
seen as measurement errors, or errors in variables due to ‘disturbance of data’ 
(e.g. see the empirical studies of American agricultural economists described 
in Morgan, 1990). But for those who were wary of theoretical models, residuals 
were viewed as representing the incorrect and incomplete aspects of the mod-
els and therefore as comprising two types of factors—‘disturbances’ caused 
by incorrectly excluded highly signifi cant variables and ‘accidental variations’ 
caused by intentionally omitted negligible variables as part of the incomplete 
nature of model building (e.g. see Frisch’s discussion in Bjerkholt and Qin, 2010: 
ch. 3). However, the theory-based demarcation was crossed when dynamic 
and stochastic theoretical models were postulated. In the Slutsky–Frisch 
impulse-propagation macro dynamic model, for example, cyclical motions 
of modelled variables were shown to be driven by random shocks as part of 
explanatory variables in the model, see Frisch (1933) and Slutsky (1937). The 
shocks were later referred to as ‘stimuli’, to be differentiated from ‘aberrations’, 
that is, residuals from fi tted models (Frisch, 1938). But Frisch stopped short of 
providing a working scheme of how the two types of errors should function in 
a unifi ed empirical framework, since the Slutsky–Frisch model was presented 
without fi tting to data at the time. Their approach was  revitalized four decades 
later by macroeconomists in the RE movement. Meanwhile, measurement 
errors were also given behavioural interpretations. For instance, Tintner (1938), 
in the context of an errors-in-variables model, related the errors in a modelled 
variable to agents’ random failures to achieve the optimum indicated by eco-
nomic theories and the errors in the explanatory variables to agents’ failures to 
forecast those variables correctly since, he argued, those variables were gener-
ally beyond their control. Such a behavioural interpretation helped strengthen 
the assumption, largely held implicitly by modellers, that given theoretical 
models were correct and complete. 

 The seminal works by the CC group played a signifi cant role in  strengthening 
that assumption. However, measurement errors faded out of their interpreta-
tions. Concerned with the task of estimating structural parameters of a priori 
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given structural models, measurement errors or errors in variables were seen 
as having less of an effect on parameter estimation than errors due to omit-
ted variables, and error terms were thus treated as solely due to the latter, 
that is errors in equations, as a simplifi cation of the estimation task (e.g. 
Koopmans, 1937). The subsequent probability approach advocated forcefully 
by Haavelmo (1944) was largely built on models of the errors-in-equation 
type. Taking an SEM as the general form of a priori structural models, 
Haavelmo defi ned errors in equation as unsystematic disturbances with a 
jointly normal distribution. The ‘joint’ specifi cation was to embody simulta-
neity while the unsystematic aspect connoted Frisch’s ‘accidental variations’ 
with an implied correctness of the SEM. Haavelmo’s specifi cation was carried 
over in the CC work, where a general structural SEM was defi ned as:  

wt tw t tw′ + =ww ′ = [ ]y y z z zt ty tΓ ’ � zt t ttith yty z ztzty zt tzz zy       (8.1)  

 where a set of variables x { }y z    were grouped into a vector of endogenous 
variables, y,and a vector of explanatory variables, z, and �t    was the jointly and 
normally distributed error term. Moreover, �t    was interpreted as ‘disturbances 
(or shocks), which represent the aggregate effects of additional unspecifi ed 
exogenous variables on the economic decisions expressed by each relation’ 
(Koopmans and Hood, 1953: 115).  2   The interpretation was markedly differ-
ent from Haavelmo’s in that it suggested a structural function of these error 
terms. In fact, models like (8.1) were even referred to as ‘shock models’ for the 
explicit specifi cation of �t    (see Hood and Koopmans, 1953: Preface). 

 The property of simultaneity of (8.1) gave rise to the identifi cation issue, 
that is, the issue of whether the parameters in  A  and  Γ  were uniquely esti-
mable. Discussion on the identifi cation conditions led to the derivation of 
the so-called ‘reduced form’ of (8.1) (e.g. see Mann and Wald (1943) and 
Koopmans (1950)):  

  ′ ′ + ′−y A′ = − A u+t tA w t tw t
1 1AΓ Π′ =w A+w t

1−w A+’ ’′1 .ε′  (8.2)  

 The discussion also led to a new interpretation of model ‘completeness’ 
with respect to an SEM: the SEM was considered complete when all its struc-
tural parameters were identifi able, see Koopmans (1950). The interpretation 
ignored the possibility of a priori postulated structural models omitting 

  2     A more detailed explanation of the error terms was recorded in one of the Cowles documents: 
‘ Disturbances  ordinarily include both “shocks” and “errors.” Shocks are those factors a given 
theoretical system does not explicitly take into account or cannot explicitly take into account. 
They are usually small factors not separately noticeable. Errors are those in observation or meas-
urement, which cannot in any case be made part of the economic theory underlying a system 
of equations. Unless otherwise stated, disturbances as used later will include only shocks, errors 
being assumed to be negligible’ (Cowles Commission, 1947).  
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highly signifi cant variables, a possibility that was closely associated with 
Frisch’s idea of model completeness. From the perspective of �t    in (8.1), the 
interpretation was embodied in the imposition of statistically classical con-
ditions, namely that the assumed jointly normal distribution was also seri-
ally independent and identically distributed (IID). The imposition suggested 
Haavelmo’s interpretation of �t    but it was unclear how that could coexist 
with the interpretation of aggregate exogenous shocks. 

 However, there was still no unanimous agreement on the imposition of 
the IID conditions among the CC researchers. One particular condition that 
remained in doubt was serial independence. The doubt refl ected particularly 
the impact of the ongoing business cycle modelling literature. For exam-
ple, Hurwicz (1944) illustrated the possibility of having serially dependent 
or autocorrelated error terms by the following simple, dynamic SEM with 
respect to business cycle models:  

  
Y bY a Z a Z

Z cY
t tYY YY t t t

t tcZ t

bYbYY +a ZtZ ′
+cYtcYY ′′

⎧
⎨
⎧⎧

⎩
⎨⎨

t− −

−

1 1a aaa 2

1

ε′
ε′

.  
 

 (8.3) 
 

 When (8.3) was transformed to a single autoregressive-moving average 
(ARMA) equation:  

  Y bY a cY Yt tYY YY t tYY c tbYbYY + +a cYtcYYt− −1 1a 2 a+ aa 3 η ,    (8.4)  

 the error term, η ε ε εt tη εη t ta ε′εε + ′′εεεε + ′′εε1εtεεεε 2εtε −t ,was obviously autocorrelated even if
′� t    and ′′� t    in the original structural model (8.3) satisfi ed the IID conditions. 

Hurwicz thus referred to 
t     as ‘composite disturbance’ and concluded that 
‘it might well be that some of the distrust with which the “literary” econ-
omists have viewed the “mathematical” business-cycle theory has arisen 
from their opposition to the unrealistic postulate of non-autocorrelated 
“disturbances”’. 

 Hurwicz’s illustration implied that the serially independent restriction on error 
terms might be merely a simplifying assumption to ease the task of estimation 
but the restriction could be at odds with some structural models, particularly 
those characterizing business cycles. Hurwicz’s message was sympathetically 
shared by his contemporaries. In the introductory chapter of CC Monograph 14, 
Marschak maintained that possible autocorrelation in the disturbances ‘must be 
considered part of the structure’ on the grounds that there were no economic 
reasons to rule out the possibility of their forming a ‘stochastic process, each 
shock depending on one or more of its predecessors’, especially when the obser-
vation frequency became high, for example ‘weekly or even quarterly instead of 
annual time series’ (Marschak, 1953: 21–3). 

 Interestingly, the CC structural interpretation of possible autocorrelation 
in error terms is resonant of Frisch’s efforts to handle both aberrations and 
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stimuli in one business-cycle model framework. But further progress was 
deterred by the focus of the CC group on estimation. Since Hurwicz’s model 
showed autocorrelation in the error terms of the ‘reduced form’, a model 
form which was regarded merely as a convenient vehicle for estimation, the 
feature of residual autocorrelation was subsequently seen as a problem to 
be dealt with by estimator designs. That perception soon became widely 
accepted as more and more empirical evidence confi rmed the prevalence of 
residual serial correlation in macro-econometric models or models fi tted by 
time-series data. Few tracked the problem to the wide gap between the gener-
ality of the abstract structural model (8.1) and the frequently oversimplifi ed 
formulation of structural models in practice, for example (8.3), not to men-
tion that many such models were of the static type.  

  8.2     Errors in equations during the consolidation years 

 To a large extent, the consolidation of the CC paradigm was embodied in 
the prevalence of the view among econometricians that the key role of the 
error terms was to assist the design of statistically best estimators of a priori 
given structural parameters. The classical IID conditions were expedient for 
acquiring such estimators. Nevertheless, error terms were treated as a neces-
sary intermediate means of parameter estimation, otherwise devoid of any 
signifi cant economic meaning. 

 One line of research which contributed substantially to the prevalence of 
this view was the design of estimators for static structural models augmented 
by autocorrelated errors. The research was motivated by widespread fi ndings 
of autocorrelated residuals from fi tted structural models using time-series 
data. A leading fi gure in this research was G. Orcutt. As described in Chapters 
3 and 4, Orcutt started the research by looking into the autocorrelation in 
each of the fi fty-two economic time series used in Tinbergen’s (1939) model. 
Assuming an autoregressive model of order two, AR(2), Orcutt (1948) found 
that many of the series could be characterized by the following AR(2) with a 
unit root:  

y y yi i t i t i t, ,yt i , ,t i= +yi t +−1 1yi tt+ −yi t0 3. Δyyy �     .
 

 (8.5) 
 

 If (8.5) correctly modelled the dynamics of those series, the OLS method used 
by Tinbergen would lose its statistical optimality. Assisted by D. Cochrane, 
the search for a general solution resulted in the Cochrane–Orcutt (CORC) 
estimation procedure (Cochrane and Orcutt, 1949) (see also Sections 4.1 and 
7.4). Actually, two possible routes to a solution were proposed in that joint 
paper. One was ‘to change some of the variables, add additional variables, or 
modify the form of the relation until a relationship involving what appear 

09_Qin_CH08.indd   139 6/18/2013   2:37:15 AM



A History of Econometrics

140

to be random error terms is found’; the other was to develop more elabo-
rate estimation methods than the OLS while leaving the structural specifi ca-
tion fi xed. The latter route was chosen because economists typically specifi ed 
structural models in terms of ‘the most reasonable choice of variables and 
form of relation’ (Cochrane and Orcutt, 1949) prior to data inspection. To rec-
oncile the fi xed structural models with autocorrelated error terms, Orcutt and 
Cochrane came up with a compromise solution—to augment the models with 
an autoregressive error scheme. In the case of a static structural model:  

  y ut tz t+ztzβz ,    (8.6)  

 the simplest augmentation was an AR(1) of ut :   

  ut t t+u εtu +uutu −1 .    (8.7)  

 The CORC estimator was essentially an iterative least-squares estimation pro-
cedure based on (8.6) and (8.7). 

 However, Cochrane and Orcutt did not totally ignore the other route. They 
observed that the CORC estimator of �    tended to be biased towards unity 
when the a priori models took the static form of (8.6), especially when  z  and 
 y  are trending variables, and recommended that it would probably be more 
convenient to estimate �    from the following growth-rate model:  

  Δ ΔyΔ et t t t t+ΔzΔ tzΔβ βΔΔ Δ ΔΔut t+ΔΔzΔΔ tzΔ ΔΔΔΔ .    (8.8)  

 However, the change in residual defi nitions from (8.6) to (8.8) was left out 
of the discussion. Their recommendation was adopted by Stone (1954) as 
well as the Netherlands Central Planning Bureau (see Theil, 1961; see also 
Section 7.4 of the previous chapter). 

 Noticeably, the auxiliary equation (8.7)—which distinguishes between 
autocorrelated disturbances ut    and white-noise residuals �t    in a somewhat 
similar manner to Frisch’s distinction between ‘stimuli’ versus ‘aberrations’—
suggests the possibility of reviving Frisch’s ideas. However, this turns out to 
be illusory because the error terms analysed by Cochrane and Orcutt lacked 
theoretical interpretation, either in respect of the structural model (8.6) or in 
relation to the generation of dynamics, as in Hurwicz (1944). In other words, 
the addition of (8.7) to (8.6), or the move to fi rst-differenced series tended 
to reinforce the prior status of theoretical models, and concentrated atten-
tion on the statistical issue of effi cient estimation. The consequence was that 
the majority of econometric research was oriented towards developing more 
complicated estimation tools for fi xed, frequently static, theoretical models 
with relatively little attention devoted to the way more complicated dynamic 
specifi cations might explain economic fl uctuations. 

 The consequence was probably best illustrated from the subsequent works 
by Sargan (1959, 1961) and Durbin (1960b), following the CORC procedure. 
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However, they showed independently, through combining (8.6) into (8.7), 
that augmenting a static model by an AR(1) error process was equivalent to 
dynamic respecifi cation of the original model (8.6) with a particular restric-
tion on the coeffi cient of zt −1:   

  y y y zt tz t tz t t t t t+z = + −(( ) +β ρyyt +ztz ε+zz β yy+zz βρ) ε1ttztz −t 1ztz)1 + −tβρ .  (8.9) 
 

 But neither Sargan nor Durbin pursued the implications of such respecifi ca-
tion. Instead, both focused on how to achieve the optimal estimation for �     
in a more general way than the CORC procedure, although Sargan suggested 
in passing the possibility of testing the residual autoregressive setting against 
the more general dynamic model, that is one relaxing the coeffi cient restric-
tion on zt −1    in (8.9). It was well over a decade before that suggestion was fully 
explored, as described in Section 7.4. 

 Meanwhile, researches into the complications of model residuals failing 
the other IID conditions followed a similar methodology, that is to design 
new estimators to restore the loss of statistical optimality in the existing 
estimators owing to the failures. The case of how to improve the effi ciency 
when heteroscedasticity was observed from the residuals served as one such 
example (e.g. Theil, 1951; Goldberger, 1964; Lancaster, 1968). The seemingly 
uncorrelated regression estimation (SURE) method proposed by Zellner (1962) 
was another example, one which took into account possible cross-equation 
error correlations in a set of regression equations, each having different sets 
of exogenous variables. These research studies helped to strengthen the CC 
paradigm of taking a priori structural models as correct irrespective of dubi-
ous signs revealed from statistically non-purifi ed residuals. 

 Research in applied modelling, on the other hand, followed far less uni-
formly from such a pedantic position. Early applied modellers were familiar 
with the frequent need for ad hoc adjustments to a priori postulated structural 
models. Theil was one of the fi rst econometricians who tried to highlight the 
problems associated with such practices. Theil (1961: ch. 6) argued that such 
practices amounted to changing the maintained hypotheses and were there-
fore contrary to standard Neyman–Pearson hypothesis testing methodology. 
He advocated that changes in the maintained hypothesis be made explicit 
through what he referred to as ‘specifi cation analysis’. Statistical properties 
of the model residuals played an essential role in specifi cation analysis. This 
implied two extensions to the previously existing framework. First, Theil 
proposed minimization of the residual variance as the main criterion for 
specifi cation choice. He recognized that ‘there is no law in economics which 
states that such proportions [of the disturbance] are small or even “as small 
as possible”’, but he attempted nevertheless to justify minimization as the 
criterion for choosing between different model specifi cations (Theil, 1957). 
Second, Theil included both residual autocorrelation and cross-equation 
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dependence as potential problems to be dealt with in specifi cation analysis 
(Theil, 1958: ch. 6), thereby reviving the question of how model specifi cation 
should relate to the statistical properties of the error terms. Theil’s specifi -
cation analysis effectively claimed to make it routine to respecify models 
and test between different (often non-nested) theoretical models since it pre-
sumed that applied modellers ‘do not know the “true” specifi cation in gen-
eral’ (Theil, 1958: 215). Such a position was potentially subversive to the CC 
paradigm of taking structural models as a priori known and fi xed.  

  8.3     Error terms as manoeuvrable unobservables 

 The subversion remained largely dormant for nearly two decades until the 
mid 1970s. As described in Chapter 2, Leamer’s (1978a) book on specifi cation 
searches posed an open challenge to the CC approach. Despite the difference 
of statistical approach between the classical and the Bayesian standpoints, 
Leamer’s view was surprisingly close to that of Theil. In fact, Leamer referred 
to Theil’s view on the necessity of specifi cation analysis and regarded it as 
a rejection of ‘classical inference as unworkable’ but nevertheless viewed it 
as inadequate to ‘offer a procedure that would allow valid inferences in the 
context of a specifi cation search’ (Leamer, 1978a: 5). 

 Chapter 2 has shown that Leamer’s specifi cation searches were targeted 
at fi lling the substantial gap between the theoretical and applied positions 
in econometric modelling. Interestingly, he related such searches to applied 
modellers’ choice in specifying the error terms, which he regarded as manoeu-
vrable ‘unobservables’. Starting from a basic textbook regression model simi-
lar to (8.6),  3   Leamer demonstrated that such a given model amounted to ‘a 
tautological defi nition’ of the error term, since by defi nition  u  was ‘all of 
those things that determine  y , excluding’ ββ y zβ .zβ This point was fur-
ther presented explicitly as  

  u xii i∑ γ ,  
 

 (8.10) 
 

 where the xi    defi ned all the possible explanatory variables omitted in the orig-
inal model. When a given structural model took the form of (8.6),  z  became a 
‘fi xed’ explanatory variable while those xi    in (8.10) were able to ‘to vary within 
the confi nes of some more-or-less well-defi ned experimental conditions’. 
Noticeably, (8.10) enabled Leamer to show that the conventional practice of 

asserting the IID conditions on  u  was equivalent to asserting those conditions 

  3     Leamer’s equation actually covered the case of multiple regression without specifi c reference 
to time-series data.  
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on 
 ii ix∑    and further that the designation of  z  being fi xed would require that

E x zii iγ∑( ) = 0, that is, the condition to rule out the possibility of omitted 

variable bias. By representing the two conditions in such a way, Leamer made 
it obvious how ‘unlikely’ or enormously restrictive these conditions were ‘in 
nonexperimental research’ and likewise how restrictive was the conventional 
position of taking the original model as ‘well defi ned’ (1978a: 65). It therefore 
became necessary to undertake a data-instigated specifi cation search. 

 Leamer also used the ideal situation of u = 0    to defi ne ‘a complete theory’. 
Since it was such an unlikely situation in reality, the task was boiled down to 
fi nding an estimate for β     through minimizing the residuals so as to ‘make the 
theory appear as complete as possible’. The minimization made the variance of 
u  ‘a measure of the completeness of the theory’ (Leamer 1978a: 66). It should be 
noted that there was a marked difference between Leamer’s conception of com-
pleteness and Frisch’s, or Koopmans’s (1950) discussion on ‘when is an equation 
system complete for statistical purposes’. Leamer’s conception was essentially 
driven by the need for estimation of a priori given structural parameters. 

 Indeed, Leamer’s discussion on most of the six varieties of specifi cation 
searches that he classifi ed from applied studies was centred on the poste-
rior estimators of    resulting from experimenting with various priors, p( ),β)  
and the corresponding sensitivity analyses of the posterior estimates (see 
Chapter 2). Little of the discussion was focused on the error terms and their 
properties. Even in the case of ‘data-selection searches’ which was intimately 
involved with the statistical properties of the residuals, such as autocorrelated 
or non-normally distributed disturbances, the discussion was still focused on 
selecting the corresponding priors and deriving the corresponding posterior 
estimators. The possibility of treating those non-IID symptoms in the residuals 
as signs of model mis-specifi cation was totally ruled out, on the ground that 
data-selection searches were regarded as situations where the data evidence 
could not be precisely defi ned and ‘the interpretation of the data evidence 
thus remains elusive’. Therefore, ‘a researcher can only report features of the 
mapping of prior and data distributions into posteriors’ (Leamer 1978a: 260). 
Consequently, data-selection searches were reduced to designing estimators 
which would accommodate those distributional complications in the residu-
als, in virtually the same spirit as what those non-Bayesian econometricians 
did following the CC paradigm. Specifi cation searches for ‘postdata model 
construction’ was another case where discussion relating to the error terms 
resurfaced. However, the discussion was focused on the omitted variable bias 
in the estimates of β. Leamer referred to the bias as ‘ experimental bias ’ since it 
effectively designated (8.6) as a ‘ false model ’ for excluding those xi    which were 
correlated with  z . Furthermore, he saw the bias as the only form of ‘misspeci-
fi cation uncertainty’ induced by the failure, provided that the sample size 
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was not too small, on the ground that ‘in the nonexperimental sciences, the 
possibility of improving an “experiment” is, by defi nition, excluded’ (Leamer 
1978a: 296–9). In the event that a modeller decided to take  

  y z x e+� 
z +z       (8.11)  

 as the new model instead of (8.6), the decision amounted to postulating a 
new experiment, no matter whether it was ‘data-instigated’ (Leamer 1978a: 
section 9.4). The econometrician’s job consequently became the estimation 
of the parameters in (8.11). 

 The unwavering attention that Leamer devoted to parameter estimation 
shows that he was allied to the CC paradigm much more than his Bayesian 
veneer suggested. Unlike Theil’s specifi cation analysis which encouraged 
applied modellers to experiment with revising model formulations and specifi -
cations when the residuals of the original model were found to deviate from the 
IID conditions, the treatment that Leamer’s specifi cation searches advocated 
was essentially to revise the priors for the originally given structural param-
eters under the situation. Leamer’s interpretation of residuals as manoeuvrable 
unobservables, for example as determined by a non-uniqueness set of i    ’s in 
(8.10), made it effectively impossible to diagnose those statistical deviations as 
model misspecifi cations. Moreover, the Bayesian subjective stand helped him 
tolerate any arbitrariness in any a priori postulated structural models and hold 
them as maintained. To a large extent, Leamer’s specifi cation searches could 
be regarded as ‘the prior’ searches. Nevertheless, the credibility of structural 
models being indiscriminately maintainable was weakened by Bayesian sub-
jectivity, as well as by the arbitrarily manoeuvrable residuals and frequently 
fragile results of posterior parameter estimates from sensitivity analyses.  

  8.4     Error terms as innovative structural shocks 

 In contrast to Leamer’s Bayesian approach, error terms drew much more 
attention in the VAR approach and that attention was even at the expense of 
the estimation of structural parameters. Chapter 3 has shown how the VAR 
approach benefi ted from a cross-fertilization of the RE movement in macro-
economics and advances in time-series statistics. Both directions involved 
new aspects of interpreting error terms. 

 An overarching theme of the RE movement was to improve macroeco-
nomics by designing dynamically testable and behaviourally optimizable 
models. Its realization was through the introduction of latent ‘expectation’ 
variables, originally proposed by Muth (1961), as a key dynamic driver of 
an otherwise conventional static model. These variables not only offered 
a powerful economic justifi cation for the wide and general use of lagged 
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variables in the name of the available past information, but also trans-
formed them into a series of shocks (see the example shown in equations 
(3.2)–(3.7) of Section 3.2). The RE models thus revived Frisch’s vision of 
‘stimuli’ as a means of characterizing the dynamic effects of random shocks 
on business cycles. The revival brought back the ‘shock’ interpretation of 
the error terms by the CC group. The interpretation effectively upgraded the 
role of error terms to structural status by treating them as important as cer-
tain exogenous variables and possibly even more vital for being the driving 
processes of business cycles (cf. Whiteman, 1983: ch. 1).  4   But RE modellers 
were not unaware of a certain ambiguity in such a structural interpretation. 
For example, Lucas and Sargent (1979) acknowledged that ‘restrictions … 
governing the behavior of the error terms … are harder to motivate theoreti-
cally because the errors are by defi nition movements in the variables which 
the  economic  theory cannot account for’; and Sargent (1978) wrote,  

  optimizing, rational-expectations models do not entirely eliminate the need for 
side assumptions not grounded in economic theory. Some arbitrary assumptions 
about the nature of the serial-correlation structure of the disturbances and/or 
about strict econometric exogeneity are necessary in order to proceed with esti-
mation. (Sargent 1978a: 1025)   

 However, their concerns were somehow disregarded when it came to the 
econometric implementation of the RE models. 

 Attentive handling of the error terms was also a salient feature of the 
time-series statistical approach, albeit based on quite different reasoning. 
They were regarded purely as ‘residuals’ from model building and their statis-
tical properties were thus used as a key yardstick for model construction and 
evaluation. The time-series approach also attributed a new property to the 
error terms—‘innovation’ with respect to forecasting, in addition to the con-
ventional IID conditions. With the popularization of the approach by Box and 
Jenkins’s (1970) monograph, the econometric community became increas-
ingly keen to combine the time-series approach into econometric modelling, 
including having innovational residuals as a necessary condition (e.g. Hendry, 
1974; Granger and Newbold, 1974b, 1977a; Sargent and Sims, 1977). 

 As described in Chapter 3, the VAR approach advocated starting macro-
econometric models from a dynamically unrestricted VAR of all the vari-
ables, say a set of xt ,which were considered important and indispensible on 
the basis of economic arguments:  

  A xt t( )L ,= ε  (8.12)  

  4     Actually, Muth’s (1961) RE model was not the fi rst to ‘structuralize’ error terms. An earlier 
example was Solow’s (1957) proposal to interpret the residuals from production functions as a 
measure of productivity.  
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 where  A ( L ) is a matrix polynomial of parameters in lag operator  L  of order 
 n , the magnitude of which should be chosen in such a way as to ensure 
that the model-derived �t    should be an innovation process, that is 
E x Et t t t t( ,xt t ) ( )Xt t .x EE,xt tx ( =)XE(1 t,xt, t, 1 0 Provided that  A ( L ) was invertible (which 
requires that each component of  x  is stationary), the VAR was then trans-
formed into the moving average representation (MAR):  

  x At tA −( )LL ,1ε    (8.13)  

 so as to enable model-based shock simulations, known as impulse response 
analysis. The duality of (8.12) versus (8.13) brought about a dual interpreta-
tion of the error term, εt .Viewed from (8.12), �t    was merely statistical resid-
uals since, solely for estimation purposes, it was tacked onto a theoretical 
model which was ‘silent about the nature of the residuals’. Through the map-
ping of (8.12) onto (8.13), however, � t    acquired the interpretation of innova-
tional ‘shocks’ relating to each modelled variable in the VAR, for example 
the error term of a money-demand equation was called ‘money innovation’ 
or monetary shock (Sims, 1980a). Sims (1978) even referred to such impulse 
response analysis as ‘innovation accounting’. The latter aspect of a structural 
interpretation played a signifi cant role in popularizing the VAR approach 
as a powerful means of policy analysis for macroeconomists. Noticeably, 
the VAR-based MAR (8.13) actually resonated, in a multivariate context, the 
Slutsky–Frisch impulse-propagation scheme, making Frisch’s idea of ‘stimuli’ 
empirically possible. In other words, once the series { }t     were interpreted as 
stochastic economic shocks, (8.13) was seen as a general representation, or 
a structural model, of how the impact of these shocks was transmitted via 
A 1( )L     to generate business cycles. 

 However, impulse response analysis based on (8.13) requires the imposi-
tion of a causal ordering (i.e. a recursive structure) on the VAR system. This 
amounts to triangularization of the leading term of A 1( )L , or orthogonaliza-
tion of the error terms. But there is no unique way of doing this—alternative 
triangularization schemes are effectively equivalent to alternative identifi ca-
tion assumptions within an SEM framework. VAR analysis simply reverses 
the traditional sequencing of model identifi cation and estimation. The iden-
tifi cation issue under this veil was thus seen as a new technical challenge to 
the VAR approach and gave rise to its revision into the SVAR approach as well 
as various methodological disputes concerning the structuralness of the VAR 
or SVAR approach referred to in Section 3.5. 

 Meanwhile, the practice of innovation accounting through impulse 
response analysis encountered little disagreement. In fact, it was extensively 
adopted in the RBC models, which, interestingly, were seen as being dis-
tinct from VAR models, or following a methodology in opposition to the 
VAR approach. RBC modellers would generally specify the error terms of 
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their models as arising from two sources: shocks from exogenous variables, 
which were commonly treated as evolving from AR processes with random 
shocks, and measurement errors, which were actually introduced because of 
the necessity of model estimation (see Kim and Pagan, 1995). When signifi -
cant discrepancy occurred between the values of their model simulation and 
the actual data, RBC modellers tended to explain the discrepancy as arising 
from unimportant or uninteresting aspects of the economy from which their 
models had been abstracted (e.g. Kydland and Prescott, 1991). Explanations 
of this sort aroused great distrust of RBC models among econometricians 
(e.g. Quah, 1995; Gregory and Smith, 1995). 

 In spite of the seemingly highly incompatible methodologies, the two 
camps actually share a common perception of the error terms—as exogenous 
stochastic shocks driving the cyclical movements of the endogenous variables. 
Essentially, such a ‘structural’ perception rules out the possibility of model 
mis-specifi cation, particularly mis-specifi cation due to omitted variables. In 
the case of the VAR approach, the practice of impulse response analysis based 
on (8.13) presupposes that the underlying VAR (8.12) is an economically valid 
and statistically autonomous characterization of the dynamics of the  x  vari-
ables, that is, the VAR is treated as the maintained hypothesis since the prac-
tice effectively disregards the existence of structurally unexplained residuals. 
The apparent lack of any restrictions in (8.12) might appear to guarantee that 
(8.12) is suffi ciently general to embed all a priori postulated theoretical mod-
els. However, that actually depends on the choice of variables to be included in 
the variable set  x.  In practice, limited data samples tend to result in extremely 
small sets, frequently with fewer than ten variables. Empirical VAR models 
are thus not much less ‘incredible’ than those conventional macro structural 
models, if compared to Sims’s (1980a) criticism of those models.  

  8.5     Error terms and error-correction models 

 The lack of credibility of innovation accounting through impulse response 
analysis in practice could merely be due to the over-strong assertion needed 
for the analysis that the VAR models were correct and complete. Nevertheless, 
the advocacy of the VAR approach to target innovational errors in economet-
ric model building struck an approving chord among empirical modellers 
who were sharply aware of the pitfalls of taking a priori structural models as 
fi xed. In particular, the target was adopted independently by modellers who 
were developing the LSE approach, as described in Chapter 4. However, the 
LSE modellers did not describe model residuals as structural shocks. Instead, 
they tried to build economically interpretable shocks within dynamically 
well-specifi ed models in the form of EC model specifi cation. 
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 As shown in Chapter 4, the EC model specifi cation was used to bridge time-
series data and theoretical models of the partial equilibrium type, a type 
most often used in practice. In a stochastic framework, the type amounted 
to posing a conditional distribution, D y z( |y ), through decomposing the 
variable set, x y z{ ,y }. If viewed from the joint distribution D( )x    underlying 
(8.12), this conditional postulate implied discarding the marginal distribu-
tion D( )z    from the factorization of D D y z z( )x ( |y ) (D ).= Under the time-series 
approach, the conditional postulate was commonly approximated by models 
of the autoregressive distributed lag (ADL) class:  

  y yt
i
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j ty j
j

n

t+
=

−∑ ∑i t i Φ∑+zt i
0 1j=

�     .
 

 (8.14) 
 

 The error term, εt , in (8.14) was regarded as a model-derived mean-innova-
tion process, the same as the fi rst side of the VAR dual interpretation. But in 
contrast to the second side, �t    was considered as ‘a compound of many reduc-
tion losses’ relative to the information available during model specifi cation 
and therefore ‘cannot sustain claims to be a “demand” shock or a “monetary 
innovation”’ in the sense that it could not be identifi ed as an autonomous 
economic entity (Hendry, 1995: 61 and 359). It should be noted that �t    was 
acknowledged to include the errors not only from omitting D( )z    but also 
from omitting other potential variables from the initial variable selection 
of the set  x . However, these errors should be insignifi cant if the theoretical 
postulate was to be empirically viable. 

 Starting from (8.14), an LSE modeller would search for, or design, a statisti-
cally optimal ADL with the minimum number of lags,  n , by minimization of 
the variance εt . Once an optimal ADL was found, it was reparameterized into 
an EC model mainly for interpretation purposes. For example, a fi rst-order 
(i.e. n = 1   ) ADL of (8.14) could be transformed into:  

  Δ Γ Δ
Γ Γ

Φ
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( )Φ −1Φ 1 ( )y Kzy .where  

 
 (8.15) 

 
 As described in Section 5.3, parameter  K  in (8.15) was regarded as the key 
parameter of interest, since it embodied the long-run coeffi cient of the static, 
equilibrium condition:  

  y Kz.    (8.16)  
 Comparing (8.16) with the EC term in (8.15), that term could be interpreted 
as an error or long-run disequilibrium variable: u y Kzt t −

−y( ) 1
. In other 

words, Equation (8.15) could be rewritten as:  

  Δ Γ ΔyΔ ut t tΓ ΔΓ ΔΓ +ut0 1tΔzΔ ( )Φ −1Φ 1 .ε    (8.15 ′ )  
 Notice that (8.15 ′ ) can be interpreted as modelling the dynamics of yt    in 
terms of its short-run ΔyΔ t    by three types of shocks: short-run shocks from 
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exogenous variables Δzt , the lagged long-run disequilibrium shocks ut −1,and 
the  innovative error εt , with only the fi rst two potentially having a structural 
interpretation. However, if one follows the traditional approach, the interpre-
tation is confi ned to  K  alone, that is, to the a priori postulated parameter in 
theoretical model (8.16), albeit its estimate is now redefi ned by the long-run 

relationship K =
−

Γ Γ+
Φ

0 1Γ+

11
. Under this narrow interpretation, the correspond-

ing residuals will generally be autocorrelated, since (8.15 ′ ) reveals:  

ut ty t t
1

0( )1 ( )y zty t t− −z0 .−1)1 ( yyy 0    (8.17)  

 Equation (8.17) shows that even though {�t    } are serially independent by con-
struction through (8.14), { u  t } are not. This interpretation provides a certain 
rationalization to the conventional practice of estimating a priori structural 
models in a simple static form allowing for residual autocorrelation. It also 
implies that it may not always be appropriate to select an estimator for a 
structural model like (8.16) by imposing the classical IID conditions on its 
tacked error term, ut . Notice, however, that (8.17) also defi nes a general func-
tion for the autocorrelation of ut     derived from the ADL, making any other ad 
hoc imposition of the autocorrelation forms on ut     testable. 

 If one goes beyond the traditional approach bounded by (8.16), all the esti-
mated parameters in (8.15) can be interpreted as structural. This is a much 
broader interpretation in that it not only considers the short-run exogenous 
shocks Δzt    as structural but also allows implicitly for  K  to be data-instigated 
rather than a priori given (this latter case is described as ‘error correction’ 
instead of ‘equilibrium correction’ in Hendry, 1995). Notice that the inno-
vation property of �t    becomes one prerequisite of this interpretation. But 
more interestingly, this interpretation indicates a possible way out of the dif-
fi culties inherent in Frisch’s attempt to classify random shocks according to 
their dynamic roles in structural models. Following Frisch, we can transform 
(8.15) into a type of fi nal form:  
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 Equation (8.18) shows that we can now decompose the input shocks into a 
set of model-derived, non-structural, innovational shocks { },t and another 
set of structural shocks which further divide into the short-run exogenous 
shocks { }t    and the long-run disequilibrium shocks { }.t 1 This decomposi-
tion has two advantages over Frisch’s (1938) distinction between ‘aberrations’ 
and ‘stimuli’. From the economic standpoint, it enables us to see the distinct 
dynamic impacts of the short-run and long-run shocks after fi ltering out the 
non-structural shocks designated as innovational and model- dependent, and 
to conceive the long-run equilibrium path as a latent structure imposing a 
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negative feedback on the dependent variable. From the econometric viewpoint 
on the other hand, we need only require weak stationarity of the structural 
shocks, that is, they are not necessarily free of autocorrelation. Furthermore, 
the separation of the short-run Δzt    from the long-run relation ( )y    reduces 
the likelihood of high collinearity among the parameter estimates (see also 
Section 7.4). Note also that if we compare the EC reparameterization (8.15) of 
an ADL model (8.14) with the MA representation (8.13) of a VAR model (8.12) 
in the previous section, we fi nd a close resemblance except that, in the fi rst 
case, εt ,  (the innovation residuals) has not been granted a structural shock 
status as it has in the second. The comparison shows clearly that error terms 
are by no means the only and unique entity to represent the idea of structural 
shocks for the purpose of simulating their effects.  5    

  8.6     History in retrospect 

 The previous sections provide us with an interesting perspective—pitfalls 
of the traditional modelling approach and reformative alternatives can all 
be refl ected by various ways to manoeuvre the unobservable error terms. 
Since these unobservables represent gaps between theoretical postulates and 
empirical models, as well as between models and reality, error term manoeu-
vres arise naturally from attempts to narrow these gaps. To a large extent, dis-
contentment with the traditional approach derives from the observation that 
the gap between a priori postulated models and the relevant data information 
is simply too large to be fi lled by error terms bounded by IID conditions. 

 The Bayesian approach pioneered by Leamer perceives the problem mainly 
as one of classical statistics for failing to generate the ‘best’ adaptable estima-
tors. The Bayesian prescription effectively tries to narrow the gap by pro-
posing more fl exible estimators than the classical approach allows, together 
with explicitly freeing the error terms from the IID straitjacket. The remedy 
maintains the traditional position of confi ning the econometricians’ duty to 
estimation of a priori postulated structural parameters, but at the expense 
of exposing how arbitrary or fragile the estimates could be without model 
re-specifi cation. 

 The VAR approach, on the other hand, adopts the Box–Jenkins time-series 
methodology to allow room for data-instigated model specifi cation. The 
position of IID error terms is retained and strengthened to innovational 
shocks in the process, but at the expense of abandoning the position of tak-
ing all structural parameters as a priori given. This expense, however, has 
caused hardly any anxiety to macroeconomists of the RE breed, since they 

  5     For more arguments on this point, see e.g. Hendry (2002).  
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are too preoccupied with experimenting with latent shock variables in mac-
roeconomic models. The shock interpretation of the MAR-based impulse 
response analysis fi ts their need timely. It serves as an empirical gloss over 
those newly invented RE models and makes them appear correct and com-
plete. Unfortunately, data information offers no guarantee of rendering to 
any VAR models innovational error terms which will also generate economi-
cally feasible shock stories. The dual interpretation of the error terms—being 
simultaneously ‘aberrations’ and ‘stimuli’ using Frisch’s terminology—sim-
ply demands too great a faith in models. A structural interpretation of equa-
tion errors presupposes that they are autonomous, that is, that they have the 
same status as other variables in structural models. But in that case, there is 
no general argument that these shocks must surely exhibit those statistical 
properties embodied in the classical assumptions. Nor is there any probabil-
ity left for those structural models to be incorrect or incomplete. 

 In contrast, the LSE approach takes a more moderate position by seeking to 
specify and estimate data-permissible models with both economically inter-
pretable structural parameters and astructural IID error terms. The approach 
can thus be seen as a middle course between a traditional structural model 
approach and the VAR approach. Under the LSE approach, structural shocks 
or ‘stimuli’ are identifi ed within a well-specifi ed dynamic model, that is, after 
an innovational error term is fi ltered out as the model residuals. The identifi -
cation is realized through reparameterization of the model into an EC type, 
where explanatory variables are turned into shocks which are economically 
interpretable and can be statistically autocorrelated. But the approach has met 
with resistance from many economic theorists because the reparameteriza-
tion effectively denies the usefulness of postulating a priori tightly formulated 
models. The validity of a full structural interpretation of EC models, such as 
(8.15), is thus disputed not only for its lack of uniqueness but also for its data 
sample contingency, especially with respect to those short-run shocks. 

 In retrospect, disparate and sometimes confusing interpretations of the 
error terms essentially refl ect various and changing views of models and 
especially of empirical model building. Many of the reformative ideas were 
driven by a desire for statistically better performing models to enhance the 
CC legacy. As a result, innovational residuals have become the benchmark 
for macro-econometric model searches and data-instigated model selection 
procedures have gained increasing popularity. Such practice has encour-
aged an instrumentalist viewpoint of modelling (e.g. Rissanen, 1987, 1989).  6   

  6     Rissanen proposes viewing models as an algorithmic encoding of data, which amounts to 
the imposition of constraints on the data. Following the theory of algorithmic complexity, he 
develops a theory of stochastic complexity to capture the essence of modelling as searching 
for the minimum description length (MDL) or the shortest code length with respect to data 
information.  
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The viewpoint abandons the quest for models with ‘true’ or inherently 
 meaningful parameters and regards, instead, any statistical models as math-
ematical descriptions of certain regularities in data. The modellers’ task is 
thus reduced to searching for the most compact models with innovational 
error terms using available information.  7   In this instrumentalist approach, 
error terms may be seen as playing the role of demarcating, from given data 
information, what is unknowable from what is knowable, the demarca-
tion being achieved by requiring the unknowable errors to be innovations 
with respect to the knowable part (i.e. the model itself). Any more extended 
interpretation of the error terms would appear redundant. But although a 
completely instrumentalist view of modelling is sustainable so long as the 
econometrician is concerned only with representation and prediction, pol-
icy intervention requires valid external reference, and this could make the 
thoroughgoing empiricism underlying the instrumentalist stand unattrac-
tive to theoretical economists. Nevertheless, the insight from examining the 
history via the error terms should help us better understand the complexity 
of model building and avoid the pitfalls of unconditionally taking models as 
reality, or as the correct and complete representation of reality.        

  7     For more discussions in the econometric community, see e.g. Phillips (1996), Phillips and 
Ploberger (1996), Phillips and McFarland (1997), Chao and Chiao (1998), and Reschenhofer 
(1999).  
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     9 

 Calibration of Model Selection 
and Design Procedure  

   To a great extent, confusions and misinterpretations of the error terms 
described in the last chapter are refl ective of diffi culties in model specifi ca-
tion, selection, and design. Likewise, those problematic aspects of parameter 
estimation, as described in Chapter 7, are effectively symptoms of inade-
quate model specifi cation and design. In comparison to the estimation of 
structural parameters, however, research in model selection and design has 
been disparate and slow to develop as well as to become widely accepted in 
practice, somewhat similar to the gap between the econometric modelling 
of the Phillips curve and econometric studies of business cycles, as shown in 
Chapters 5 and 6. This relatively slow development is probably due mainly to 
the consolidation of the CC paradigm. In the paradigm, the job of formulat-
ing testable theoretical models is delegated to academic economists and the 
central task of econometricians is to provide statistically best estimators for 
the unknown parameters of those models; the task frequently entails a bridg-
ing chore—model specifi cation—basically to attach to those models a set of 
error terms assumed to satisfy certain probabilistic assumptions which are 
statistically desirable for the estimation. It took several cohorts of econom-
etricians and applied economists to fully realize and openly admit that such 
a delegation of jobs was but an illusion in practice, and to become actively 
involved in sharing the task of model formulation, selection, and design. 
This is perhaps the most salient feature which has distinguished the three 
reformative enterprises described earlier in Chapters 2, 3, and 4. 

 Although a great deal of the earlier description and discussion has been 
devoted or related to issues pertinent to model specifi cation, selection, and 
design, the intricacy of the topic makes it worthy of a separate treatment, 
especially with respect to the topics discussed in Chapters 7 and 8. Hence, 
the present chapter tracks the uneven research path in model specifi cation, 
selection, and design, and shows how the issue moved from a marginal 
concern to a central position during the reformative years. It starts from a 
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summary description of the sparse studies on the issue during the consolida-
tion years (Section 9.1). The subsequent section moves on to the rising focus 
on model evaluation and on developing specifi cation tests mainly during the 
1970s–1980s. Section 9.3 discusses and compares the model selection and 
design procedures proposed by the three reformative approaches described 
in Chapters 2–4. The subsequent development up to the early 1990s forms 
the topic of Section 9.4. The last section concludes with methodological 
refl ections of the history.  

  9.1      Model specifi cation and selection in the 
consolidation years 

 As described above, econometricians have been obliged to impose certain 
stochastic assumptions on the error terms in model specifi cation as an essen-
tial prerequisite for the design of best estimators for certain given structural 
parameters. The most commonly used assumptions in regression models are 
known as the classical assumptions for regression analysis, that is assuming 
that the error terms are identically, independently, and normally distributed. 
To a large extent, the CC programme can be seen as setting a new standard 
in how to modify those assumptions in line with the economic properties of 
given structural models and to resolve the consequent estimator design prob-
lems. The particular property in need of modifi cation then was simultaneity, 
which was translated, in the model specifi cation step, with the assumption 
that all the error terms in an SEM were jointly distributed. This modifi ca-
tion gave rise to a correlation between the error term and those endogenous 
regressors in each individual equation of the SEM, a problem which makes 
the OLS estimator lose its statistical optimality. 

 Empirical experience from macro-econometric model building subsequent 
to the CC programme soon revealed that the simultaneity-derived estima-
tion problem was actually mostly insubstantial in practice (e.g. Christ, 1952b, 
1960; Waugh, 1961; Epstein, 1989). Meanwhile, however, two other acute 
and recurring problems surfaced. The fi rst was signifi cant residual serial cor-
relation from models estimated using time-series data. This problem would 
violate the classical assumption of independence. The second was larger than 
expected out-of-sample residual values, which mirrored model forecasting 
failures. The failure implied a rejection of the identical assumption in model 
specifi cation. Solutions to the fi rst problem led to latent revisions of the a 
priori model concerned into a COMFAC type of model, as already described 
in Sections 4.2 and 7.4, while the second problem was often dealt with by 
explicit model revisions through data-driven experiments, and two early 
examples can be found in Christ (1952b) and Klein and Goldberger (1955). 
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The search for solutions to both problems effectively extended the realm of 
model specifi cation from simply assuming stochastic properties of the error 
terms to model re-specifi cation, namely modifi cation of the initial model 
formulation so as to have error terms of the modifi ed model fulfi lling the 
assumptions. In so doing, applied modellers were inevitably confronted with 
and involved in the vexing task of model selection. 

 In fact, applied modellers had rarely been given structural models which 
would not require any modifi cations when being fi tted with data. Since model 
selection was formally assumed to be beyond the duty of econometricians, the 
topic was excluded from econometrics textbooks, except perhaps for limited 
and covert discussion under the disguise of alternative specifi cation conditions 
to the classical assumptions. Consequently, applied modellers were left to com-
mit ‘sins’ (see Leamer, 1978a: Preface) routinely in carrying out the task of model 
selection and modifi cation in an ad hoc manner. Econometrics has abounded 
with such sinners since its very early days. It may be particularly interesting 
to look at some of the examples described in Chapter 5, where even the most 
theoretically minded practitioners, Lucas and Rapping, were involved in ad hoc 
data-driven experiments after their elaborate derivation of the inverse Phillips 
curve model based on a priori labour market equilibrium theory. The situation 
then was probably best summarized by Howrey et al. (1974):

  Economic theory and knowledge of the world around us can suggest a list of 
variables and some general parametric relationships. It cannot, however, set out 
in advance what the precise lag structure is nor all the departures from linearity. 
That is a matter of sample experimentation and not purely a matter of specifi ca-
tion. (Howrey et al., 1974: 379)   

 It should be noted, however, that for many applied modellers the connota-
tion of specifi cation was already much wider than what the term implied 
in the quote from Howrey et al., which was basically derived from the CC 
paradigm. For example, specifi cation was defi ned ‘as the process of deciding 
on the hypothetical structure of a model, preparatory to testing this with 
observed data and fi nally measuring its parameters’, and comprised two 
major steps—choosing variables and functional forms for each equation in a 
multi-equation model context (Brown, 1970: 49). 

 During the consolidation years, arguably the most signifi cant contribu-
tion to the widening of the connotation through active model construction 
was due to Henri Theil, mainly through his pioneering work on specifi ca-
tion analysis (1957 and 1961: ch. 6). From a statistical standpoint, Theil 
interpreted the structural model approach as virtually assuming the a priori 
model given to applied modellers as the ‘maintained hypothesis’, that is, the 
hypothesis which was not meant to be subject to test. He seriously questioned 
the practical validity of such an assumption as it greatly overestimated ‘the 
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economic theorist’s knowledge and intellectual power’ (Theil, 1958: 206). 
In his view, applied modellers should treat theoretical models as testable 
hypotheses and therefore be allowed to experiment with various hypoth-
eses using data information in model selection. Specifi cation analysis thus 
formed a cornerstone in his attempt to systematize the ad hoc practice in 
applied model selection and design. In his 1958 book, Theil spelt out three 
key principles for model selection: (a) predictive power, which was ‘the’ cri-
terion for a good econometric model, (b) plausibility, which could help raise 
the probability of forecasting success and which would primarily rely on the 
support of economic theory, and (c) simplicity, a criterion somewhat contra-
dictory to ‘plausibility’ but one which was crucial to keep the selected models 
useful for practical purposes (Theil 1958: section 6.2). These principles led 
to Theil’s setting of applied model selection and design on a two-fold target. 
Economically, all estimates of the parameters of a selected model must be 
plausible and, statistically, the residuals must not only satisfy the desired sto-
chastic assumptions but also have the smallest residual variance with respect 
to other possible model variants. To achieve this target, extensive specifi ca-
tion analyses came into play. These analyses were to iron out a number of 
common specifi cation errors in regression models, such as residual serial cor-
relation, correlation between the regressors and the error terms, and severe 
collinearity among the regressors on the one hand and omitted variable bias 
on the other. Concrete tests and diagnostic procedures were recommended 
for each type of specifi cation error, and possible ways of modifying models 
were introduced with respect to the available econometric methods of the 
time. In particular, Theil suggested an adjustment of the conventional good-
ness of fi t statistic, R2    , by the number of regressors so that the revised statis-
tic could be used as a model selection measure to incorporate the simplicity 
criterion (Theil 1961: 211–14). This measure of Theil’s was a precursor to the 
information criteria proposed by statisticians over a decade later, such as the 
Akaike information criterion (AIC) (1973) and the Schwarz criterion (1978), 
and adapted into econometrics as measures of model parsimony towards the 
end of 1970s (e.g. Sawa, 1978; Zellner, 1978; and also Amemiya, 1980). 

 Before then, however, textbook econometrics had remained largely indif-
ferent to Theil’s approach to model selection and specifi cation analyses. 
Apart from the rise to dominance of the CC structural approach, the indif-
ference probably came from the negative image of ‘data mining’, which had 
lingered on from Friedman’s sharp criticism of Tinbergen’s (1939) model and 
subsequently Klein’s (1950) model. In Friedman’s view, one should not be 
taken in by the ‘goodness of fi t’ statistics of those empirical models because 
they were built and selected for yielding ‘high coeffi cients of correlation’ 
‘after an extensive process of trial and error’ (Friedman 1940). In other words, 
‘the fact that the equations fi t the data from which they were derived is a test 

10_Qin_CH09.indd   156 6/18/2013   2:39:20 AM



Calibration of Model Selection and Design Procedure

157

primarily of the skill and patience of the analyst; it is not a test of the validity 
of the equations for any broader body of data’. The only appropriate test of 
the validity of a model is ‘the adequacy with which it predicts data not used 
in deriving it’ (Christ, 1952b: Friedman’s comment, pp. 108–9).  

  9.2      Data-based model evaluation and the rise 
of specifi cation tests 

 It has already been described in the previous chapters how the severe mac-
ro-econometric model forecasting failures of the 1973 oil-crisis-led recessions 
was a major impetus for the rise of the post-1970 reformative movements and 
that the movements led to a certain shift of position from the CC tradition 
towards an approach grounded more on statistical theories. The shift was well 
refl ected in the growing research attention and emphasis on model specifi -
cation, selection, and design issues. The growth brought about a revival of 
Theil’s approach to model selection and specifi cation analyses. 

 A major herald of the revival was a joint work by Phoebus Dhrymes, Philip 
Howrey, Saul Hymans, Jan Kmanta, Edward Leamer, Richard Quandt, James 
Ramsey, Harold Shapiro, and Victor Zarnowitz (1972), which aimed towards 
developing a framework for the systematic evaluation of macro-econometric 
models. The work resulted from a project for the Seminar on Criteria for 
the Evaluation of Econometric Models of the NBER-sponsored Conference 
on Econometrics and Mathematical Economics, a programme which com-
menced in 1970. It should be noted that ‘model evaluation’ was effectively a 
misnomer for model selection and design in Dhrymes et al. (1972), in which 
the operational procedures that they proposed were mostly statistical-test 
based model specifi cation analyses. In other words, ‘evaluation’ in their 
discussion was regarded as omnipresent and necessary during the model 
selection process, a viewpoint which had clearly forsaken the textbook 
assumption of taking structural models as a priori given and fi xed. Moreover, 
they acknowledged that there was no uniquely appropriate way to carry out 
such a model evaluation process. In order to make the task manageable, 
Dhrymes et al. classifi ed the issues pertinent to model evaluation into two 
categories: ‘ parametric ’ versus ‘ non-parametric ’ evaluation: ‘An evaluation 
procedure is said to be parametric if it relies on a formal statistical test based 
on the stochastic specifi cation assumed to apply to the econometric model. 
Non-parametric evaluation is concerned with specialized and descriptive 
procedures’ (Dhrymes et al., 1972: 293). Here, it is interesting to see that 
parametric relationships defi ned by economic theory are used as the funda-
mental divide in the classifi cation. The classifi cation allocates to ‘parametric 
evaluation’ almost all the apparently general issues relating to econometric 
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tests and the verifi cation of plausible economic hypotheses. However, it seg-
regates issues concerning the statistical properties of the residual error terms 
from those general issues and groups them into ‘non-parametric evaluation’, 
alongside other practical issues, such as measurement issues concerning the 
chosen individual variables of interest and the suitability of the model to 
specifi c purposes as well as the time-series properties of individual variables. 
Such a classifi cation could signifi cantly under-utilize the diagnostic function 
of the statistical properties of the residual errors during the model evaluation 
process. Noticeably, forecasting tests were assigned to the second division 
under the heading of ‘tracking measures’. 

 In the fi rst division, parametric evaluation was further divided into two 
steps—model construction and post-model evaluation via prediction. The 
latter was somewhat awkwardly separated from those ‘tracking measures’ of 
the second division. Dhrymes et al. (1972) devoted most of their discussion 
to the fi rst step, particularly the issue of how to choose the appropriate func-
tional forms, a key prerequisite for parametric estimation. Since ‘economic 
theory gives preciously few clues’ here, statistical techniques were resorted 
to for the choice. It was in this context that the then recently developed 
Ramsey’s (1969) test was recommended. Widely known nowadays as the 
RESET test, Ramsey’s test helps provide diagnoses of the appropriateness 
of a linear regression model against a non-linear one by testing whether 
non-linear combinations of the explanatory variables have any signifi cant 
power in explaining the modelled variable. Dhrymes et al. further related 
the conceptualization of Ramsey’s test to the general issue of discriminat-
ing between multiple possible models, and brought in the statistical clas-
sifi cation of ‘nested hypotheses’ (for cases when one hypothesis could be a 
special case of another more general one) versus ‘non-nested hypotheses’ 
(for the case when neither of two hypotheses is a special case of the other) 
for the analysis. Specifi cally, they introduced a test procedure for non-nested 
hypotheses proposed by Cox (1961, 1962) through the generalization of the 
likelihood ratio test. Interestingly, the similarity of the Cox procedure to the 
Bayesian approach to the problem of model selection was discussed in terms 
of the likelihood ratio, but the discussion left out the close relation of the 
ratio to the relative magnitudes of the residual error terms and hence the idea 
of selecting a model by the relative smallness of its residual errors. 

 A fuller adoption of the Cox procedure into econometrics was proposed by 
M. H. Pesaran (1974). Apparently unaware of the joint work of Dhrymes et al. 
(1972), as it was absent from the reference list of the paper, Pesaran saw the 
Cox procedure as a promising way to improve Theil’s adjusted R2, especially 
in the case of non-nested model selection. Based on Cox’s procedure, Pesaran 
proposed a specifi cation test to assist model choice between two non-nested 
linear single-equation models. The test procedure was subsequently extended 
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to the case of non-nested multivariate nonlinear models, see Pesaran and 
Deaton (1978). Other emulative works on the topic fl ourished around the 
turn of 1980, as illustrated by the special issue on ‘Non-Nested Models’ in 
 Journal of Econometrics  in 1983 and also by the survey papers by McAleer 
(1987) and MacKinnon (1992). Most of these works were focused on techni-
cal issues such as how to design computationally simple tests, how to improve 
the fi nite-sample properties of a test, and how to adapt such tests for models 
of special data types such as models of limited dependent and qualitative 
variables. 

 In fact, the thriving research in devising tests for non-nested models was 
rooted in an environment of expanding interest in tackling various specifi ca-
tion issues through designing appropriate specifi cation tests, as summarized 
by Hendry’s (1980) ‘three golden rules of econometrics’—‘test, test, test’. It 
was in this environment that Hausman’s (1978) specifi cation test received 
wide attention and was soon branded ‘the Hausman test’, even though the 
same test procedure—to test the validity of conditioning a modelled variable 
upon a set of explanatory variables in a regression—had been proposed by 
J. Durbin (1954) over two decades before.  1   However, the majority of model 
specifi cation tests were developed for the purpose of diagnosing possible 
mis-specifi cations through violations of the classical assumptions on the 
residual errors. These included a generalized approach proposed by Godfrey 
(1978) for testing residual serial correlations, tests of residual heteroscedastic-
ity devised by White (1980) and independently by Nicholls and Pagan (1983), 
and a test primarily for checking whether the residual errors were normally 
distributed (see Jarque and Bera, 1980). 

 While applications of those newly devised specifi cation tests were on the 
increase in the empirical literature, there was still a great deal of disarray in 
practice when it came to applied model selection and design. The growing 
supply of diagnostic tests had indeed greatly facilitated the exposure of com-
monly occurring model mis-specifi cation problems and enhanced awareness 
of those problems among applied modellers. But, methodologically, the tests 
provided no conclusive solutions as to what the correct model form and spec-
ifi cation should be once the problems were exposed, since the causes of the 
problems were seldom directly exposed by the tests. Moreover, multiple fail-
ures uncovered by different diagnostic tests might not necessarily indicate 
more than one cause of those failures. For example, concurring rejections 
of the classical assumptions such as homoscedasticity and normality could 
well be the result of the model under test being unable to explain certain 
unexpected data volatility of the modelled variable in a small part of the 
data sample used. In other words, what the test statistics directly revealed was 

  1     I am grateful to David Hendry for this historical fact.  
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the symptoms rather than the causes of the mis-specifi cations. The causes 
remained to be diagnosed by the modellers when the models which they 
initially fi tted failed one or more specifi cation tests. The causes that they had 
diagnosed would play an important role in their decisions about how to pro-
ceed with modifying and improving the initial models. Such decisions were 
also found to be intimately related to the criteria and the purposes underly-
ing the model specifi cation search, selection, and design process.  

  9.3      Major alternatives to specifi cation searches 
and model selection 

 It was in the milieu of thriving research into data-based model testing that 
the three reformative enterprises described in Chapters 2, 3, and 4 arose and 
distinguished themselves by explicitly offering alternative procedures to 
resolve the conundrum of the choice of model left aside by the CC group. 
Let us review and compare these major reformative approaches here, mainly 
from the perspective of the model selection criteria and purposes underlying 
these procedures. 

 In Leamer’s (1978)  Specifi cation Searches , the Bayesian approach was prescribed 
as a fundamentally effective treatment of the model selection problem. The pre-
scription was based on the following presupposition inherent in the CC tradi-
tion: measurement of economic theory was the principal driving force for applied 
model building and the measurement task amounted to obtaining the statisti-
cally best estimates of the a priori postulated structural parameters of interest. 
Accordingly, the Bayesian priors were seen as the most convenient means of rep-
resenting the a priori nature of these theory-driven parameters and of exposing 
the subjectivity of modellers’ decisions during model selection and specifi cation 
searches. The traditional research focus on the estimation of structural param-
eters was technically undiluted. Under the maintained absolute priority of the 
economic theory at hand, any additional data-based information from statistics 
relating to the residual error terms, and from trial additions of variables during 
specifi cation searches should be regarded as trivial or auxiliary in the sense that 
the information was considered useful as far as it would help improve the esti-
mates of the parameters of interest. In cases where post-data model evaluation 
indicated that the estimates were statistically too fragile, it would ultimately be 
up to the particular needs and requirements of the economists concerned to 
decide how the theoretical model should be revised and improved. 

 Leamer’s position of retaining the dominance of economic theory is illus-
trated quite clearly in his schematic diagram of model inference shown in 
Figure 2.1 of Chapter 2. Furthermore, the position could also be seen from 
his emphasis on weaving bits of the relevant data evidence together for the 
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purpose of coming up with a ‘plausible story’ in his analogy between ‘Sherlock 
Holmes inference’ and his Bayesian specifi cation searches (Leamer, 1974; the 
analogy also appeared in Dhrymes et al., 1972). The resort to reaching one par-
ticular ‘plausible story’ implies that it is beyond the modellers’ task to come up 
with a model which could fully explain all the features of the available data. 
In Leamer’s view, available samples of economic data were usually too weak 
to supply any sustainable stories without prior information (Leamer, 1978a). 
Technically, the Bayesian approach concentrated researchers’ attention on the 
probabilistic properties of the non-trivial parameter space, which was derived 
from the a priori defi ned variable space by a given theoretical model. Model 
selection issues which would entail modifi cation of the variable space should 
therefore be left open to economic considerations. Further developments of 
the Bayesian approach, especially those utilizing Bayesian decision theory, 
were mainly concerned with the reformulation of various model selection cri-
teria and tests based on the classical statistic theory into comparable Bayesian 
ones (e.g. Kadane and Dickey, 1980, and Klein and Brown, 1984). 

 In contrast, the VAR approach explicitly denied the capacity of economists 
to provide a priori correct and tightly formulated parametric structural mod-
els. The VAR was thus regarded as the most general form of econometric model 
specifi cation for macroeconomic models using time-series data. In spite of 
their atheoretical appearance, VAR models adhered to the fundamental prin-
ciple of general equilibrium in economics by maintaining the CC tradition of 
mapping economic theories onto a general system of interdependent equa-
tions. However, by starting the modelling procedure from a general VAR, the 
approach effectively upgraded, as one important model selection criterion, 
the desired statistical properties of the residual error terms—that they should 
be innovative and white-noise processes. This criterion was believed to be 
directly advantageous for raising the predictive power of empirical models. 
But when the performance of VARs used for forecasting purposes turned out 
to fall much below that of the VARs built for policy debates, those residual 
error terms acquired a new interpretation as unexpected structural shock 
variables. As described in Chapters 3 and 8, the interpretation stemmed from 
the rise of RE models and gained its popularity via the operational mapping 
of the VAR impulse–response analysis to the impulse–propagation dynam-
ics of a set of interdependent variables emphatically examined in RE mod-
els. It was for this type of macroeconomic model that the VAR approach 
shifted econometricians’ conventional task from parameter estimation to 
latent shock simulation. Consequently, the need for the careful evaluation 
and interpretation of individual structural parameter estimates was heeded 
much less than in Leamer’s approach or the CC tradition. 

 On the other hand, the VAR approach agreed with Leamer’s Bayesian 
approach in maintaining the position that the choice of variables in model 
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formulation and selection should be left to economic theorists, especially 
for VAR models which were used for policy analyses. In those VAR models, 
the a priori given chosen variables were virtually treated as the maintained 
hypothesis because there were usually fewer prior requirements on the indi-
vidual parameters linking the chosen variables than on those desired statisti-
cal properties of the error terms, and also because the latter properties were 
likely to be met with a generous inclusion of the lags. Although an abstract 
VAR had the potential to include as many variables as desired, empirical VAR 
models were frequently severely constrained by the lack of degrees of free-
dom due to available fi nite data samples. Hence, in practice, most of the VAR 
models contained fewer than ten variables, making their correspondence to 
a general-equilibrium scheme somewhat far-fetched. 

 The model selection and design procedure of the LSE approach was arguably 
the most elaborate of the three methodological alternatives. Its development 
could be summarized into three crucial stages. The fi rst was the introduc-
tion of Anderson’s (1971) sequential testing procedure, in which all the test-
able hypotheses were arranged in an order of increasing restrictiveness so as 
to achieve the uniformly most powerful results. As demonstrated by Mizon 
(1977a, 1977b) in a single-equation model context, Anderson’s procedure 
entailed a general-to-specifi c modelling approach, which enabled modellers 
to conduct specifi cation searches and select models according to specifi ca-
tion test results in a rigorous statistical manner. The second stage came with 
the three principles for applied model research put forward by Davidson et 
al. (1978), as described in Section 4.2 of this book. The principles effectively 
evoked a set of composite model selection and design criteria which not only 
covered Theil’s three principles of predictive power, plausibility, and sim-
plicity, and made their connotations richer and more meticulous, but also 
included a requirement on any new models to have the capacity of outper-
forming the existing ones, a principle which later became known as ‘encom-
passing’. The criteria essentially raised the goal of empirical model building 
above the conventional yardsticks of theoretical relevance and precision in 
terms of parameter estimates to the level of having the overall model capacity 
of explaining all the salient data features better than other available model 
results. In fact, the overall model capacity was shown to be the essential pre-
requisite of theoretical relevance and precision of parameter estimates. Note 
that a priori economic theory was designated to a more limited but also more 
specifi c role than the traditional approach—providing mainly hypotheses 
about long-run equilibrium relationships. It became the task of applied mod-
ellers, during the general-to-specifi c dynamic specifi cation searches, to sup-
plement the theory with data-instigated variables to capture the salient data 
features, especially those of the short-run type. The searches also involved 
reparameterization in order to make the model economically interpretable 
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at the individual parameter level and facilitate verifi cation of the relative 
constancy of the parameter estimates. Failure to meet any of the multiple 
specifi cation criteria during the searches could lead to a complete overhaul 
of the whole model selection process. The overhaul usually implied widening 
the choice of variables to capture idiosyncratic features of the data samples, 
which were not originally considered in the theory. The widened variable 
coverage entailed another round of general-to-specifi c dynamic specifi cation 
searches, making the searches an iterative and progressive process (see also 
Chong and Hendry, 1986). As described in Section 4.3, the LSE strategy of 
model specifi cation, selection, and design was eventually summarized into a 
reduction theory (see Hendry, 1995: ch. 9). 

 In view of the previous two approaches, the LSE modelling strategy is prob-
ably the most comprehensive in having the strategy built under relatively the 
widest set of model selection criteria. It is certainly the most explicit in actively 
promoting the need for applied modellers to take model design as their pri-
mary task. Similar to Leamer’s Bayesian approach, the LSE strategy maintains 
the ‘structural’ principle of the CC tradition through the estimation of the 
a priori postulated parameters of interest. But unlike Leamer’s approach, the 
LSE approach explicitly conditions such estimation upon the attainment of a 
well-specifi ed model fi rst and interprets those parameters mostly as the long-run 
equilibrium parameters. To facilitate the attainment, a general-to-specifi c route 
is adopted in the LSE procedure, similar to the VAR approach. However unlike 
the VAR approach, applied modellers following the LSE approach are expected 
to be more innovative in variable choice and the innovation is heavily depend-
ent on exploring sample data and related background information. In particu-
lar, the choice covers not only the lags of those theory-nominated variables but 
also other vernacular variables which best embody idiosyncratic features of the 
data samples, as shown from the examples described in Section 4.4. Moreover, 
the choice includes transforming existing variables to assist reparameteriza-
tion, that is to minimize the degree of collinearity through active parameter 
design. In that respect, the usefulness of theoretical models is marginalized, 
especially those dynamically elaborate models. That may explain why the LSE 
strategy has met strong resistance from modellers with a staunch conviction of 
the value of a theory-based modelling approach.  

  9.4      Diversifi ed approaches and formalization 
of selection procedures 

 Although controversial, the three alternative modelling approaches helped 
greatly in raising econometricians’ awareness of the substantive gap between 
economic theories and empirical models, and particularly of the high degree 
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of dependency of parameter estimates on model specifi cation in the sense 
that any accuracy gained in the estimates from specifi cation improvement 
was generally signifi cantly larger than that which an elaborate choice of esti-
mators could deliver. The post-1980 period saw increasingly vibrant research 
into topics pertinent to model selection and specifi cation searches and, with 
that research, more diversifi ed viewpoints. 

 Methodologically, one hot and controversial topic was how much data 
information should be allowed in the empirical model selection and speci-
fi cation as opposed to a priori theoretical information (e.g. Pesaran, 1988). 
Among those more theoretically minded economists, the conviction that 
econometrics was useful only for confi rmative purposes was so strong that 
any endeavours to reorient econometrics towards data-exploratory purposes 
was met with serious resistance. In particular, the VAR approach—as well as 
the LSE approach—were objected to for their heavily pro-data-driven strat-
egy in exploring and selecting causal relations, which were traditionally 
assumed to be the territory of theoretical derivation (e.g. Miller, 1987). The 
rise of the RBC and the related DSGE modelling approaches, as described in 
Chapter 6, could be seen as the most extreme reaction to any of those model-
ling strategies which allowed data any explicitly active role in formulating or 
selecting causal relationships. 

 Within the econometric research circle, scepticism to those pro-data-driven 
modelling strategies was raised, particularly by M. Lovell’s (1983) investiga-
tion into the consequences of data-mining activities by means of simulation 
 exercises. Methodologically, Lovell’s demonstration and viewpoint were not 
new. Friedman made the point in his criticisms of Tinbergen’s model over four 
decades before, as mentioned in 9.1; and it was also reiterated by Leamer (1974). 
Technically, Lovell’s demonstration accentuated the problem of over reliance 
on the ‘goodness of fi t’ test statistics as the key model selection criterion, since 
those statistics had not been discounted because of the double-counting prob-
lem. In that respect, his demonstration widened the awareness of the problem 
of ‘pre-test estimation’, a problem concerning the design of estimators which 
were conditioned upon statistics from hypothesis testing used for the model 
selection purposes prior to the estimation of the selected model (e.g. Wallace, 
1977; also Judge and Bock, 1978). For many applied modellers, the discussion 
was simply perceived as a taboo against being actively engaged in ‘sinful’ 
data-mining activities. But for theoretical econometricians, the discussion 
indicated new research possibilities—how to devise estimators which were 
explicitly conditioned on those pre-test statistics so that the double-counting 
effect could be refl ected in the sampling distributions of the parameter esti-
mators of the model eventually selected (e.g. P ö tscher, 1991; Kabaila, 1995). 
Interestingly, data-mining activities were actually taken for granted in those 
pre-test researches, as they formed the very prerequisite of the specifi cally 
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devised post-model-selection estimators. On the other hand, the researches 
maintained the CC tradition in that the focus was kept on devising estima-
tors so as to concentrate and transpose model selection issues onto parameter 
estimation issues. 

 Meanwhile, those pro-data-driven modelling strategies also reoriented the 
attention of theoretical econometricians from devising more elaborate speci-
fi cation tests towards formalizing those newly proposed model selection pro-
cedures (e.g. Granger et al., 1995). For example, White (1990) formalized the 
general-to-specifi c specifi cation procedure of the LSE approach by a theorem 
stating that such a model search procedure will converge on the true model 
asymptotically. The theorem was subsequently extended to a situation where 
the true model was outside the range of models considered under the speci-
fi cation search process, and the extended theorem demonstrated that the 
LSE procedure should result in a model that was closest to the true model 
(Sin and White, 1996). From the perspective of Bayesian inference, Phillips 
(1995a, 1996) formally justifi ed the data-instigated econometric model selec-
tion procedures using time-series data by means of the asymptotic theory 
of Bayesian inference that he developed jointly with Ploberger (Phillips and 
Ploberger, 1996). The theory effectively facilitated the use of model predic-
tion as a key model selection criterion. Phillips’s formalization approach was 
heavily infl uenced by the views of Jorma Rissanen, an information theorist. 
Rissanen regarded models as essentially the algorithmic encoding of data 
and model selection to search for the shortest code length which could cap-
ture the desired data information (Rissanen, 1987, 1989; see also Section 8.6 
of the previous chapter). Such a point of view opened up the possibility of 
conducting data-led model selection in an automated way.  2   On the other 
hand, it downplayed the substantive meaning of models, especially that of 
structural parameters. 

 Indeed, there was a discernible trend to grant data-based criteria the domi-
nant status in the wave of attempts to formalize model selection procedures 
by mathematical statistics. Criteria such as the AIC and the Bayesian informa-
tion criterion (BIC) were given a fundamental role, which effectively depreci-
ated the role of a priori available theoretical models. Economics, the subject 
matter of econometric models, was hardly or merely perfunctorily considered 
in many of the formalization studies. Such depreciation was probably most 
noticeable in the erosion of the substantive connotation of structural param-
eters. With the advance of time-series econometrics, parameters of solely 

  2     Phillips (1995b) pioneered the automation of a model selection procedure guided primarily 
by the BIC principle and the automation was carried out in terms of the GAUSS programme. One 
of the fi rst pieces of automated econometric modelling software is PcGets developed by Hendry 
as an extension of PcGive (Hendry and Krolzig, 2003). However, these developments are beyond 
the span of the history examined here.  
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descriptive time-series models were treated as ‘structural’ (e.g. Section 6.3), 
and time-varying parameter models became a fashionable technique to cir-
cumvent ‘structural breaks’, as described in Section 7.2.  3   

 Those statistical theory-based formalization studies have clearly helped 
to widen the divide between the econometric modelling approach and 
the essentially economic theory-based approaches by means of DSGE and 
CGE models. Unlike the latter, however, most of the formalized econo-
metric modelling procedures have been kept as armchair strategies by 
the majority of applied modellers, who, while faced with a specifi c sub-
ject matter of concern, on the one hand, and incomplete theories, on the 
other, have opted to follow a pragmatic, middle-of-the-road approach in 
model building in that their model selection process has largely remained 
ad hoc, especially in their choice of mixing the relevant theoretical and 
data information.  

  9.5     History in retrospect 

 It is clearly evident from the above historical investigation that substan-
tial advances in model specifi cation and selection have been made during 
the reformative period. Primarily, the importance of model specifi cation 
has been widely acknowledged and it has been increasingly appreciated by 
the econometrics community that data information has to be considered 
in model specifi cation and selection and the guilty sentiment accompany-
ing data-mining activities has largely been dispelled. Consequently, we see a 
widening of the scope of specifi cation searches and with it an expansion of 
core econometric research from devising estimators into developing speci-
fi cation tests and consistent model selection and specifi cation procedures. 
Models have become an increasingly more important research object than 
certain a priori defi ned parameters within a model, as model uncertainty is 
recognized to be more serious and fundamental than the sampling uncer-
tainty inherent in parameter estimation. 

 However, what has remained unresolved is how to balance the information 
mixture between theory and data during the model specifi cation, selection, 
and design process. Such a balance is dependent upon which model selection 
criteria are used and the relative weights or the sequences of priority that are 
allocated to each chosen criterion. The choice in turn depends ultimately on 
the purposes of model building. As the purposes vary a great deal, it is thus 

  3     Much later, the development has led to the advocacy of abandoning the tradition of para-
metric models altogether in favour of nonparametric or semi-parametric models, which are 
selected mainly on the basis of the estimation method of general method of moments (GMM) 
(Hansen, 2005).  
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practically impossible to reach a predominant agreement on what the best 
mixture is and consequently what the best modelling strategy should be. 

 From the joint work of Dhrymes et al. in the early 1970s to those attempts 
at formalized model selection procedures in the early 1990s, there is a nota-
ble shift of attitude in empirical model selection—from primarily leaving the 
issue to the design board of theoretical economists towards actively engaging 
in it by a growing number of data-based criteria (see also Hendry, 2009). It is 
probably fair to attribute the shift to the most essential theme of the reforma-
tive movements. With respect to the CC paradigm, the shift can be seen 
naturally as an ‘error correction’ of the na ï ve assumption that a priori reason-
ing alone is capable of coming up with adequately and correctly formulated 
theoretical models.  4   Signifi cantly catalysed by advances in mathematical sta-
tistics and information theories, the shift has highlighted the fact that it is 
indispensable to have an element of exploratory data analysis incorporated 
into the conventional duty of confi rmative analysis in econometric model-
ling. This enables a better bridge between theoretical information and data 
information. In fact, the shift suggests quite strongly that it is rarely possible 
to conduct reliable and robust confi rmative analyses in econometric stud-
ies unless the analyses are preceded by carefully designed exploratory data 
analyses. 

 It is natural not to expect such a suggestion to be adopted easily nor to 
be widely accepted by the economics profession. The task of conducting 
data-exploratory oriented analysis and relying heavily on it for model selec-
tion has invoked too much apparently ad hoc decision-making for the liking 
of many economists, especially those armed with a solid training in textbook 
econometrics. While an increasing amount of research has been undertaken 
to formalize model specifi cation and selection procedures and to automate 
them computationally as much as possible, the course of this research has 
run into deadlock and exposed its own limitations. Almost all of the for-
malized procedures are fundamentally built on statistical selection criteria, 
whether these are based on a multiple-hypothesis testing scheme or the opti-
mization of some kind of penalized goodness of fi t criteria. The reliance on 
economics built upon the CC tradition has been weakened to a minimum. 
There is a discernible, and possibly increasing, gap between the ways that 
theoretical models are rigorously derived and the ways that these models 
are used or regarded as useful in econometric modelling. In spite of that, 
however, formalization has remained a commonly shared driver of research. 
Models under discussion from both sides are frequently treated as abstract 

  4     It should be noted that the shift was also accompanied by a change of attitude among econo-
mists. They have increasingly taken into consideration data features and econometric evidence 
in theoretical model formulation (e.g. Eichenbaum, 1995).  
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entities, stripped of any idiosyncrasy, that is, the particular economic context 
which has supposedly motivated the modelling activities in the fi rst place. 
On the econometric side, studies in formalizing modelling procedures, other 
than those motivated by the automation purpose, do not directly serve the 
concrete purposes of empirical modelling, unlike those conventional stud-
ies which devise estimators and tests. Rather, they are heavily involved in 
elaborating metaphysical justifi cations of whatever practice has already been 
found empirically effective under particular circumstances. It is therefore 
diffi cult for such studies to engage a large audience from the applied front. 
Indeed, most of the consequent studies have ended up in a limited circle of 
academics who are more interested in methodologies and the philosophy of 
social sciences than empirical modelling for purely economic purposes (e.g. 
M ä ki, 2002; Stigum, 2003; Spanos, 2009). Unfortunately, such a route to for-
malization could be fundamentally fl awed as statistical inference forms only 
part of the empirical modelling process. The process on the whole entails a 
synthesis of information from multiple sources, not just from statistical data 
or theories but also from the local circumstances from which the data and 
economic issues of interest are generated. The need for a fusion of knowledge 
from a holistic approach in empirical modelling is well beyond whatever 
formalized mathematical frameworks could ever deliver. 

 In fact, the limitation of formalization alone has been brought to open 
attention during discussions on model specifi cation and selection issues (e.g. 
Phillips, 2003). But it remains to be seen when and how the wave of ‘error 
corrections’ of the conventional theory-based modelling approach by a data-
based one during the reforms will reverse to curb the tendency of over reli-
ance on the data-based approach and the associated statistical formalization 
such that the mainstream strategy of model selection and design will con-
verge towards or oscillate around a more balanced path.        
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     10 

 The Impact of the CC Programme 
through Citation Analysis  

   Most of the previous chapters are concerned with attempts to reform the CC 
paradigm during the two decades after 1970. The question naturally arises as to 
how much the CC paradigm has been weakened or abandoned by the academic 
community as a result. This chapter tries to provide answers to the question in 
terms of certain statistical measures via citation analysis. It should be noted that 
these answers may mirror answers to the question of how great the impact of 
the reforms has been. It would be desirable to conduct a direct citation analysis 
for the latter question, but the time is not quite ripe since it takes decades for 
citations to accumulate into decent sample sizes in economics. 

 Citation analysis has grown rapidly in recent years, thanks to fast-growing 
computing technology and the internet. Most existing citation studies are 
on the impact and research trends of science subjects (e.g. van Raan, 2004). 
Citation analyses of economic research are few and far between. Little has 
been done to assist historical studies. Actually, combining citation analy-
ses with historical studies should be benefi cial for both sides. While it is 
self-evident how much citation data could enhance our information about 
the general impact of selected works, factual historical accounts would cer-
tainly help reduce the ‘unavoidable uncertainty’ well-known in citation 
information alone. Specifi cally, motives for making references vary consid-
erably, some for cronyism or authority, others refutation (e.g. Brooks, 1986; 
MacRoberts and MacRoberts, 1989). As far as the objects of our historical 
investigation are not derived from citation analyses, such uncertainty should 
not pose a serious problem. In fact, the uncertainty should not affect the 
broad reliability of citation-based impact measures in general so long as they 
are properly interpreted, as argued by van Raan (1998). 

 The rest of this chapter is organized as follows. Section 10.1 briefl y describes 
the citation database, a series of impact measures to be used, and some key 
summary statistics of the database. A more detailed description of the data-
base and the specifi cation of the particular root document bases are given 
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in the fi nal section (10.5). Section 10.2 examines various impact measures 
of the CC paradigm to help evaluate its historical signifi cance. To furnish 
the impact of the CC paradigm with a comparative perspective, a number 
of impact statistics from alternative bases and sources are provided and dis-
cussed in Section 10.3. Section 10.4 summarizes the main fi ndings.  

  10.1      Citation database, impact measures, 
and key summary statistics 

 The citation database has been constructed on the basis of over 1300 root 
documents dating from 1913 up to 1969, inclusive. These root documents are 
considered as forming the core of the econometrics literature of the pre-1970 
era. Around 33,400 citations of these root documents are collected in the 
database. The citations for the period 1970–2005 are extracted mainly from 
Web of Science; those of the pre-1970 period are mainly from JSTOR. Since 
JSTOR covers a narrower journal range and its citation information is less 
comprehensive than Web of Science, the present citation analysis is focused 
on the post-1970 period. Clearly, the database suffers from a bias towards 
journal-based documents at the expense of book-based documents, although 
some of the latter have been added manually. On the other hand, the database 
enjoys the advantage of being extensively classifi ed. All the publication sources 
are categorized into three groups: academic, non-academic, and educational; 
all the documents are categorized by a modifi ed JEL system (see Section 10.5 
for a more detailed description of the database including the defi nition of the 
modifi ed classifi cation system). The size of the database and its classifi cation 
enables us to examine the evolution of the citation impact of selected groups 
of root documents in a number of ways, such as topic transfer, diffusion, and 
diversifi cation; publication sources; and their relative degrees of impact. 

 Most of the impact measures to be used here are derived from those described in 
Mann et al. (2006). In that joint paper, the main object of the measures is ‘topic’. 
The primary object in the present chapter is a ‘citation base’, that is, a selected 
group of root documents. The measures are defi ned mostly in a time-series format 
so as to facilitate the illustration of the evolving paths of the measured impact. 

 Let us denote the total number of documents in the database at year  t  by 
Dt ,  a citation base by  i , and its citation count by Γi t,     for year  t . The impact 
factor of the base is defi ned as:  

  I
D

ti t
i t

t
,

, , ,t , .= =t,Γ
1970 2005�  

 
 (10.1) 

 

 Since all the documents are classifi ed into topics using English letters (see 
Section 10.5), we can also obtain the impact factor of a particular topic,�    :  

11_Qin_CH10.indd   170 6/25/2013   4:24:20 PM



The Impact of the CC Programme through Citation Analysis

171

I
d

D E T U
i t

i t

t



�( )� =

( )�
( )�

=
,

, , ,D� , , ,�       (10.1a)  

 Note that Γi t i t, ,
≤ ( )∑ 
 (�

   and D dt t
( )∑�

   because it is common for a docu-
ment to have more than one topic in the JEL classifi cation. In fact, we can exploit 
this feature to build a measure for the degree of width of the topic coverage:  
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 (10.2) 

 

 We can then interpret �i t, < 1     as base  i  being relatively effective in encourag-
ing the succeeding research to cover a wider range of topics on average, with 
�i t, > 1     indicating the opposite. 

 It may not be so straightforward to compare different citation bases by the 
impact factor series. For one thing, the document size and form differs between 
citation bases, though the difference could refl ect the effect of the critical mass 
in research. A popular way of impact comparison is to use a single statistic 
measure, such as the  h -index of Hirsch (2005) for measuring the impact of an 
individual scholar. We can produce a single number from (10.1) simply by tak-
ing the ratio of the total citation counts to the total document number of the 
whole sample period. But that ratio suffers from being too dependent on the 
database. Here, we choose Silagadze’s (2009)  s -index and adapt it to account for 
the document number of base  i , ni. In particular, our  s -index is defi ned as:  

  s
n

t y yi

i t
t y

y

i

i
T

T

= ( )y yT −

∑
1
2

0

0

Γ ,

l
, ,t y0 ,

ε
�    (10.3)  

 where εi i
t y

y

pi t

T

= − ( )i tp∑ ,tt ( il
0

 is the entropy with respect to pi t
i t

i t
t y

yT,
,

,

.=

∑
Γ

Γ
0

  1   Similar 

to the impact factor in (10.1), we can also calculate an  s -index for each topic 
within base  i :  

s
ni

i t
t y

y

i

T

τ
γ τ

ε τ( )τ =
( )τ ( )τ

( )y yT −

∑
1
2

0

,

ln
,  
 

 (10.3a) 
 

  1     Note that ln ( )y yT( ) is the maximum entropy of the citation series and that we take a 
natural logarithm in the entropy calculation. When the index is calculated for the period 1970–
2005, the maximum entropy is ln .( )36   
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 if we want to fi nd out a comparative ranking of the degrees of impact that 
various topics have received. 

 Notice that Silagadze’s  s -index takes into consideration the effect of the 
cross-time citation distribution by means of the relative entropy. In fact, 
another important aspect of the impact measurement is the citation dis-
tribution across different topics, known as topic diffusion and/or diversity 
through topic transfer. Following Mann et al. (2006), the relevant measures 
are based on the ratio:  

  r
i t

i t

i t

τ
γ τ

γ τ
τ

( )τ =
( )τ

( )τ∑,
,

,

.  

 

 (10.4) 

 

 When the topic under consideration does not overlap with the topics covered 
by the base, r

i t( )� ,
    serves as a topic transfer indicator. We can then defi ne the 

diffusion index by:  

  δ τ
τ τ βi tδδ

i t, ,
.( )τ

∉ ( )ββ∑  
 

 (10.5) 
 

 � �∉ ( )�     in the above equation denotes topics not covered by the those of 
base  i . Obviously, the complement of the diffusion index is a within-base 
impact indicator, measuring how much a topic evolves within its own fi eld 
of research. 

 Finally, a summary measure for topical diversity is defi ned by the entropy 
with respect to r

i t
τ( )τ

,
:   

  ε τ τ
τi tεε

i t i t
r rτ

i t, , ,t i
ln .( )τ ( )τ⎡⎣ ⎤⎦⎤⎤∑  

 
 (10.6) 

 

 Let us now look at some summary statistics of the database. First, the entropy 
of the roughly 33,400 citation documents for the period 1970–2005 is cal-
culated to be 3.574, which is extremely close to the maximum entropy of 
3.584. The closeness shows that the citations are distributed quite evenly 
across the 36-year period without discernible signs of decay. In other words, 
it indicates that the pre-1970 core econometrics literature is still well cited on 
the whole over three decades later, without obvious signs of impact decline. 
However, the distribution of the citations clearly becomes uneven when 
their dispersion across the topics of the JEL classifi cation is considered, as 
shown by the pie chart in Figure 10.1. Remarkably, the non-economics topic 
(U) occupies the largest component of all the topics (see Section 10.5 for 
further description of the ‘U’ classifi cation). Two series of topic diversity 

measures are also plotted in Figure 10.1: one is the ratio, D
d

t

t
τ

τ ( )τ∑ , from 

equation (10.2) and the other the topic diversity index of (10.6). Both series 
exhibit a noticeable decline, with the fi rst series showing a sharp drop in the 
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post-1990 period while the second shows a steeper decline over the whole 
sample period. These suggest a gradual shrinking of the audience base of the 
core root literature.      

 Further examination into the topic ratios based on equation (10.3) tells 
us that the decline is most discernible from microeconomics (D) and labour 
economics (J), and to a lesser degree macroeconomics (E). On the other hand, 
the econometrics topic (C) ratio is clearly on the increase (see Figure 10.2). 
The fi nding suggests that the core root literature has encouraged specializa-
tion and compartmentalization in later economic research, and that their 
non-decay impact has mainly been maintained by the econometrics pro-
fession itself, while it has been gradually left behind by the mainstream 
economics profession. It is now interesting to see how the impact of the CC 
programme has evolved against these general trends.       
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 Figure 10.1.      Topic composition and diversity measures of the database  
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  10.2     Citation analysis of the CC paradigm 

 Let us now turn to the construction and analysis of the impact measures 
of the CC paradigm. Since the database does not have extensive secondary 
citations or citation trees by design, two sequential sets of citation bases are 
constructed here. The fi rst set is to capture the CC paradigm in its original 
form. The set consists of four bases. The fi rst one is a wide base covering both 
the key works of Haavelmo and the CC group, referred to as ‘CCWide’; the 
second is a subset of it, referred to as ‘CCNarrow’, focusing on the estimation 
and identifi cation techniques developed for SEMs; the third is an applied 
base, referred to as ‘CCApp’, consisting of two of Haavelmo’s papers and the 
early modelling works of Klein; and the last one is a methodological base con-
taining several debates, referred to as ‘CCMethy’, before the CC programme 
became dominant. The second set is made up of four bases which emulated 
the CC paradigm—an estimator base, referred to as ‘Estim’, including the 
invention of two-stage least squares (2SLS), three-stage least squares (3SLS), 
instrumental variable (IV) estimators, and a Tobit estimation method; an 
identifi cation base, referred to as ‘Ident’, following the monumental Cowles 
Commission Monograph 10 (Koopmans, 1950); and two applied bases of 
macro and micro modelling, referred to as ‘AppMac’ and ‘AppMic’ respec-
tively, which are selected with reference to Bodkin et al. (1991) and Griliches 
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 Figure 10.2.      Impact factors of four major economic topics 
  Note:  These series are calculated by equation (10.1a).  
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and Intriligator (1983, 1986). In addition, two textbook bases are also con-
structed, one covering the eleven textbooks of the 1950–70 period, as listed 
in Chapter 1, and the other a subset of that base consisting of fi ve popular 
textbooks of the post-1960 period. The two bases are referred to as ‘Textbks’ 
and ‘Textbks60s’ respectively. All the documents in the ten bases are listed in 
the Appendix Table in Section 10.5. The bases are also numbered in sequence 
as B1 to B10 in the tables and graphs in this chapter.      

 Table 10.1 reports the modifi ed  s -indices using equation (10.3) and the 
impact factors of the whole sample for all ten bases, along with their classifi ed 
topics, ni, and total citation counts. It is discernible that the two sets of statis-
tics do not always yield the same ranking orders and that a certain scale effect 
is discernible in the impact factor statistics. Nevertheless, ‘Estim’ (B5) takes 
the clear lead among the fi rst eight bases, but it is overtaken by ‘Textbks60s’ 
(B10). The base which exerts the least impact is ‘AppMac’ (B7), followed by 
‘Ident’ (B6). On the whole, the citation impact of the three empirical bases, 
‘CCApp’ (B3), ‘AppMac’ (B7), and ‘AppMic’ (B8), is overshadowed by that of 

 Table 10.1     Impact  s -indices and impact factors of citation bases 

Base (topics; ni ; 
citation count)

  s -index 
  I  by 
(10.1) 

 Top fi ve ranking topics (the topic s-indices) 
 Their whole-sample  I  by (10.1a) 

1 (C, D, E, S; 25; 1275)  3.5548 
 3.8% 

 C (2.469) 
 7.5% 

 U (1.913) 
 3.6% 

 S (1.313) 
 18.7% 

 E (1.221) 
 4.7% 

 D (1.026) 
 3.3% 

2 (C; 11; 616)  3.7160 
 1.8% 

 C (3.125) 
 5.3% 

 U (2.184) 
 2.1% 

 E (1.136) 
 2% 

 S (0.891) 
 4.3% 

 D (0.698) 
 0.8% 

3 (C, E, D; 5; 196)  3.0750 
 0.6% 

 C (2.356) 
 1.4% 

 E (1.591) 
 1.8% 

 S (0.986) 
 2.7% 

 U (0.871) 
 0.2% 

 D (0.827) 
 0.6% 

4 (C, E, S; 11; 539)  3.4810 
 1.6% 

 C (1.757) 
 1.7% 

 U (1.565) 
 1.1% 

 S (1.536) 
 11.5% 

 D (1.227) 
 2.2% 

 L (1.126) 
 1.7% 

5 (C; 9; 2729)  8.6520 
 8.2% 

 C (5.290) 
 12.3% 

 U (4.621) 
 7.7% 

 D (2.994) 
 9.6% 

 L (2.963) 
 8.8% 

 G (2.671) 
 7.3% 

6 (C; 8; 284)  2.9230 
 0.9% 

 C (1.933) 
 1.5% 

 U (1.833) 
 1.1% 

 E (0.678) 
 0.7% 

 D (0.620) 
 0.5% 

 J (0.467) 
 0.4% 

7 (C, E; 13; 235)  2.0114 
 0.7% 

 C (1.451) 
 1.5% 

 E (1.114) 
 2.2% 

 S (0.624) 
 2.7% 

 U (0.623) 
 0.2% 

 L (0.445) 
 0.4% 

8 (C, D, L, Q; 13; 574)  3.2990 
 1.7% 

 C (2.037) 
 2.7% 

 L (2.030) 
 6% 

 D (1.495) 
 3.6% 

 Q (1.376) 
 6.1% 

 U (0.801) 
 0.4% 

9 (C, E, D; 13; 2453)  6.5358 
 7.4% 

 U (4.271) 
 9.9% 

 C (3.246) 
 7.3% 

 D (1.889) 
 6.3% 

 G (1.870) 
 5.8% 

 L (1.742) 
 4.9% 

10 (C, D; 5; 2089)  9.6940 
 6.3% 

 U (6.463) 
 8.7% 

 C (4.718) 
 6% 

 D (2.880) 
 5.7% 

 G (2.813) 
 5.1% 

 J (2.479) 
 5.2% 

11 (C, E; 5; 467)  4.6890 
 1.4% 

 E (3.662) 
 8.9% 

 C (3.193) 
 2.9% 

 S (1.589) 
 6.2% 

 N (1.502) 
 11.3% 

 F (1.396) 
 2.1% 

12 (C, U, J; 10; 1929)  6.9070 
 5.8% 

 C (4.530) 
 10% 

 U (3.538) 
 4.9% 

 E (2.402) 
 7.3% 

 G (2.281) 
 5.8% 

 J (2.175) 
 6.8% 

     Note:  The topics in the bracket of the fi rst column include all the topics which have been assigned to the 
documents in each base.    
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the other bases. The subsample  s -indices in Table 10.2 reveal that the impact 
of all the bases, that is B1–B10, with the exception of ‘Estim’ (B5), recedes to 
various degrees in the latter part of the sample period.      

 The evolution of the impact of all the bases is better shown by the time 
series of the impact factors plotted in Figure 10.3. Discernibly, the series of 
the three empirical bases are on the relatively low side with a downward 
trend. But surprisingly, ‘Ident’ (B6) shows the lowest impact factor series. 
The series which decline the most rapidly are from the two textbook bases. 
They have lost their lead to ‘Estim’ (B5) since the 1980s. The other interest-
ing feature is that there is no discernible decline in the impact factor series of 
the three non-applied CC bases in the fi rst set, that is, ‘CCWide’, ‘CCNarrow’, 
and ‘CCMethy’, in addition to ‘Estim’, demonstrating a remarkable longevity 
of impact of the CC paradigm in its original form.      

 Let us now look into the disaggregate  s -indices using equation (3a) in 
Table 10.1. We see that the leading rank is occupied by either the ‘econo-
metrics’ topic (C) or the ‘non-economics’ topic (U). Major topics of econom-
ics, such as ‘macroeconomics’ (E) and ‘microeconomics’ (D) rank among 
the top fi ve, but not those on more specialised topics, such as ‘health eco-
nomics’ (H) and ‘regional economics’ (R). What is surprising perhaps is the 
absence of topic ‘E’ in ‘CCMethy’ (B4), ‘Estim’ (B5), and the two textbook 
bases, ‘Textbks’ and ‘Textbks60s’ (B9, B10). Note that topic ‘S’ (history and 
methodology) gets ranks in the top fi ve with all four CC bases of the fi rst 
set, indicating the historic prominence of the CC paradigm.  2        

 To examine the evolution of topical distribution, we plot in Figure 10.4 the 
topic diversity index series using equation (10.6). It is immediately noticeable 
from the fi gure that base ‘Estim’ (B5) retains its top position throughout the 
36-year span, corroborating the argument made in Chapter 1 that the essen-
tial heritage of the CC paradigm lies in the device of statistically optimal esti-
mators. It can also be seen from the fi gure that the diversity series of the two 
textbook bases, ‘Textbks’ (B9) and ‘Textbks60s’ (B10), remain rather high, 

 Table 10.2     Subsample  s -indices of citation bases 

1971–90 1986–2005 1971–90 1986–2005 1971–90 1986–2005 1971–90 1986–2005

CCWide (B1) CCNarrow (B2) CCApp (B3) CCMethy (B4)
2.784 2.542 2.949 2.609 2.556 1.911 2.724 2.517
Estim (B5) Ident (B6) AppMac (B7) AppMic (B8)
6.252 6.925 2.443 1.919 1.807 1.050 2.675 2.210
Textbks (B9) Textbks60s (B10) NBER (B11) Test (B12)
8.248 7.512 7.592 6.976 2.617 4.223 4.993 5.537

  2     Topic ‘S’ covers the fi eld of the history and methodology of economics in the classifi cation. But 
documents on the history and methodology of econometrics are also classifi ed into topic ‘C’.  
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although there are signs of a gradual decline. Other declining series include 
base ‘Ident’ (B6) and the three empirical bases, ‘CCApp’ (B3), ‘AppMac’ (B7), 
and ‘AppMic’ (B8), with the trend in ‘AppMic’ (B8) the mildest. Again, the 
series of the three original CC bases other than ‘CCApp’ (B3) show no sign 
of weakening. These results are in broad agreement with those illustrated by 
the impact factor series plotted in Figure 10.3.      

 The next two fi gures present more detailed information on topic transfer 
and diffusion. Figure 10.5 plots the series of �i t,     using equation (10.2) for all 
ten bases. As seen from the fi gure, there is a discernible trend of narrowing 
topic coverage from the time series of most of the bases in Figure 10.6, that is, 
a rising �i t, > 1     over time, with the two textbook bases leading the trend. The 
exception is with the two empirical bases, AppMac (B7) and AppMic (B8). The 
series are in general agreement with the trend found from the bottom panels 
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 Figure 10.3.      Impact factors of ten citation bases 
  Note:  The scales of vertical axes vary across plots.  
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of Figure 10.1, namely that the CC paradigm and its consolidation through 
textbooks have, on the whole, encouraged specialization.      

 Figure 10.6 provides three diffusion series, δt , for each base calculated by 
equation (10.5). The smallest one (lowest curve) is the diffusion indicator within 
economics but excluding the topics ‘methodology and history of thought’ (S) 
and ‘survey’ (T), the two topics are included in the next one (the dotted curve), 
and the non-economics topic (U) is added on in the largest indicator (the top 
curve). Note that the area above the third indicator up to 100 per cent represents 
the share of within-topic citations. It is interesting to fi nd that base ‘AppMic’ 
(B8) has the lowest topic diffusion impact and its three diffusion indicators 
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 Figure 10.4.      Topic diversity indices of ten bases 
  Note:  Some curves swing to zero because there are zero citation counts at the observations for 
certain years.  
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 Figure 10.6.      Diffusion indices using equation (10.5) 
 Solid curve at bottom—narrow set of economic topics (exclude topics ‘S’ and ‘T’); dotted curve—
the narrow set plus ‘S’ and ‘T’; top grey curve—the dotted curve plus ‘U’ (non-economics)  
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show hardly any difference. In comparison, base ‘AppMac’ (B7) demonstrates 
a higher diffusion impact, at least during the pre-2000 period. ‘Estim’ (B5) is 
probably the best performing base with relatively large and steady diffusion 
indicators. However, its diffusion into the non-economics fi eld is overtaken 
by the two textbook bases (B9, B10). It is remarkable that the original works of 
Haavelmo and the CC group have also attracted quite a lot attention outside 
economics, that is, ‘CCWide’ (B1) and ‘CCNarrow’ (B2).  

  10.3     Citation analysis of comparative alternatives 

 Section 10.2 illustrates how the CC paradigm has been received through 
citations. But it does not tell us how strong the reception is in comparison 
with other alternatives, especially competing research approaches. In order 
to address this issue, two additional bases are constructed here as examples 
of alternatives to the CC paradigm. One is base ‘NBER’ (B11) containing the 
classical works of W. C. Mitchell and A. F. Burns on business cycle research 
at the National Bureau of Economic Research; the other is base ‘Test’ (B12) 
containing a group of papers proposing various model tests during the 1960s 
(see Appendix Table for the detailed list). The choice of base ‘NBER’ (B11) 
becomes easy and natural since the rivalry between the NBER and the CC 
camps is well-known following the ‘measurement without theory’ debate 
(see Koopmans (1947) and Vining (1949) listed in Appendix Table). Base ‘Test’ 
(B12) is constructed as a particular contrast to ‘Estim’ (B5), based on the 
observation that estimation of given structural models fi gured so centrally 
on the research agenda of the CC programme that hypothesis testing was 
not much heeded until the 1970s, when econometric modellers, especially 
macro modellers, began to shift their attention towards more rigorous testing 
of structural models, as described in previous chapters.           

 Let us look at the citation impact statistics of ‘NBER’ (B11) fi rst. What is 
striking from Figure 10.7 is that its impact factor series has been on a rising 
trend since the mid 1980s and has caught up with CCWide (B1) since the 
late 1990s, in spite of the signifi cant difference in base size, ni    (5 versus 25, 
Table 10.1). When the size factor is accounted for by the modifi ed  s -index, 
the impact of ‘NBER’ overtakes those of both ‘CCWide’ (B1) and ‘CCNarrow’ 
(B2), as shown in Table 10.1. Furthermore, the overtaking occurs during 
the post-1985 period, as shown from the subsample  s -indices in Table 10.2 
(comparing the index pair of B11 with those of B1 and B2). These citation 
impact statistics suggest that the NBER business cycle research programme 
has enjoyed longer research vitality than the CC programme, strengthening 
the case study in Chapter 6. If we look into the disaggregate  s -indices in Table 
10.1, we fi nd the impact of ‘NBER’ on econometrics (C) is slightly higher than 
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that of ‘CCWide’ and ‘CCNarrow’ (3.193 versus 2.469 and 3.125) while the 
impact of ‘NBER’ on macroeconomics (E) is far stronger (3.662 versus 1.221 
and 1.136). Besides, ‘NBER’ has a fairly strong impact on economic history 
(N) and international economics (F) while the CC bases exert a rather strong 
impact on topics outside economics (U). The difference is more discernible 
from the comparison of the relevant topic transfer and diffusion graphs in 
Figures 10.8 and 10.6. There we see that ‘NBER’ (B11) has kept a higher rate 
of topic diffusion within economics than the CC bases on the whole but the 
latter enjoy a much wider margin of topic diffusion outside economics (U). In 
fact, the stronger diffusion in ‘U’ of ‘CCWide’ appears to have compensated 
its relative narrower diffusion within economics so that there is virtually 
little difference in the aggregate topic diversity series between the two bases 
(see Figure 10.7). However, ‘NBER’ (B11) outperforms the CC bases in the 
topic coverage indicator, if we compare its �i t,     series in Figure 10.8 with those 
of ‘CCWide’ (B1) and ‘CCNarrow’ (B2) in Figure 10.5. Overall, the citation-
based impact measures suggest that the CC paradigm has eventually lost the 
upper hand in the ‘measurement without theory’ debate.      

 Let us now turn to the citation statistics of base ‘Test’ (B12). Comparison 
with those of ‘Estim’ (B5) results in many similarities. There is an upward trend 
in both impact factor series (see the left middle panel of Figure 10.7) only the 
‘Estim’ series leads a few years ahead and also maintains a higher position. The 
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 Figure 10.7.      Impact measures of alternative bases with comparable measures from 
the previous citation bases  
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leading position of ‘Estim’ is verifi ed by the aggregate impact  s -indices in Table 
10.1. In fact, ‘Estim’ is the only one of the fi rst eight bases whose subsample 
 s -index increases in the second period (see Table 10.2). These fi ndings con-
fi rm that there has been rising research attention on model testing since the 
mid-1980s but estimation still retains its popularity. The impact measures with 
respect to topic coverage, diffusion, and diversity are also extremely similar 
between ‘Test’ and ‘Estim’, if we compare the relevant panels in Figures 10.5–
10.8. Probably the only interesting difference between the two bases lies in the 
pattern of their disaggregate  s -indices (see Table 10.1). While ‘Estim’ has micro-
economics (D) as its topic of highest impact within economics (other than 
econometrics), what ‘Test’ impacts on most is macroeconomics (E). The differ-
ence confi rms the observation made in earlier chapters that reforms of the CC 
paradigm have occurred mostly in macro- rather than micro-econometrics.  

  10.4     Concluding remarks 

 The CC paradigm was able to withstand the post-1970 reformative movements 
and the above citation analysis illustrates its enduring and extensive impact 
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  Note:  See Figure 10.6 for the defi nition of the diffusion series.  
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almost half a century after its original contribution. This longevity is primarily 
sustained by emulous research into devising estimators for various types of 
models, the impact of which is still growing and widening through topic diffu-
sion and diversity. The economic topics most receptive to diffusion are closely 
related to microeconomics, a fi nding which corroborates Heckman’s (2000) 
vision of the CC tradition. The longevity is also helped by the publication of 
textbooks, which played an important role in topic diffusion, notably outside 
economics, although their impact has signifi cantly declined over time. 

 Through its diffusive impact on various topics within and beyond eco-
nomics, the CC paradigm is shown to have helped promote the specialisa-
tion and compartmentalisation of economic research. During the process, 
academic research interest in empirical modelling, especially applied macro 
modelling, has noticeably declined. Another area with a notable decline of 
interest is ‘identifi cation’. The relatively poor citation measures of ‘Ident’ (B6) 
confi rm Hoover’s (2004) argument on ‘lost causes’. 

 Citation measures of alternative routes illustrate that the modelling com-
munity has paid increasing attention to methods of model testing, attention 
which has become almost comparable to that on estimation. But, more inter-
estingly, the NBER business cycle research programme, an old-time meth-
odological rival of the CC paradigm, is found to have maintained greater 
stamina not only in its overall citation impact but also in topic diffusion 
within economics, particularly econometrics. The lack of dominance of 
the CC paradigm and its gradual dwindling impact could indicate that the 
reforms have been effective, but have not yet reached a suffi cient degree to 
revolutionize the discipline. There is not yet enough evidence for a Kuhnian 
(1962) type of ‘paradigm shift’.  

  10.5     Appendix: database description 

 The citation database for the history of econometrics is built upon over 1300 
root documents dating from 1913 up to 1969, and consists of around 34,700 
entries in total. The root documents include early econometric works, deriv-
ing initially from bibliographies of relevant historical studies, for example 
Epstein (1987), de Marchi and Gilbert (1989), Morgan (1990), Bodkin et al. 
(1991), Qin (1993), and various econometrics textbooks as well. The emphasis 
is on the evolution of econometrics since its formalization during the 1940s, 
as shown from the extension of those initial root documents—an issue-by-
issue search of econometrics papers from eight journals via JSTOR:

   1.      Econometrica , period: 1933–1969;  

  2.      American Economic Review , period: 1950–1969;  
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  3.      Economic Journal , period: 1950–1969;  

  4.      Journal of American Statistical Association , period: 1950–1969;  

  5.      Journal of Royal Statistical Society , period: 1950–1969;  

  6.      Journal of Political Economy , period: 1950–1969;  

  7.      Quarterly Journal of Economics , period: 1950–1969;  

  8.      Review of Economics and Statistics , period: 1950–1969.    

 Furthermore, works of key authors, such as Frisch, Haavelmo, Koopmans, 
Morgenstern, Wold, are also checked and added if not already covered in the 
above cited literature. 

 Most of the citation documents have been collected from Web of Science, 
which starts in 1970. The citation period ends at 2005. Note, however, that 
not all the journals in Web of Science have their reference lists linked as early 
as 1970 because these journals used to have an incompatible format of refer-
encing.  3   A small number of citation documents for the pre-1970 period have 
been collected from JSTOR. 

 All the documents come from over 2600 publication sources, more than 
2500 of which are journals. Other sources include proceedings, monographs, 
and books. Some journals have changed name during the sample period and 
have been unifi ed by their latest name to avoid double counting. All the 
documents are classifi ed by a modifi ed JEL classifi cation system as follows:

    C—Econometrics and other quantitative methods  

   D—Microeconomics  

   E—Macroeconomics  

   F—International economics  

   G—Financial economics  

   H—Public economics  

   I—Health, education, and welfare  

   J—Labour and demographic economics  

   K—Law and economics  

   L—Industrial organization  

   M—Business economics, marketing, and accounting  

   N—Economic history  

  3     One such example is de Marchi and Gilbert (1989). As a special issue of  Oxford Economic 
Papers , the volume adopted the format of consolidated references, making it impossible for Web 
of Science to pick up citations from individual papers. Citations in the issue have been manually 
added into the database due to its special nature.  
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   O—Economic development, technological change, and growth  

   P—Economic systems  

   Q—Agricultural and natural resource economics; environmental economics  

   R—Urban, rural, and regional economics  

   S—Methodology and history of thought  

   T—Surveys  

   U—Non-economics topics    

 When the document does not already specify its own JEL, the classifi cation 
has been done manually according to the title and sometimes the abstract of 
each document, not the publication source. For example, when a document 
has been published in a statistics journal but deals with an economics-related 
issue, it is classifi ed by an economics topic at least; otherwise it is classifi ed 
into the non-economics category. Note that the non-economics category cov-
ers a wide range of fi elds such as medicine, engineering, physics, politics, and 
environmental science. Note also that each document can have more than 
one topic following the JEL classifi cation convention. For instance, Bodkin 
et al. (1991) is assigned to the topics of C, E, and S.        

 Table 10.A1     List of documents in citation bases used in Sections 10.2 and 10.3 

Root document Base

Anderson and Rubin (1949) Estimation of the Parameters of a Single Equation in a 
Complete System of Stochastic Equations

1, 2

Anderson and Rubin (1950) The Asymptotic Properties of Estimates of the 
Parameters of a Single Equation in a Complete System of Stochastic Equations

1, 2

Girshick and Haavelmo (1947) Statistical Analysis of the Demand for Food Examples 
of Simultaneous Estimation of Structural Equations

1, 3

Haavelmo (1943) Statistical Testing of Business-Cycle Theories 1
Haavelmo (1943) The Statistical Implications of a System of Simultaneous Equations 1, 2
Haavelmo (1944) The Probability Approach in Econometrics 1
Haavelmo (1947) Methods of Measuring the Marginal Propensity to Consume 1, 3
Hood and Koopmans (1953) Studies in Econometric Method 1, 2
Hurwicz (1944) Stochastic Models of Economic Fluctuations 1
Klein (1947) The Use of Econometric Models as a Guide to Economic Policy 1, 3
Klein (1950) Economic Fluctuations in the United States 1921–1941 1, 3
Koopmans (1941) The Logic of Econometric Business-Cycle Research 1
Koopmans (1945) Statistical Estimation of Simultaneous Economic Relations 1, 2
Koopmans (1947) Measurement Without Theory 1, 4
Koopmans (1949) Identifi cation Problems in Economic Model Construction 1, 2
Koopmans (1949) The Econometric Approach to Business Fluctuations 1, 4
Koopmans (1950) Statistical Inference in Dynamic Economic Models 1, 2
Koopmans (1950) When Is an Equation System Complete for Statistical Purposes 1
Koopmans (1957) Three Essays on the State of Economic Science 1, 4
Koopmans, Rubin, and Leipnik (1950) Measuring the Equation Systems of Dynamic 

Economics
1, 2

(Continued)
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Root document Base

Koopmans and Reiers ø l (1950) The Identifi cation of Structural Characteristics 1, 6
Mann and Wald (1943) On the Statistical Treatment of Linear Stochastic Difference 

Equations
1, 2

Reiers ø l (1950) Identifi ability of a Linear Relation between Variables Which Are 
Subject to Error

1, 2

Simon (1952) On the Defi nition of the Causal Relation 1, 6
Simon (1953) Causal Ordering and Identifi ability 1, 2, 6
Klein and Goldberger (1955) An Econometric Model of the United States 1929–1952 3
Klein (1960) Single Equation Vs Equation System Methods of Estimation in 

Econometrics
4

Liu (1960) Underidentifi cation, Structural Estimation, and Forecasting 4
Orcutt (1952) Toward Partial Redirection of Econometrics 4
Vining (1949) Koopmans on the Choice of Variables to Be Studied and of Methods of 

Measurement
4

Waugh (1961) The Place of Least Squares in Econometrics 4
Wold (1954) Causality and Econometrics 4
Wold (1955) Causality and Econometrics Reply 4
Wold (1956) Causal Inference from Observational Data: A Review of Ends and Means 4
Balestra and Nerlove (1966) Pooling Cross Section and Time Series Data in the 

Estimation of a Dynamic Model The Demand for Natural Gas
5

Basmann (1957) A generalized classical method of linear-estimation of coeffi cients in 
a structural equation

5

Sargan (1958) The Estimation of Economic Relationships using Instrumental Variables 5
Sargan (1959) The Estimation of Relationships with Autocorrelated Residuals by the 

Use of Instrumental Variables
5

Theil (1953) Estimation and simultaneous correlation in complete equation systems 5
Tobin (1955) The application of multivariate probit analysis to economic survey data 5
Tobin (1958) Estimation of Relationships for Limited Dependent Variables 5
Zellner (1962) An Effi cient Method of Estimating Seemingly Unrelated Regressions 

and Tests for Aggregation Bias
5

Zellner and Theil (1962) Three-Stage Least Squares Simultaneous Estimation of 
Simultaneous Equations

5

Fisher (1959) Generalization of the Rank and Order Conditions for Identifi ability 6
Fisher (1961) Identifi ability Criteria in Nonlinear Systems 6
Fisher (1963) Uncorrelated Disturbances and Identifi ability Criteria 6
Fisher (1965) Near-Identifi ability and the Variances of the Disturbance Terms 6
Fisher (1966) The Identifi cation Problem in Econometrics 6
Adelman and Adelman (1959) The Dynamic Properties of the Klein–Goldberger 

Model
7

Barger and Klein (1954) A Quarterly Model for the United States Economy 7
Christ (1951) A Test of an Econometric Model for the United States 1921–1947 7
Duesenberry, Klein, and Kuh (1965) The Brookings Quarterly Econometric Model of 

the United States
7

Duesenberry, Klein, and Kuh (1969) The Brookings Model: Some Further Results 7
Evans (1966) Multiplier Analysis of a Post-War Quarterly US Model and a Comparison 

with Several Other Models
7

Evans and Klein (1968) The Wharton Econometric Forecasting Model 7
Fox (1956) Econometric Models of the United States 7
Gallaway and Smith (1961) A Quarterly Econometric Model of the United States 7
Goldberger (1959) Impact Multipliers and Dynamic Properties of the 

Klein-Goldberger Model
7

Klein and Shinkai (1963) An Econometric Model of Japan, 1930–59 7
Klein, Ball, Hazlewood, and Vandome (1961) An Econometric Model of the United 

Kingdom
7

Nerlove (1962) A Quarterly Econometric Model for the United Kingdom 7

(Continued)

Table 10.A1 (Continued)
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Root document Base

Barten (1964) Consumer Demand Functions under Conditions of Almost Additive 
Preferences

8

Barten (1967) Evidence on the Slutsky Conditions for Demand Equations 8
Barten and Turnovsky (1966) Some Aspects of the Aggregation Problem for 

Composite Demand Equations
8

Barten, Theil, and Leenders (1962) Farmers’ Budgets in a Depression Period 8

Jorgenson and Stephenson (1967) The Time Structure of Investment Behavior in 
United States Manufacturing, 1947–1960

8

Jorgenson and Stephenson (1967) Investment Behavior in US Manufacturing 
1947–1960

8

Jorgenson and Stephenson (1969) Anticipations and Investment Behavior in U. S. 
Manufacturing 1947–1960

8

Kmenta (1964) Some Properties of Alternative Estimates of the Cobb–Douglas 
Production Function

8

Kmenta and Williamson (1966) Determinants of Investment Behavior United States 
Railroads 1872–1941

8

Nerlove (1956) Estimates of the elasticities of supply of selected agricultural 
commodities

8

Nerlove (1965) Estimation and Identifi cation of Cobb–Douglas Production Function 8
Summers (1959) A Note on Least Squares Bias in Household Expenditure Analysis 8
Zellner, Kmenta, and Dr è ze (1966) Specifi cation and Estimation of Cobb–Douglas 

Production Function Models
8

Brennan (1960) Preface to Econometrics 9
Christ (1966) Econometric Models and Methods 9
Dhrymes (1970) Econometrics Statistical Foundations and Applications 9, 10
Fox (1968) Intermediate Economic Statistics 9
Goldberger (1964) Econometric Theory 9, 10
Johnston (1963) Econometric Methods 9, 10
Klein (1953) A Textbook of Econometrics 9
Leser (1966) Econometric Techniques and Problems 9
Malinvaud (1966) Statistical Methods in Econometrics 9, 10
Tinbergen (1951) Econometrics 9
Tintner (1952) Econometrics 9
Valavanis (1959) Econometrics 9
Wonnacott and Wonnacott (1970) Econometrics 9, 10
Bases of Alternative Routes
Burns and Mitchell (1946) Measuring Business Cycles 11
Mitchell (1913) Business Cycles and Their Causes 11
Mitchell (1927) Business cycles: The Problem and Its Setting 11
Mitchell (1951) What Happens During Business Cycles: A Progress Report 11
Mitchell and Burns (1938) Statistical Indicators of Cyclical Revivals 11
Chow (1960) Tests of Equality Between Sets of Coeffi cients in Two Linear Regressions 12
Durbin and Watson (1950) Testing for Serial Correlation in Least Squares Regression I 12
Durbin and Watson (1951) Testing for Serial Correlation in Least Squares Regression II 12
Durbin (1957) Testing for Serial Correlation in Systems of Simultaneous Regression 

Equations
12

Glejser (1969) A New Test for Heteroskedasticity 12
Goldfeld and Quandt (1965) Some Tests for Homoscedasticity 12
Quandt (1960) Tests of the Hypothesis that a Linear Regression System Obeys Two 

Separate Regimes
12

Ramsey (1969) Tests for Specifi cation Errors in Classical Linear Least-Squares 
Regression Analysis

12

Sargan (1964) Wages and Prices in the UK: A Study in Econometric Methodology 12
Theil and Nagar (1961) Testing the Independence of Regression Disturbances 12

Table 10.A1 (Continued)
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       Epilogue   

   Chapter 10 concludes from citation evidence that the CC paradigm is far 
from being refuted despite the reformative movements during the period 
1970–1990. This is further corroborated by the citation impact indices, 
given in Table 11.1, of three leaders of those movements together with a few 
prominent econometricians selected mostly from the authors listed in the 
Appendix Table of Chapter 10.  1   It can easily be seen from Table 11.1 that the 
three leaders have not outpaced, in terms of citation impact, econometri-
cians whose works fall broadly into the traditional CC approach, especially 
those whose research mainly falls into the area of micro-econometrics. 

 More corroborating evidence can be found from currently popular econo-
metrics textbooks. If we scan through the lists of contents of the books, such 
as Greene’s  Econometric Analysis , Wooldridge’s  Introductory Econometrics: A 
Modern Approach , or  Introduction to Econometrics  by Stock and Watson, we 
can easily notice that the essential structure of the textbooks of the 1960s, 
as described in Chapter 1, has been maintained. Most of the contents are 
devoted to derivations of estimators for a priori given structural parameters. 
Introduction of statistical tests, especially diagnostic tests, is often conveyed 
as the prerequisite for the prescription of more sophisticated estimators. 
Little attention is given to how to use statistical methods for research which 
contains a strong element of exploratory data analysis or empirical discovery, 
or for issues concerning applied model specifi cation, selection, or design, let 
alone to major methodological debates or alternative modelling strategies. 
Econometrics is still taught as a universal statistical toolbox to furnish theo-
ries postulated by economists with numbers. 

 Why, then, has there not yet been a ‘paradigm shift’ in spite of all those 
reformative movements during the 1970–1990 period? What can be regarded 
as the major methodological advances of those movements? How effective 
are the advances in reshaping econometrics? What is the key insight or les-
son that can be drawn from this historical investigation? After years of toil-
ing at this history project, it is fi nally time for me to venture some tentative 
answers. 

  1     For a detailed description of the data source, see the note to Table 11.1.  
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 One feature of the reforms which immediately comes to mind is the wid-
ening of research issues other than an estimation of a priori given structural 
parameters targeted primarily by the CC methodology and the related fact 
that contentions and diverse approaches were concentrated on those wid-
ened stretches.  2   To delve further into the feature, I fi nd Cox’s (1990) classifi -
cation of three broad roles or purposes of models in statistical analysis and 
their subdivisions particularly useful:  

 

Substantive

Directly sy ubstantive

Substantive hypothesis of if nterdependence

Retrospective discoveryrr of sf ubstantive isssuesss

Empirical
Estimation of  effectstt and their precisi

⎧
⎨
⎪
⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

onoo

Correction of df eficiencies in datatt

Indirect
Calibratio

⎧
⎨
⎧⎧

⎩
⎨⎨

nnn of mf ethods of  analysis

Automatic data ra edrr uction
⎧
⎨
⎧⎧

⎩
⎨⎨

  

  2     This fi nding is not new. It corroborates the view of the editors of the  Palgrave Handbook of 
Econometrics , as expressed in the ‘Editors’ Introduction’ by Mills and Patterson (2006).  

    Table 11.1     Citation impact indicators for individual authors (1970–2005) 

Author: E. E. Leamer C. A. Sims D. F. Hendry

 Root document 
 Total citation count 

 44 
 1027 

 25 
 2726 

 42 
 2108 

 h -index 16 16 22
 s -index 2.379 5.106 3.433

Author: L. R. Klein F. M. Fisher H. Theil
 Root document 
 Total citation count 

 48 
 164 

 53 
 878 

 93 
 496 

 h -index 9 17 12
 s -index 0.898 2.021 1.142

Author: D. Jorgenson Z. Griliches A. Zellner
 Root document 
 Total citation count 

 58 
 2028 

 56 
 2770 

 49 
 948 

 h -index 24 29 21
 s -index 2.923 3.293 2.130

Author: M. Nerlove J. Kmenda J.J. Heckman
 Root document 
 Total citation count 

 60 
 780 

 23 
 212 

 58 
 5367 

 h -index 16 7 32
 s -index 1.793 1.491 4.656

     Note:  Data collected from Web of Science. However, it is impossible to get any comparable data for Haavelmo, or 
members of the CC group other than Klein, or many other early econometricians, because the citation statistics 
from Web of Science start from 1970 and cover only journal-based root documents. The authors other than the 
three leaders are selected by their relatively high  h -indices among the authors in the Appendix Table of Chapter 
10. The root documents exclude works of a non-research type, such as book reviews. The  h -indices are taken 
directly from Web of Science; The  s -indices are calculated by equation (10.3) of Chapter 10.     
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 Note that these three roles ‘may occur in combination in a specifi c applica-
tion’ and that ‘quite often parts of the model, e.g., those representing system-
atic variation, are based on substantive considerations with other parts much 
more empirical’, as emphasized by Cox (1990: 172). 

 In the light of Cox’s classifi cation, mainstream econometrics has evolved 
around the ‘estimation of effects and their precision’ of ‘directly substan-
tive’ models. Most of the methodological battles have been fought on the 
crossing of the three variants within substantive models. The CC enterprise 
was built on the estimation of ‘directly substantive’ models, referred to 
as ‘structural models’. Leamer highlighted a number of commonly occur-
ring practical problems in fi tting such structural models, diagnosed them 
as due to the lack of informational precision in estimators designed by 
means of classical statistics and prescribed the Bayesian approach as a sys-
tematic remedy. The VAR approach moved away from those directly sub-
stantive models to models comprising mainly substantive hypotheses of 
interdependence. Other than issues from the econometric aspect which 
triggered it, the move corresponded to a similar shift in macroeconomics 
led by the RE movement. The LSE approach explored the role of the ret-
rospective discovery of substantive issues as a main device to treat those 
problems complained about by Leamer as well as to resist the lessening of 
attention on structural parameters, especially those parameters embody-
ing the long-run equilibrium relations in directly substantive models. Both 
the VAR approach and the LSE approach met with strong resistance from 
those ‘fundamentalists’ who took structural models as belonging solely 
and entirely to the directly substantive type, in spite of the fact that the 
rise of those alternative approaches has not really diluted the emphasis of 
core econometric research on the estimation-related ‘empirical’ aspect of 
substantive models. 

 Nevertheless, those reformative enterprises have helped to break the text-
book confi nement of econometrics to the style of dominantly confi rma-
tory analysis of given directly substantive models and made exploratory 
data analysis an increasingly essential element in modelling research (e.g. 
Hendry, 2011). Through highlighting that it is a cul-de-sac to camoufl age 
what are fundamentally model formulation and selection issues and to 
tackle them within the realm of improving estimation precision for fi xed 
directly substantive models, the reforms have urged econometricians to ven-
ture into the territory of substantive model formulation and specifi cation. 
Consequently, various types of data-instigated parameters and error terms 
have been introduced into econometric models. Interestingly, the introduc-
tions are frequently furnished with ‘structural’ interpretations and justifi ed 
by the need to improve estimation precision in broad allegiance to the CC 
paradigm. Such practice has given rise not only to multiple, often confusing 
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‘structural’ connotations but also to cross-purpose arguments about how to 
defi ne and conduct structural modelling. 

 Expansions of substantive modelling research in economics have cer-
tainly contributed to the confusion. Economists have become increasingly 
receptive to data features and empirical results in theoretical model formula-
tion, as clearly shown from RE models (see also Eichenbaum, 1995). Within 
econometrics territory, however, the confusion could be attributed to the 
cost or the limit of the reforms. They have never explicitly revolted against 
the primary role, assumed in the CC paradigm, of maintaining substantive 
models via measurement provision. Most of the fragile model specifi cations 
exposed by Leamer are treatable by the classical route, while Bayesian tools 
have been adopted widely, irrespective of apparent methodological differ-
ences, because of their usefulness mostly for the parameter-based ‘estima-
tion and the related precision’ purpose via focusing on the probability space 
of the parameter domain. The VAR approach has, irrespective of its archaic 
‘astructural’ label, been assimilated as an indispensible toy in generating 
shock-instigated dynamic stories in macroeconomic discourses. Furnished 
by measured empirical supports, these stories signifi cantly strengthened the 
maintained position of whatever a priori hypotheses because the structural-
ized residual errors as substantive shocks have virtually immunized the hypo-
thetical models from serious mis-specifi cation contention. The popularity of 
the LSE approach rests crucially on the connection of the error-correction 
or cointegration component in ECMs to established long-run equilibrium 
relations in traditionally formulated directly substantive models. The com-
ponent has virtually become the hallmark of the models produced by the 
LSE approach in spite of the fact that the estimated long-run effects are fre-
quently much smaller than most of the short-run effects, dependent on cer-
tain idiosyncratic factors and susceptible to institutional or historical based 
regime shifts. Viewed in this light, the reforms have actually helped support 
the ‘maintained position’ of substantive models, and the dominance and 
primacy of the confi rmative role has not been signifi cantly altered through 
the augmentation of the exploratory role. The hard core of the CC paradigm 
has been further consolidated. 

 The limited nature of the reforms is probably best refl ected in the fact that 
their achievement shines much more noticeably within the academic com-
munity than outside in resolving real-world economic issues. Since most sub-
stantive models are partially formulated under the  ceteris paribus  assumption, 
it is not diffi cult to produce empirical verifi cation of them through arbitrar-
ily controlling for  ceteris non paribus  factors. In other words, when the subject 
matter merely involves postulates of causes which partially explain certain 
modelled variables, it becomes logically unnecessary to rely on stringent 
tests of the model residuals for possibly inadequate model design. Empirical 
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verifi cations of a particular partial cause are not diffi cult to come by, only 
they tend to vary with different choices of the additional control variables 
needed to fi ll the partially unexplained gap. However, these control variables 
are of little direct concern from the point of view of those empirical model-
lers whose attention is focused on the given subject matter. What becomes a 
main concern is that the consequent empirical verifi cations are not unam-
biguous or conclusive enough to help settle theoretical and policy related 
disputes, as illustrated in the case study of the Phillips curve in Chapter 5. 
The case study shows that such empirical studies have seldom succeeded in 
adding conclusively quantifi able exactness to a priori given directly substan-
tive themes, as expected of econometrics from the textbook teaching. What 
are, then, the new understandings that those studies provide us? 

 To thoughtful and experienced applied modellers, those studies simply 
show how incomplete most of the a priori given directly substantive mod-
els are for statistical purposes. In fact, attempts to rectify the incomplete-
ness from the data end form the essence of the reforms. For instance, the 
VAR approach and the LSE approach promote the route of a general dynamic 
extension of the a priori partial causes so as to close the gap between the 
 ceteris non paribus  factors and white-noise residual errors. While the route 
has yielded notable empirical improvements, albeit being labelled ‘measure-
ment without theory’ by critics, the task of selecting and designing empiri-
cally complete models extended from subject-matter based partial models 
has turned out to be unexpectedly recalcitrant. The task essentially requires 
a shift of emphasis from the interpretive role of substantive models to predic-
tion. Econometric models still fall short of providing timely predictions of 
major economic downturns, as shown from the case study in Chapter 6, in 
spite of general improvements in dynamic model specifi cation. The task of 
business cycle monitoring and forecasting would require modelling research 
to be focused on the discovery of substantive issues from topical concerns in 
a real-world environment, an area still much under-developed in economet-
rics. Mainstream econometrics is still dominated by the belief that model-
ling for theory-based or policy-related issues is more important and superior, 
or philosophically more appropriate,  3   than for forecasting. 

 Meanwhile, econometric research as a whole continues to derive its mean-
ingfulness from the hermeneutics of data in line with known substantive 
models. The incomplete nature of the subject matter provides econometri-
cians with seemingly endless measurement tasks and fertile ground for 
academic research. The recurring interest in the identifi cation of causal 

  3     For a general and philosophical argument that research in the social sciences should be 
focused on explanation and understanding rather than prediction due to the non-deterministic 
nature of social events, see Manicas (2006).  
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parameters serves as a best example here (e.g. Heckman, 2000, 2008). The 
usually meagre practical gain is largely overshadowed by a steady growth 
of new supplies in estimators and tests backed by rigorous probability and 
distribution discussions. The growth is so vibrant that it appears impossible 
to see any signifi cant change to the situation sneered at by Frisch as ‘playo-
metrics’ and criticized by Leontief as the unhealthy state of our discipline 
over four decades ago. In fact, similar criticisms have been voiced repeatedly 
by econometricians, economists, and scholars of the history and methodol-
ogy of economic thought, especially in the wake of the recession triggered by 
the 2008 fi nancial crisis (e.g. Buiter, 2009; Krugman, 2009). The formaliza-
tion trend led and fostered by the CC paradigm has been simply unstoppa-
ble, irrespective of its incomparably low and small empirical achievements. 
As long as econometrics is widely perceived as mainly useful for the role 
of supporting ‘directly substantive’ models, any formalization endeavours 
may fi nd themselves serving primarily to reinforce and enrich the deeply 
rooted ideology-based tradition in economics, than to enhance the chance 
of discovering empirical regularities, given the nature of non-experimental 
and inaccurate data and of the mutable contingencies of the economic 
environment. 

 From the angle of philosophy of science, the enduring scientifi c attraction 
of the CC approach can be regarded as lying in its provision of a methodolog-
ical closure for applying analytical statistics to the service of economic meas-
urement. Such a closure comprises three elements: (i) a set of self-contained 
variables of substantive interest; (ii) the existence of certain, expected regu-
larities among these variables representing a certain structural mechanism; 
and (iii) the possibility of separating the regularities to the level of individual 
input variables (e.g. Olsen and Morgan, 2005). Notice that (i) and (ii) closely 
resemble Frisch’s notion of ‘autonomy’. Although periodic critiques of the 
CC approach have erupted subsequent to notable cases of serious incompat-
ibility between the methodology and reality, the majority of the academic 
community have maintained their faith in the methodology by opting either 
to stay closer to the areas where they have greater confi dence in conducting 
relatively closed empirical investigations or to improve the CC approach in 
the hope that the improved methodologies would relate better to reality. The 
latter is embodied in the reformative movements described in Chapters 2–4. 
Essentially, the reforms are centred on two points. First, economic theorists 
should no longer be shouldering job (i) alone, that is, the provision of adequate 
sets of self-contained variables in the form of directly substantive models; 
and second, it is more important for econometricians to attend to elements 
(i) and (ii) than (iii) in empirical modelling. Nevertheless, those alternative 
approaches are reformative as their methodological improvements are for-
malized in a close resemblance of the CC tradition. The Bayesian approach 
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  4     These quotes are from Einstein (1922), where he writes, ‘as far as the laws of mathematics 
refer to reality, they are not certain, and as far as they are certain, they do not refer to reality’ 
(Part II Geometry and Experience).  

resorts to the subjective Bayesian stance to justify the gap between a CC-style 
methodological closure and closure in reality; the VAR approach advocates 
VARs as the ultimate model type to bridge the gap; the LSE approach encour-
ages the active use of data-driven specifi cation searches to supplement the 
incompleteness of a priori given sets of self-contained variables. The advo-
cacy and promotion of the alternative approaches rests heavily on the pres-
entation of methodological closures similar to that of the CC. 

 Needless to say, historical evaluation of any research methodologies pre-
supposes that the methodologies have already distinguished themselves 
among the academic community. To achieve such a state, pedantic per-
suasion becomes a primary and necessary task, overtaking that of practi-
cal concerns, even though these are frequently used as initial motivating 
justifi cations. The history thus abounds with cases of research trends being 
driven by powerful rhetoric, a phenomenon described as one of ‘more heat 
than light’ by Mirowski (1989). In an environment where econometrics has 
been widely taught as a universal statistical toolbox, the attraction of any 
newly emerged methodology would depend heavily on its ‘universal sol-
vent’ appeals (Swann, 2006: Preface), appeals which are sustained by a strong 
desire for certain, clear-cut, and simple methodological closure. It is thus no 
wonder that the VAR approach has gained popularity more than the other 
two approaches so far, especially among macro modellers, and that the LSE 
approach, in comparison, has been the least successful in converting believers 
(e.g. Magnus and Morgan, 1999). The desire in the profession to make univer-
salistic claims following certain standard procedures of statistical inference 
is simply too strong to embrace procedures which explicitly rely on the use 
of vernacular knowledge for model closure in a contingent manner. More 
broadly, such a desire has played a vital role in the decisive victory of mathe-
matical formalization over conventionally verbal based economic discourses 
as the principle medium of rhetoric, owing to its internal consistency, reduc-
ibility, generality, and apparent objectivity. It does not matter that ‘as far as 
the laws of mathematics refer to reality, they are not certain’. What matters is 
that these laws are ‘certain’ when ‘they do not refer to reality’.  4   Most of what 
is evaluated as core research in the academic domain has little direct bearing 
on concrete social events in the real world anyway. 

 However, it could be over-simplistic to dismiss such academic accomplish-
ments purely for their lack of immediate relevance to real-world problems. 
The need to build a ‘superstructure’ for any established discipline is shown, 
at least, from two aspects in many historical studies. First, scientifi c research 
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is generally full of advocacy and subjective biases, but scientifi c objectivity 
evolves, in the long run, from heated, intense, and biased confrontations 
between biased ideas of biased individuals (e.g. Mitroff, 1972, 1974). Therefore, 
‘more heat’ should be seen as a necessary short-run phase in the search for 
the eventual ‘light’. Secondly, the maturity of a discipline entails its branch-
ing out into refi ned sub-disciplines and an associated division of labour. In 
econometrics, this is embodied in the forming of a hierarchy where academic 
econometricians have gained the freedom to converse in abstruse language 
on ‘theological’ issues because a critical mass of professionally trained practi-
tioners has been reached and these practitioners have been shouldering the 
responsibility of dealing with every day ‘parish’ matters in non-academic 
institutions such as government agencies and policy banks. The search for 
the eventual ‘light’ and better research strategies does not call for a radical 
overthrow of the hierarchy. Rather, it requires frequent exchanges of opinion 
and heated debates across its hierarchical ranks to prevent institutional decay 
with respect to the evolving external world. In econometrics, such debates 
are particularly needed to help keep modellers constantly reminded of the 
diffi culties in applying statistical methods which are predicated on closure 
and regularity to an open economic reality, and to guard them against the 
tendency, in applied research, of confl ating methodological closure with the 
closure of reality as well as the tendency, in theoretical research, of wilfully 
pursuing atomistic studies following the hard science oblivious to the promi-
nent non-separable feature of the social and economic environment. It is also 
in this respect that historical investigations like the present one aim to make 
a constructive contribution.         
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