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1 Introduction

Industrial toxicology is a comparatively recent discipline, but its roots are shadowed in the mists of
time. The beginnings of toxicology, the knowledge or science of poisons, are prehistoric. Earliest
human beings found themselves in environments that were at the same time helpful and hostile to
their survival. They found their food among the plants, trees, animals, and fish in their immediate
surroundings, their clothing in the skins of animals, and their shelter mainly in caves. Their earliest
tools and weapons were of wood and stone.

It was in the very early period of prehistory that humans must have become aware of the
phenomenon of toxicity. Some fruits, berries, and vegetation could be eaten with safety and to their
benefit, whereas others caused illness or even death. The bite of the asp or adder could be fatal,
whereas the bite of many other snakes was not. Humans learned from experience to classify things
into categories of safe and harmful. Personal survival depended on recognition and avoidance, so far
as possible, of the dangerous categories.

In a unique difference from other animals, humans learned to construct tools and weapons that
facilitated their survival. Stone and wood gave way in time to bronze and then to iron as materials
for constructing these tools and weapons. The invention of the bow and arrow was a giant step
forward in weaponry, for it gave humans a chance to kill animals or other people from a safe
distance. And humans soon used their knowledge of the poisonous materials they found in their
natural environment to enhance the lethality of their weapons.

One of the earliest examples of the deliberate use of poisons in weaponry was smearing arrowheads
and spear points with poisons to improve their lethal effectiveness. In the Old Testament we find at
Job 6:4, “The arrows of the Almighty find their mark in me, and their poison soaks into my

spirit” (The New English Bible version). The Book of Job is generally dated at about 400 B. C.

L. G. Stevenson (1) cites the Presidential Address of F. H. Edgeworth before the Bristol Medico-
Chirurgical Society in 1916, to the effect that Odysseus is credited in Homer's Odyssey with
obtaining a man-Kkilling poison from Anchialos, king of the Taphians, to smear on his bronze-tipped
arrows. This particular passage does not occur in modern translations of the Odyssey and, according
to Edgeworth, was probably expurgated from the text when Greece came under the domination of
Athens, at which time the use of poisons on weapons was considered barbaric and not worthy of
such a hero as Odysseus.

Because the earliest literature reference to Homer is dated at 660 B. C., well before the Pan-Athenian
period, an early origin of the use of poisoned arrows can be assumed. Indeed, the word “toxic”
derives from the early Greek use of poisoned arrows.

The Greek word for the bow was toxon and for a drug was pharmakon. Therefore, an arrow poison
was called toxikon pharmakon, or drug pertaining to the bow. Many Latin words are derived from
the Greek, but the Romans took only the first of the two Greek works as their equivalent of “poison,”
that is, toxicum. Other Latin words for poison were venenum and virus. In the transition to English,
toxicum became “toxin,” and the knowledge or science of toxins becomes “toxicology.”

There were practicing toxicologists in Greece and Rome. Stevenson (1) refers to a book by Sir T. C.
Albutt (2) according to which the professional toxicologists of Greece and Rome were purveyors of
poisons and dealt in three kinds: those that acted quickly, those that caused a lingering illness, and
those that had to be given repeatedly to produce a cumulative effect. These poisons were of
vegetable or animal origin, except for arsenic. Although the toxicity of lead was described by
Hippocrates, and of mercury by Pliny the Elder, these metals were apparently not deliberately
employed as poisons before the Renaissance.



There is little doubt that the customers of the early toxicologists were interested in assassination or
suicide. Poisons offered a safer means for the assassin of disposing of an enemy than the more
visible alternatives that posed the risk of premature discovery and possibly effective retaliation. As a
means of suicide, poison often seemed more acceptable than other available means of self-
destruction. Although poisons have continued to be used for both homicide and suicide, their
popularity for these purposes has decreased as the popularity of firearms has increased.

The use of poisons as adjuncts to other weapons such as the spear or arrow ceased in Western
Europe long before the discovery of firearms. It has persisted to this day in primitive civilizations
such as those of the African pygmies and certain tribes of South American Indians. The use of
poison on a large scale as a primary weapon of war occurred during World War I, when both sides
employed poison gases. In the interval between World War I and World War 11, the potential of
chemical and biological agents as a means of coercion was thoroughly studied by most of the
powers, and both sides were prepared to use them, if necessary, in World War II. Although their use
in future wars has apparently been renounced, it should not be forgotten that the chemical and
biological toxins remain viable means of coercion that could be utilized under appropriate
circumstances in future conflicts. It would not be prudent to forget this in thinking about national
defense.

The early and sinister uses of poisons did result in contributions to toxicology. Furthermore, the
knowledge obtained did not require extrapolation to the human species, for humans were the subjects
in early experimentation.

As mentioned earlier, the professional toxicologists of Greece and Rome had recognized and dealt
with poisons that produced acute effects, those that produced lingering effects, and those that
produced cumulative effects. We recognize these categories today. The “dose-effects” relationship
was also recognized. In Plato's well-known description of the execution of Socrates, Socrates is
required to drink a cup of hemlock, an extract of a parsley-like plant that bears a high concentration
of the alkaloid coniine. When Socrates asks whether it is permissible to pour out a libation first to
any god, the jailer replies, “We only prepare, Socrates, just as much as we deem enough.”

The ancients also had some concept of the development of tolerance to poisons. There have come
down through the ages the poison damsel stories. In one of these, related by Stevenson (1), a king of
India sent a beautiful damsel to Alexander the Great because he guessed rightly that Alexander was
about to invade his kingdom. The damsel had been reared among poisonous snakes and had become
so saturated with their venom that all of her secretions were deadly. It is said that Aristotle dissuaded
Alexander from doing what seemed natural under the circumstances until Aristotle performed a
certain test. The test consisted in painting a circle on the floor around the girl with an extract of
dittany, believed to be a powerful snake poison. When the circle was completed, the girl is said to
have collapsed and died. The poison damsel stories continued to appear from time to time, and even
Nathaniel Hawthorne wrote a short story about one entitled “Rappaccini's Daughter.”

Kings and other important personages, fearing assassinations, sometimes tried to protect themselves
from this hazard by attempting to build up an immunity to specific poisons by taking gradually
increasing doses until able to tolerate lethal doses, sometimes—it is said—with results disastrous to
the queen. Other kings took the precaution of having slaves taste their food before they ate. When
slaves became too scarce or expensive, they substituted dogs as the official tasters and found that it
worked about as well. Perhaps we have here the birth of experimental toxicology in which a
nonhuman species was deliberately used to predict human toxicity.

Little of importance to the science of toxicology developed during the Middle Ages. Such research
as was done was largely empirical and involved the search for such things as the Philosopher's Stone,
the Universal Solvent, the Elixir of Life, and the Universal Remedy. The search for the Universal
Remedy is rumored to have been abandoned in the twelfth century when the alchemists learned how



to make a 60% solution of ethyl alcohol through improved techniques of distillation and found that it
had some remarkable restorative properties.

Although modern science is generally held to have had its beginnings in the seventeenth century
with the work of Galileo, Descartes, and Francis Bacon, there was a precursor in the sixteenth
century of some importance to toxicology. This was the physician-alchemist Phillipus Aureolus
Theophrastus Bombastus von Hohenheim, known as Paracelsus. Born in 1490, the son of a
physician, Paracelsus studied medicine with his father and alchemy at various universities. He was
not impressed with the way that either medicine or alchemy was being taught or practiced and
decided that more could be learned from the study of nature than from studying books by ancient
authorities.

Through travel and observation, Paracelsus learned more than his contemporaries about the natural
history of diseases, to whose cure he applied his knowledge of both medicine and alchemy. He
advocated that the natural substances then used as remedies be purified and concentrated by
alchemical methods to enhance their potency and efficacy. He also attempted to find specific
therapeutic agents for specific diseases and became highly successful as a practicing physician; in
1526 he was appointed Town Physician to the city of Basel, Switzerland, and a lecturer in the
university. Being of an egotistical and quarrelsome disposition, Paracelsus quickly antagonized the
medical and academic establishment.

In the sixteenth century, syphilis was a more lethal disease than it was to become later, and the
medical profession had no interest in it or cures for it. Paracelsus introduced and advocated the use
of mercury for treating syphilis, and it worked. The establishment, however, was outraged and
denounced Paracelsus for using a poison to treat a disease. Paracelsus loved an argument and
responded to this and other accusations with a series of “Defenses,” of which the Third Defense (3)
contained this statement with respect to his advocacy of the use of mercury or any other poison for
therapeutic purposes: “What is it that is not poison? All things are poison and none without poison.
Only the dose determines that a thing is not poison.” Paracelsus lectured and wrote in German,
which was also contrary to prevailing academic tradition. When his works were eventually translated
into Latin, the last sentence of the above quotation was usually rendered, “Dosis sola facit venenum”
or “The dose alone makes a poison.” This principle is the keystone of industrial hygiene and is a
basic concept in toxicology.

Mercury soon became and remained the therapy of choice for syphilis for the next 300 years until
Ehrlich discovered on his 606th trial an arsphenamine, Salvarsan, which was superior. Antimony
was widely used as a therapeutic agent from the seventeenth to the nineteenth century, and with the
medical profession was sharply divided as to whether it was more poison than remedy or more
remedy than poison.

The period from the seventeenth to the nineteenth century witnessed little decline in the use of
human subjects for the initial evaluation of remedies. In 1604, a book said to have been written by a
monk named Basile Valentine, but more probably by an anonymous alchemist, was published under
the title The Triumphant Chariot of Antimony. The book states that the author had observed that
some pigs fed food containing antimony had become fat. Therefore, he gave antimony to some
monks who had lost considerable weight through fasting, to see if it would help them to regain
weight faster. Unfortunately, they all died. Up to this time, the accepted name for the element had
been stibium (from which we retain the symbol Sb), but it was renamed antimony from the words
auti-moine meaning “monk's bane.” The Oxford English Dictionary agrees that this might be the
popular etymology of the word. This anecdote can be credited to H. W. Haggard (4).
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2 Experimental Toxicology

Experimental toxicology, as we know, it followed the rise of organic chemistry, which is usually
dated at around 1800. The rise was very rapid, and it is estimated that by 1880 some 12,000
compounds had been synthesized, and of these some turned out to be very toxic, in some cases
proving fatal to the chemists who prepared them. Two of the war gases employed on a large scale in
World War [, that is, phosgene (COCl,) and mustard gas, bis(b-chloroethyl) sulfide, had been

prepared in 1812 and 1822, respectively.

Early organic chemists were not deliberately looking for poisons, but for dyes, solvents, or
pharmaceuticals. For example, toxicity was an unwanted side effect, but if it was there, it had to be
recognized. The sheer number of new organic compounds synthesized in the laboratory, along with a
growing public disapproval of the practice of letting toxicity be discovered by its effects on people,
led to a more extensive use of convenient and available animals such as dogs, cats, or rabbits as
surrogates for human beings, much as some of the ancient kings used dogs instead of slaves to test
their food before they dined.

Loomis (5) credits M. J. B. Orfila (6) with being the father of modern toxicology. A Spaniard by
birth, Orfila studied medicine in Paris. According to Loomis:

He is said to be the father of modern toxicology because his interests centered on the harmful effects
of chemicals as well as therapy of chemical effects, and because he introduced quantitative
methodology into the study of the action of chemicals on animals. He was the author of the first
book devoted entirely to studies of the harmful effects of chemicals (6). He was the first to point out
the valuable use of chemical analyses for proof that existing symptomatology was related to the
presence of the chemical in the body. He criticized and demonstrated the inefficiency of many of the
antidotes that were recommended for therapy in those days. Many of his concepts regarding the
treatment of poisoning by chemicals remain valid today, for he recognized the value of such
procedures as artificial respiration, and he understood some of the principles involved in the
elimination of the drug or chemical from the body. Like many of his immediate followers, he was
concerned primarily with naturally occurring substances for which considerable folklore existed with
respect to the harmfulness of such compounds.

A reading of some of the earlier nineteenth century reports indicates a lack of recognition of and
concern with either intraspecies or interspecies variation. Sometimes it is not possible to determine
from the report which species of animal was tested. Some reports were based on dosage of only one
animal, it being assumed that all others would react similarly. In reports of inhalation toxicity, a
lethal concentration might be identified without designating the length of the exposure time.

The initial recognition of biological variability comes from the study of the action of drugs rather
than from the study of the action of chemicals as such. The increased interest in the action of drugs
resulted from the availability of so many new organic compounds that could be explored for possible
therapeutic activity.

In the second half of the nineteenth century, the phenomenon of biological variability was
recognized by pharmacologists, as was also the necessity for establishing the margin of safety
between a therapeutically effective dose and a toxic dose of a drug. Clinical trials of new drugs with
adequate controls began to be accepted as good science. The traditional wisdom and beliefs about
therapeutic practice were reexamined by pharmacologists.



Early European efforts are credited by Warren Cook to Gruber (7) who used animals and himself in
1883 to set the boundaries for carbon monoxide poisoning. Lehmann and his colleagues (8)
performed toxicity testing on numerous compounds using animals, and these provided the basis for
establishing many exposure limits. Korbert (9) provided dose response data on acute exposures for
twenty substances that gave information on levels that produced minimal symptoms after several
hours, %2 to 1 hour exposures without serious disturbances, and 72 to 1 hour exposures that range
from dangerous to rapidly fatal to man and animals. Many of these evaluations are still valid today.
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3 Industrial Toxicology

Concerns for the safety of the workplace drove the development of industrial toxicology. The British
physician, C.T. Thackrah, noted that, “Most persons who reflect on the subject will be inclined to
admit that our employments are to a considerable degree injurious to health ... ” and “Evils are
suffered to exist, even when the means of correction are known and easily applied. Thoughtlessness
or apathy is the only obstacle to success” (10).

In the United States, the first recognition of occupational disease by Benjamin McCready appeared
(11) in an essay published by the Medical Society of New York. Illnesses including dermatoses were
noted as well as long hours, poor ventilation, and child labor. Certainly, some of the illnesses were
from chemical exposures and dust, but it should be noted that ergonomic and human performance
concepts are raised in these early writings. Working conditions became a cause for concern among
social movements mainly because of child labor. More than a century and a half later we still are
concerned about child labor.

Recognition of the relationship between chemical agents and disease (industrial toxicology) moved
rapidly in Europe during the last decade of the nineteenth century. This activity may have been
stimulated in Germany by the passage during Bismarck's rule of the Workingmen's Insurance Law,
which set up an insurance fund into which both employers and employees contributed that amounted
to about 6% of total wages paid out. For this, the workers obtained free medical care, as well as some
compensation during periods of disability.

Industrial toxicology in the United States grew out of work in occupational and industrial health by
such investigators as Hamilton and Hardy (12), the Drinkers at Harvard (13, 14), Hatch at Pittsburgh
(15), and Kehoe (16) and Heyroth (17) at Cincinnati. Government and industry provided financial
support for these efforts.

There had been no organic chemical industry in the United States before World War 1. It was born
just after the war, because during the war, the United States felt the lack of useful products such as
aniline dyes (used for printing our stamps and currency, among other things) and pharmaceuticals
(e.g., aspirin), which had been imported from Germany. Manpower and facilities used during the war
for manufacturing munitions became available after 1918, and several companies decided to use
them to get into the organic chemical business. Because neither employers nor workers had any
previous experience in making and handling organic chemicals, the effects of unanticipated toxicity
began to be encountered. That toxicity was not wanted because it was counterproductive and, along
with other problems, had to be managed if the industry was to survive.

To manage a problem, it must be anticipated, the causes must be identified and analyzed, and
practical means of overcoming the problem must be available. As a means to this end, industrial
preventive medicine, industrial toxicology, and industrial hygiene became valuable tools. By the
mid-1930s, several large chemical companies in the United States had established in-house



laboratories of industrial toxicology, e.g., DuPont, Dow, and Union Carbide. The purpose of these
laboratories was to provide management with sufficient information about the toxicity of new
chemicals to enable prudent business decisions.

Another important source of experimental toxicological data that was used to inform the workplace
was from work by Hueper at one time, a pathologist at DuPont and chemists who were interested in
chemical carcinogenesis and mechanistic research, e.g., the Millers (18) at Wisconsin and Ray (19)
at Cincinnati. Early experimental data captured in Hartwell (20) “Survey of Compounds Which Have
Been Tested for Carcinogenic Activity, Federal Security Agency, U.S. Public Health Service”
eventually provided the bases for the first early lists of carcinogenic chemicals prepared by the
American Standards Association and the American Conference of Governmental and Industrial
Hygienists in the 1940s.

It should be emphasized that although these beginning efforts in industrial toxicology were occurring
in the United States, in Europe experimental toxicology and studies in occupational disease were
well underway. For example, early work of the British on coal tars, mineral oils, and other
carcinogens (aromatic amines) were widely available (22-25).

It is important to recognize that by the 1930s the data from experimental studies in animals, human
case reports, and early epidemiological studies reported the causes of many occupationally induced
cancers. Table 1.1 (26-36) presents data and references from several of these early studies, and
although more investigations have added to the knowledge regarding these carcinogens, these early
observations remain valid.

Table 1.1. Early Studies in Chemical Carcinogenesis

Year First Reported by Reported Agent or Process Site

1775 Pott (26) Soot Scrotum
1822 Paris (27) Arsenic Skin
1873 Volkmann (28) Crude wax from coal Skin
1876 Bell (29) Shale oil Skin
1879 Hérting and Hesse (30) Ionizing radiation Lung
1894 Unna (31) Ultraviolet radiation Skin
1895 Rehn (32) Aromatic amines Bladder
1898 Mackenzie (33) Creosote Skin
1935 Pfeil (34) Chromate production Lung
1917 Leymann (35) Crude anthracene (coal tar?) Skin
1929 Martland (36) Radium Bone

In the United States, a dramatic change occurred in 1935 with the passage of the Social Security Act.
Financial and technical support from the Federal Government were given to the States, mostly to
Health Departments, to develop health programs to protect workers. New York and Massachusetts
maintained their programs in the Labor Department. This effort was very important in industrial
toxicology because all of these programs performed investigations into chemical and physical agents
in the workplace and the development of disease.

It is important to mention the work of the National Safety Council, which began a series of articles in
the 1920s that described the toxicology of certain chemicals in the workplace and provided



recommendations for medical and industrial hygiene monitoring. Recognized leaders in the field
wrote these guidelines, usually as a committee document. One example is the classic document on
benzol toxicity (37).

Although not called “industrial toxicology,” the emergence of industrial medicine and industrial
hygiene as significant public health disciplines became embedded in the basic principles of industrial
toxicology, that is, connecting chemical exposures with development of disease through measuring
exposures, developing dose-response relationships for adverse health effects, and recommending
interventions to reduce exposures and disease. From these early beginnings, guidelines to prevent
illness (and injuries) were developed as part of recommendations issued by the National Safety
Council, American National Standards Institute in the 1920s, and later by the American Conference
of Government Industrial Hygiene (TLVs).

By 1938, there were enough government-affiliated personnel engaged in the practice of industrial
hygiene at the federal, state, and local levels to make possible the formation of the American
Conference of Governmental Industrial Hygienists (ACGIH). In 1939, the American Industrial
Hygiene Association (AIHA) was founded. These societies sought to bring collective knowledge
regarding the toxicology of workplace hazards, mainly chemicals, and the necessary skills to reduce
exposures. In the early period, industrial toxicologists were involved in recognizing, evaluating, and
controlling hazards of the workplace that cause occupational illness and disability. Eventually, as
investigators working in industrial toxicology became more specialized, they formed their own
society in the 1960s, the Society of Toxicology, and eventually began to meet separately from the
American Industrial Hygiene Association.

At the turn of the twentieth century, most industrial toxicological information was gleaned from
observations of workers employed in various industries. By the 1930s, experimental industrial
toxicology was expanding rapidly with the introduction of studies using animals. Most early studies
focused either on cancer or acute toxic responses such as asphyxiation and acute lung injury or
neurological symptoms such as dizziness, tremors, convulsions, etc., and death. Probably the
development of certain chronic lung diseases resulting from industrial exposures over several years,
such as silicosis, coal workers' pneumoconiosis, asbestosis, beryllioses, and the recognition of lead
poisoning as a chronic disease, led to the development and use of experimental chronic toxicity
studies.

Between 1920 and 1970 (i.e., before most environmental and occupational health laws), industrial
toxicology was performed mainly by industry in its own laboratories, e.g., DuPont's Haskell
Laboratory where one of the authors of this chapter worked, at Dow Chemical Company where V.
K. Rowe was a pioneer investigator, and at various university laboratories, such as Harvard,
University of Pittsburgh, New York University, University of Cincinnati, and Johns Hopkins
University, where the work was supported by industry. The arrangements at these laboratories
ranged from contracts to grant relationships and although the interpretation of the results may have
involved some controversy, by and large, the experimental results have stood the test of time. A
great deal of toxicological data came from industries where physicians, industrial hygienists, or
toxicologists reported adverse health responses in certain occupations where a specific chemical was
used. It was this collection of industrial toxicological data that was brought together and formed the
basis of the first two editions of Patty's. For example, it is common over the years to see the names
of industry leaders in health and safety provide “personal communication” as the source of certain
toxicological data (e.g., Dr. D. Fassett, Eastman Kodak) in this volume.

Often these early references are to industry data or observations and were not published in the peer-
reviewed literature but remain in files as unpublished reports. Fortunately, some of the reports of
early studies are filed in libraries and are public documents (38).

3.1 Acute and Chronic Tests

It is interesting to note the role that World War I played in early toxicology. World War I stimulated
a great many studies of acute inhalation toxicity for chemical warfare purposes. The number of



compounds examined during World War I as possible chemical warfare agents is estimated to have
been between 3,000 and 4,000, and of these, 54 were used in the field at one time or another. During
World War I, chemical warfare agents were selected for their irritancy to skin or eyes, rather than for
systemic toxicity, and both the techniques developed for their study, as well as the information
gained, were useful to postwar industrial toxicology.

Although chronic, or cumulative, toxicity had been recognized for centuries, it received much less
attention than acute toxicity until more recent times, possibly because acute toxic effects were more
likely to be recognized than chronic effects. Chronic toxicity could, however, be investigated by any
relevant route of exposure, provided that the dosages used were small enough to permit the chronic
damage to appear. The most perplexing question was, “How long should a prolonged exposure be to
gain all the necessary information?”” Opinions differed, but the majority of toxicologists seemed to
feel that 90 days of repeated exposure would be sufficient to elicit all of the important manifestations
of chronic toxicity in the rat or mouse, provided that the daily doses were sufficiently high but still
consistent with survival. This effort was given impetus by the Food and Drug Administration as it
began to require such tests for food additives and pesticides. It should be recalled that until 1970
FDA not EPA prescribed the testing requirements for pesticides.

In 1938, as a consequence of the elixir of sulfanilamide tragedy, in which a number of persons died
from taking a solution of sulfanilamide in diethylene glycol for therapeutic purposes, the U.S. Food
and Drug Administration undertook a comprehensive investigation of the toxicity of the glycols.
This investigation culminated in a “lifetime” feeding study with diethylene glycol in rats. In 1945,
Nelson et al. (39) reported the results at a meeting of the Federation of American Societies for
Experimental Biology. A surprising result of the study was the finding that some of the rats fed a diet
containing 4% diethylene glycol had developed bladder stones and that some of those with bladder
stones had also developed fibropapillomatous tumors of the bladder. Because neither bladder stones
nor tumors had been found in tests of shorter duration, it became obvious that, for some lesions, 90
days was not a sufficient time of exposure. By 1950, the FDA had begun recommending lifetime
studies, for which they considered two years in the rat as proper, as part of proof of safety of
proposed new intentional and unintentional food additives and pesticides. As a guide to the
perplexed, members of the FDA staff prepared an article entitled “Procedures for the Appraisal of
the Toxicity of Chemicals in Foods, Drugs, and Cosmetics,” which was published in the September,
1949, issue of Food Drug cosmetic Law Journal (40). It contained a section on how to do long-term
chronic toxicity studies and recommended a period of two years for the rat, plus one year for a
nonrodent species such as the dog.

Although not an official regulation, the article advised every one of the FDA's expectations with
respect to data submitted to it as proof of safety of the proposed new food additive or pesticide. A
revision of the article appeared in 1955 (41), and a third revision was published in 1959 as a
monograph by the Association of Food and Drug Officials of the United States (42).

During the same period, the Food Protection committee of the National Academy of
Science/National Research Council was publishing and revising “Principles and Procedures for
Evaluating the Safety of Food Additives” (43) which were, in general, consistent with the FDA
staff's guidelines. One common thread ran through both sets of recommendations. With each
revision, the complexity of the tests increased and so did the cost.

The FDA's recommended protocol in 1959 (42) for a “lifetime” test with rats called for four groups
of a minimum of 25 males and 25 females each. There would be a control group, a low-dose group
(a no-effect level, it was hoped), a high-dose group (chosen to be an effect level), and a mid-dose
group. All animals would be necropsied for gross pathology. Selected organs would be weighed, and
selected organs would be preserved for histopathology. During the course of the experiment, food
consumption and weight gains would be measured, blood and urine would be monitored for
deviations from normality, and nay-behavioral changes would be noted. A three-generation
reproduction study would be carried out at all dose levels. A similar experiment would also be



carried out with four groups of six to eight dogs each for an exposure period of two years to
determine whether a nonrodent species responded differently from the rat. Dog reproduction studies
were not required. The lifetime of the rat was considered to be two years for the purposes of the test.
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4 Trends

4.1 Toxicological Testing

Concerns raised 20 years ago about the costs and validity of toxicological information that may be
used for making risk assessments to protect workers and for business decisions on product
development are still valid today.

When John Zapp wrote the first part of this chapter, it was the late 1970s and the other author, Eula
Bingham, Assistant Secretary of Labor for Occupational Safety and Health, was grappling with the
need for toxicological data on which to base occupational health and safety standards. It was during
this period (1978) that the National Toxicology Program (NTP) began. This effort was intended to
expand the carcinogen testing program of the National Cancer Institute that began during the 1960s.

Today, the National Toxicology Program (44) provides a significant portion of all new data on
industrial chemicals used in the United State and in other countries. At present, 80,000 chemicals are
used in the United States and an estimated 2,000 new ones are introduced annually to be used in
products such as foods, personal care products, prescription drugs, household cleaners, and lawn care
products. The effects of many of these chemicals on human health are unknown, yet people may be
exposed to them during their manufacture, distribution, use, and disposal or as pollutants in our air,
water, or soil.

The National Toxicology Program (NTP) was established by the Department of Health and Human
Services (DHHS) in 1978 and charged with coordinating toxicological testing programs within the
Public Health Service of the Department; strengthening the science base in toxicology; and
providing information about potentially toxic chemicals to health regulatory and research agencies,
scientific and medical communities, and the public (See Fig. 1.1). The NTP is an interagency
program whose mission is to evaluate agents of public health concern by developing and applying
the tools of modern toxicology and molecular biology. In carrying out its mission, the NTP has
several goals:

* to provide toxicological evaluations of substances of public health concern;
* to develop and validate improved (sensitive, specific, rapid) testing methods;
* to develop approaches and generate data to strengthen the science base for risk assessment; and

* to communicate with all stakeholders, including government, industry, academia, the
environmental community, and the public.

Nationally, the NTP rodent bioassay is recognized as the standard for identifying carcinogenic
agents. However, the NTP has expanded its scope beyond cancer to include examining the impact of
chemicals on noncancer toxicities such as those affecting reproduction and development, inhalation,
and the immune, respiratory, and nervous systems. Recently a Center for Evaluation of Risks to
Human Reproduction and a Center for the Evaluation of Alternative Toxicological Methods were
created.



Policy oversite Policy oversite
and chemical selection and chemical selection

Executive committee NTP Board of scientific

ATSDR counselors
CPsC ) )
EPA Direct Technical reports review
FDA "'sf or subcommittee

NCEH/CDC NTP )

NCI NIH Report on carcinogens
NIH subcommittes
NJ:%%H Advisory committes on

alternative toxicological
methods

Figure 1.1. National Toxicology Program. The National Toxicology Program (NTP) is
headquartered at the NIEHS/NIH, and its director serves as director of the NTP. The Executive
Committee composed of the heads of key research and regulatory Federal agencies provides
oversight for policy issues. Science oversight and peer review are provided through a mix of Federal,
academic, industrial, and public interest science experts.

NTP's testing program seeks to use mechanism-based toxicology studies to enhance the traditional
approaches. Molecular biology tools are used to characterize interactions of chemicals with critical
target genes. Examples of mechanism-based toxicology include identification of receptor-mediated
toxicants, molecular screening strategies, use of transgenic animal models, and the development of
alternative or complementary in vivo tests to use with rodent bioassays. Inclusion of such strategies
can provide insight into the molecular and biological events associated with a chemical's toxic effect
and provide mechanistic information that is useful in assessing human risk. Such information can
also lead to the development of more specific and sensitive (and often less expensive) tests for use in
risk assessment. There is a strong linkage between mechanism-based toxicology and the
development of more biologically based risk assessment models. Such models are useful in
clarifying dose—response relationships, making species comparisons, and identifying sources of
interindividual variability.

Genetically altered or “transgenic” mouse models carry activated oncogenes or inactivated tumor
suppressor genes involved in neoplastic processes in both humans and rodents. This trait may allow
them to respond to carcinogens more quickly than conventional rodent strains. The advantage
provided by such an approach compared with standard rodent models is that in addition to chemicals
undergoing metabolism, distribution, and relevant pharmacokinetics, the neoplastic effects of agents
can be observed in the transgenic models within a time frame in which few if any spontaneous
tumors would arise.

During the past few years, the NIEHS/NTP has evaluated transgenic strains in toxicological testing
strategies. The response for 38 chemicals was compared in two genetically altered mouse strains

(p53def: p53+/— heterozygous and Tg.AC: n-Ha-ras transgene) with that of wild-type mice tested in
chronic two-year bioassays. Findings from these studies were evaluated by the NTP Board of
Scientific Counselors for their suitability in NTP toxicological evaluations. Based upon the
NIEHS/NTP review, the transgenic models performed largely according to predictions; they
identified all known human carcinogens and most of the multisite/multispecies rodent carcinogens
but failed to identify completely rodent carcinogens that produced tumors in selected organs in two-
year studies.

The use of these genetically altered mouse models holds promise in carcinogenesis research and
testing and clearly is more rapid and less expensive than traditional NTP two-year bioassay studies.
The challenge still facing the NTP is to design studies that address remaining questions and concerns
and to explore how these models can be used in risk assessment.



The NIEHS Environmental Genome Project is a multicenter effort to identify systematically the
alleles of 200 or more environmental disease susceptibility genes in the U.S. population. Information
from this human exposure assessment initiative together with the environmental genome project will
provide the science base essential for future, meaningful studies of gene/environment interactions in
disease etiology.

As a part of an interagency human exposure assessment initiative, the NTP and the NCEH/CDC are
collaborating on a pilot project to quantify approximately 70 chemicals in either human blood or
urine that are considered endocrine disrupters. Biological samples from the National Health and
Nutrition Examination Surveys (NHANES) are being tested. These data will be used to estimate
human exposure to endocrine disrupting agents within the U.S. population and to identify those of
greatest public health concern. This information can be used in prioritizing chemicals for study and
in developing biologically based models for estimating human risks.

4.2 Human Genome

The revolution in genetics and specifically in mapping the human genome, as well as the
development of transgenic animals, will radically change the way we evaluate chemical and physical
agents. See chapter 7 by Dan Nebert in this volume.

The need to keep toxicologists apprised of the current thinking regarding many new advances in
certain toxicological fields has led us to include a special chapter on genetics. Although human
variability was recognized as a phenomenon during the last half of the nineteenth century,
pharmacogenetics has now become a significant and critical element in understanding dose-response
curves in every aspect of toxicology from predicting who can metabolize a chemical to a carcinogen
to determining which patient may be at risk of death from a prescribed doses of an anticancer drug.
This area will probably bring about the greatest changes in our understanding of worker responses to
occupational exposures.

4.3 Global Workplaces

The workplaces of concern in early editions of Patty's were mainly those in U.S. factories where
chemicals and certain processes occurred. Today, many of those activities and chemicals have
moved overseas, and the scene is dynamic and changing as we write. Hopefully, the toxicological
information contained in these volumes will be useful in global workplaces. We have welcomed
authors from outside the United States, many of whom are outstanding toxicologists in their own
countries and are known internationally. It is the hope of the editors that this trend will continue for
Patty's in future editions. Without modern telecommunications and E-mail, we would not have the
courage to propose such authors.

4.4 Mixtures

Mixtures have reemerged as a special concern in toxicology. Mainly during the period (1930-1970)
when complex mixtures, particularly those derived from fossil fuels (petroleum fractions, coal tar)
were being actively investigated, the issues revolved around finding the critical chemical in the
complex mix that was responsible for its toxicology. Chemicals in these mixtures enhanced or
inhibited the critical chemical. When chemical exposures occurred either together or in sequence as
in chemical carcinogenesis, the concepts of initiation and promotion became part of understanding
mixtures. Recognition that contributions from several chemicals affecting the same target organ
could be at least additive and perhaps of concern in the workplace led the ACGIH to develop a
methodology for simple mixtures.

As more information has been produced during the last 10 years regarding the content of hazardous
waste sites, once again there are efforts to develop methodologies to account for multiple chemical
exposures in attempting to assess risk. One of the most notable is the dioxins and the use of
“equivalency factors.” However, the way to determine any potential for interactions among a
mixture of chemical exposures remains a problem in toxicology and will continue to require
investigation in the future.

4.5 Training and Personnel

Current training programs in toxicology place heavy emphasis on genetics. Courses in genetics and
molecular biology have largely replaced other fundamental medical disciplines such as biochemistry,



physiology, and pharmacology. Sometimes, aspects of these elements are covered to a small extent
in a toxicology course. Courses in risk assessment are usually elective. Most graduate programs in
toxicology today provide little background for individuals seeking to work in industrial toxicology.
On the other hand, the practical elements that remain as staples in industrial hygiene programs
provide much that is useful in industrial toxicology. The deficiency in these programs is the lack of
training in the biological sciences, since most industrial hygiene graduates have little or no
toxicology unless they take it as an elective. The result is that industry today must be prepared to
provide current graduates with on-the-job training equivalent to 2—3 years of a postdoctoral
fellowship if they are to work in industrial toxicology.

Industrial Toxicology: Origins and Trends

Bibliography

Cited Publications
1 L. G. Stevenson, The Meaning of Poison, University of Kansas Press, Lawrence, 1959.
2 T. C. Albutt, Greek Medicine in Rome, London, 1921.

3 Paracelsus. Epistola Dedicatora St. Veit Karnten: Seiben Schutz, Schirm-und. Trutzreden,
Dritte Defension (1538).

4 H. W. Haggard, Devils, Drugs and Doctors, Harper, New York, 1929.
5 T. A. Loomis, Essentials of Toxicology, 3rd ed., Lea & Febiger, Philadelphia, 1978.

6 M. J. B. Orfila, Traite des poisons tirés minéral, végétal, et animal on toxicologie générale
sous le rapports de la pathologie et de la médecine legale, Crochard, Paris, 1815.

7 W. A. Cook, Occupational Exposure Limits-Worldwide, American Industrial Hygiene
Association (AIHA), Akron, OH, 1986.

8 K. B. Lehmann, Experimentelle Studien iiber den Einfluss Technisch und Hygienisch
Wichtiger Gase und Dampfe auf Organismus: Ammoniak und Salzsauregas. Arch. Hyg. 5, 1—
12 (1886).

9 R. Korbert, The smallest amount of noxious industrial gases which are toxic and the amounts
which may perhaps be endured. Comput. Pract. Toxicol. 5,45 (1912).

10 C. T. Thackrah, The Effects of Arts, Trades, and Professions and of Civic States and Habits
of Living, on Health and Longevity, 2nd ed., Longman, Rees, Orme, Brown, Green, S.
Longman, London, 1832.

11 B. W. McCready, On the influence of trades, professions, and occupations in the United
States, in the production of disease. Trans. Med. Soc. State N. Y. 3, 91-150 (1835), reprinted
by Johns Hopkins Press, Baltimore, MD, 1943, with introduction by C. W. Miller.

12 A. Hamilton and H. L. Hardy, Industrial Toxicology, 2nd ed., Hoeber, New York, 1949.

13 C. K. Drinker, Carbon Monoxide Asphyxia, Oxford University Press, New York and London,
1938.

14 P. Drinker, Certain aspects of the problem of zinc toxicity. J. Ind. Hyg. Toxicol. 4, 177
(1922-1923).

15 T. Hatch and C. L. Pool, J. Ind. Hyg. 16, 177 (1934).

16 R. A. Kehoe, A. F. Thaman, and J. Cholak, Lead absorption and excretion in relation to the
diagnosis of lead poisoning, J. Ind. Hyg. Toxicol. 15, 320 (1933).

17 F. F. Heyroth, Thallum: a Review and Summary of Medical Literature, U.S. Public Hlth.
Rep. Suppl. 197, 1947.



18 J. A. Miller, E. G. Miller, and G. C. Fingen, Cancer Res. 17, 387-398 (1957).
19 F. E. Ray et al., Br. J. Cancer 15, 816-820 (1961).

20 J. L. Hartwell, Survey of Compounds Which Have Been Tested for Carcinogenic Activity,
National Institute of Health, National Cancer Institute, Federal Security Agency, U.S. Public
Health Service, Washington, DC, 1941.

21 S. A. Henry, N. M. I. Kennaway, and E. L. Kennaway, The incidence of cancer of the
bladder and prostrate in certain occupations, J. Hyg. 31, 125-137 (1931).

22 S. A. Henry, The study of fatal cases of cancer of the scrotum from 1911 to 1935 in relation
to occupation with special reference to chimney sweeping and cotton mule spinning. Am. J.
Cancer 31, 28-57 (1937).

23 G. M. Bonser, Tumours of the skin produced by blast-furnace tar. Lancet 1, 775-776 (1932).

24 G. M. Bonser, Epithelial tumours of the bladder in dogs induced by pure b-naphthylamine. J.
Pathol. Bacteriol. 55,1 (1943).

25 R. A. M. Case et al., Tumours of the urinary bladder in workmen engaged in the manufacture
and use of certain dyestuff intermediates in the British chemical industry. I. The role of
aniline, benzidine, alpha-naphthylamine and beta-naphthylamine. Br. J. Ind. Med. 11, 75
(1954).

26 P. Pott, Chirurgical Observations Relative to the Cataract, the Polypus of the Nose, the
Cancer of the Scrotum, the Different Kinds of Ruptures, and the Mortification of the Toes
and Feet, Hower, Clarke, & Pollins, London, 1775.

27 1. A. Paris, Pharmacology, 3rd ed., W. Philipps, London, 1822.

28 R. Volkmann, Beitrdge zu kiln. Chirurgie anschliessend an einen Bericht ueber die Tdigkeit
der chiurgischen Universitdisklink zu Halle, 1873, reprint: Leipzig, 1975.

29 B. Bell, Treatise on the hydrocele or cancer and other diseases of the testis. Edinburgh Med.
J. 22 (1876).

30 F. H. Harting and W. Hesse, Vierteljahrsschr. Gerichtl. Med. 30 (1879).

31 P. G. Unna, Die Histopathologie der Haukrankheiten, A. Hirschwald, Berlin, 1894.
32 L. Rehn, Blasengeschwuelste bei Fuchsin-Arbeitern. Arch. Klin. Chir. 50 (1895).
33 S. Mackenzie, Br. J. Dermatol. 10 (1898).

34 E. Pfeil, Lung tumors as occupational disease in chromate plants (in German). Dtsch. Med.
Wochenschr. 61, 1197-1200 (1935).

35 Leymann, Zentralbl. Gewerbehyg. Unfallverhuet. 5 (1917).

36 H. S. Martland, Monthly labor review. U. S. Dep. Labor Bull. 28, (1929).

37 National Safety Council, Benzol, Final report of the Committee of the Chemical and Rubber
Sections, NSC, Washington, DC, 1926.

38 R. A. Kehoe, Kettering Laboratory Reports, 1920-1970, Heritage History of Medicine
Library.

39 A. A. Nelson, O. G. Fitzbugh, and H. O. Calvery, Diethylene glycol. Fed. Proc., Fed. Am.
Soc. Exp. Biol. 4, 149 (1945).

40 A. J. Lehman and FDA Staff, Procedures for the appraisal of the toxicity of chemicals in
foods, drugs, and cosmetics. Food Drug Cosmet. Law J. (1949).

41 A. J. Lehman and FDA Staff, Procedures for the appraisal of the toxicity of chemicals in
foods, drugs, and cosmetics. Food Drug Cosmet. Law J. (1955).

42 FDA Staff, Division of Pharmacology, Appraisal of the Safety of Chemicals in Foods, Drugs,
and Cosmetics, Association of Food & Drug Officials of the United States, Baltimore, MD,
1959.

43 National Academy of Sciences/National Research Council, Food Protection Committee/Food
& Nutrition Board, Principles and Procedures for Evaluating the Safety of Food Additives,
Publ. No. 750, NAS/NRC, Washington, DC, 1959.



44 Environmental Health Prospectives (NIEHS), 106, 10 (1998).

Pathways and Measuring Exposure To Toxic Substances
Morton Lippmann, Ph.D., CIH

1 Introduction

For toxic substances in the environment to exert adverse effects on humans, they must deposit on
and/or penetrate through a body surface and reach target sites where they can alter normal functions
and/or structures. The critical pathways and target sites can vary greatly from substance to substance
and, for a given substance, can vary with its chemical and physical form. A further complication
arises from the fact that chemical and/or metabolic transformations can take place between
deposition on a body surface and the eventual arrival of a toxic substance or metabolite of that
substance at a critical target site. A critical target site is where the toxic effect of first or greatest
concern takes place.

This chapter reviews and summarizes current knowledge concerning the generic aspects of the
environmental pathways and processes leading to (1) deposition of toxicants on body surfaces (skin,
respiratory tract, gastrointestinal tract); (2) uptake of toxicants by epithelial cells from environmental
media (air, waste, food); (3) translocation and clearance pathways within the body for toxicants that
penetrate a surface epithelium; and (4) the influence of chemical and physical form of the toxicant on
the metabolism and pathways of the chemical of concern. Where the physical attributes of the
toxicant such as the length and biopersistence of airborne fibers are of generic concern, these are also
discussed in this chapter. Other aspects of the pathways and the fates of toxicants that are specific to
the chemical species that are the subject of the following chapters of this volume are discussed, as
appropriate, in those chapters.

This chapter also summarizes and discusses techniques for measuring personal and population
exposures to environmental toxicants and their temporal and spatial distributions. Quantitative
exposure assessment, as a component of risk assessment, involves consideration of (/) the nature and
properties of chemicals in environmental media, (2) the presence in environmental media of the
specific chemicals that are expected to exert toxic effects, (3) the temporal and spatial distributions
of the exposures of interest, and (4) the ways that ambient or workplace exposure measurements or
models can be used to draw exposure inferences. In this context, the knowledge of deposition, fate,
pathways, and rates of metabolism and transport within the body, to be reviewed later in this chapter,
provide appropriate rationales for size-selective aerosol sampling approaches and/or usage of
biomarkers of exposure. Finally, this chapter discusses the choices of sampling times, intervals,
rates, durations, and schedules most appropriate for exposure measurements and/or modeling that are
most relevant to risk assessment strategies that reflect data needs for (/) documenting compliance
with exposure standards; (2) performing epidemiological studies of exposure—response relationships;
(3) developing improved exposure models; and (4) facilitating secondary uses of exposure data for
epidemiological research, studies of the efficacy of exposure controls, and analyses of trends.
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2 Nature of Toxic Substances

2.1 Physical Properties of Toxic Air Contaminants

Chemicals can be dispersed in air at normal ambient temperatures and pressures in gaseous, liquid,
and solid forms. The latter two represent suspensions of particles in air and were given the generic
term “aerosols” by Gibbs (1) by analogy with the term “hydrosol,” used to describe dispersed
systems in water. Although hydrosols generally have uniformly sized particles, aerosols do not.



Gases and vapors, which are present as discrete molecules, form true solutions in air. Particles
composed of moderate- to high-vapor-pressure materials evaporate rapidly because those small
enough to remain suspended in air for more than a few minutes (i.e., those smaller than about

10 mm) have large surface to volume ratios. Some materials with relatively low vapor pressures can
have appreciable fractions in both vapor and aerosol forms simultaneously.

Once dispersed in air, contaminant gases and vapors generally form mixtures so dilute that their
physical properties, such as density, viscosity, and enthalpy, are indistinguishable from those of
clean air. Such mixtures follow ideal gas law relationships. There is no practical difference between
a gas and a vapor except that the latter is generally the gaseous phase of a substance that can exist as
a solid or liquid at room temperature. While dispersed in the air, all molecules of a given compound
are essentially equivalent in their size and capture probabilities by ambient surfaces, respiratory tract
surfaces, and contaminant collectors or samplers.

Aerosols are dispersions of solid or liquid particles in air and have the very significant additional
variable of particle size. Size affects particle motion and, hence, the probabilities of physical
phenomena such as coagulation, dispersion, sedimentation, impaction onto surfaces, interfacial
phenomena, and light-scattering. It is not possible to characterize a given particle by a single size
parameter. For example, a particle's acrodynamic properties depend on density and shape, as well as
linear dimensions, and the effective size for light scattering depends on refractive index and shape.

In some special cases, all of the particles are essentially the same size. Such aerosols are considered
monodisperse. Examples are natural pollens and some laboratory-generated aerosols. More typically,
aerosols are composed of particles of many different sizes and hence are called heterodisperse or
polydisperse. Different aerosols have different degrees of size dispersion. Therefore, it is necessary
to specify at least two parameters in characterizing aerosol size: a measure of central tendency, such
as a mean or median, and a measure of dispersion, such as an arithmetic or geometric standard
deviation.

Particles generated by a single source or process generally have diameters that follow a log-normal
distribution, i.e., the logarithms of their individual diameters have a Gaussian distribution. In this
case, the measure of dispersion is the geometric standard deviation, which is the ratio of the 84.16th
percentile size to the 50th percentile size. When more than one source of particles is significant, the
resulting mixed aerosol will usually not follow a single log-normal distribution, and it may be
necessary to describe it by the sum of several distributions.

2.1.1 Particle and Aerosol Properties Many properties of particles, other than their linear size, can
greatly influence their airborne behavior and their effects on the environment and health. These
include

Surface: For spherical particles, the surface varies as the square of the diameter. However, for an
aerosol of given mass concentration, the total aerosol surface increases with decreasing particle
size. For nonspherical or aggregate particles, the particles may have internal cracks or pores, and
the ratio of surface to volume can be much greater than for spheres.

Volume: Particle volume varies as the cube of diameter; therefore, the few largest particles in an
aerosol dominate its volume (or mass) concentration.

Shape: A particle's shape affects its aerodynamic drag, as well as its surface area, and therefore its
motion and deposition probabilities.

Density: A particle's velocity in response to gravitational or inertial forces increases as the square
root of its density.

Aerodynamic diameter: The diameter of a unit-density sphere that has the same terminal settling
velocity as the particle under consideration is equal to its aerodynamic diameter. Terminal settling
velocity is the equilibrium velocity of a particle that is falling under the influence of gravity and



fluid resistance. Aerodynamic diameter is determined by the actual particle size, the particle
density, and an aerodynamic shape factor.

2.1.2 Types of Aerosols Aerosols are generally classified in terms of their processes of formation.
Although the following classification is neither precise nor comprehensive, it is commonly used and
accepted in the industrial hygiene and air pollution fields.

Dust: An aerosol formed by mechanical subdivision of bulk material into airborne fines that have
the same chemical composition. Dust particles are generally solid and irregular in shape and have
diameters greater than 1 mm.

Fume: An aerosol of solid particles formed by condensation of vapors formed at elevated
temperatures by combustion or sublimation. The primary particles are generally very small (less
than 0.1 mm) and have spherical or characteristic crystalline shapes. They may be chemically
identical to the parent material, or they may be composed of an oxidation product such as a metal
oxide. Because they may be formed in high concentrations, they often coagulate rapidly and form
aggregate clusters of low overall density.

Smoke: An aerosol formed by condensation of combustion products, generally of organic
materials. The particles are generally liquid droplets whose diameters are less than 0.5 mm.

Mist: A droplet aerosol formed by mechanical shearing of a bulk liquid, for example, by
atomization, nebulization, bubbling, or spraying. The droplet size can cover a very large range,
usually from about 2 to greater than 50 mm.

Fog: An aqueous aerosol formed by condensation of water vapor on atmospheric nuclei at high
relative humidities. The droplet sizes are generally larger than 1 mm.

Smog: A popular term for a pollution aerosol derived from a combination of smoke and fog. The
term is commonly used now for any atmospheric pollution mixture.

Haze: A submicrometer-sized aerosol of hydroscopic particles that take up water vapor at
relatively low relative humidities.

Aitken or condensation nuclei (CN): Very small atmospheric particles (mostly smaller than
0.05 mm) formed by combustion processes and by chemical conversion from gaseous precursors.

Accumulation mode: A term given to the particles in the ambient atmosphere ranging in diameter
from 0.1 to about 1.0 mm. These particles generally are spherical, have liquid surfaces, and form
by coagulation and condensation of smaller particles that derive from gaseous precursors. Too
large for rapid coagulation and too small for effective sedimentation, they accumulate in the
ambient air.

Coarse particle mode: Ambient air particles larger than about 2.5 mm in aerodynamic diameter
and generally formed by mechanical processes and surface dust resuspension.

2.1.3 Physical Properties of Toxic Liquid and Solid Components For liquids and solids deposited on
human skin or taken into the gastrointestinal (GI) tract by ingestion, penetration to and through the
surface epithelium depends upon their physical form, their solubility in the fluids on the surface, and
the structure and nature of the epithelial barrier. Dissolved chemicals can penetrate by diffusion,
whereas chemicals present as particles or droplets must find access via pores or defects in the barrier
associated with injury caused by trauma or corrosive chemicals or by dissolution in solvents that
alter the barrier function.
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3 Human Exposure Pathways and Dosimetry



People can be exposed to chemicals in the environment in numerous ways. The chemicals can be
inhaled, ingested, or taken up by and through the skin. Effects of concern can take place at the initial
epithelial barrier, i.e., the respiratory tract, the gastrointestinal (GI) tract, or the skin, or can occur in
other organ systems after penetration and translocation by diffusion or transport by blood, lymph,
etc. As illustrated in Fig. 2.1, exposure and dose factors are intermediate steps in a larger continuum
ranging from the release of chemicals into an environmental medium to an ultimate health effect in
an exposed individual. There are, of course, uncertainties of varying magnitude at each stage. The
diagram could also be applied to populations as well as to individuals. In that case, each stage of the
figure would include additional variance for the interindividual variability within a population
associated with age, sex, ethnicity, size, activity patterns, dietary influences, use of tobacco, drugs,
alcohol, etc.
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Figure 2.1. Framework for personal exposure assessment and exposure-response (modified from
Ref. 1a).

Exposure is a key and complex step in this continuum. The concept of total human exposure
developed in recent years is essential to the appreciation of the nature and extent of environmental
health hazards associated with ubiquitous chemicals at low levels. It provides a framework for
considering and evaluating the contribution to the total insult from dermal uptake, ingestion of food
and drinking water, and inhaled doses from potentially important microenvironments such as
workplace, home, transportation, recreational sites, etc. More thorough discussions of this key
concept have been prepared by Sexton and Ryan (2), Lioy (3), and the National Research Council
(4). Guidelines for Exposure Assessment have been formalized by the U.S. Environmental
Protection Agency (5).

Figure 2.2 outlines possible approaches for estimating contaminant exposures of populations, as well
as individuals, in a conceptual sense, and Fig. 2.3 indicates terminologies used by EPA to describe
exposures and their distributions within a population.
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Figure 2.3. EPA guidance on terminology for exposures in the general population.

Toxic chemicals in the environment that reach sensitive tissues in the human body can cause
discomfort, loss of function, and changes in structure leading to disease. This section addresses the
pathways and transport rates of chemicals from environmental media to critical tissue sites, as well
as retention times at those sites. It is designed to provide a conceptual framework as well as brief
discussions of (/) the mechanisms for—and some quantitative data on—uptake from the
environment; (2) translocation within the body, retention at target sites, and the influence of the
physicochemical properties of the chemicals on these factors; (3) the patterns and pathways for
exposure of humans to chemicals in environmental media; and (4) the influence of age, sex, size,
habits, health status, etc.

3.1 Terminology

An agreed on terminology is critically important when discussing the relationships among toxic
chemicals in the environment, exposures to individuals and populations, and human health. Key
terms used in this chapter are defined as follows:



Exposure: Contact with external environmental media containing the chemical of interest. For fluid
media in contact with the skin or respiratory tract, both concentration and contact time are critical.
For ingested material, concentration and amount consumed are important.

Microenvironments: Well-defined locations that can be treated as homogeneous (or well
characterized) in the concentrations of a chemical or other stressor.

Deposition: Capture of the chemical at a body surface site on the skin, the respiratory tract, or the
GI tract.

Clearance: Translocation from a deposition site to a storage site or depot within the body or
elimination from the body.

Retention: Presence of residual material at a deposition site or along a clearance pathway.

Dose: The amount of chemical deposited on (applied dose) or translocated to a site on or within the
body where toxic effects can take place (delivered dose).

Target tissue: A site within the body where toxic effects lead to damage or disease. Depending on
the toxic effects of concern, a target tissue can extend from whole organs to specific cells and to
subcellular constituents within cells.

Exposure surrogates or indices: Indirect measures of exposure, such as: (/) concentrations in
environmental media at times or places other than those directly encountered; (2) concentrations of
the chemical of interest, a metabolite of the chemical, or an enzyme induced by the chemical in
circulating or excreted body fluids, generally referred to as a biomarker of exposure; and (3)
elevations in body burden measured by external probes.
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4 Pathways

4.1 Respiratory Tract

The respiratory system extends from the breathing zone just outside of the nose and mouth through
the conductive airways in the head and thorax to the alveoli, where respiratory gas exchange takes
place between alveoli and the capillary blood flowing around them. The prime function of the
respiratory system is to deliver oxygen (O,) to the gas-exchange region of the lung, where it can

diffuse to and through the walls of the alveoli to oxygenate the blood passing through the alveolar
capillaries, as needed over a wide range of work or activity levels. In addition, the system must also:
(1) remove an equal volume of carbon dioxide (CO,) that enters the lungs from the alveolar

capillaries; (2) maintain body temperature and water vapor saturation within the lung airways (to
maintain the viability and functional capacities of the surface fluids and cells); (3) maintain sterility
(to prevent infections and their adverse consequences); and (4) eliminate excess surface fluids and
debris, such as inhaled particles and senescent phagocytic and epithelial cells. It must accomplish all
of these demanding tasks continuously during a lifetime and do so with highly efficient performance
and energy utilization. The system can be abused and overwhelmed by severe insults, such as high
concentrations of cigarette smoke and industrial dust, or by low concentrations of specific pathogens
that attack or destroy its defense mechanisms or cause them to malfunction. Its ability to overcome
and/or compensate for such insults as competently as it usually does is a testament to its elegant
combination of structure and function.

4.2 Mass Transfer

The complex structure and numerous functions of the human respiratory tract have been summarized
concisely by a Task Group of the International Commission on Radiological Protection (6), as shown
in Fig. 2.4. The conductive airways, also known as the respiratory dead space, occupy about 0.2 liter



(L). They condition the inhaled air and distribute it by convective (bulk) flow to approximately
65,000 respiratory acini that lead off the terminal bronchioles. As tidal volumes increase, convective
flow dominates gas exchange deeper into the respiratory bronchioles. In any case, within the
respiratory acinus, the distance from the convective tidal front to alveolar surfaces is short enough so
that efficient CO,-0O, exchange takes place by molecular diffusion. By contrast, submicrometer

sized airborne particles whose diffusion coefficients are smaller by orders of magnitude than those
for gases, remain suspended in the tidal air and can be exhaled without deposition.
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air conduction » Goblet cells stratified epithelium, glands A Larynx PEsuphagl
» Mucous (secretogy) cells
* Serous cells Mucous membrane, respiratory 0 :r::;:'“ L
* Brush cells epithelium, cartilage rings, glands 1 .
+ Endocrine cells e eS8 bronchi [
# Basal cells Mucous membrane, respiratory
* |ntermediate cells epithelium, cartilage plates, 2-8 |Bronchi
smooth muscle layer, glands !
Respiratory epithelium Mucous membrane, respiratory )
with clara cells (no goblet cells) epithelium, no cartilage, no glands, g.14 |Bronchioles
cell types: smooth muscle layer
= Ciliated cells
= Monciliated cells Mucous membrane, single-layer
* Clara (secretory) cells respiratory epithelium, less ciliated, 15 Terminal ’ir“‘

smooth muscle layer

bronchicles
Air conduction; gas | Respiratory epithelium consisting | Mucous membrane, single-layar
exchange; slow mainly of clara cells (secretory) respiratory epithelium of 16 - 18 | Respiratory
particle clearance | and few ciliated cells cubedial cells, smooth muscle layers branchioles (P
Gas exchange; Squamous alveolar epithelium cells | Wall consists of alveolar entrance ,n.f“-)
very slow particle | (type 1), covering 93% of alveolar | rings, squamous epithelium layer, b Alveol
clearance surface areas surfactant ol
ducls
Cubwoidal alveolar epithelial cells Interalveolar septa covered by
(type 11. Surfactant-producing), squamous epithelium, containing L
covering 7% of alvealar surface capillaries, surfactant
area Alveolar
ducts
Alvealar macrophages
*  Previous ICRFP model Lymphatics

** Unnumbered because of imprecise information
t Lymph nodes are located only in BB region but drain the bronchial and alveslar interstitial regions as well as the bronchial region,

Figure 2.4. Structure and function of the human respiratory tract.

A significant fraction of the inhaled particles do deposit within the respiratory tract. The mechanisms
that account for particle deposition in the lung airways during the inspiratory phase of a tidal breath
are summarized in Fig. 2.5. Particles larger than about 2 mm in aerodynamic diameter (the diameter
of a unit density sphere that has the same terminal settling (Stokes) velocity) can have significant
momentum and deposit by impaction at the relatively high velocities present in the larger conductive
airways. Particles larger than about 1 mm can deposit by sedimentation in the smaller conductive
airways and gas-exchange airways where flow velocities are very low. Particles smaller than 0.1 mm
are in Brownian motion, and their random walk while in small airways causes them to diffuse to and
deposit on small airway walls at a rate that increases with decreasing size. Finally, particles whose
diameters are between 0.1 and 1 mm, which have a very low probability of depositing during a



single tidal breath, can be retained within the approximately 15% of the inspired tidal air that is
exchanged with residual lung air during each tidal cycle. This volumetric exchange occurs because
of the variable time constants for airflow in the different segments of the lungs. Because of the much
longer residence times of residual air in the lungs, the low intrinsic particle displacements of 0.1 to

1 mm particles within such trapped volumes of inhaled tidal air become sufficient to cause their
deposition by sedimentation and/or diffusion over the course of successive breaths.
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Figure 2.5. Mechanism for particle deposition in lung airways.

The essentially particle-free residual lung air that accounts for about 15% of the expiratory tidal flow
acts like a clean-air sheath around the axial core of distally moving tidal air, so that particle
deposition in the respiratory acinus is concentrated on interior surfaces such as airway bifurcations,
whereas interbranch airway walls have relatively little particle deposition.

The number of particles deposited and their distribution along the respiratory tract surfaces, along
with the toxic properties of the material deposited, are the critical determinants of pathogenic
potential. The deposited particles can damage the epithelial and/or the mobile phagocytic cells at or
near the deposition site or can stimulate the secretion of fluids and cell-derived mediators that have
secondary effects on the system. Soluble materials deposited as, on, or within particles can diffuse
into and through surface fluids and cells and be rapidly transported throughout the body by the
bloodstream.

The aqueous solubility of bulk materials is a poor guide to particle solubility in the respiratory tract.
Generally solubility is greatly enhanced by the very large surface to volume ratio of particles small
enough to enter the lungs. Furthermore, the ionic and lipid contents of surface fluids within the
airways are complex and highly variable and can lead to enhanced solubility or to rapid precipitation
of aqueous solutes. In addition the clearance pathways and residence times for particles on airway
surfaces are very different in the different functional parts of the respiratory tract.

The ICRP (6) Task Group's clearance model identifies the principal clearance pathways within the
respiratory tract that are important in determining the retention of various radioactive materials and
thus the radiation doses received by respiratory tissues and/or other organs after translocation. The
ICRP deposition model is used to estimate the amount of inhaled material that enters each clearance
pathway. These discrete pathways are represented by the compartment model shown in Fig. 2.6.
They correspond to the anatomic compartments illustrated in Figure 2.4 and are summarized in
Table 2.1, along with those of other groups that provide guidance on the dosimetry of inhaled
particles.
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Figure 2.6. Compartment model.

Table 2.1. Respiratory Tract Regions as Defined in Particle Deposition Models

ISO and CEN 1966 ICRP 1994 ICRP

Anatomic
Structures Task Group Task Group
Included ACGIH Region Regions Region Region
Nose, Head airways  Extrathoracic (E) Nasopharynx Anterior
nasopharynx  (HAR) (NP) nasal
passages
(ET))
Mouth, All other
oropharynx, extrathoracic
laryngopharynx (ET,)
Trachea, Tracheobronchial Tracheobronchial Tracheobronchial Trachea and
bronchi, and  (TBR) (B) (TB) large
conductive bronchi
bronchioles (to (BB)
terminal Bronchioles
bronchioles) (bb)
Respiratory Gas exchange  Alveolar (A) Pulmonary (P)  Alveolar-
bronchioles,  (GER) interstitial
alveolar ducts, (Al)
alveolar sacs,
alveoli

4.3 Extrathoracic Airways
As shown in Figure 2.4, the extrathoracic airways were partitioned by ICRP (6) into two distinct
clearance and dosimetric regions: the anterior nasal passages (ET,) and all other extrathoracic



airways (ET,), i.e., the posterior nasal passages, the naso- and oropharynx, and the larynx. Particles
deposited on the surface of the skin that lines the anterior nasal passages (ET,) are assumed to be

subject only to removal by extrinsic means (nose blowing, wiping, etc.). The bulk of material
deposited in the naso-oropharynx or larynx (ET,) is subject to fast clearance in the layer of fluid that

covers these airways. The 1994 ICRP model recognizes that diffusional deposition of ultrafine
particles in the extrathoracic airways can be substantial, whereas earlier [CRP models did not (7-9).
4.4 Thoracic Airways

Radioactive material deposited in the thorax is generally divided between the tracheobronchial (TB)
region, where deposited particles are subject to relatively fast mucociliary clearance (duration in
hours to 1 or 2 days), and the alveolar-interstitial (Al) region, where macrophage-mediated particle
clearance is much slower (duration up to several weeks), and dissolution rates for insoluble particles
not cleared by macrophages can have half-times measured in months or years.

For purposes of dosimetry, the ICRP (6) divided the deposition of inhaled material in the TB region
between the trachea and bronchi (BB) and in the more distal, small conductive airways, known as
bronchioles (bb). However, the subsequent efficiency with which mucociliary transport in either type
of airway can clear deposited particles is controversial. To be certain that doses to bronchial and
bronchiolar epithelia would not be underestimated, the ICRP Task Group assumed that as much as
half the number of particles deposited in these airways is subject to relatively “slow” mucociliary
clearance that lasts up to about 1 week. The likelihood that an insoluble particle is cleared relatively
slowly by the mucociliary system depends on its size.

4.5 Gas-Exchange Airways and Alveoli

The ICRP (6) model also assumed that material deposited in the Al region is subdivided among three
compartments (AL, Al,, and Al;) each of which is cleared more slowly than TB deposition, and the

subregions clear at different characteristic rates.

4.6 Regional Deposition Estimates

Figure 2.7 depicts the predictions of the ICRP (6) Task Group Model in terms of the fractional
deposition in each region as a function of the size of the inhaled particles. It reflects the minimal
lung deposition between 0.1 and 1 mm, where deposition is determined largely by the exchange in
the deep lung between tidal and residual lung air. Deposition increases below 0.1 mm as diffusion
becomes more efficient with decreasing particle size. Deposition increases with increasing particle
size above 1 mm as sedimentation and impaction become increasingly effective.
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Figure 2.7. Fractional deposition in each region of the respiratory tract for a reference light worker
(normal nose breather) in the 1994 ICRP model.

Although aerodynamic diameter is an excellent index of particle behavior for relatively compact



particles that differ greatly in shape and density, it is inadequate for fibers that deposit by
interception, as well as by inertia, gravitational displacement, or diffusion. The aerodynamic
diameter of mineral or vitreous fibers whose aspect ratio (length/width) is greater than 10 is about
three times their physical diameter. Fibers whose diameters are less than 3 mm can penetrate into
bronchioles whose diameters are less than 500 mm. For thin fibers longer than 10 or 20 mm,
interception, whereby an end of the fiber touches a surface and is collected, accounts for a significant
enhancement of deposition (10).

Less complex models for size-selective regional particle deposition have been adopted by
occupational health and community air pollution professionals and agencies, and these have been
used to develop inhalation exposure limits within specific particle size ranges. Distinctions are made
between: (/) those particles that are not aspirated into the nose or mouth and therefore represent no
inhalation hazard; (2) the inhalable (aka inspirable) particulate mass (IPM), i.e., those that are
inhaled and are hazardous when deposited anywhere within the respiratory tract; (3) the thoracic
particulate mass (TPM), i.e., those that penetrate the larynx and are hazardous when deposited
anywhere within the thorax; and (4) the respirable particulate mass (RPM), i.e., those particles that
penetrate through the terminal bronchioles and are hazardous when deposited within the gas-
exchange region of the lungs. These criteria are described in more detail later in this chapter in the
sections devoted to exposure assessment.

4.7 Translocation and Retention

Particles that do not dissolve at deposition sites can be translocated to remote retention sites by
passive and active clearance processes. Passive transport depends on movement on or in surface
fluids that line the airways. There is a continual proximal flow of surfactant to and onto the
mucociliary escalator, which begins at the terminal bronchioles, where it mixes with secretions from
Clara and goblet cells. Within midsized and larger airways are additional secretions from goblet cells
and mucus glands that produce a thicker mucous layer that has a serous subphase and an overlying
more viscous gel layer. The gel layer that lies above the tips of the synchronously beating cilia is
found in discrete plaques in smaller airways and becomes more of a continuous layer in the larger
airways. The mucus that reaches the larynx and the particles carried by it are swallowed and enter
the GI tract.

The total transit time for particles cleared during the relatively rapid mucociliary clearance phase
varies from ~2 to 24 hours in healthy humans (11). Macrophage-mediated particle clearance via the
bronchial tree takes place during a period of several weeks. Compact particles that deposit in
alveolar zone airways are ingested by alveolar macrophages within about 6 hours, but the movement
of the particle-laden macrophages depends on the several weeks that it takes for the normal turnover
of the resident macrophage population. At the end of several weeks, the particles not cleared to the
bronchial tree via macrophages have been incorporated into epithelial and interstitial cells, from
which they are slowly cleared by dissolution and/or as particles via lymphatic drainage pathways,
passing through pleural and eventually hilar and tracheal lymph nodes. Clearance times for these
later phases depend strongly on the chemical nature of the particles and their sizes, and half-times
range from about 30 to 1,000 days or more.

All of the characteristic clearance times cited refer to inert, nontoxic particles in healthy lungs.
Toxicants can drastically alter clearance times. Inhaled materials that affect mucociliary clearance
rates include cigarette smoke (12, 13), sulfuric acid (14, 15), ozone (16, 17), sulfur dioxide (17a),
and formaldehyde (18). Macrophage-mediated alveolar clearance is affected by sulfur dioxide (19),
nitrogen dioxide and sulfuric acid (20), ozone (16, 20), silica dust (21), and long mineral and
vitreous fibers (22, 23). Cigarette smoke affects the later phases of alveolar zone clearance in a dose-
dependent manner (24). Clearance pathways and rates that affect the distribution of retained particles
and their dosimetry can be altered by these toxicants.

Long mineral and manufactured vitreous fibers cannot be fully ingested by macrophages or epithelial
cells and can clear only by dissolution. Most glass and slag wool fibers dissolve relatively rapidly
within the lung and/or break up into shorter length segments. Chrysotile asbestos is more



biopersistent than most vitreous fibers and can subdivide longitudinally, creating a larger number of
long fibers. The amphibole asbestos varieties (e.g., amosite, crocidolite, and tremolite) dissolve
much more slowly than chrysotile. The close association between the biopersistence of inhaled long
fibers and their carcinogenicity and fibrogenicity has been described by Eastes and Hadly (25), and
additional data on the influence of fiber length on the biopersistence of vitreous fibers following
inhalation was described by Bernstein et al. (26).

4.8 Ingestion Exposures and Gastrointestinal (GI) Tract Exposures

Chemical contaminants in drinking water or food reach human tissues via the GI tract. Ingestion may
also contribute to the uptake of chemicals that were initially inhaled, because material deposited on
or dissolved in the bronchial mucous blanket is eventually swallowed.

The GI tract may be considered a tube running through the body, whose contents are actually
external to the body. Unless the ingested material affects the tract itself, any systemic response
depends on absorption through the mucosal cells that line the lumen. Although absorption may occur
anywhere along the length of the GI tract, the main region for effective translocation is the small
intestine. The enormous absorptive capacity of this organ results from the presence in the intestinal
mucosa of projections, termed villi, each of which contains a network of capillaries; the villi have a
large effective total surface area for absorption.

Although passive diffusion is the main absorptive process, active transport systems also allow
essential lipid-insoluble nutrients and inorganic ions to cross the intestinal epithelium and are
responsible for the uptake of some contaminants. For example, lead may be absorbed via the system
that normally transports calcium ions (27). Small quantities of particulate material and certain large
macromolecules such as intact proteins may be absorbed directly by the intestinal epithelium.

Materials absorbed from the GI tract enter either the lymphatic system or the portal blood
circulation; the latter carries material to the liver, from which it may be actively excreted into the bile
or diffuse into the bile from the blood. The bile is subsequently secreted into the intestines. Thus, a
cycle of translocation of a chemical from the intestine to the liver to bile and back to the intestines,
known as the enterohepatic circulation, may be established. Enterohepatic circulation usually
involves contaminants that undergo metabolic degradation in the liver. For example, DDT undergoes
enterohepatic circulation; a product of its metabolism in the liver is excreted into the bile, at least in
experimental animals (28).

Various factors modify absorption from the GI tract and enhance or depress its barrier function. A
decrease in gastrointestinal mobility generally favors increased absorption. Specific stomach
contents and secretions may react with the contaminant and possibly change it to a form with
different physicochemical properties (e.g., solubility), or they may absorb it, alter the available
chemical, and change the translocation rates. The size of ingested particulates also affects absorption.
Because the rate of dissolution is inversely proportional to particle size, large particles are absorbed
to a lesser degree, especially if they are fairly insoluble in the first place. Certain chemicals, e.g.,
chelating agents such as EDTA, also cause a nonspecific increase in the absorption of many
materials.

As a defense, spastic contractions in the stomach and intestine may eliminate noxious agents via
vomiting or by accelerating the transit of feces through the GI tract.

4.9 Skin Exposure and Dermal Absorption

The skin is generally an effective barrier against the entry of environmental chemicals. To be
absorbed via this route (percutaneous absorption), an agent must traverse a number of cellular layers
before gaining access to the general circulation (Fig. 2.8) (29). The skin consists of two structural
regions, the epidermis and the dermis, which rest on connective tissue. The epidermis consists of a
number of layers of cells and varies in thickness depending on the region of the body; the outermost
layer is composed of keratinized cells. The dermis contains blood vessels, hair follicles, sebaceous
and sweat glands, and nerve endings. The epidermis represents the primary barrier to percutaneous
absorption, the dermis is freely permeable to many materials. Passage through the epidermis occurs



by passive diffusion.
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Figure 2.8. Idealized section of skin. The horny layer is also known as the stratum corneum. From
Birmingham (29).

The main factors that affect percutaneous absorption are the degree of lipid solubility of the
chemicals, the site on the body, the local blood flow, and the skin temperature. Some environmental
chemicals that are readily absorbed through the skin are phenol, carbon tetrachloride, tetraethyl lead,
and organophosphate pesticides. Certain chemicals, e.g., dimethyl sulfoxide (DMSO) and formic
acid, alter the integrity of skin and facilitate penetration of other materials by increasing the
permeability of the stratum corneum. Moderate changes in permeability may also result following
topical applications of acetone, methyl alcohol, and ethyl alcohol. In addition, cutaneous injury may
enhance percutaneous absorption.

Interspecies differences in percutaneous absorption are responsible for the selective toxicity of many
insecticides. For example, DDT is about equally hazardous to insects and mammals if ingested but is
much less hazardous to mammals when applied to the skin. This results from its poor absorption
through mammalian skin compared to its ready passage through the insect exoskeleton. Although the
main route of percutaneous absorption is through the epidermal cells, some chemicals may follow an
appendageal route, i.e., entering through hair follicles, sweat glands, or sebaceous glands. Cuts and
abrasions of the skin can provide additional pathways for penetration.

4.10 Absorption Through Membranes and Systemic Circulation

Depending upon its specific nature, a chemical contaminant may exert its toxic action at various sites
in the body. At a portal of entry—the respiratory tract, GI tract, or skin—the chemical may have a
topical effect. However, for actions at sites other than the portal, the agent must be absorbed through
one or more body membranes and enter the general circulation, from which it may become available
to affect internal tissues (including the blood itself). Therefore, the ultimate distribution of any
chemical contaminant in the body is highly dependent on its ability to traverse biological
membranes. There are two main types of processes by which this occurs: passive transport and active
transport.

Passive transport is absorption according to purely physical processes, such as osmosis; the cell has



no active role in transfer across the membrane. Because biological membranes contain lipids, they
are highly permeable to lipid-soluble, nonpolar, or nonionized agents and less so to lipid-insoluble,
polar, or ionized materials. Many chemicals may exist in both lipid-soluble and lipid-insoluble
forms; the former is the prime determinant of the passive permeability properties of the specific
agent.

Active transport involves specialized mechanisms, and cells actively participate in transfer across
membranes. These mechanisms include carrier systems within the membrane and active processes of
cellular ingestion, phagocytosis and pinocytosis. Phagocytosis is the ingestion of solid particles,
whereas pinocytosis refers to the ingestion of fluid containing no visible solid material. Lipid-
insoluble materials are often taken up by active-transport processes. Although some of these
mechanisms are highly specific, if the chemical structure of a contaminant is similar to that of an
endogeneous substrate, the former may also be transported.

In addition to its lipid-solubility, the distribution of a chemical contaminant also depends on its
affinity for specific tissues or tissue components. Internal distribution may vary with time after
exposure. For example, immediately following absorption into the blood, inorganic lead localizes in
the liver, the kidney, and in red blood cells. Two hours later, about 50% is in the liver. A month later,
approximately 90% of the remaining lead is localized in bone (30).

Once in the general circulation, a contaminant may be translocated throughout the body. In this
process it may (/) become bound to macromolecules, (2) undergo metabolic transformation
(biotransformation), (3) be deposited for storage in depots that may or may not be the sites of its
toxic action, or (4) be excreted. Toxic effects may occur at any of several sites.

The biological action of a contaminant may be terminated by storage, metabolic transformation, or
excretion; the latter is the most permanent form of removal.

4.11 Accumulation in Target Tissues and Dosimetric Models

Some chemicals concentrate in specific tissues because of physicochemial properties such as
selective solubility or selective absorption on or combined with macromolecules such as proteins.
Storage of a chemical often occurs when the rate of exposure is greater than the rate of metabolism
and/or excretion. Storage or binding sites may not be the sites of toxic action. For example, carbon
monoxide produces its effects by binding with hemoglobin in red blood cells; on the other hand,
inorganic lead is stored primarily in bone but exerts its toxic effects mainly on the soft tissues of the
body.

If the storage site is not the site of toxic action, selective sequestration may be a protective
mechanism because only the freely circulating form of the contaminant produces harmful effects.
Until the storage sites are saturated, a buildup of free chemical may be prevented. On the other hand,
selective storage limits the amount of contaminant that is excreted. Because bound or stored
toxicants are in equilibrium with their free form, as the contaminant is excreted or metabolized, it is
released from the storage site. Contaminants that are stored (e.g., DDT in lipids and lead in bone)
may remain in the body for years without effect. However, upon weight loss and mobilization of
body reserves, the stored chemicals can enter the circulation and produce toxic effects. For example,
pregnant women who had prior excessive exposure to lead can increase their own blood lead levels
and also create high and possibly damaging levels of lead exposures to their fetus. Accumulating
chemicals may also produce illnesses that develop slowly, as occurs in chronic cadmium poisoning.

A number of descriptive and mathematical models have been developed to permit estimation of toxic
effects from knowledge of exposure and one or more of the following factors: translocation,
metabolism, and effects at the site of toxic action.

More complex models that require data on translocation and metabolism have been developed for
inhaled and ingested radionuclides by the International Commission on Radiological Protection (6—
9).



Pathways and Measuring Exposure To Toxic Substances
Morton Lippmann, Ph.D., CIH

5 Measuring and Modeling Human Exposures

Direct measurement data on personal exposures to environmental toxicants would be ideal for risk
assessments for individuals, and personal exposure data on large numbers of representative
individuals would be ideal for performing population-based risk assessments. However,
considerations of technical feasibility, willingness and ability to participate in extensive
measurement studies among individuals of interest, and cost almost invariably preclude this option.
Instead, more indirect measures of exposure and/or exposure models are relied on that combine a
limited number of direct measurements with general background knowledge, historic measurement
data believed to be relevant to the particular situation, and some reasonable assumptions based on
first principles and/or expert judgements.

When monitoring exposures, it is highly desirable to have benchmarks (exposure limits) as
references. There are well-established occupational exposure limits for hundreds of air contaminants,
including legal limits such as the Permissible Exposure Limits (PELs) established by the U.S.
Occupational Safety and Health Administration (OSHA), as well as a larger number of Threshold
Limit Values (TLVs) recommended by the American Conference of Governmental Industrial
Hygienists (ACGIH) as professional practice guidelines.

For ingested chemicals, there are acceptable daily intake values (ADIs), such as those adopted by the
Food and Drug Administration (FDA) and the U.S. Department of Agriculture.

Until now, comparable exposure limits have not been available for dermal exposure. However, Bos
et al. (31) recently proposed a procedure for deriving such limits, and Brouwer et al. (32) performed
a feasibility study following the Bos et al. proposal. Table 2.2 from Bos et al. (31) summarizes the
nature and applications of such dermal exposure limits.

Table 2.2. Some Characteristics of Available Exposure Limits*

Route of Entry
Respiratory Gastrointestinal Miscellaneous
Tract Tract Skin or Combined
Name Maximum Acceptable daily Skin Biological limit
accepted intake (ADI) denotation value; (BEI,
concentration BAT-Werte,
(MAC) biological
Threshold monitoring
limit value guidance value)
(TLV)
Qualitative Quantitative  Quantitative Qualitative Quantitative

or
quantitative



Target Working General Working Working

population population population population population or
general
population
Dimensions mg/m?3 mk/kg/food Not (a) mg/L blood,
applicable; mg/L urine,
however rng/m3 exhaled
air
parts per mg/kg body likely to be (b)
million (ppm) weight assessed as mg cholinesterase
inhibition, zinc
protoporphyrin,
DNA adducts,
fibres n/m> (mg/cm?) mutations, etc.

Monitoring Environmental Food residues or For example, Biological
methods ~ monitoring contaminants in environmental media: blood,

(EM) combination with surface wipe- urine, exhaled
food intake data off; patches, air, feces, hair
gloves,
coveralls;
tracer
methods; skin
Personal air ~ No specific washings; or
sampling worker skin stripping
(PAS) monitoring
method

¢ From Bos et al. (31).

In routine monitoring of occupational exposures, it is quite common to collect shift-long (~ 8 hour)
integrated breathing zone samples using passive diffusion samplers (for gases and vapors) or battery-
powered personal samplers that draw a continuous low flow rate stream of air from the breathing
zone through a filter or cartridge located in the breathing zone that captures essentially all of the air
contaminants of interest for subsequent laboratory analyses. Such sampling is typically performed on
only a single worker or at most on a small fraction of the workforce on the basis that the exposures
of the sentinel worker(s) represent the exposures of other, unmonitored workers in the same works
environment. In this case, the modeling of the other worker's exposures is relatively simple.

Shift-long sampling can provide essential information for cumulative toxicants, but that information
may be inadequate when peak exposure levels are important (as for upper respiratory irritants or
asphyxiants). Continuous readout monitors would be ideal for evaluating such exposures, but may be
impractical because of their size and/or cost. Spot or grab samples can be informative for evaluating
of such exposures but require prior knowledge of the timing and locations of peak exposures. In such
situations, peak exposures can be estimated using fixed-site continuous monitors in the general
vicinity and supplementary information or experience-based models that relate breathing zone levels
to general air levels in the room. Time-activity pattern data on each worker can be combined with
measured or estimated concentrations at each work site or with specific work activities to construct a
time-weighted average exposure (TWAE) for that worker to supplement estimates of peak
exposures. The characteristics of equipment used for air sampling in industry are described in detail
in Air Sampling Instruments (33).

In constructing exposure estimates or models for community air or indoor air exposures for the
general population, this time-weighted averaging approach is generally known as



microenvironmental exposure assessment. For community air pollutants of outdoor origin, data are
often available on the concentrations measured at central monitoring sites, and population exposures
to these pollutants are based on models incorporating time-activity patterns (indoors and outdoors),
as well as factors representing the infiltration and persistence of the pollutants indoors. Such models
should recognize the substantial variability of time-activity patterns among and between
subsegments of the population (children, working adults, elderly and/or disabled adults, etc.).

5.1 Biomonitoring

An alternate approach to measuring exposures directly is the use of biomarkers of exposures,
determined from analyses of samples of blood, urine, feces, hair, nails, or exhaled air. The levels of
the contaminant, its metabolites, changes in induced enzyme or protein levels, or characteristic
alterations in DNA may be indicative of recent peak or past cumulative exposures. Exposure
biomarkers may be complementary to and, in some cases, preferable to direct measures of
environmental exposures. In any case, they are more biologically informative than indirect measures
based on models and knowledge of sources or qualitative measures of exposure such as
questionnaires about work and/or residential histories. There are diverse types of biomarkers that
range from simple to complex in measurement requirements, and they are diverse in their
relationships to either remote or recent exposures. There is also a range of biological relevance
among exposure biomarkers: some provide indices that are directly biologically relevant, e.g., the
level of carbon monoxide in end-tidal air samples and the risk of myocardial ischemia, whereas
others, although broadly related, may not cover the temporally appropriate exposure window, e.g.,
nicotine levels in biological fluids and lung cancer risk from smoke exposure.

For the near term, extensive development of new molecular level biomarkers relevant to malignant
and nonmalignant diseases can be anticipated. However, most of these new exposure biomarkers
remain to be validated, and few will be ready for translation to the population in the short term.
Anticipated applications include epidemiological studies of responses to low-level exposures to
environmental agents. Biomarkers will also be used to validate other exposure assessment methods
and to provide more proximate estimates of dose.

Exposure biomarkers may be applied to groups that have unique exposure or susceptibility patterns,
to monitor the population in general, and to document the consequences of exposure assessment
strategies designed to reduce population exposures.

Exposure biomarkers validated against the end point of disease risk and used in conjunction with
other measurements and metrics of exposure should prove particularly effective in risk assessment.
However, biomarkers of exposure may pose new and unanticipated ethical dilemmas. Information
gained from biomolecular markers of exposure may provide an early warning of high risk or
preclinical disease; capability for early warning will require a high level of, and an accepted social-
regulatory framework for follow-up actions. They may also cause false alarms and needless stress
for individuals warned about the presence of uncertain signals.

In summary, exposure represents contact between a concentration of an agent in air, water, food, or
other material and the person or population of interest. The agent is the source of an internal dose to
a critical organ or tissue. The magnitude of the dose depends on a number of factors: (1) the volumes
inhaled or ingested; (2) the fractions of the inhaled or ingested material transferred across epithelial
membranes of the skin, the respiratory tract, and the GI tract; (3) the fractions transported via
circulating fluids to target tissues; and (4) the fractional uptake by the target tissues. Each of these
factors can have considerable intersubject variability. Sources of variability include activity level,
age, sex, and health status, as well as such inherent variabilities as race and size.

With chronic or repetitive exposures, other factors affect the dose of interest. When the retention at,

or effects on, the target tissues are cumulative and clearance or recovery is slow, the dose of interest
can be represented by cumulative uptake. However, when the agent is rapidly eliminated or when its
effects are rapidly and completely reversible on removal from exposure, the rate of delivery may be

the dose parameter of primary interest.



5.2 Determining Concentrations of Toxic Chemicals in Human Microenvironments

The technology for sampling air, water, and food is relatively well developed, as are the technologies
for sample separation from copollutants, media, and interferences and for quantitative analyses of the
components of interest. However, knowing when, where, how long, and at which rate and frequency
to sample to collect data relevant to the exposures of interest is difficult and requires knowledge of
the temporal and spatial variability of exposure concentrations. Unfortunately, we seldom have
enough information of these kinds to guide our sample collections. Many of these factors that affect
occupational exposures are discussed in detail in the chapters of Patty's Industrial Hygiene, 5th ed.
(33) The following represents a very brief summary of some general considerations.

5.3 Water and Foods

Concentrations of environmental chemicals in food and drinking water are extremely variable, and
there are further variations in the amounts consumed because of the extreme variability in dietary
preferences and food sources. The number of foods for which up-to-date concentration data for
specific chemicals are available is extremely limited. Relevant human dietary exposure data are
sometimes available in terms of market basket survey analyses. In this approach, food for a mixed
diet is purchased, cleaned, processed, and prepared as for consumption, and one set of specific
chemical analyses is done for the composite mixture.

The concentrations of chemicals in potable piped water supplies depend greatly on the source of the
water, its treatment history, and its pathway from the treatment facility to the tap. Surface waters
from protected watersheds generally have low concentrations of dissolved minerals and
environmental chemicals. Well waters usually have low concentrations of bacteria and
environmental chemicals but often have high mineral concentrations. Poor waste disposal practices
may contribute to groundwater contamination, especially in areas of high population density and/or
industrial sources of wastes. Treated surface waters from lakes and rivers in densely populated
and/or industrialized areas usually contain a wide variety of dissolved organics and trace metals,
whose concentrations vary greatly with the season (because of variable surface runoff), with
proximity to pollutant sources, with upstream usage, and with treatment efficacy.

The uptake of environmental chemicals in bathing waters across intact skin is usually minimal
compared to uptake via inhalation or ingestion. It depends on both the concentration in the fluid
surrounding the skin surface and the polarity of the chemical; more polar chemicals have less ability
to penetrate intact skin. Uptake via skin can be significant for occupational exposures to
concentrated liquids or solids.

5.4 Air

Although chemical uptake through ingestion and the skin surface is generally intermittent, inhalation
provides a continuous means of exposure. The important variables that affect the uptake of inhaled
chemicals are the depth and frequency of inhalation and the concentration and physicochemical
properties of the chemicals in the air.

Exposure to airborne chemicals varies widely among inhalation microenvironments, whose
categories include workplace, residence, outdoor ambient air, transportation, recreation, and public
spaces. There are also wide variations in exposure within each category, depending on the number
and strength of the sources of the airborne chemicals, the volume and mixing characteristics of the
air within the defined microenvironment, the rate of air exchange with the outdoor air, and the rate of
loss to surfaces within the microenvironment.

For community air pollutants that have national ambient air quality standards, particulate matter
(PM), sulfur dioxide (SO,), carbon monoxide (CO), nitrogen dioxide (NO,), ozone (O;), and lead

(Pb), there is an extensive network of fixed-site monitors, generally on rooftops. Although the use of
these monitors generates large volumes of data, the concentrations at these sites may differ
substantially from the concentrations that people breathe, especially for tailpipe pollutants such as
CO. Data for other toxic pollutants in the outdoor ambient air are not generally collected routinely.
5.5 Workplace



Exposures to airborne chemicals at work are extremely variable in composition and concentration
and depend on the materials being handled, the process design and operation, the kinds and degree of
engineering controls applied to minimize release to the air, the work practices followed, and the
personal protection provided.

5.6 Residential

Airborne chemicals in residential microenvironments are attributable to air infiltrating from out of
doors and to the release from indoor sources. The latter include unvented cooking stoves and space
heaters, cigarettes, consumer products, and volatile emissions from wallboard, textiles, carpets, etc.
Indoor sources can release enough nitrogen dioxide (NO,), fine particle mass (FPM), and

formaldehyde (HCHO) that indoor concentrations for these chemicals can be much higher than those
in ambient outdoor air. Furthermore, their contributions to the total human exposure are usually even
greater because people usually spend much more time at home than outdoors.

5.7 Conventions for Size-Selective Inhalation Hazard Sampling for Particles

In recent years, quantitative definitions of Inhalable particulate matter (IPM), Thoracic particulate
matter (TPM), and Respirable particulate matter (RPM) have been internationally harmonized. The
size-selective inlet specifications for air samplers that meet the criteria of ACGIH (34), ISO (35),
and CEN (36) are enumerated in Table 2.3 and illustrated in Figure 2.9. They differ from the
deposition fractions of ICRP (6), especially for larger particles, because they take the conservative
position that protection should be provided for those engaged in oral inhalation and thereby bypass
the more efficient filtration efficiency of the nasal passages.
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Figure 2.9. Effect of size-selective inlet characteristic on the aerosol mass collected by a
downstream filter. IPM = inhalable particulate matter; TSP = total suspended particulate;
TPM = thoracic particulate matter; (aka PM,,); RPM = respirable particulate matter; and

PM,, ; = fine particulate matter in ambient air.

Table 2.3. Inhalable, Thoracic and Respirable Dust Criteria of ACGIH, ISO and CEN, and
Criteria of U.S. EPA




Inhalable Thoracic Respirable PM,,,

Particle Inhalable Particle Thoracic Particle  Respirable Particle T
Aerodynamic Particulate Aerodynamic Particulate Aerodynamic Particulate Aerodynamic Pa
Mass Mass
Diameter Mass Diameter (TPM) Diameter (RPM) Diameter M:
(mm) (IPM) (%)  (mm) (o) (mm) (o) (mm)  (T]
0 100 0 100 0 100 0
1 97 2 94 1 97 2
2 94 4 89 2 91 4
5 87 6 805 3 74 6
10 77 8 67 4 50 8
20 65 10 50 5 30 10
30 58 12 35 6 17 12
40 54.5 14 23 7 9 14
50 52.5 16 15 8 5 16
100 50 18 9.5 10 1
20 6
25 2

The U.S. Environmental Protection Agency (36a) set a standard for ambient air particle
concentration known as PM, . i.e., for particulate matter less than 10 mm in aerodynamic diameter.

It replaced a poorly defined size-selective criterion known as total suspended particulate matter
(TSP), whose actual inlet cut varied with wind speed and direction. PM, has a sampler inlet

criterion that is similar (functionally equivalent) to TPM but, as shown in Table 2.3, has somewhat
different numerical specifications.

In 1997, following its most recent thorough review of the literature on the health effects of ambient
PM, the EPA concluded that most of the health effects attributable to PM in ambient air were more
closely associated with the fine particles in the fine particle accumulation mode (extending from
about 0.1 to 2.5 mm) than with the coarse mode particles within PM, ; and promulgated new

National Ambient Air Quality Standard (NAAQS) based on fine particles, defined as particles whose
aerodynamic diameters (d,) are less than 2.5 mm (PM, ), to supplement the PM, ; NAAQS that

was retained (37). The selection of d,, = 2.5 mm as the criterion for defining the upper bound of fine

particles in a regulatory sense was, inevitably, an arbitrary selection made from a range of possible
options. It was arrived at using the following rationales:

* Fine particles produce adverse health effects more because of their chemical composition than

their size (see Table 2.4) and need to be regulated using an index that is responsive to control
measures applied to direct and indirect sources of such particles.

Table 2.4. Comparisons of Ambient Fine and Coarse Mode Particles”

Fine Mode Coarse Mode



Formed Gases
from

Formed by Chemical reaction; nucleation;
condensation; coagulation;
evaporation of fog and cloud
droplets in which gases have
dissolved and reacted

Composed Sulfate, SO 42’; nitrate, NO;5™;

of ) N
ammonium, NH,"; hydrogen

ion, H'; elemental carbon;
organic compounds (e.g., PAHs,
PNAs); metals (e.g., Pb, Cd, V,

Large solids/droplets

Mechanical disruption (e.g.,
crushing, grinding, abrasion of
surfaces); evaporation of
sprays; suspension of dusts

Resuspended dusts (e.g., soil
dust, street dust); coal and oil
fly ash; metal oxides of crustal
elements (Si, Al, Ti, Fe);
CaCOs, NaCl, sea salt; pollen,

mold spores; plant/animal

Ni, Cu, Zn, Mn, Fe); particle-  fragments; tire wear debris
bound water

Solubility Largely soluble, hygroscopic,  Largely insoluble and non

and deliquescent hygroscopic.

Sources  Combustion of coal, oil, Resuspension of industrial dust
gasoline, diesel, wood, and soil tracked onto roads;
atmospheric transformation suspension from disturbed soil
products of NO,, SO,, and (e.g., farming, mining, unpaved

roads); biological sources;
construction and demolition;
coal and oil combustion; ocean

organic compounds including
biogenic species (e.g., terpenes);
high temperature processes,

smelters, steel mills, etc. Spray
Lifetimes Days to weeks Minutes to hours
Travel 100s to 1000s of kilometers <1 to 10s of kilometers

distance

“ Source: USEPA (36).

* Any separation by aerodynamic particle size that attempts to separate fine mode from coarse mode
particles cannot include all fine mode particles and exclude all coarse mode particles because the
modes overlap (see Figure 2.9).

* The position of the “saddle point” between the fine mode and coarse mode peaks varies with
aerosol composition and climate. Data from Michigan indicates a volumetric saddle point at d,

~2 mm. If the data were corrected for particle density, it might be somewhat higher. Data from
Arizona have a lower saddle point at d_, ~1.5 mm.

* Evidence of a need for a fine particle NAAQS came from studies based on PM, < or PM, |. If
PM, ; errs, it also does so on the conservative side with respect to health protection. Further, it was
deemed to be impractical to have different cut sizes in different parts of the United States.

* The intrusion of coarse mode mass into PM, 5 can be minimized by specifying a relatively sharp

cut characteristic for the PM, ¢ reference sampler (i.e., s g=1 .5).

5.8 Indirect Measures of Past Exposures

Documented effects of environmental chemicals on humans seldom contain quantitative exposure
data and only occasionally include more than crude exposure rankings based on known contact with
or proximity to the materials believed to have caused the effects. Reasonable interpretation of the



available human experience requires some appreciation of the uses and limitations of the data used to
estimate the exposure side of the exposure—response relationship. The discussion that follows is an
attempt to provide background for interpreting data and for specifying the kinds of data needed for
various analyses.

Both direct and indirect exposure data can be used to rank exposed individuals by exposure intensity.
External exposure can be measured directly by collecting and analyzing environmental media.
Internal exposure can be estimated from analyses of biological fluids and in vivo retention. Indirect
measures generally rely on work or residential histories based on some knowledge of exposure
intensity at each exposure site and/or some enumeration of the frequency of process upsets and/or
effluent discharges that result in high-intensity, short-term exposures.

5.9 Concentrations in Air, Water, Food, and Biological Samples

Historic data may occasionally be available for the concentrations of materials of interest in
environmental media. However, they may or may not relate to the exposures of interest. Among the
more important questions to be addressed in attempts to use such data are,

1. How accurate and reliable were the sampling and analytical techniques used in collecting the
data? Were they subjected to any quality assurance protocols? Were standardized and/or reliable
techniques used?

2. When and where were the samples collected, and how did they relate to exposures at other sites?
Air concentrations measured at fixed (area) sites in industry may be much lower than those that
occur in the breathing zone of workers close to the contaminant sources. Air concentrations at
fixed (generally elevated) community air-sampling sites can be either much higher or much lower
than those at street level and indoors as a result of strong gradients in source and sink strengths in
indoor and outdoor air.

3. What is known or assumed about the ingestion of food and/or water containing the measured
concentrations of the contaminants of interest? Time at home and dietary patterns are highly
variable among populations at risk.

Many of the same questions that apply to the interpretation of environmental media concentration
data also apply to biological samples, especially quality assurance. The time of sampling is
especially critical in relation to the times of the exposures and to the metabolic rates and pathways.
In most cases, it is quite difficult to separate the contributions to the concentrations in circulating
fluids of levels from recent exposures and those from long-term reservoirs.

5.10 Exposure Histories

Exposure histories per se are generally unavailable, except in the sense that job or work histories,
routine compliance data on air concentrations, and/or residential histories can be interpreted in terms
of exposure histories. Job histories are often available in company and/or union records and can be
converted into relative rankings of exposure groups with the aid of long-term employees and
managers familiar with the work processes, history of process changes, material handled, tasks
performed, and the engineering controls of exposure.

5.11 Occupational Exposure Data in the Information Age

There are increasing opportunities for obtaining technical information that can inform our exposure
and risk assessments that arise from the development of: (/) sensitive passive monitors for time-
weighted average analyses; (2) miniature direct-reading sensors for collecting time-resolved, as well
as average personal and area concentration data; (3) long-path sensors for area monitoring; (4)
computerized tomography techniques for developing concentration maps from long-path monitoring
data; (5) biomarkers of exposure; (6) technical means of determining worker presence at
workstations; and (7) an ever-growing toxicological and epidemiological database for relating
exposure to risk.

5.12 Exposure Measurements

In the area of chemical sensors, there are multiple possibilities for developing automated and, in
some cases, relatively inexpensive real-time microsensors for measuring gaseous and particulate
pollutants in personal and microenvironmental measurements (see Table 2.5) (38). New materials



and coating technologies can provide the chemical specificity and selectivity needed for such
sensors. These new technologies offer the means to do near real-time measurements to understand
the variability of exposures over short and long time periods. Such sensors could also be used to
directly reduce exposures by providing immediate exposure information to monitored populations or
through linkages to control systems, e.g., air quality monitoring coupled with ventilation controls.

Table 2.5. A Few Examples of New Sensor Technologies with Potential
Applications to Occupational and Air Pollutant Exposure Assessment”

Ultrasonic Flexural Plate Wave (FPW) Devices for Chemical Multiarray
Microsensors. Highly sensitive flexural plate wave devices are being
developed for in situ, real time analyses of particles and volatile organic
compounds in indoor and outdoor air and clean rooms and in emissions
sources. FPW sensors can be batch fabricated using well-developed and
inexpensive silicon technology and interfaced with microprocessors that
record and analyze the sensed measurements.

Computer Tomography/Fourier-Transform Infrared Spectrometry. This
emerging technology will provide the means to characterize spatial
distributions and movements of air pollutants in three dimensions in indoor
and outdoor environments. Recent breakthroughs in computer algorithms for
computer tomography have made it possible for this technology to be
commercially available within three to five years.

“ (From USEPA-SAB-IAQC) (38).

Sensor data from field measurements can be transmitted over telecommunications lines directly to
computer systems for analysis. Such direct transmission reduces chances for errors in recording data.

Many different kinds of exposure-related models that take advantage of computer capabilities and
large databases of information have already been developed and are currently available. These
include exposure models that combine concentration data with time-activity patterns to estimate
exposures, physiologically based pharmacokinetic models that describe the distribution and
metabolism of toxic chemicals (including biomarkers) in the body, and health effects models (e.g.,
cancer risk models). Such models are typically developed as single models without considering
linkages to other models and are often written in different computer languages and have system
designs that are not readily compatible with other models. For more fully integrated exposure
analysis, from sources to health effects, integrating frameworks must be developed that more readily
allow the output from one model to serve easily as input into other models.

In the near future, new insights will inevitably come from combining measurements of the personal
environment with measurements of the individual's capacity to interact with that environment. For
example, it is technically possible to record simultaneous real-time measurements of specific
airborne compounds in an individual's breathing zone, an individual's breathing and exercise rates,
and geographic location. Such advanced technology is already being used in some large industries.
For example, some combine location in a work area (accessible by coded badges) and continuous
work area air monitoring outputs to automatically compute daily time-weighted average exposures of
worker cohorts.

5.13 Expanded Applications of Occupational Exposure Databases

Hygienists tend to be compulsive about the quality of the data they collect when assessing
occupational exposures and the influence of exposure determinants. They are likely to be careful and
consistent in collecting data according to a rational sampling strategy that aids them in interpreting
the data and the preparation of recommendations for remedial actions as needed. They also often use



a cumulative data set to document progress in reducing exposures and/or to identify evidence for
actual or potential increases. However, they may not recognize additional ways that their carefully
acquired data resources can be used by them or others for other important purposes.

Perhaps the single most important need to use such data more broadly is to collect and enter more
data on exposure determinants into the databases. Another critical need is to devise means for
censoring the data, so that specific individuals and companies do not incur legal or public relations
problems because their data become available to others in a traceable form. There will need to be a
long period of gradual development and experience with such systems before widespread donations
of data can be expected. No matter how long it takes, it is important that the harmonization of the
data elements to be entered into company-specific databases take place as soon as possible, so that it
is at least feasible for disparate data to be used in a combined analysis. These could be used in
corporatewide or industrywide analyses whose results end up in peer-reviewed scientific literature
that can benefit all interested parties.

There are now opportunities for harmonizing data elements in occupational exposure databases that,
when combined with the capabilities of our state-of-the-art hardware and software, will enable us to
collect, assemble, and store very large amounts of data. If such consolidated databases are properly
assembled and quality-assured, they could be used by individuals and companies that contributed
data, by trade associations, and by research investigators to learn more about the distributions and
determinants of occupational exposures, the efficacy of technical means of exposure controls, and
the adequacy of current exposure limits for preventing health effects. A Workshop on Occupational
Exposure Databases (39) reviewed the various activities that were underway. This was followed by
the active development of Guidelines for the Development of Occupational Exposure Databases by
both a Joint Ad Hoc Committee of the American Conference of Governmental Industrial Hygienists
(ACGIH) and the American Industrial Hygiene Association (AIHA) and by a Task Group appointed
by the European Commission. Fortunately, both groups tried to harmonize their recommendations
before they were completed. The final report of the ACGIH-AIHA Ad Hoc Committee appeared in
Applied Occupational and Environmental Hygiene (40), along with a progress report from the
European Community Task Group (41).

Important issues remain to be resolved before suitable arrangements can be made to establish a
central exposure data repository or for other means of sharing proprietary data that are collected and
stored using a common format. It is clear that, for at least some secondary uses of compatible data
from different sources, means must be provided to ensure that the data elements cannot be traced
back to individual workers, individual work sites, or even to employers.

5.14 Applications and Environmental Exposure and Effects Databases

The environmental health field has learned a great deal about some of the more subtle effects of
environmental toxicants on human populations by studying the statistical associations between
mortality and morbidity indices, on the one hand, and environmental exposure indices, on the other.
Small, but statistically significant increases in population relative risks (RRs) have been
demonstrated that link

* blood lead to blood pressure in U.S. adults (based on data from the second National Health and
Nutrition Examination Survey (NHANES II) (42).

* blood lead and hearing acuity to neurobehavioral development in children, also based on
NHANES II (43).

* blood lead to stature in children, also based on NHANES II (44).

* both ozone and sulfate particles to hospital admissions for respiratory diseases in various U.S. and
Canadian communities (45-47).

» fine particles to hospital admissions for cardiovascular diseases in various U.S. and Canadian
communities (48, 49).

* fine particles to daily mortality rates in various communities in the Americas and Europe (45, 50).



» fine particles and sulfate particles to annual mortality rates in various U.S. communities (45, 47,
51, 52).

* environmental tobacco smoke (ETS) to lung cancer mortality among spouses in various
communities in the U.S., Asia, and Europe (53).

* ETS to 150,000 to 300,000 cases/year of lower respiratory tract infections in U.S. children (53).
* ETS to 200,000 to 1,000,000 additional asthma episodes/year in U.S. children (53).

* ETS to increased prevalence of fluid in the middle ear, symptoms of upper respiratory tract,
irritation, reduced lung function in children, and as a risk factor for new cases of asthma in
children (53).

In each of these cases, the risks are relatively low (=1.3), and the biological mechanisms that may
account for the associations are either only suggestive or unknown. However, the strength and
consistency of the observations are compelling, and attempts to find confounding factors that can
account for the associations have been unsuccessful. The U.S. Environmental Protection Agency
(USEPA) (44, 45, 53) has used these findings for public health guidance and to set environmental
standards. In some cases, detecting such small relative risks was possible only because of the large
sizes of the populations studied, sometimes including the total populations of large cities, as for the
daily mortality and hospital admissions studies (45). In other cases, stratified random samples of the
whole U.S. population have been used, as in the NHANES studies (42—44). Another approach has
been to obtain individual risk factor data on large cohorts of individuals. For example, the American
Cancer Society study of the relationship between annual mortality and sulfate particle concentrations
used data on more than a half million people in 151 U.S. communities (52).

For occupational health studies, the opportunities to study large populations in definable exposure
groupings have been quite rare, and few epidemiological studies have had the statistical power to
detect relative risks below about 2.

In the future, opportunities for access to data sets that have individual exposure data on relatively
large numbers of workers for the study of exposure-response relationships characterized by small
relative risks may eventually emerge if the Guidelines and Recommendations on Data Elements for
Occupational Exposure Databases, recently endorsed by the Boards of ACGIH and AIHA, discussed
previously, are adopted by industries, trade associations, and governmental agencies.
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Reproductive and Developmental Toxicology
Carole A. Kimmel, Ph.D., Judy Buelke-Sam

1.0 Introduction

Reproductive toxicology encompasses the study of a wide variety of chemical and physical agents
and their effects on the structure and function of the male and female reproductive systems, the
ability to conceive and reproduce, the nurture of the young during pregnancy and lactation, and the
development of offspring to grow, mature, and reproduce (Fig. 3.1). Developmental toxicology
involves the study of the effects of preconceptional, prenatal, and/or postnatal exposures up to the
time of sexual maturity on developmental processes. Developmental toxicology is a subset of
reproductive toxicology, although the subsequent effects of direct postnatal exposure of young
animals or children traditionally have notx been considered part of reproductive toxicology.
Reproductive dysfunction and developmental disorders are major public health issues that affect
significant proportions of the population. Infertility in humans, defined as the inability to conceive
after one year of unprotected intercourse, has been estimated to affect approximately 8% of all
married couples in the United States (1). Billions of dollars are spent each year on fertility



treatments, including fertility drugs and the increased use of assisted reproductive techniques (e.g., in
vitro fertilization). Although many of these technologies can improve fertility, some can also result
in multiple births that put small and premature babies at risk. The causes of infertility are varied, and
the impact of chemical and physical agents on the reproductive system is unclear. However, several
reports in the 1990s of declining human sperm concentration, an increased incidence of
cryptorchidism, hypospadias, and testicular cancer, as well as reports that some chemicals may act
by disrupting endocrine function (2-5), have raised concerns that environmental chemicals might be
causing some of these problems. These concerns have led to requirements, as part of the Food
Quality Protection Act of 1996, for testing pesticides and industrial chemicals for their potential to
cause endocrine disruption.
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Figure 3.1. Reproductive life cycle of the parental and F1 generations showing the major stages in
development, reproduction, and aging.

The incidence of spontaneous abortions in the population has been estimated to be as high as 50% of
all conceptions (6, 7). Many of these occur before implantation in the uterus, are not detected, and
cannot be distinguished from subfertility or infertility. Tests sensitive to the production of human
chorionic gonadotropin as early as eight days after conception (before a woman may know she is
pregnant) have shown a rate of 32-34% spontaneous abortions for postimplantation pregnancies (8,
9). The incidence of major birth defects in live-born children is 3—4%, and developmental disorders
at school age affect approximately 12—14% of all children. The lifetime cost of caring for children
born each year with the 17 most common birth defects and cerebral palsy has been estimated to be
more than $8 billion. (10). This is a conservative estimate because these birth defects affect only
22% of children born with birth defects in a year and lost wages of caregivers were not considered.
Developmental disorders also include the full gamut of functional effects such as neurobehavioral
deficits, altered cardiovascular, pulmonary, renal, and other organ system dysfunction that result
from prenatal or postnatal exposures.

The contribution of chemical and physical agents to the cases of reproductive dysfunction in humans
is unknown, but there are some outstanding examples of environmental chemicals, pharmaceuticals,
and other agents that can affect reproduction, development, and function; these include, for example,
lead, methylmercury, polychlorinated biphenyls, diethylstilbestrol, thalidomide, cigarette smoking,
and alcohol.

1.1 Definitions

Reproductive toxicology is the study of the occurrence of biologically adverse effects on the
reproductive systems of females or males that may result from exposure to chemical or physical
agents. The toxicity may be expressed as alterations to the female or male reproductive organs, the
related endocrine system, or pregnancy outcomes. The manifestations of such toxicity may include,



but are not limited to, adverse effects on the onset of puberty, gamete production and transport,
reproductive cycle normality, sexual behavior, fertility, gestation, parturition, lactation,
developmental toxicity, premature reproductive senescence, or modifications in other functions that
depend on the integrity of the reproductive systems.

Fertility is defined as the capacity to conceive or induce conception.

Fecundity is the ability to produce offspring within a given time period. For litter-bearing species,
the ability to produce large litters is also a component of fecundity.

Developmental toxicity is the occurrence of adverse effects on the developing organism that may
result from exposure before conception (either parent), during prenatal development, or postnatally
to the time of sexual maturation. Adverse developmental effects may be detected at any point in the
life span of the organism. The major manifestations of developmental toxicity include (1) death of
the developing organism, (2) structural abnormality, (3) altered growth, and (4) functional
deficiency.

Reproductive and Developmental Toxicology
Carole A. Kimmel, Ph.D., Judy Buelke-Sam

2.0 Overview of Normal Reproduction and Development Relevant to Toxicology

An appreciation of normal reproductive biology and development is important for understanding and
evaluating the toxic effects of chemical and physical agents. This section provides an overview of
these processes and a discussion of issues that are important in toxicology. Reference texts on
reproductive and developmental biology and toxicology should be consulted for more detail (11-19).
2.1 Gametogenesis

The process by which germ cells (ova and sperm) are produced in both the male and female mammal
is termed gametogenesis (Fig. 3.2) (20). The germ cells originate in both sexes from cells lining the
embryonic yolk sac and, during the sixth week of gestation in humans, migrate into the gonadal
ridges and become spermatogonia or oogonia, residing in the testis or ovary, respectively. Although
many of the processes are similar in males and females, several differences are important for
reproductive and developmental toxicology.
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Figure 3.2. Gametogenesis in the male and female (used with permission of W. B. Saunders Co.,
and modified from Ref. 20).

Spermatogonia are dormant until after birth and up to the time of puberty when they begin to
increase in number through mitosis and produce primary spermatocytes. These further divide by a
process called meiosis to form two haploid (half the chromosome number) secondary spermatocytes,
that further divide to form four spermatids. The process by which spermatids are transformed into
mature sperm is called spermiogenesis. Mature sperm are released into the lumen of the seminiferous
tubule of the testis. This transformation from spermatogonia to mature sperm, called
spermatogenesis, lasts for 60 days in rats or 80 days in humans and continues throughout the life of
the male, as long as undifferentiated A-type spermatogonia are present (21). Agents that affect
spermatogonia are the most devastating because the effects may be permanent, whereas effects on
later stages of spermatogenesis are more likely to be transient. For example, agents that affect DNA
synthesis and cell division, such as the chemotherapeutic agents cyclophosphamide and cytosine
arabinoside, affect spermatogonia and early spermatocytes (22, 23), whereas brief exposure to heat
affects spermatocytes and early spermatids (24) and temporarily results in reduced fertility which is
restored as later spermatocytes mature.

Oogenesis 1s the process of the development of mature ova in the female mammal. Before birth, the
oogonia proliferate by mitotic division and form primary oocytes surrounded by follicular cells. The
oocyte and its follicle cells are called a primary follicle. The first phase (Prophase I) of meiosis in the



oocyte begins before birth, and cells are then arrested until around puberty. At the onset of each
estrous cycle, a pool of primordial follicles is recruited into a growing pool of primary follicles, one
or more of which go on to form the large Graafian follicle and become an ovulatory follicle. In
rodents and other polytocous species, several primary follicles become ovulatory follicles. No more
primary oocytes are formed after birth. There is a normal process of atresia of oocytes throughout the
prenatal and postnatal periods decreasing from approximately 7 million at 5 months of gestation to
approximately 2.8 million at birth, with approximately 300,000 remaining at puberty (25). These
continue to decrease so that no more follicles are present by around age 50. Damage to oogonia or
primary oocytes before or after birth may be permanent, and an agent that increases atresia of
primary oocytes reduces the complement of total ova available for ovulation and possibly decreases
the time to onset of reproductive senescence (see later).

2.2 Fertilization

Fertilization involves the penetration of the ovum, its surrounding layers of granulosa cells, and the
acellular zona pellucida by the mature sperm in the upper reaches of the oviducts (Fig. 3.3) (26).
Fertilization requires a mature sperm that has undergone capacitation during its traverse of the
female reproductive tract. The events required in capacitation are not well understood, but require
plasma membrane modifications, decreases in net negative surface charge, changes in lipid
components, alterations in fluidity/mobility of membranes, increased ion permeability, and other
internal modifications. In addition, the acrosome reaction, which may facilitate penetration of the
granulosa cells, and activated motility, to allow penetration of the zona pellucida, occur. Factors that
can alter capacitation, the acrosome reaction, or activated motility may all play a role in preventing
normal fertilization (27).
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Figure 3.3. Development of the human embryo in the reproductive tract from fertilization to
implantation (used with permission of Raven Press from Ref. 26, p. 47).

Several genetic aspects are determined at fertilization. First, the diploid number of chromosomes is
restored when the male and female pronuclei fuse and chromosomes from the two become the
chromosomal complement of the embyro. Second, by gaining genetic material from two different
individuals, genetic diversity is maintained. Third, sex is determined at fertilization, in that a sperm
bearing a Y chromosome results in a genetically male individual (XY zygote), whereas an X-bearing
sperm results in a genetic female (XX zygote). Finally, fertilization stimulates rapid cell division or
cleavage to form the embryo.

2.3 Female Reproduction



The female reproductive system involves the ovaries, uterus, oviducts, cervix, vagina, and mammary
glands. The function of these is controlled by a carefully regulated interaction between the
hypothalmus, the anterior pituitary, and the ovary. The hypothalmus secretes gonadotropin-releasing
hormone (GnRH) which results in follicle stimulating hormone (FSH) and luteinizing hormone (LH)
release from the anterior pituitary. A preovulatory surge of FSH and LH from the anterior pituitary
stimulates differentiation of the granulosa cells and further meiotic division of the primary oocytes to
a pre-ovulatory state (Fig. 3.4) (25).
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Figure 3.4. Endocrinology of the reproductive cycle in normal women. The dominant cycle
structure, pituitary gonadotropins, gonadal steroids, and basal body temperature throughout the
menstrual cycle are depicted. Note that in the follicular phase, the follicle enlarges as the serum
estrogen rises. A midcycle gonadotropin surge heralds follicular rupture and release of the oocyte.
Immediately after ovulation, the corpus luteum develops and secretes large amounts of progesterone
with a resultant elevation in basal body temperature. In the absence of the conceptus, the luteal phase
is 14 days long, and declining progesterone coincides with the onset of menses (used with
permission of Raven Press from Ref. 25, p. 182).

The ovary is comprised of an outer cortex, which includes the follicles, and an inner medulla. The
granulosa and thecal cells of the follicle secrete estrogen in a modulated fashion during the cycle and
control secretion of FSH and LH through a negative feedback mechanism. As the estradiol level
rises, it stimulates the release of LH and FSH, and possibly has direct effects on the LH releasing
hormone (LHRH) which is released in a pulsatile fashion from the mediobasal hypothalamus. Once
ovulation occurs, the follicle forms the corpus luteum, and progesterone is secreted, which stimulates
the development of a secretory endometrium in the uterus in preparation for implantation.
Progesterone secretion also causes an increase in basal body temperature. If fertilization occurs,



progesterone levels continue to rise. In humans, chorionic gonadotropin (hCG) secreted by the
embryonic membranes is necessary to maintain the corpus luteum during early pregnancy. If
fertilization does not occur, the ovum degenerates, and menses ensues.

Agents that interfere with the development of the reproductive system and the normal hormonal
patterns necessary to regulate development may alter the intricate processes involved in a number of
different ways. For example, the normal structure of the ovaries, uterus, oviducts, cervix, and vagina
can be altered during development, resulting in interference with fertility and pregnancy. This was
the case with the drug diethylstilbestrol (DES), a potent synthetic estrogen used in the 1950s and
1960s to prevent spontaneous abortion. Unfortunately, the drug was not effective in preventing labor
but had profound effects on the development of the reproductive system in both boys and girls
exposed before birth and produced a rare form of cancer (vaginal adenocarcinoma) in females not
detected until after puberty (28). Synthetic androgens and antiandrogens also alter the structure of
reproductive organs by interfering with the normal hormonal milieu during development. For
example, ethinyl testosterone given to prevent spontaneous abortion resulted in masculinization
(pseudohermaphrodism) of female offspring (29), and other androgenic compounds (e.g., danazole,
methadriol, and methyltestosterone) prescribed for endometriosis, alopecia, hypotension, and other
indications have shown similar effects. Because the endocrine activity of agents may be useful for
their therapeutic value, it is sometimes difficult to separate pharmacological efficacy from toxicity.
For example, raloxifene, a nonsteroidal selective estrogen receptor modulator (SERM) developed for
treatment of postmenopausal osteoporosis acts as an estrogen in bone but functions in uterine tissue
as a complete estrogen antagonist. Because estrogen is important in preparing for implantation,
raloxifene was found, not unexpectedly, to cause delays in implantation (30); such effects have been
seen with other compounds that are estrogen antagonists (reviewed in Ref. 30).

Mammary gland tissue is highly dependent on endocrine function. The mammary gland changes
dramatically around the time of parturition as a result of a number of gonadal and extragonadal
hormones. Milk letdown depends on suckling by the offspring, release of oxytocin from the posterior
pituitary, and secretion of prolactin by the anterior pituitary. Agents that affect hormonal status,
mammary gland development, and/or function may cause difficulties with milk production, milk
quality, and indirectly result in adverse effects on offspring growth and development. Two
neurotransmitters, dopamine and serotonin, play critical roles in the neuroendocrine modulation of
prolactin secretion (31, 32), and prolactin is known to be mammotrophic and lactogenic, as well as
luteotrophic and endometriotrophic (33, 34). Acute pharmacological doses of serotonin agonists
stimulate prolactin release and enhance neonatal mouthing behavior, whereas acute doses of
antagonists decrease these responses (35). It has long been known that bromocriptine, a preferential
dopamine D, agonist, prevents postpartum onset of lactation in humans (36), inhibits established

lactation in several species including rats (37), dogs (38), and humans (36, 39), and suppresses the
suckling-induced secretion of prolactin in rats (40, 41).

Reproductive senescence occurs with advancing age, depletion of oocytes, and loss of normal
ovarian cycling. As indicated earlier, agents that enhance atresia of oocytes may produce early
depletion and untimely reproductive senescence. The long-term consequence of early menopause is
an increased risk of a number of associated diseases, including heart disease and osteoporosis.
Cigarette smoking has been shown to reduce the age at onset of menopause by as much as 2 years
(42). In addition, Mattison and Thorgeirsson (43) showed that benzo[a]pyrene, which occurs in
tobacco smoke, can kill oocytes in mice.

2.4 Male Reproduction

The male reproductive system is comprised of the testis, accessory sex glands (seminal vesicles,
prostate, and bulbourethral or Cowper's glands), and the duct system. In rodents, there are two
additional accessory sex glands, the coagulating glands and the preputial glands. The duct system is
comprised of the efferent ducts, epididymis (consisting of three parts: head or caput epididymis, body
or corpus epididymis, and tail or cauda epididymis), ductus deferens, and ejaculatory duct. A
balanced interplay among the hypothalamus, anterior pituitary, and testis regulates the function of



the male reproductive system (Fig. 3.5) (44). As in the female, GnRH production by the
hypothalmus permits release of FSH and LH by the anterior pituitary, which permits release of
testosterone from the Leydig cells, and in turn is negatively regulated by increased levels of
testosterone and dihydrotestosterone, the more active form of the androgen. Several important
proteins are secreted by the Sertoli cells, including androgen-binding protein, activin which
stimulates LH and FSH production by the pituitary, and inhibin and follistatin which have an
inhibitory influence on the pituitary gonadotropins. Undernutrition, particularly a low protein diet
(8% versus 27% in controls) started at weaning, can have a major impact on the development of the
anterior pituitary—testicular axis and the feedback mechanism that controls gonadotropin secretion
(45). Several antiandrogenic agents have been shown to interfere with normal development of the
male reproductive system. For example, finasteride, a 5-alpha-reductase inhibitor, causes
hypospadias in male offspring of rats exposed during pregnancy (46), and the most sensitive period
for exposure was gestational days 16 and 17 in the rat (47). Several pesticides (e.g., vinclozolin and
procymidone) are antiandrogenic and also cause hypospadias in male offspring (48—50).

To the
hypothalamus

Aniterior
pituitary
gland

Testis

Figure 3.5. Diagram summarizing the anterior pituitary-testicular axis. LH and FSH are secreted by
the gonadotrophs (G) to stimulate (+) either the Sertoli cells (SC) or Leydig cells (LC). These cells
subsequently produce peptides [inhibin (I), follistatin (FS), and activin (A)] or sex steroid hormones
[estradiol (E2), testosterone (T), or dihydrotestosterone (DHT)], which feed back principally at the



level of the anterior pituitary gland to regulate gonadotropin secretion. The modulatory role of these
compounds is primarily inhibitory (-), although activin is known to stimulate FSH secretion.
Autocrine/paracrine control over LH and FSH occurs at the level of the anterior pituitary gland via
the peptides inhibin, follistatin, and activin, which are produced by the gonadotrophs and
folliculostellate cells (FSC) (used with permission of Raven Press from Ref. 44, p. 6).

Approximately 90% of the testis is comprised of the seminiferous tubules, which are folded and
refolded within the testis and contain the developing spermatozoa and Sertoli cells. The Sertoli cells
extend from the basement membrane to the lumen of the seminiferous tubules and surround and
support the developing germ cells. Tight junctions between the Sertoli cells near the basement
membrane form the blood-testis barrier, which blocks access to the adluminal comparment. The
interstitial tissue contains the Leydig cells (the primary source of testosterone), the vascular supply
to the testis, and other cells. Testosterone is converted to dihydrotestosterone, the more active form
of the androgen. Spermatogenesis takes place along the tubules in a wave form, so that cross sections
of several tubules would reveal sperm in different stages of development. There are 14 distinct stages
of development that have been identified in rats (51) (Fig. 3.6) (52), and six distinct stages have been
described in humans (53). These stages can be used as a basis for determining the effect of an
exogenous agent. A serial mating design can be used to identify site-specific lesions; this type of
protocol involves mating males that have been exposed for a short time (5—7 days) with unexposed
females for 4-5 day periods over several weeks. Cytosine arabinoside, a chemotherapeutic agent,
caused reduced fertility 31 to 41 days post-exposure, indicating an effect on spermatogonia and early
spermatocytes (22).
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Figure 3.6. Cycle map of spermatogenesis for the rat. The vertical columns, designated by Roman
numerals, depict cells associated with various stages. A cycle is a complete series of stages. The
developmental progression of a cell is followed horizontally until the right hand border of the cycle
map is reached and continues from left to right up the map, ending with spermiation (used with



permission of Cache River Press from Ref. 52, p. 43).

After sperm are released from the Sertoli cells into the lumen, they pass from the seminiferous
tubules through the rete testis and efferent ducts into the epididymis, then through the ductus
deferens and ejaculatory duct. The sperm undergo maturation in the epididymis and are stored there
until ejaculation. The accessory sex glands contribute most of the volume to the semen, and their
secretions may be involved in effective transport, survival, and function of the sperm through the
female reproductive tract after ejaculation. The duct system and the accessory sex glands are
androgen-dependent, and can be affected by agents that alter androgen levels (54).

2.5 Development

Development can be divided into the prenatal and postnatal periods. Prenatal development includes
the preimplantation and postimplantation periods, and the latter encompasses the embryonic and
fetal periods. Preimplantation is characterized by transport of the zygote from the upper ends of the
oviduct into the uterine cavity during a period of 7-8 days in humans, or 5-6 days in rats or mice
(Figure 3.3). Rapid cell division of the single-cell zygote (fertilized ovum) proceeds through the
morula stage, a solid ball of approximately 16 cells, and further division results in a multicellular
blastocyst that contains a cavity. The blastocyst implants in the uterine wall and develops into the
definitive embryo. The embryo itself develops from a small group of cells in the blastocyst, the inner
cell mass. The rest of the cells, the extraembryonic cells, form the placenta and surrounding
membranes. Implantation occurs around gestational day (gd) 7 in humans, gd 5—6 in mice and rats,
and gd 7 in rabbits. Agents that interfere with implantation result in apparent subfertility or infertility
in humans. The type of effect produced on fertility can be determined in rodents by counting the
number of corpora lutea (i.e., ovulated eggs) and the number of implantation sites in the uterine wall
if there are enough viable implants to maintain active corpora lutea during pregnancy or if done early
in gestation when there are no viable implants.

Placentation is a complex series of events that provides an intimate relationship between the
embryonic and maternal tissues for the purpose of nutrition of the embryo and removal of wastes.
Early on, before vascularization of the extraembryonic membranes and formation of the
chorioallantoic placenta, the yolk sac placenta provides histiotrophic nutrition (breakdown and
transfer of maternal macromolecules). The yolk sac placenta is the primary placenta in rodents
through the early part of embryogenesis (when the early neural tube and limb buds are forming), and
a gradual switchover to the chorioallantoic placenta occurs around gestation days 11-12 in the rat. In
humans, the chorioallantoic placenta becomes functional around gestation day 21 when the neural
tube is just beginning to form, an earlier embryonic stage than in rodents. Chorioallantoic
placentation involves hemotrophic nutrition (transfer of nutrients via the circulation) and is
somewhat different in different species, in that the number of maternal and embryonic layers differs.
Although much has been made of these differences in terms of their role in placental transfer of
toxicants, there is little evidence that these differences are important factors compared to maternal
blood flow, plasma protein binding, molecular size and charge, placental metabolism, and the fetal
elimination pathway. A more complete discussion of the morphology and function of the placenta
can be found in embryology textbooks and excellent descriptions related to developmental
toxicology are given by Beck (55), and Slikker and Miller (56).

Exposure to certain toxic agents during pregnancy may adversely affect placental function, which
can in turn affect the developing embryo/fetus. Effects on the placenta may include alterations in
blood flow and perfusion, metabolism, placental transfer of essential nutrients or compounds, and in
extreme cases, may cause necrosis and separation from the uterine wall. Cadmium is an
environmental contaminant associated with refineries, fossil fuel plants, and tobacco smoke and is a
demonstrated placental toxicant in both rodents and humans (56). Although cadmium may cross the
rodent yolk sac placenta very early in development and cause fetal malformations, it does not cross
but accumulates in the chorioallantoic placenta. Adverse developmental effects, ranging from growth
retardation to fetal death, observed following such accumulation result from placental dysfunction
rather than direct actions on the embryo/fetus.



The embryonic inner cell mass forms a two-layered embryonic disc, consisting of ecfoderm and
endoderm. Around gestation day 17 in humans or gestation day 9 in rats, invagination of ectodermal
cells occurs through a midline primitive streak to form the third intermediate layer of cells, the
mesoderm. Figure 3.7 shows the major derivatives of each layer. The mesoderm cells form the
viscera, blood vessels and cells, muscles, tendons, and bone. The endoderm forms the lining of the
gut, respiratory system, thyroid, and pharynx. The ectoderm forms the surface layers of the body,
including the skin, hair, and nails, enamel of the teeth, and the lens; a specialized portion of the
ectoderm that forms along the edges of the primitive streak is the neuroepithelium consisting of the
neural tube and the neural crest cells. The neural tube forms the brain and spinal cord, and the neural
crest cells form the cranial and spinal ganglia and nerves, several components of the face and neck,
the adrenal medulla, and contribute to the endocardial cushions that separate the chambers of the
heart. Agents that interfere with the development and closure of the neural tube may result in
anencephaly or spina bifida, and those that interfere with migration of neural crest cells to their
ultimate site may result in craniofacial defects, cranial or spinal nerve defects, and/or cardiac septal
defects. Retinoids, including excessive supplements of vitamin A or the drug Accutane (used in
treating dermatologic disorders), interfere with neural crest cell migration, and both animals and
children exposed during early development exhibit a number of these defects (57, 58). In addition,
central nervous system malformations and a continuum of neurobehavioral disorders have been
identified in animal fetuses and offspring and in children exposed early in pregnancy (59—64).
Postnatal death, profound mental retardation, alterations in general learning ability, and other subtle
behavioral alterations have been documented. These effects in animals and humans all depend on the
dose and developmental stage at exposure, as well as the relative teratogenic potency of the
individual retinoid (64).
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Figure 3.7. Derivatives of the germ layers in the mammalian embryo. Cells of the inner cell mass
form the embryonic disc consisting initially of ectoderm and endoderm. During gastrulation, a
mesodermal layer is formed in between the ectoderm and endoderm. The primary derivatives of the
three germ layers are shown.



The period during which the major conformation of organ systems occurs, called organogenesis,
encompasses the period from the primitive streak stage until palate closure (gestation days 6—15 in
rats and mice, gestation days 17—57 in humans). The fetal period consists of the time after major
organogenesis until birth, during which organization continues at the histological level in most organ
systems.

There are a number of critical periods when cells or organ systems are particularly sensitive to
exposure to toxic agents. Because of this, the manifestations of developmental toxicity vary
depending on the timing of exposure. As examples, exposure before conception may cause
chromosomal or DNA changes in germ cells that result in heritable effects, including death,
malformations, growth retardation, functional deficits, or cancer in the offspring. During very early
embryogenesis when cells are multiplying at a rapid rate and are relatively undifferentiated, exposure
tends to result in death or compensation and continued normal development. For several genotoxic
agents (e.g., ethylene oxide, ethylnitrosourea, ethyl methanesulfonate) (65—71), exposure during this
period also results in malformations and growth retardation. As organogenesis begins, cells become
more and more differentiated and the major structure of organs is formed, although not all organs
develop at the same time or rate. Exposure during this period may cause major structural defects, as
well as death, growth retardation, or postnatal functional changes. As major organ structure is
completed, organization and differentiation at the histological, physiological, and biochemical levels
proceed; in most mammals, these processes occur to varying extents during pre- and postnatal
development. However, there are important differences at birth among experimental animal species
and humans in the staging of developmental events that must be recognized in designing studies and
interpreting experimental outcome data for potential human risk. Exposure during this late
gestational or fetal period may result in alterations that are detected as histopathology, growth
retardation, functional changes, or cancer. Subsequent stages of development include further growth
and functional maturation of organs/systems, some of which are not completed until after puberty.
Exposure during this period may affect the same target organs as in adults but have different
consequences because of the immaturity of the target organ itself. Additionally, other immature
organ systems may be targets, and relative sensitivities may be greater or lesser due to immaturity of
processes responsible for metabolism and excretion of the chemical.

Less work has been done to discern the critical timing for exposure during the postnatal period, but
there are examples of neonatal exposures and effects on the developing reproductive system (72—74),
and developing nervous system (75). This is an area of current interest to provide adequate guidance
for pediatric use of pharmaceuticals and also for environmental exposures that may affect children
where they live and play. One area that has received attention recently is the significant increase in
childhood asthma (76, 77). As a result, a number of studies are being pursued to discern genetic
and/or environmental factors that may be involved or responsible both prenatally and postnatally.
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3.0 Testing Procedures and Guidelines

Standard testing procedures have been used to identify reproductive toxicity since the mid-1950s.
However, the first testing guidelines in the United States were not written until 1966 by the U.S.
Food and Drug Administration (FDA) for testing the developmental effects (with particular emphasis
on teratogenicity) of potential new pharmaceutical agents (78). In 1982, the FDA published testing
guidelines (Redbook I) for food additives (79). The Organization for Economic Cooperation and
Development (OECD) issued international testing guidelines in the early 1980s for reproductive and
developmental toxicity of industrial chemicals (80, 81). In 1982, EPA published its first guidelines



for testing pesticides (82) and in 1985 for industrial chemicals (83).

During the last several years, many of these guidelines have been updated. The FDA participated as
a member of the International Committee on Harmonization (ICH), which finalized a revised set of
global testing guidelines for preclinical assessment of pharmaceuticals (84, 85). In 1993, the FDA
published the draft Redbook II (86) and in 1997 clarified the approach to toxicity testing that had
been outlined in Redbook I (79) based on level of concern. The 1997 publication is available at
www.vem.cfsan.fda.gov/~dms/opa-tgl.html. (site currently unavailable) The EPA has recently
updated and expanded testing guidelines to include a more comprehensive evaluation of the
reproductive toxicity of pesticides and industrial chemicals (87—89). The OECD guidelines are
currently being revised. The most recent testing guidelines for pharmaceuticals and for pesticides
and industrial chemicals are briefly described here.

3.1 Testing Pharmaceutical Agents for Reproductive Toxicity

Testing of potential new pharmaceuticals is conducted for three reasons: (1) to provide scientifically
and ethically appropriate support for clinical trials, (2) to provide data used to establish exposure
guidelines for worker safety, and (3) to provide information relevant to risk:benefit assessments in
the product label for use by prescribing physicians. Before international acceptance of the ICH
testing guidelines (84), preclinical testing for reproductive and developmental toxicity was
conducted following different guidelines for U.S., European, or Japanese registration of a new
pharmaceutical (90, 91). Harmonization has not altered the overall requirements to evaluate
reproductive and developmental outcomes following parental exposure before mating and during
pregnancy and lactation, and assessment of effects on the entire parental reproductive process.
However, it has reduced testing redundancy and provided the flexibility necessary to design studies
most appropriate for assessing the toxicity of individual compounds. Exposure periods, dose
selection, and end points evaluated within these studies are chosen based on the following: (1)
pharmacology of the compound; (2) the plan for clinical trials, including duration of treatment; (3)
known or expected toxicity of the therapeutic class; and (4) the target medical condition and
therapeutic population(s).

Preclinical reproductive and developmental studies traditionally have been designated as Segment I,
Segment 11, and/or Segment III studies based on timing of initiation and duration of parental
exposure (Fig. 3.8). These studies are routinely conducted in rodents, although a second Segment II
study in a nonrodent species, most often the rabbit, usually is required. Segment I studies are
intended to evaluate estrous cycling, mating, testicular and sperm parameters, fertility parameters,
and early embryonic development; parental treatment begins before mating (generally 2 weeks for
females, 4 weeks for males) and continues in females through implantation (gd 5 or 6). Segment II
studies are intended to evaluate embryo and organ development; maternal treatment is initiated once
implantation has occurred (gd 6 in rodents, gd 7 in rabbits) and continues throughout the period of
major organogenesis (to gd 15 in mice, gd 15-17 in rats, and gd 18—19 in rabbits). Segment III
studies are intended to evaluate maternal processes of parturition and lactation, as well as fetal and
offspring development through sexual maturity; maternal treatment begins at the end of
organogenesis and continues through to weaning of the offspring (usually postpartum day 21 in
rodents).
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Figure 3.8. Exposure conventions for reproductive and developmental toxicity testing of
pharmaceuticals. The Segment I, II, and III designations for these studies refer primarily to the
reproductive and developmental events that occur during the discrete parental treatment period. The
parameters monitored in any single-Segment or combined-Segment study may include relevant end
points which are measured during and/or following the treatment period (diagram developed by J. A.
Hoyt and J. Buelke-Sam, included with permission).

Currently, four studies are usually conducted for the majority of potential new pharmaceuticals: a
Segment I study in treated male and female rodents; Segment II studies in rodents and rabbits; and a
combined Segment II/III study in rodents which includes postnatal assessments of growth, physical
development, and behavioral and reproductive performance of the offspring.

However, alternative exposure periods may be more appropriate to assess individual agents. These
alternatives may include additional exposure period combinations (e.g., a combined Segment /I
study in rodents for compounds with no anticipated effects on mating and fertility and a single rodent
combined Segment I/II/III study for compounds with no expected reproductive or developmental
toxicity and anticipated long-term clinical exposures) (92). Other alternatives include more discrete
exposure periods (e.g., gd 05 of pregnancy for agents that have anticipated adverse effects on
implantation processes) (30). The standard reproductive and developmental assessments in these
studies may be supplemented with any additional outcome parameters deemed appropriate for
individual agents, based on considerations listed before (e.g., progressive histopathological
evaluations or functional assessments of suspected target organs or systems) (93).

An additional component of these studies involves determining maternal blood levels and/or
toxicokinetic parameters. Most often, such determinations are made within the Segment II exposure
period but also may be applicable to other segments. These data allow a more direct comparison of
maternal animal and human exposures and may also aid in interpreting reproductive outcome.
Maternal blood level data are particularly valuable in verifying that maternal exposure did occur for
studies in which no adverse maternal or developmental findings were seen. Placental transfer studies
or milk excretion studies also may be conducted to determine embryo/fetal or neonatal exposures
more directly.

Another aspect of testing is providing adequate preclinical support for pediatric testing and guidance
in the product label for using many pharmaceuticals in the pediatric population (94, 95). Only 20%
of the pharmaceutical products currently marketed in the United States include labeling information
on safety and effectiveness in infants or children. The ICH guidelines (84) indicate that additional
studies involving direct treatment of neonatal and young animals may be necessary to support
pediatric clinical trials, in addition to appropriate repeated-dose toxicity studies, standard
genotoxicity studies, a complete reproductive and developmental toxicity package (Segments I, II



and III studies), as well as safety data from previous adult human trials. The FDA (95) has defined
four human age categories of concern: infant, neonate, child, and adolescent. Table 3.1 provides a
general comparison for these categories in humans and several test species, although the comparable
age ranges in these species vary depending on the developmental schedules of individual organs or
systems. The need for preclinical juvenile studies, the test species for such studies, age categories to
be covered, duration of exposure(s), as well as the parameters and ages for assessment of effects
within any particular study, are currently being determined compound by compound.

Table 3.1. Comparative Age Categories

Rat Mini-Pig Dog Primate Human
Category (days) (weeks) (weeks) (months) (years)
Neonate <10 <2 <3 <0.5 <1 month
Infant 10-21 2-4 3-6 0.5-6 1-2 months
Child 21-30 4-14 620 6-36 2-12
Adolescent 30-60 14-26 20-28 3648 12-18

3.2 Testing Pesticides and Industrial Chemicals for Reproductive Toxicity

Several testing protocols are used to evaluate the reproductive toxicity of pesticides and industrial
chemicals. The EPA testing guidelines published in 1998 were harmonized for pesticides and
industrial chemicals, so that there are no differences in the testing protocols themselves. The
requirements for pesticide testing specifically defined in 40 CFR Part 158. 340 Subpart F include
reproductive and developmental toxicity testing for all food-use pesticides or those for which a
reference dose (RfD) will be set. For industrial chemicals regulated under the Toxic Substances
Control Act, the process involves defining the appropriate tests to be done according to the testing
guidelines in test rules for specific chemicals, or testing approaches may be developed under consent
agreements with industry for specific chemicals.

In general, the testing guidelines for pesticides and industrial chemicals are more specifically defined
than those for pharmaceuticals in terms of number of animals, days of treatment, outcomes, and the
methods for measuring them, and reporting of data. There are three major protocols used for
pesticide and industrial chemical testing of reproductive and developmental toxicity. These include
the prenatal developmental toxicity study, the two-generation reproduction study, and the
developmental neurotoxicity study (87—-89). These guidelines are available at
http://www.epa.gov/docs/OPPTS Harmonized 870 Health Effects Test Guidelines/Series/. The
developmental neurotoxicity study has not been routinely required for most pesticides and industrial
chemicals, as discussed futher later. Data from adult toxicity studies are reviewed to determine
which target organs might be of concern and whether additional testing of other organ systems may
be appropriate, for example, immunotoxicity evaluations in developing animals or perinatal
carcinogenic testing.

The prenatal developmental toxicity study (Fig. 3.9) (87) involves exposure of time-mated animals
(usually rats and rabbits) to an agent throughout pregnancy or at least from implantation (around gd
6) to the day before parturition (gd 20 in rats, 28-29 in rabbits). Clinical signs and body weights
throughout the dosing period are recorded for maternal animals, which are then killed on the day
before parturition and examined for gross pathology. Fetuses are harvested from the pregnant uterus,
weighed, and examined for external, visceral, and skeletal defects. In addition, the number of
implantations and incidence of resorptions or fetal deaths are recorded.
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Figure 3.9. Schematic of the prenatal developmental toxicity testing protocol (87). The treatment
period is shown by the heavy black line. GD = gestation day; the numbers shown refer to the days of
gestation in the rat. Treatment begins on GD 6 around the time of implantation or can be started as
soon as animals are mated. The protocol can be conducted in other species with appropriate
adjustment of treatment times.

The developmental neurotoxicity study (Fig. 3.10) (89) is currently triggered based on observing
malformations of the central nervous system in the prenatal developmental toxicity study, adult
neurotoxicity/neuropathology, alterations in brain weight in the two-generation study, or other
indicators of potential developmental neurotoxicity, for example, evidence that an agent may cause
hormonal effects. A recent evaluation of the literature on developmental neurotoxicity concluded
that this study should be conducted as a standard part of reproductive toxicity testing because such
triggers may not be inclusive enough to indicate all chemicals that may cause such effects (96). This
study can be done as a separate study, in conjunction with the prenatal developmental toxicity study,
or preferably with the two-generation reproduction study in the second generation. As a stand-alone
study, time-mated pregnant animals (usually rats) are dosed from gd 6 at least through postnatal day
(PND) 10 or to weaning. Pups are weighed at various postnatal ages and examined for clinical signs,
and several developmental landmarks (e.g., vaginal opening, preputial separation), as well as several
behaviors, are evaluated. These include motor activity at PND 13, 17, 21, and 60, auditory startle
habituation at weaning and at PND 60, and learning and memory at weaning and around PND 60.
Brain weights are recorded from pups killed on PND 11 and at termination of the study
neuropathology including a simple morphometric analysis is done.
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Figure 3.10. Schematic of the developmental neurotoxicity testing protocol (89). The treatment
period is shown by the heavy black line, although treatment is currently being extended to weaning
in some cases (dashed line). GD = gestational day, PND = postnatal day. This study is typically done
in rats but can be conducted in other species. The study can be conducted as a stand-alone protocol



or can be done in conjunction with a prenatal developmental toxicity study or a two-generation
reproductive study.

The two-generation reproduction study (Fig. 3.11) (88) involves exposing the parental (P) male and
female animals (usually rats) for 10 weeks before mating, through the mating period, and to females
during pregnancy. Exposure continues to the lactating females postpartum and to selected F1 males
and females for 10 weeks after weaning. F1 males and females are mated and exposure continues to
the F1 females during pregnancy and lactation. A second litter may be obtained in each generation
for additional studies; for example, a standard fetal examination similar to that done in the prenatal
developmental toxicity study may be conducted or the developmental neurotoxicity study may be
conducted on a second F2 litter. A number of end points of reproductive toxicity are evaluated in this
study. For example, estrous cyclicity is evaluated for three weeks in the P and F1 females before and
throughout mating, and semen quality (sperm number, motility, and morphology) is evaluated in the
P and F1 males before mating. Reproductive development is evaluated in the F1 and F2 offspring by
observing the age at vaginal opening and preputial separation. If there is a treatment-related effect in
the F1 sex ratio or sexual maturation, the anogenital distance is measured in F2 pups at birth.
Reproductive organs, as well as other potential target organs, from animals in each generation are
weighed and examined histologically. In addition, brain, spleen, and thymus weights are recorded for
F1 and F2 pups terminated at weaning.

Twio-generation reproduction
testing protocol
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Figure 3.11. Schematic of the two-generation reproduction testing protocol (88). The treatment
period is shown by the heavy black line. Males and females are exposed for 10 weeks before mating,
and females are continued through gestation and lactation. F1 offspring continue treatment until they
are old enough to be mated, and treatment continues through gestation and lactation.

3.3 Other Reproductive Toxicity Testing Procedures

Additional studies may also be used to determine the potential for reproductive toxicity of a drug or
chemical. For example, Chapin (97) and Morrissey et al. (98) described the addition of improved
testicular histopathology and assessment of estrous cyclicity and sperm quality to standard
subchronic testing studies. Such data can provide valuable information on reproductive effects that
can then be followed up in further reproductive toxicity testing studies.

The single mating trial, modified from the original FDA two-litter test (90), provides a basic test of
fertility and reproductive function. In this type of study, a single mating occurs after a 60—70 day
exposure period for males and a 14-day exposure period for females. The longer period of exposure
in males is to ensure exposure to all stages of the spermatogenic cycle. If the only effects seen are
those on fertility or pregnancy outcome, the contribution of male- or female-specific effects cannot
be determined. If estrous cyclicity and ovarian/reproductive tract histopathology are included in



females and sperm measures and reproductive tract histopathology in males, the contribution of an
effect of an agent on either gender may be characterized. However, there may still be questions as to
which sex is affected. For this reason, some laboratories run separate studies in which only one
gender is treated to characterize any gender-specific effects.

The continuous breeding protocol, also known as the Fertility (or Reproductive) Assessment by
Continuous Breeding (FACB or RACB), was developed by the National Toxicology Program (99).
This protocol was based on an older protocol used to determine full reproductive capacity in which
females were mated repeatedly to determine how many litters and offspring they could produce. The
RACB, as currently designed, can be conducted in mice or rats and involves dosing before mating
and through several pregnancies over a 14-week period. Offspring are removed shortly after birth,
counted and examined for viability, litter and/or pup weight, sex, and external abnormalities, and
then discarded. Up to five litters can be produced during a 14-week period, and the number of litters,
pups, and spacing of litters are recorded. The last litter may remain with the dam until weaning to
study the effects of prenatal, as well as postnatal exposures, and to raise for production of an F2
litter. If effects are observed in the parental and F1 animals, crossover matings may be conducted
between the treated and control animals (treated females with control males, treated males with
control females), to define the affected gender and the site of toxicity. In addition, sperm measures
(number, motility, and morphology) and vaginal smear cytology to detect changes in estrous
cyclicity can be added at the end of the mating trial and used to detect changes (100, 101). This
testing approach allows observing the timing of the onset of effects on fertility, as well as the ability
to detect subfertility with measures of number of litters, litter spacing, and litter size.

Gray et al. (102) also proposed a test protocol (the Alternate Reproductive Test—ART) that includes
many of the advantages of the RACB, but in addition monitors morphological and physiological
changes associated with puberty in the F1 animals, making it useful for detecting compounds that
have hormonally mediated effects on reproductive function. Chapin et al. (103) developed a protocol
for evaluating several adult functional outcomes following perinatal and juvenile exposures.

Other protocols have been developed to screen and set priorities for further testing. In particular, the
Reproductive/Developmental Toxicity Screening Test, which is part of the Screening Information
Data Set (SIDS) protocol developed by the Organization for Economic Cooperation and
Development (104), was developed to screen a large number of commercial industrial chemicals that
have not been tested for potential toxicity. This protocol involves exposing a small number of males
and females (8/dose group) during the premating, pregnancy, and lactation periods and then
determining any effects on fertility, pregnancy outcome, and sperm measures. This protocol may be
combined with the repeated dose toxicity study (105). An effect in this protocol raises concerns
about the toxicity of a chemical, but lack of an effect cannot be interpreted as no effect because of
the relative insensitivity of the testing protocol.

3.4 Tests of Germ Cell Toxicity

Tests of germ cell toxicity are important for assessing reproductive toxicity, because effects on
fertility and pregnancy outcome are often the result. Two types of assays are generally used:
measurements of heritable damage (e.g, the dominant lethal test, the specific locus test, and the
heritable translocation assay) and measurements of effects in germ cells that may be related to
alteration of DNA but may not actually represent heritable damage (e.g., DNA damage and/or repair,
chromosomal abnormalities, and abnormal sperm morphology).

The male dominant lethal test was designed to detect the mutagenic effects of agents on the
spermatogenic process that are lethal to offspring. It may be conducted in one of two ways: (1)
exposure of males for a few days to one week, then mating with one or more females per week for
the duration of the spermatogenic cycle; or (2) exposure of males for 10 weeks, then mating to one
or more females immediately after exposure. In either case, a decrease in the number of implantation
sites, the number of live fetuses, and/or an increase in the number of resorptions at necropsy 15-18
days later indicate a genotoxic effect. This type of testing paradigm can be expanded to follow
animals to term and postnatally for longer term effects of male germ cell toxicity. For example,



Anderson et al. (106, 107) conducted dominant lethal studies of 1,3-butadiene in which one-half the
pregnant animals were killed on gestation day 17, the other half were allowed to litter, and the pups
were followed for 75 weeks to determine viability, growth, and tumorigenicity. A similar exposure
and mating protocol was used to characterize male-mediated alterations in the postnatal function of
surviving offspring after paternal treatment with drugs and chemical agents (108).
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4.0 Risk Assessment

Risk assessment for reproductive and developmental toxicity has developed during the past 20 years
and is currently a focus for a number of efforts in research and development, as well as in the
regulatory setting. The focus by several regulatory and funding agencies on children's environmental
health issues in the 1990s has heightened the awareness of special concerns involving pre- and
postnatal exposures and effects. For example, the Food Quality Protection Act (FQPA) of 1996
which updated the Federal Insecticide, Fungicide and Rodenticide Act (FIFRA) for regulating
pesticides focused much greater attention on children's exposures to and the potential health effects
of pesticides. Also in 1996, a Presidential Executive Order (No. 13045) was issued that requires
Federal agencies to make it a high priority to identify and assess environmental health risks and
safety risks that may disproportionately affect children and ensure that agency policies, programs,
activities and standards address disproportionate risk to children. Another major law affecting
children was the Food and Drug Administration Modernization Act of 1997, requiring the FDA to
provide a list of approved drugs for which additional pediatric information may produce health
benefits in the pediatric population and, for certain new products, requires sufficient data and
information to support directions for pediatric use for the claimed indications.

The U.S. Environmental Protection Agency published Guidelines for Developmental Toxicity Risk
Assessment in 1991 (109), Reproductive Toxicity Risk Assessment in 1996 (110), and Neurotoxicity
Risk Assessment in 1998 (111). These detailed guidelines describe a process for evaluating data and
setting reference values for reproductive and developmental effects resulting from environmental
exposures. No other similar risk assessment guidelines have been published by U.S. federal
regulatory agencies. Recently, the Food and Drug Administration's Center for Drug Evaluation and
Research made available for public comment two draft documents that discuss the evaluation of
human pregnancy outcome data (available at http://www.fda.gov/cder/guidance/2377dft.pdf) and the
evaluation of animal data for reproductive toxicity (available at
http://www.fda.gov/cder/meeting/advcomm/paper.pdf). All of these guidance documents include
many of the same principles as those in the EPA guidelines but are written for the specific regulatory
mandate of each agency.

The EPA guidelines were based on the risk assessment paradigm outlined by the National Research
Council (112). The process described by the NRC is comprised of four components, the first two are
hazard identification and dose—response assessment. These two parts of the process constitute the
toxicological evaluation that is aimed at characterizing the sufficiency and strength of the available
toxicity data and may indicate a level of confidence in the data. Dose-response modeling may be
included, if data are sufficient. Another component, exposure assessment, derives estimates of
potential human exposure based on various environmental and/or occupational scenarios. The
integration of human and animal data with the exposure assessment is termed risk characterization
and constitutes the final step in the risk assessment process. Risk characterization is used along with
social, economic, engineering and other factors in weighing alternative regulatory options and in
making regulatory and public health decisions. This latter process, called risk management, is
purposely separated from the scientific evaluation (i.e., risk assessment) to allow full evaluation of
the scientific data without bias from other nonscientific influences.
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5.0 Summary

This chapter provides a brief overview of normal reproduction and development, as well as examples
of how toxic agents may impact these processes. It summarizes the types of studies conducted and
data collected as part of routine toxicity testing. Assumptions that must be made in the risk
assessment process and an evaluation of data from both animal and human studies used in this
process are discussed. The integration of hazard data (both animal and human) and dose—response
information is described, and exposure estimates in the final characterization of risk are summarized.
Advances have been made in our understanding of reproductive and developmental toxicity,
particularly as the integration of molecular biology and toxicology has grown. However, there are
still many gaps in our knowledge of both normal and abnormal reproductive and developmental
processes. Further research will continue to fill these gaps and enhance our ability to identify more
specific susceptible events in these processes and ultimately reduce adverse reproductive and
developmental outcomes due to chemical exposures.

The views expressed in this chapter are those of the authors and do not necessarily reflect the views
or policies of the U.S. Environmental Protection Agency. Mention of trade names of commercial
products does not constitute endorsement or recommendation for use.
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Occupational Chemical Carcinogenesis
Ronald L. Melnick, Ph.D.

1.0 Introduction

1.1 General Concepts of Multistage Carcinogenesis

Cancer is not a single disease, but rather is a general term applied to a multitude of diseases and
stages of disease, each of clonal origin, that elicit uncontrollable tissue growth. There are more than
100 different types of cancer. In normal tissue the balance between cell reproduction and cell death
determines the ultimate size of an organ. This balance is clearly represented after partial
hepatectomy where, following removal of as much as two-thirds of the liver, regeneration results in
restoration of the liver to its original size. If a normal cell incurs a defect in its growth regulating
processes and acquires a growth advantage over other cells in a particular tissue or organ, it may
multiply out of control producing a mass of altered cells; this abnormal overgrowth of new tissue is
called a tumor or neoplasm.



The multistep process of carcinogenesis is thought to involve at least four stages (1): (1) initiation—
the induction of a heritable change in a cell resulting from DNA damage (from endogenous
processes or by a DNA reactive environmental agent or its metabolites) that can lead to point
mutations, insertions, deletions, or chromosomal aberrations; (2) promotion—the clonal expansion
of the initiated cell population; (3) progression—the process whereby benign neoplasms become
malignant, as a consequence of increased genomic instability in neoplastic cells that gives rise to
additional genetic alterations (i.e., mutations, chromosomal deletions, and/or rearrangements), and
(4) metastasis—the spread of cancerous cells to other parts of the body. With increasing knowledge
of the number of genes altered in human cancers, it is evident that even a four-stage model is not
adequate to describe the carcinogenic process (2).

Two groups of genes control normal tissue growth; protooncogenes promote growth while
suppressor genes halt growth. Normal protooncogenes of which there are 300-400 within the human
genome regulate cell division and differentiation (3). If a protooncogene is mutated it may become
an activated oncogene that causes the normal regulated cycling pattern of the affected cell to proceed
out of control. Similarly a mutation in a suppressor gene may damage the growth-halting program of
the cell and thereby allow unabated cell division. p53 is the most commonly found mutated tumor
suppressor gene in human cancers. The proliferating mass of altered cells may undergo additional
changes during the progression stage that allow these cells to metastasize, that is, escape from their
site of origin and invade surrounding tissues or remote organs of the body. The abnormal cells of a
benign tumor become malignant (i.e., cancerous) when they acquire additional genetic changes that
enable them to invade and destroy adjacent normal tissue or to metastasize to distant sites. Thus, the
cancer cell is one that has lost the ability to respond to signals to differentiate into specialized cells,
stop dividing, or even die. Carcinogenesis is the multistep process that leads to the production of
cancers or malignant neoplasms that elicit uncontrollable growth and dissemination.

Most tumors are defined by their cell of origin and their behavior or appearance. Benign neoplasms
of epithelial origin are referred to as adenomas or papillomas, and benign neoplasms of
mesenchymal origin are referred to as fibromas, osteoma, gliomas, etc. Malignant tumors of
epithelial cells are carcinomas, and malignant tumors of mesenchymal tissues are sarcomas.

Environmental insults, including ionizing or UV radiation, certain viruses, or various chemical
agents can cause genetic damage that converts protooncogenes to oncogenes or inactivates tumor
suppressor genes. Genes involved in regulating cell division, differentiation, adaptive responses,
signal transduction, and programmed cell death could be adversely affected by exposure to certain
chemicals. Thus, environmental pollutants can pose a persistent cancer risk, especially to workers
who may be exposed to higher levels of these agents than the general population. The simplest
definition of a carcinogen is an agent that can cause cancer. However, identifying an agent as a
human carcinogen and assessing human risk associated with environmental or occupational exposure
is complicated because of the multitude of factors that must be considered: the induction of benign or
malignant neoplasms, animal-to-human extrapolations, the influence of mechanistic information on
low-dose risk, and the variability in susceptibility among individuals in an exposed population.

Tumor induction by occupational chemicals is a multistep process that may involve activation of the
compound to a DNA reactive form, binding of the active metabolite (or parent compound, e.g.,
ethylene oxide) to DNA forming a DNA adduct, faulty repair of the adduct leading to a gene
mutation, replication of the altered cell to fix the mutation in the genome, and further genetic
alterations (including gene mutations, gene rearrangements and gene or chromosome deletions) that
lead to progression to a metastatic cancer. Alternatively, some chemicals or their metabolites may act
by “nongenotoxic” mechanisms whereby normal cell cycling patterns are disregulated as a
consequence of altered gene expression, perhaps through receptor mediated processes (4). In this
case, changes in cellular function occur without the chemical producing a direct effect on the normal
DNA base sequence. Impacting on these considerations is the recognition that humans are exposed
to a multitude of chemicals that have mixed mechanisms of action, and humans vary considerably
more than inbred or outbred laboratory animals with respect to genetic factors that influence cancer



susceptibility. Thus, the predicted effect of a single agent may be affected by the mechanism of
tumor induction, genetic differences among individuals, health status, and other exposure
circumstances.

The first issue in cancer hazard identification is to determine whether exposure to a particular agent
can cause a carcinogenic response. Hueper and Conway (5) defined carcinogens as “chemical,
physical and parasitic agents of natural and man-made origin which are capable under proper
conditions of exposure, of producing cancers in animals, including man, in one or several organs and
tissues, regardless of the route of exposure and the dose and physical state of the agent used.”
Similarly, an Interdisciplinary Panel on Carcinogenicity (6) stated that “the carcinogenicity of a
substance in animals is established when administration in adequately designed and conducted
experiments results in an increase in the incidence of one or more types of malignant (or, where
appropriate, a combination of benign and malignant) neoplasms in treated animals as compared to
untreated animals maintained under identical conditions except for exposure to the test compound.”
In addition to causing an increase in incidence of tumors in treated animals versus controls, a
chemical may be considered carcinogenic if it causes tumors earlier in treated animals than in
controls or if it causes an increase in the number of tumors per organ (i.e., tumor multiplicity).

Concerning the issue of whether benign neoplasms are indicators of human risk, the National Cancer
Advisory Board (7) stated that “benign neoplasms may endanger the life of the host by a variety of
mechanisms including hemorrhage, encroachment on a vital organ, or unregulated hormone
production” and that “benign neoplasms may represent a stage in the evolution of a malignant
neoplasm and in other cases may be ‘end points’ which do not undergo transition to malignant
neoplasms.” A similar view was given by an Interdisciplinary Panel on Carcinogenicity (6) and by
the Office of Science and Technology Policy (8) which reported that “truly benign tumors in rodents
are rare and that most tumors diagnosed as benign really represent a stage in the progression to
malignancy.” Furthermore, it is not yet known whether benign neoplasms in rodents correspond to
benign or malignant neoplasms in other species, including humans. Accordingly, chemically induced
benign neoplasms in rodents should be considered important indicators of a chemical's carcinogenic
activity, and they should continue to be made an integral part of the overall weight-of-the-evidence
evaluation process for identifying potential human carcinogens (9).

The identification of an agent as a carcinogen is based on information from epidemiological studies,
experimental animal studies, in vitro evaluations, and assessments of mechanistic data and structure—
activity relationships. Data from these sources have shown that carcinogens may act by very
different mechanisms (e.g., direct acting or requiring metabolic activation; genotoxic or
nongenotoxic) and that carcinogens are not equal in their potential to cause human cancer. In
addition, most carcinogens operate by a combination of mechanisms that may vary in different target
tissues (2). Consequently, there has been much debate on the identification of human carcinogens
and in particular on the characterization of human risk associated with exposure to such agents. The
term “risk” is used in this chapter to indicate the probability of developing cancer from a particular
exposure. Because most known human carcinogens are also carcinogenic in animals when
adequately tested, the International Agency for Research on Cancer (10) considers that unless there
is convincing data in humans to the contrary, “it is biologically plausible and prudent to regard
agents and mixtures for which there is sufficient evidence of carcinogenicity in experimental animals
as if they presented a carcinogenic risk to humans.”

Individuals may respond differently to similar exposures to a particular carcinogen. The likelihood of
an individual developing cancer in an exposed population depends on extrinsic factors including the
intensity, route, frequency, and duration of exposure, as well as on host factors including age, sex,
health, nutritional status, and inherited characteristics. Hence, this chapter reviews issues related to
the identification of carcinogens and factors that influence human risk. We also provide an update on
agents that have been identified as “known” human carcinogens or “probable/reasonably
anticipated” human carcinogens by IARC and the National Toxicology Program (NTP), as well as
exposure standards developed by the Occupational Safety and Health Administration (OSHA) to



reduce worker exposure to these agents.

1.2 U.S. Occupational Safety and Health Laws Related to Risks from Exposures to Hazardous
Substances

During the past 30 years, several laws have been promulgated to protect workers from the harmful
effects of hazardous agents in the workplace (11). The Occupational Safety and Health Act of 1970,
administered by OSHA, includes the following: (1) requires employers to provide safe working
conditions for their employees, (2) prescribes mandatory occupational safety and health standards
including exposure limits for toxic chemicals, (3) requires assessment of chemical hazards and
notification to workers of their exposure to such hazards, and (4) establishes the National Institute
for Occupational Safety and Health (NIOSH) “to develop and establish recommended safety and
health standards.” The Act authorized OSHA to promulgate occupational safety and health standards
for toxic materials that ensure “to the extent feasible, on the basis of the best available evidence, that
no employee will suffer material impairment of health or functional capacity even if such employee
has regular exposure to the hazard dealt with by such standard for the period of his working life.”

Based on the belief that any exposure to a carcinogen is not safe, OSHA interpreted the
Congressional mandate to mean that carcinogens should be regulated to the lowest level feasible.
However, in the 1980 benzene decision (448 US 607, 1980), the U.S. Supreme Court ruled that
before OSHA ““can promulgate any health or safety standard, the Secretary (of Labor) is required to
make a threshold finding that a place of employment is unsafe—in the sense that significant risks are
present and can be lessened by a change in practices.” The Supreme Court did not define “significant
risks” but wrote “if the odds are one in a billion that a person will die from cancer by taking a drink
of chlorinated water, the risk clearly could not be considered significant. On the other hand, if the
odds are 1 in a 1000 that regular inhalation of gasoline vapors that are 2% benzene will be fatal, a
reasonable person might well consider the risk significant and take appropriate steps to decrease or
eliminate it.” Noting that significant risk can exist in the face of scientific uncertainty, the Court
maintained that OSHA is “free to use conservative assumptions interpreting data with respect to
carcinogenicity risking error on the side of overprotection rather than underprotection.” Thus, OSHA
performs quantitative risk assessments using human and/or animal data to determine if an
occupational exposure poses a significant risk to workers; risks greater than 1 extra cancer death per
1000 are considered significant (12). The OSHA risk assessments and proposals for revised
standards are published in the Federal Register and are open for evaluation and comment by
scientists and interested parties (e.g., industry, labor groups, consumers). Informal hearings follow
this process.

In contrast to OSHA, the U.S.EPA regulates excess cancer risks in the general population in the
range of one per million. Though a significant risk may be clearly indicated in an occupational
setting, the promulgation of a new or revised occupational standard requires demonstration that
achieving such an exposure standard is both economically and technologically feasible. Hence,
improving control technology will reduce worker exposures to carcinogenic agents (13).

The Toxic Substances Control Act (TSCA) created by the U.S. Congress in 1976 is administered by
the U.S.EPA for the purpose of (1) regulating the production, processing, importation, and use of
chemical substances that present unreasonable risk to human health or the environment; (2) requiring
notification of production of new chemicals or significant new use of existing chemicals; (3)
requiring toxicity testing for chemicals listed in the TSCA Inventory (generally high production
volume/high exposure chemicals or chemicals that U.S.EPA believes may present an unreasonable
risk to human health or the environment); and (4) requiring record keeping and reporting of any
hazardous effects of any chemical to human health or the environment (11). The main source of
recommendations for toxicity studies is the Interagency Testing Committee, an advisory committee
that sets testing priorities for TSCA-regulatable substances.
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2.0 Carcinogen Identification

2.1 Human Studies

2.1.1 Historical Perspective In the early 1700s, Bernardino Ramazzini, the father of occupational
medicine, wrote about diseases that occurred in more than 60 occupations and recommended that
doctors ask their patients “What is your occupation?” This practice proved to be an extremely useful
way of obtaining valuable information on associations between workplace exposures and various
disease etiologies. Another early account of occupational cancer was made by a British physician,
Sir Percival Pott, in the late eighteenth century when he reported that chimney sweeps developed
scrotal cancer as a result of their exposure to soot (14). Subsequent research showed that agents such
as soot, coal tars and coal-tar pitches, creosotes, and shale oils are carcinogenic to humans (15).
Approximately a century after Pott's discovery, the German physician Rehn reported a high
incidence of bladder tumors in aniline dye workers (14). Thus, the initial discovery that aromatic
amines were carcinogenic was based on the detection of cancer in exposed humans; subsequent
studies in laboratory animals have confirmed these findings. With the more recent advent of animal
studies to evaluate the potential carcinogenicity of environmental and occupational agents, evidence
of carcinogenicity for several chemicals that are now classified as known human carcinogens was
first obtained in experimental animals (16). The alert clinician who recognizes an excessive number
of patients who have similar tumors and traces that cluster to a particular exposure provides an
enormous public health benefit that can lead to strategies to reduce risks and minimize or prevent
specific occupational and environmental causes of disease. The combination of clinical,
epidemiological, and experimental findings can greatly advance our understanding of mechanisms of
carcinogenesis and provide data necessary to estimate risks and to reduce or eliminate occupationally
induced cancers.

Several exposure—disease associations were discovered as the result of observations of high disease
rates in specific populations (i.e., clusters) (17). Clusters generally appear as an unusually high
occurrences of a disease in a relatively small number of people, most often occupationally or
geographically based. Occupational clusters, for example, the finding of angiosarcoma of the liver in
workers exposed to vinyl chloride (18) or kidney cancers in workers exposed to trichloroethylene
(19), may lead to the discovery of a disease etiology because the exposures are better characterized
than in an environmental cluster and there may be opportunities to confirm the association in other
workplaces with similar exposure.

Occupational Chemical Carcinogenesis
Ronald L. Melnick, Ph.D.

3.0 Risk Assessment and the Development of Occupational Exposure Standards

3.1 General Background

Section 2.0 focused on methods to identify carcinogens and criteria used to evaluate the strength of
evidence on whether an agent poses a human cancer risk. Hazard identification is the first step of the
risk assessment process and is concerned with whether an agent can cause an adverse health
outcome. Sources of information for this determination include epidemiological studies, animal
studies, short-term assays, and evaluations of structure—activity relationships. Thus, even in the
absence of epidemiological data, a potential occupational carcinogen may be identified from animal
data and/or mechanistic studies.

Risk assessment provides a systematic approach for characterizing the nature and probability of
adverse effects (i.e., health risks) in individuals or populations exposed to hazardous agents and
often serves as the basis for risk management decisions as to whether and to what extent worker



exposure should be controlled. The National Academy of Sciences/National Research Council
developed guidelines for the conduct of risk assessment in the U.S. Federal Government (80). The
risk assessment paradigm developed by the NAS consists of four parts: hazard identification, dose—
response assessment, exposure assessment, and risk characterization. The risk management decision-
making process involves assessing and developing regulatory actions and evaluating the
consequences of these actions or of alternative actions.

The evaluation of risk relies on information obtained from all relevant studies, including evidence
from exposed humans, animal studies, in vitro studies, exposure information, and analyses of
structure—activity relationships and dose-response. Uncertainties in estimating low-dose cancer risk
exist because mechanisms of chemical carcinogenesis are not well enough understood and because
information on the distribution of risk factors in exposed populations is generally not available. In
spite of uncertainties and data gaps in the sources of information used to estimate human risk, risk
management decisions can and should be made when a potentially hazardous condition is identified.
To deal with uncertainties, various assumptions are made in extrapolating effects seen in animals to
predictions of human risk (i.e., animals and humans are similarly susceptible to specific chemical
carcinogens) and in extrapolating from the exposure range of experimental studies to a range more
typical of past and present occupational exposures (i.e., low-dose effects can be estimated from
observations made at higher doses). Because the estimates of risk in the low exposure range
generally guide policy decisions, statistical models are needed to estimate excess risks that are not
readily discernible from observational data (i.e., risks in the range of one per thousand to one per
million).

The contribution of various sources of uncertainty in quantitative models of population exposure and
low-dose risk can be assessed by analyzing the consequences of varying model assumptions (i.e.,
sensitivity analysis). A sensitivity analysis can provide information on the variability of model
predictions, such as absorption or tissue dosimetry, consequent to variations in values of the model
parameters. From such an analysis, the impact of uncertainty on health outcome versus
containment/cleanup costs can be factored into regulatory decisions that address the consequences of
human exposure to hazardous agents. Incomplete knowledge should not impede health-based
decisions that would promote avoidance or reduction of human exposure to agents that are known
human carcinogens or have a reasonable likelihood of causing human cancer. Specifying and
characterizing uncertainties is important for enhancing the transparency and credibility of regulatory
decisions and actions.

Quantitative risk assessment provides a means for incorporating basic and applied research findings
into public health policy decisions. As science progresses and we gain further knowledge relevant to
the extrapolation issues noted above, assumptions in risk models may be replaced with validated
data. In this way, scientific knowledge can strengthen the basis for risk assessments that are used in
the regulatory decision-making process. In recent years, there has been increased emphasis on
shifting from default assumptions to a more science-based strategy for assessing risk. However, until
the processes linking exposure to cancer outcome are better understood, much of this effort may
simply reflect a shift to a new set of assumptions that are less health protective.

With respect to chemical carcinogens, the categorizations formulated by authoritative bodies (IARC,
NTP, U.S. EPA) serve as the initial basis for regulatory actions. In the past, standards of permissible
exposure to occupational agents were generally based on observations of acute or short-term effects
in humans or toxic effects in animals. Many of the Threshold Limit Values (TLVs) set by the
American Conference of Governmental Industrial Hygienists (ACGIH) (81) were based on the
assumption that a threshold exposure must be exceeded before an adverse effect could occur.

Determinations of safe exposure levels have been obtained by dividing no-observed-effect levels
(NOELSs) or no-observed-adverse-effect levels (NOAELSs) by safety factors that were intended to
account for differences in susceptibility between animals and humans and variability in susceptibility
among individuals. An additional safety factor would be included if the lowest dose used in the



toxicity study did not achieve a NOEL, that is, the lowest dose produced an effect that was assumed
to represent the lowest-observed-effect level (LOEL). The NOAEL approach is problematic for
evaluating low-dose cancer risk for several reasons. First, this approach assumes a threshold-type
reponse regardless of the shape of the dose-response curve or the mechanism of disease induction.
Second, the selection of “safety factors” is not based on experimental data demonstrating the validity
of the selected values. Third, the dose identified as the NOAEL depends on the size of the dose
groups used in the experimental study. The NOAEL is defined as the exposure level that does not
produce a significant increase in an adverse effect compared to controls. Thus, if the size of the dose
groups is 10, then for the following response [2 of 10 controls, 3 of 10 low dose, and 7 of the 10 high
dose], the low-dose group would be labeled as a NOAEL because 3 of 10 is not statistically different
from 2 of 10. However, if the group size were expanded to 1000 and the same ratio of response was
observed (i.e., control: 200/1000, low dose: 300/1000, high dose 700/1000), then the low-dose group
would be labeled the LOEL because 300/1000 is significantly greater than 200/1000. This point is
made to demonstrate how methodological issues may impact estimations of low-dose risk.

Most of the original OSHA PELs were based on the ACGIH TLVs for specific chemicals. For
example, before 1997, the OSHA 8-hour TWA occupational exposure standard for 1,3-butadiene
was 1000 ppm based on early studies showing that it caused irritation to mucous membranes, skin,
and eyes, or narcosis at very high concentrations (82). The carcignoenicity of 1,3-butadiene in
laboratory animals at exposure concentrations less than 1000 ppm was demonstrated as early as 1984
(83, 84), and less than 7 ppm in 1990 (65); however, the reduction in the occupational exposure
standard to 1 ppm was not promulgated until 13 years after the initial report on the multiple organ
carcinogenicity of this chemical. There is no obvious explanation why such delays occur in enacting
occupational exposure standards for carcinogenic agents. The fact that many occupational
carcinogens listed in Table 4.5 lack cancer-based exposure standards indicates that much more effort
is needed to protect workers from exposure to carcinogens in the workplace.

The U.S. Supreme Court's 1980 ruling on benzene (described in Section 1.2) was interpreted by
OSHA to mean that the Agency must perform quantitative risk assessments, when possible, to
determine whether occupational exposure to toxic or carcinogenic agents poses significant risk to
workers. If a significant risk exists, then OSHA must quantify risks associated with alternative
standards and determine an exposure level that poses no significant risk. Based on the benzene
decision, OSHA considers a lifetime occupational risk of one extra cancer per thousand workers to
be significant; this is in contrast to environmental cancer risk which is considered significant when
lifetime exposure is expected to result in one or more cancer deaths per 100,000 or more than one
per million in the general population. In addition, several occupational health standards are limited
by economic and technological feasibility. In these cases, occupational lifetime excess cancer risks
can be greater than one per thousand. For example, even after regulation the occupational lifetime
excess leukemia risk for exposure to 1 ppm benzene is 10 per 1000 (1%), the excess lung cancer risk

of occupational lifetime exposure to 10 mg/m3 inorganic arsenic is 8 to 12 per 1000, and the excess

lung cancer risk for occupational lifetime exposure to 5 mg/m3 cadmium is 4 to 9 per 1000 (13). The
determination of what is an accptable level of risk is made from political, social, technological, and
economic considerations. Unfortunately, this can result in significant excess cancer risks for exposed
workers.

Previous sections of this chapter focused on identifying cancer-causing agents, the first step of risk
assessment; issues related to the other three components of the risk assessment paradigm are
discussed next.

3.2 Exposure Assessment

Exposure assessment involves determining or estimating the magnitude, duration, frequency, and
route(s) of human exposure to the particular carcinogenic agent(s). Thus, the exposure assessment
focuses on identifying exposed populations and characterizing the routes and degrees of exposure. If
exposure data are collected on an individual basis in the exposed subpopulation (e.g., workers in a
specific industry), it would be possible to use that information to characterize the distribution of



exposure in relation to cancer risk. Because epidemiological studies generally lack data on exposure,
especially during the time that the disease may have been initiated, retrospective estimates of
exposure from incomplete data sets may introduce biases or inaccuracies in characterizing dose—
response relationships. In some studies, only semiquantitative relationships between exposure and
response can be determined, for example, ever/never exposed or separation into categories of
relatively high, medium, or low exposure.

In some animal studies, exposures were similar to those in occupational settings. For example, 1,3-
butadiene was shown to be carcinogenic in mice at exposures as low as 6.25 ppm (65), and
occupational exposures to this gas ranged from less than 1 ppm to 374 ppm (85).

Model-based approaches for estimating occupational and environmental exposures need to include
statistical distributions of model parameters to yield realistic estimates of exposure distribution.
Otherwise, reasonable “worst-case” exposure scenatrios are estimated to reflect the upper limits of
risk. This issue is particularly important for assessing occupational cancer risk because exposures in
various job categories in the past compared to the present are likely to have differed substantially. A
single estimate of average workplace exposure does not provide adequate information to assess risk
in highly exposed individuals. Ideally, exposure assessments should be based on data from work area
and personal (breathing zone) exposure monitoring; however, industrial hygiene surveys and
personal monitoring have been reasonably credible only during the past 20 years. Because of
changes in industrial processes and improvements in occupational health and safety practices,
exposure data collected during the past two decades may have limited use in addressing previous
exposures. This issue is particularly pertinent in cancer assessments because of the long latency
period for the clinical manifestation of this disease. Current exposure measurements will have
greatest value for future occupational epidemiological studies and prospective evaluations of the
effectiveness of regulatory actions.

Most occupational exposure assessments used in evaluating human cancer risk have relied on the
recall of industrial hygienists and workers and reviews of employment history. One of the most
extensive characterizations of occupational exposure in relation to cancer outcome was the study by
Macaluso et al. (20) of the styrene-butadiene rubber industry. The retrospective quantitative
estimates of exposure included information on individual work histories, plant records relevant to
exposure (e.g., industrial hygiene monitoring surveys), and interviews with plant managers,
engineers, and other long-term employees to provide insight on manufacturing operations and
potential exposure sources (i.e., release into the work area during sampling, loading/unloading,
maintenance and cleaning, or from equipment leaks). This information was used to characterize
exposure potential in work areas within each manufacturing process, while accounting for historical
changes in processes that may have affected exposure, and to characterize exposure potential
associated with specific tasks. Mathematical models were developed to estimate job-specific and
time-period-specific average exposures. These estimates were linked with individual work histories
to obtain individual cumulative exposure estimates expressed as cumulative ppm-years.
Interestingly, this analysis showed that exposure to 1,3-butadiene was associated with a dose-related
increase in the occurrence of leukemia among exposed workers (20).

Measurements of biomarkers (parent chemical and/or metabolites) in blood, urine, or exhaled breath
can provide direct estimates of worker exposure. Other biomarkers of exposure include
measurements of DNA adducts, mutations in the /prt gene, sister chromatid exchanges, micronuclei,
and chromosomal aberrations in peripheral blood lymphocytes. The latter markers reflect
interactions of the agent or its metabolite(s) with DNA and induced genotoxic effects associated with
exposure.

3.3 Dose—Response Assessment

The dose response assessment for carcinogens involves the process of quantifying the dose and
evaluating its relationship to the probability of tumor occurrence. Estimations of human cancer risk
from exposure to chemicals identified as carcinogens in animal studies require information and
methodologies for extrapolating across species (animal to human), as well as dose (experimental



exposures to workplace exposures).

3.3.1 Allometric Scaling of Animal Dose to Human Dose The first issue in the dose—response
assessment, after a hazard has been identified, is defining dose. The dose received or internalized by
experimental animals or exposed humans is not necessarily identical to the amount of applied agent
or that encountered in the environment. The applied dose may be the concentration of the agent in
water or food multiplied by the amount of food or water consumed, or the atmospheric concentration
of the agent multiplied by the inhaled volume, or the amount applied to the skin, or the amount
injected into the stomach (gavage). The delivered dose is the quantify of material internalized
consequent to one of these exposures.

In the absence of specific information on the absorption and metabolism of the agent in animals and
humans, risk assessments for airborne agents are based on the conversion of animal inhalation doses
to human doses by adjusting for differences in minute volume and normalizing to body weight. If the
route of animal exposure is different than that for humans, additional adjustments (e.g., differential
rates of absorption from inhalation, dermal, and/or oral exposures) are made to extrapolate animal
findings to humans. For example, an equivalent oral dose (EOD) from an inhalation exposure in a
given species is calculated from the following equation:

EC-ED-MV-:AF.10~3

EOD = BW

where

EC is the exposure concentration in air expressed as mg/L
ED is the exposure duration in minutes

MYV is the minute volume expressed as mL/min

AF 1is the fraction of inhaled substance that is absorbed

1073 is the conversion factor for L to mL
BW is body weight in kg

Power functions of 0.67 and 0.75 on body weight have been used to scale animal doses to human
doses on a body surface area basis. The following example shows that a dose of 10 mg in a 300 gram

(0.3 kg) rat scaled by body weighto'7 is equivalent to a dose of 454 mg in a 70 kg human:

rat dose (mg) _ human equivalent dose (mg)
(rat body weight)®” (human body weight)™’

human equivalent dose = rat dose - (human body weight/rat body weight)™

human equivalent dose = 10mg - (70/0.3)%7 = 454 mg

On a body weight basis, the rat dose in this example is 33.3 mg/kg (10 mg/0.3 kg), and the human
dose is 6.5 mg/kg (454 mg/70 kg). The human equivalent dose (HED) expressed as mg/kg can also
be determined from the following equation:

{animal body weight)™?

HED = animal dose (in mg/kg) - (human body weight)®




HED = 33.3mg/kg - (0.3/70)"? = 6.5 mg/kg

Several default assumptions are implicit in these calculations. Most important is the assumption that
physiological and biochemical processes (e.g., absorption, metabolism) differ between laboratory

animals and humans by body surface area (body weight0'7). Although physiological processes such
as ventilation rate or cardiac output may scale reasonably well with body surface area, there is no
reason to assume that metabolic activities differ among species according to body surface area.

If blood or plasma time-course data for the agent are available for animals and exposed humans, then
the integrated area under the plasma concentrations curve (AUC) can serve as a surrogate of internal
dose for species comparisons of body burden. However, AUC data is limited to the specific exposure
conditions. In addition, if the active toxic/carcinogenic agent is a metabolic intermediate, then the
AUC for that metabolite would provide a better measure of potential risk.

3.3.2 Estimating Tissue Dose by Physiologically Based Toxicokinetic Modeling Tissue dosimetry
becomes even more complex when multiple metabolites are involved in the carcinogenic process and
their effects are interactive. A more scientifically rational approach than allometric scaling for
estimating tissue dosimetry consequent to a particular exposure is to characterize the biological
activities that influence the behavior of the agent in animals and in humans. Such evaluations should
include determinations of the range of activities that exist in human subpopulations. Mathematical
models that account for the physiological and biochemical processes that affect the absorption,
distribution, metabolism, and elimination of the chemical can provide a biologically based approach
for characterizing the tissue dosimetry of the parent compound and metabolites resulting from
variable exposure conditions, including multiple exposure routes. Further, by using biochemical and
physiological parameters that include the range of measured human values, it may be possible to
address genetic variability and other factors that contribute to differential sensitivities among
subpopulations. Physiologically based pharmacokinetic (PBPK) models have been developed to
describe the behavior of drugs in animals and humans; similarly, physiologically based toxicokinetic
(PBTK) models can characterize relationships between exposure to toxic agents and tissue
concentrations of the parent compound and its metabolites.

PBTK models are designed to characterize the absorption, distribution, metabolism, and elimination
of a toxic agent as a function of time. These models are being used increasingly to extrapolate animal
doses to human doses because they allow consideration of species differences in physiological,
biochemical, and anatomical characteristics and because they can address differences in route,
frequency, and level of exposure. Kohn (86) has emphasized the importance of providing realistic
representations of anatomical details in PBTK models; for example, including individual tissue
capillary spaces, including an alveolar space, and separating the GI tract to allow liver perfusion via
the hepatic artery (~ 20%) and via the portal vein (~ 80%) which drains the GI tract capillaries.
PBTK models consist of a series of mass balance differential equations that are formulated to
represent quantitatively the physiological and biochemical processes that affect the behavior of the
agent in the intact animal, including the uptake of the parent compound resulting from an exposure,
transport of the chemical to all tissues in the body, metabolism of the chemical, and elimination of
the parent compound and metabolites. A PBTK model for 1,3-butadiene (BD) is shown in Figure 4.1
(87). In this figure, the animal is represented as divided into separate tissue compartments, including
the site where the gas enters the body from inhalation exposure and the sites where it is subsequently
stored or metabolized. The tissue compartments in the model are connected by arterial and venous
blood flow. The kinetic behavior of the agent in an organism is determined by species—specific
attributes, inlcuding physiological (ventilation rate, cardiac output, organ compartment volumes, and
organ blood perfusion rates), physicochemical (tissue partition coefficients for parent compound and
metabolites), and biochemical (metabolic kinetic constants) parameters. In the BD model,
metabolism is represented in the liver, lung, and kidney of exposed animals. BD undergoes
cytochrome P450-mediated oxidation to mutagenic epoxide intermediates, epoxybutene (EB) and
diepoxybutane. Both of these epoxides are detoxified by hydrolysis via epoxide hydrolysis (EH) or



by conjugation with glutathione via glutathione-S-transferase (GST). By solving the equations in the
model simultaneously, estimates of the tissue concentration time-courses of the parent compound
and its metabolites are generated for any simulated exposure.
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Figure 4.1. Schematic of a physiologically based toxicokinetic model for inhalation uptake,
distribution, metabolism, and elimination of 1,3-butadiene (BD). The model includes cytochrome
P450 mediated oxidation of BD to epoxybutene (EB), hydrolysis of EB catalyzed by epoxide
hydrolase (EH), and conjugation of EB with GSH catalyzed by glutathione-S-transferase (GST).
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Substitution of human physiological and biochemical parameters for those of laboratory animals can
provide a scientifically sound basis to account for species differences in tissue dosimetry; this
substitution is possible because of the high interspecies correspondence in physiological structure
and function. If adequately validated, such models can serve as a powerful tool for generating
biologically based estimates of tissue dose even under conditions that differ from the experimental



range (e.g., human exposure levels) and with different routes of exposure. Validation requires that
the model accurately predict in vivo behavior of the agent in animals and humans under conditions
different from those that were used to establish any adjustable parameter values. Because PBTK
models can accommodate parameter values that cover the range of values in human populations,
they can be used to evaluate the impact of interindividual variability on tissue dosimetry.

The utility of PBTK models depends on the extent to which testable predictions have been measured
and validated. If the true carcinogenic agent arising from a particular exposure is known (parent
compound or metabolite), then the model can be used to evaluate relationships between time-
dependent tissue concentrations of that agent and tumor outcome. The identification of the
appropriate dose surrogate derived from a PBTK model for use in a dose-response analysis is not
always obvious because our understanding of the multiple mechanisms of chemical carcinogenesis is
limited and because the agent may be metabolized by multiple pathways or to several intermediates
that may influence the tumor response.

A validated PBTK model can be used to quantify response as a function of the dose of the toxic
agent in the affected tissue site and can be used to predict the likelihood of toxic effects of the
chemical at low exposures. Because PBTK models incorporate information on all of the biological
processes that affect the disposition of the agent in animals and humans, they offer the opportunity to
replace default assumptions associated with allometric scaling with biologically based estimates of
tissue dose.

3.3.3 Dose—Response Analysis Tumor response data for the dose—response analysis may come from
epidemiological studies or animals studies. Epidemiological data include the cause-specific relative
risk or SMR values (the incidence of disease or cohort mortality rates in the exposed population
divided by the incidence or mortality rate in the unexposed or general population) or the odds ratios
(see Sectoin 2.1.2). From animal studies, the response is the tumor incidence values in the control
and treated groups. As noted earlier, if survival patterns differ among dosed and control groups, then
survival-adjusted incidence rates should be used in the dose—response analysis.

Several different statistical models have been applied to cancer dose—response data to characterize
the shape of the dose—response curve, to identify specific doses associated with specified levels of
increased cancer risk (e.g., ED10 is the estimated exposure concentration associated with an
increased cancer risk of 10%), and to estimate slopes of the resultant curves. The linearized
multistage (LMS) model has been the primary default dose-response model used by federal agencies
to estimate human cancer potency and low-dose cancer risk. It is a statistical dose-response model
used to estimate extra or additional cancer risk at a specific dose. Additional risk is the probability of
a response at a particular dose, p(d), minus the probability of the response at zero dose, p(0). Extra
risk includes an adjustment in the denominator of 1-p(0) for any background rate of cancer. For
example, if 60 of 100 animals develop a tumor at dose d and the rate for that tumor in controls is 20
of 100, then the additional risk is p(d)—p(0) = 40% whereas the extra risk is p(d)—p(0)/1-p(0) = 50%.

The LMS model can generate linear and nonlinear dose—response patterns and has been used mostly
to generate a maximum likelihood estimate and an upper confidence limit on the slope of the linear
low-dose term of the dose—response curve (88). It was adopted by regulatory agencies as a public
health protective default approach; however, the use of this model for estimating human cancer risk
has been criticized because the parameters of the model do not represent specific rates in the
multistep carcinogenic process and it may overestimate the bounds of human cancer risk if the true
dose—response is nonlinear.

Empirical dose—response models do not perform extrapolations from animals to humans; rather they
assume that at equivalent doses the risk of developing a tumor is similar in humans and rodents. This
assumption would lead to an overestimation of risk if rodents are more susceptible than humans and
an underestimation of risk if humans are more susceptible than rodents. From parameter values that
provide a best fit of the data to these models, estimates of the intercept, shape, and slope of the curve



can be obtained by maximum likelihood estimation. As shown in Figure 4.2, the curve shape may
indicate a supralinear response (curve 1), a linear response (curve 2), a sublinear response (curve 3),
a saturable reponse (curve 4), or a threshold response (curve 5). A true threshold response indicates
that below a certain dose there is no increase in response compared to controls. A saturable response
may arise if the metabolic pathway that produces the active intermediate becomes rate-limiting
above a particular dose. The sublinear response may arise if cooperative interactions among
components involved in the response promote an enhanced effect as dose is increased, or this type of
response may occur if detoxification or repair pathways become saturated. The slope of the linear
dose—response curve indicates that the response increases proportionally with dose. A Weibull model
fit to tumor incidence data for chloroprene and 1,3-butadiene showed that the potency for induction
of lung tumors in mice was the same for these two chemicals (89).
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Figure 4.2. Theoretical dose—response curves. Curve 1 is a supralinear response, curve 2 is a linear
response, curve 3 is a sublinear response, curve 4 is a saturable response, and curve 5 is a threshold
response.

As events in the carcinogenic process become better understood and biomarkers of effect become
identified, it may be possible to replace empirical dose—response models with biologically based
models for estimating human risk. Mechanistic-based dose-response models link toxicokinetic
activities (time course on the distribution of an agent or its metabolites in target tissues) with
toxicodynamic activities (critical interactions between metabolites and target tissues). The
conceptual framework for the development of such a model is shown in Figure 4.3. Dosimetry
models require chemical-specific information on parameters such as tissue partitioning, metabolic
activation, detoxification, protein binding, and elimination of the agent, and toxicodynamic models
require information on DNA and chromosomal interactions, DNA repair, mutagenesis, altered gene
expression, and effects on cell cycling. The toxicokinetic model provides the input of dose for the
toxicodynamic model. Tissue time-course data and information on the elimination of parent
compound, metabolites, or other biomarkers of exposure are essential for creating and validating
dosimetry models, whereas measurements of DNA damage and repair, mutagenesis, mRNA levels,
protooncogene activation, suppressor gene inactivation, cell replication and cell death, or other
biomarkers linked to the carcinogenic process collected over a wide range of exposure are essential
for creating and validating toxicodynamic models. The linking of toxicokinetic models with tissue
response models through critical biochemical steps (e.g., DNA binding or receptor-based
interactions) can lead to the development of biologically based dose-response models that quantify
the sequence of events starting with exposure and resulting in tumor induction.
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Figure 4.3. Schematic for the conceptual development of biologically based dose-response models
of chemical carcinogenesis. This schematic addresses the sequence of events between exposure and
tumor induction. Critical biochemical steps link tissue dose derived from the toxicokinetic model
with tissue response characterized in the toxicodynamic model.

Portier and Kohn (90) developed a biologically based dose—response model for liver carcinogenesis
induced by 2,3,7,8-TCDD in female arts. A PBPK model that characterized tissue dosimetry of
TCDD was linked with a two-stage model of carcinogenesis. Parameter values for the carcinogenesis
model (birth and death rates of intermediate cells and mutational rates of normal and intermediate
cells) were obtained from estimates of changes in concentrations of biomarker proteins consequent
to dosing with TCDD. Mutational effects were quantified from data on the induction of CYP1A2
(suggested to increase metabolism of estrogen to catechol estrogens, which lead to oxidative DNA
damage) and birth rate/death rate effects were estimated from data on activation of the EGF-receptor.
Although the model gave a reasonable fit to the experimental data and predicted a linear dose—
response in the low-dose range, the authors cautioned on the use of such model for estimating low-
dose risk because the mechanistic links among TCDD-mediated changes in gene expression and
mutational effects and birth rate effects are not completely known.

With continued rapid growth of mechanistic information in molecular biology and carcinogenesis,
especially in molecular signaling and cellular control processes, it should be possible to create
scientifically credible mathematical models that accurately represent the biological processes
involved in tumor induction at low doses. However, at present there is no evidence demonstrating
that biologically based dose—response models are any more accurate than the LMS model for
estimating low dose human risk (91).

3.4 Risk Characterization

Risk characterization provides an integrative summary of the information on the hazard
identification, the exposure assessment, and the dose—response assessment that were used to estimate
potential human cancer risk under various exposure circumstances. Data on the extent of human
exposure to an identified cancer-causing agent are combined with the dose(exposure)-response
analysis to generate estimates of potential risk (i.e., the probability or likelihood of cancer) in
exposed populations and susceptible subpopulations in relation to the actual exposure circumstances.



The risk characterization should (1) evaluate the strengths and weaknesses of the data that serve as
the basis for the quantitative estimates of risk, (2) explain the rationale for selecting a particular
extrapolative approach to estimate low-dose risk or explain the basis for determining safe exposure
levels, and (3) identify underlying assumptions and analyze uncertainties used to estimate risk.
Additional issues such as the potential influence of mixed exposures and factors that contribute to
individual differences in susceptibility should also be addressed. The information brought forward in
risk characterization provides the basis for developing and evaluating alternative regulatory
strategies. Final risk management decisions are often based on estimates of risk, as well as cost and
technological feasibility.

OSHA's risk assessments are based on potential occupational lifetime exposure, i.e., working
lifetime exposure is assumed to be 8 hours per day, 40 hours per week, 48 weeks per year, for
45 years. Animal inhalation cancer studies with exposure of 6 hours/day, 5 days per week, for

2 years are designed to mimic occupational exposures. Both the experimental protocol and the
OSHA assessment cover approximately 15% of the expected lifetime (in hours) for humans and
rodents.

Because all human carcinogens have been shown to be carcinogenic in animals when adequately
tested (92, 93), most public health agencies regard animal carcinogens as potential human
carcinogens. However, because many agents that have been shown to be carcinogenic in animals
have not been evaluated in humans, mechanistic research in industry-sponsored laboratories has been
styled to support hypotheses that suggest that animal positive findings do not reliably predict human
risk. If a critical step in the carcinogenesis process occurs in animals but not in humans, then it might
be appropriate to discount the animal tumor data for assessing human risk. For example, if the
metabolic pathway causal for tumor induction occurs in animals but does not occur in humans, then
the animal response may not be suitably informative of human risk. However, to date, no metabolic
pathway causal for tumor induction has been demonstrated to be unique to the animal models used in
cancer bioassays. Furthermore, other mechanisms may be operating in humans.

Differences in rates of activation or rates of detoxification between humans and animals should be
accounted for in dosimetry models used to extrapolate animal findings to humans. Quantitative
differences in toxicocokinetics do not indicate zero risk to humans. Furthermore, because of
interindividual differences among humans, some segments of the population may be more sensitive
than animals. Polymorphisms and differences in the degree of induction of inducible metabolic
enzymes can result in substantial interindividual variability in risk associated with exposure to
carcinogenic agents. In some instances, humans may be more susceptible to carcinogenic agents
(e.g., arsenic) than animals.

Because of our limited understanding of the mechanisms of chemical carcinogenicity, the
demonstration that a particular activity of a chemical is the critical step in the cancer process and that
that effect or a similar effect could not occur in exposed people often relies on assumptions or
unproven hypotheses (79). Although mechanistic research has increased our understanding of the
carcinogenic process, it should be recognized that the exact mechanism of tumor induction has not
been elucidated for any chemical that causes cancer in animals or in humans. Decisions to discount
the relevance of positive animal findings for evaluations of human risk when based on acceptance of
unproved hypotheses could lead to workplace exposure circumstances that pose avoidable cancer
risks.

3.4.1 Extrapolation from Animals to Humans The evaluation of human risk from epidemiological
data avoids uncertainties of animal to human extrapolations. However, obtaining this information
requires a long follow-up period between the initial exposure and the assessment of disease
incidence. The warnings from positive animal studies must be heeded to prevent disease occurrence
that could have been avoided. Extrapolation models of animal findings to human risk at occupational
exposures contain various inherent assumptions because mechanisms of chemical carcinogenicity are
not fully understood. The advancement of scientific knowledge of critical steps involved in chemical



carcinogenesis in laboratory animals and humans may eventually obviate the need for many default
assumptions used in low-dose extrapolation models, for example, the need to scale tissue dosimetry
across species by allometric procedures may be replaced by models that are based on physiological
and biochemical parameters specific for laboratory animals and humans.

In characterizing human risk based on tumor induction in laboratory animals, sources of uncertainty
need to be identified and analyzed. Uncertainties may concern the reliability of the low-dose
extrapolation model, the appropriate dose metric that is used in the tumor dose-response model (e.g.,
the occupational lifetime cumulative tissue dose, the time-weighted average lifetime dose, the
maximum daily tissue concentration), as well as issues related to species and interindividual
differences in pharmacokinetics and pharmacodynamics. Models that are validated against measured
biomarkers of exposure and effect can strengthen the scientific basis for animal to human
extrapolations. Pharmacokinetic issues involving estimates of internal dose or tissue dose include
uncertainties in the accuracy of parameter estimates, interdependence of parameters, validity of
scaling methods, variability of parameters among individuals, and effects of coexposure to other
agents that may alter metabolic processes.

Additional data and models are needed to adequately account for interspecies, intraspecies, and sex
differences in susceptibility. The risk characterization should address issues such as, are laboratory
animals and humans similarly susceptible to the carcinogenic effects of a particular agent at
equivalent doses, has the correct causative agent or intermediate(s) been specified for low-dose
extrapolation, and do responses in animals reflect the range of responses that might occur in exposed
workers?

Species-specific mechanistic information at the cellular and molecular levels is critical for
developing biologically based dose—response models that are applicable for extrapolating animal
effects to humans. Quantitative differences between species can be incorporated into mechanistic
based dosimetry models used to extrapolate tumor responses observed in animals to humans. In the
absence of detailed quantative information on species differences in response, it is prudent to assume
that the risk of developing a tumor at equivalent doses is similar in humans and rodents. This
assumptions may lead to overestimates or underestimates of human risk because of the numerous
factors that can influence the disease outcome such as duration of exposure, age, race, tumor latency,
exposure to other agents, route(s) of exposure, health status, lifestyle, and the multitude of hormonal
and genetic factors that contribute to interspecies and intraspecies differences in susceptibility. Point
estimates of risk such as the maximum likelihood estimate obtained from low-dose extrapolation
models do not account for these sources of variability; upper 95% bounds on excess cancer risk
address sampling variability, but not the sources of variability listed above.

3.4.2 Estimation of Low—Dose Risk Statistical models, in particular the LMS model, have been used
to extrapolate animal findings to estimate risk at occupational exposures. Low-dose estimates of risk
are obtained by extending the dose—response curve to the exposure level(s) of concern. However,
because these extensions may go beyond the experimental exposure range, the USEPA (66)
proposed using a defined value near the range of experimental data as a point of departure for
estimating low-dose risk. The draft EPA guidelines for cancer risk assessment call for the use of
biologically based models for low-dose extrapolations; these are defined as models in which
parameter values are calculated independently of curve-fititing of tumor data. If no acceptable
biologically based model is available then a statistical model is fit to the tumor dose—response data to
estimate the human equivalent dose for an increased cancer risk of 10% (ED, ) and the lower 95%

confidence limit on that dose (LED)). Rather than extrapolating to low doses by the default LMS
model, low-dose risk is estimated by extending a straight line from the LED |, to zero response for

agents that indicate a linear mode of action (e.g., DNA reactive genotoxic chemicals or situations in
which added human exposure is on the linear part of a dose-response curve) or for agents for which
there is insufficient evidence (uncertainty) to support a nonlinear mode of action. For agents that
demonstrate a nonlinear mode of action, the EPA will employ a margin of exposure analysis (i.e., the



LED, , divided by uncertainty or safety factors) that is intended to signify a human exposure that is

considered unlikely to induce disease. By this analysis, no estimates are made of potential risk or
likelihood of cancer occurrence. The uncertainty factors are intended to address interspecies and
intraspecies differences in pharmacokinetics and pharmacodynamics and the adequacy of the
database. The magnitude of the applied uncertainty factors must be analyzed to validate the level of
protection that they are assumed to provide.

For a nonlinear dose—response, the margin of exposure approach projects that the response at low
doses falls faster than that of a linear dose-response. Hence a higher level of exposure would be
considered reasonably safe compared to that estimated from linear extrapolation. The margin of
exposure approach is favored by those who have criticized the LMS model as overly health
conservative; however, caution is needed to ensure that public and worker health is not compromised
when a low-dose model with one set of assumptions is replaced with an alternative approach that is
based on unproven hypotheses and less health protective assumptions.

Occupational Chemical Carcinogenesis
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1 Introduction

The approach to assessing the risks of noncancer toxicity generally differs from that used to assess
the potential risks of carcinogenicity. Assessment of risks of carcinogenicity most often assumes that
a small number of molecular events can evoke mutagenic changes in a single cell, ultimately leading
to self-replicating damage and carcinogenicity. Generally, this is considered a nonthreshold effect
because presumably no level of exposure does not pose a small, but finite, probability of generating a
response. In contrast, it is most often assumed that noncarcinogenic changes have a threshold, a dose
level below which a response is unlikely, because homeostatic, compensating, and adaptive
mechanisms in the cell protect against toxic effects. For example,

Two paracetamol [Tylenol] tablets will relieve the minor aches and pains ... Twenty-two tablets [are
fatal] ... So why is not all paracetamol a danger ... ? The answer to the paracetamol puzzle is that
there are two pathways down which our bodies dispose of this drug. Most is removed by converting
it to a sulphate and this works fine provided there is no sudden excess that uses up our supply of
sulphate enzymes. If this happens the body has another way of removing paracetamol, by oxidizing
it. Unfortunately, this produces a toxic chemical that requires glutathione to detoxify it. It is only
when the supply of glutathione is exhausted that the [toxin is fatal] (1).

This threshold concept is important in many regulatory contexts. The individual threshold hypothesis
holds that some exposures can be tolerated by an organism that has essentially no chance of
expressing a toxic effect. Further, risk management decisions frequently focus on protecting the
more sensitive members of a population. In these cases efforts are made to keep exposures below the
more sensitive subpopulation threshold, although it is recognized that hypersensitivity and chemical
idiosyncrasy may exist at yet lower doses.

Quantitative assessment of the noncancer toxic effects of environmental exposures has traditionally
been evaluated in terms of concepts such as acceptable daily intake (ADI) and margin of safety.
Scientists familiar with such concepts have identified certain limits and difficulties with their use.
Based on recommendations of the National Academy of Sciences (NAS) (2), scientists now are
better articulating the use of experimental and epidemiological data in making and explaining risk
assessment and risk management decisions. As a result, several newer quantitative procedures that
augment the traditional concepts have been developed and are presented here.

The basic concepts of risk assessment are also an integral part of evaluating the health risks
associated with occupational exposures. Activities such as the identification of hazards, evaluation of
the supportive data for determining occupational exposure values, and conducting exposure
estimates all fit well into the risk assessment paradigm described in the NAS publication (2).
Although one can argue that risk assessment is common in the workplace, the application of many
specific risk assessment methodologies is relatively new. Historically, occupational risk assessment
decisions relied heavily on professional judgment. A more recent event is the integration of
quantitative noncancer risk assessment approaches into the occupational arena. Examples of the
increasing focus on the application of quantitative risk assessment are apparent from the activities of
organizations that derive occupational exposure values.

Groups such as the United States Occupational Safety and Health Administration (OSHA) are
increasingly relying on risk assessment tools to promulgate new or revised occupational levels such
as Permissible Exposure Limits (PELs). The need to integrate risk assessment into the standard
setting process was demonstrated by the court rulings in response to challenges to OSHA standards.
The benzene standard and air contaminant standard were both vacated on the basis that there was an



insufficient demonstration that a significant risk existed and that adoption of the standard would
reduce that risk. After addressing the risk assessment issues, OSHA promulgated its benzene
standard in 1987. Importantly, in the proposed rulemaking for the update of the PELs (3—5), OSHA
made clear its intention to use state-of-the-art risk assessment methods to derive new air contaminant
standards. Thus it is clear that risk assessment will play an increasing role in establishing
occupational health values promulgated by OSHA.

Other organizations that develop occupational exposure limits (OELs) are also moving from heavy
reliance on professional judgment to consistent risk assessment approaches. The National Institute
for Occupational Safety and Health (NIOSH), the American Conference of Governmental Industrial
Hygienists (ACGIH), and the American Industrial Hygiene Association (AIHA) have also increased
their interest and application of risk assessment techniques in the occupational setting. ACGIH has
included risk assessment as an issue under study by the Chemical Substances TLV Committee (6).
Similarly, AIHA recently published an issue paper on this subject (7). Documentation of risk
assessment methodologies for application to occupational settings has also increased in the recent
literature (8—11).

This chapter describes the general framework for noncancer risk assessment and some salient
principles for evaluating the quality of data and formulating judgments about the nature and
magnitude of the noncancer hazard. Highlights of noncancer risk assessment methods used by a
variety of agencies and organizations, and examples of how occupational risk assessment is moving
toward a more systematic use of risk assessment principles are presented.

This chapter also has several specific aims. The first is to provide scientifically supportable
quantitative risk assessment procedures to meet the risk assessment goals listed following. A second
aim is to provide a scientific rationale that may be used to deter-mine whether new quantitative risk
assessment procedures not specifically examined in this chapter are scientifically supportable. The
final aim of this chapter is to provide a basis for developing new or improved quantitative risk
assessment procedures.

The quantitative risk assessment procedures described in this chapter have been developed to meet
some of the risk assessment goals for various purposes. Although the protection of the public and
occupational health is a common theme that runs through these separate risk assessment goals, they
are sufficiently different to warrant separate and distinct procedures. Examples of such goals are

* to rank chemicals as to possible hazard

* to determine and/or estimate a level of daily exposure that is likely to be without an appreciable
risk of deleterious effects during a lifetime

* to determine and/or estimate the likely human response to exposure to various levels of a particular
chemical

Moreover, differing amounts of toxicity data are needed for various quantitative procedures. Thus,
the amount of data available affects the choice of procedure, as shown in Table 5.1.

Table 5.1. Some Risk Assessment Goals and Required Data Availability

Amount of
Goal Data Approach/End Result

Rank chemicals Limited,  Structure-activity relationships (SAR), toxicity
moderate  equivalency factors (TEFs) for ranking
or great



Get to a “safe” Moderate Development of acceptable daily intake (ADI),

level or great reference dose (RfD), reference concentration
(RfC), permissible exposure limit (PEL); use of
dose—response modeling such as benchmark
dose/concentration (BMD/BMC), categorical

regression
Characterize the Great Physiologically based toxicokinetic (PBPK)
full dose— model, biologically based dose-response
response (BBDR) model (both of which can be used in
behavior developing any of the values above)
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2 Hazard Identification

Hazard identification is a necessary first step in the risk assessment of a chemical. Hazard
identification involves evaluating the appropriateness, nature, quality, and relevance of scientific
data on the specific chemical; the characteristics, magnitude, and relevance of the experimental
routes of exposure; and the nature and significance to human health of the observed effects. Groups
such as the U.S. Environmental Protection Agency (USEPA) have developed guideline documents
that explain the process of hazard identification for developmental toxicity (12), reproductive
toxicity (13), and neurotoxicity (14). The reader is referred to these more extensive documents for
specific details.

2.1 General Principles

Many dose—response processes for noncancer toxicity depend in part on professional judgment
whether an effect or collection of effects observed at any given dose of a chemical constitutes an
adverse response. Such judgment may not be easily rendered and requires experts trained in the area.
For example, Fig. 5.1 shows individual disability as a function of organ system impairment and the
overlapping areas of adverse and nonadverse effects. Table 5.2 more clearly describes some of the
terms shown in Fig. 5.1, as well as some other key terms for hazard identification.

Death
= adverse effect
E Disease
@
o
=
g Disturbed
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E
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Health

Homeostasis Compensation Breakdown Failure
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Figure 5.1. Individual disability as a function of organ system impairment.

Table 5.2. Some Key Definitions for Hazard Identification

ADAPTIVE EFFECT enhances an organism's performance as a whole and/or
its ability to withstand a challenge. An increase in liver weight due to an
increase in hepatic smooth endoplasmic reticulum is an example of an adaptive
effect, if hepatic metabolism reduces the chemical's toxicity.

COMPENSATORY EFFECT maintains overall function without enhancement
or significant cost. Increased respiration due to metabolic acidosis is an
example of a compensatory effect.

CRITICAL EFFECT is the first adverse effect, or its known precursor, that
occurs as dose rate or exposure level increases. One or more effects may be
critical.

ADVERSE EFFECT is a biochemical change, functional impairment, or
pathological lesion that impairs performance and reduces the ability of an
organism to respond to additional challenge. The determination of such effects
may require special tests or observation, such as preparation of slides for
histological analysis.

FRANK EFFECT is an unmistakable adverse effect, such as convulsions or
mortality. The determination of such effects can be done by clinical
observation and normally does not require special tests.

SEVERITY connotes the toxicological significance attached to the continuum
of effects, including adaptive, compensatory, critical, adverse, and frank
effects, potentially associated with exposure of xenobiotics.

Although this figure and table are useful tools for showing the broad concept of adversity, the
analysis of adversity for a given chemical or situation is strictly a case by case analysis by experts.
For example, a chemical often elicits more than one toxic effect, even in one species or in tests of the
same or different duration. After assessing the quality of each study, identifying the biological and
statistical significance of observed effects (discussed later), and distinguishing between reversible
and irreversible end points (discussed later), risk assessment scientists often identify the critical
effect(s). The critical effect(s) is the first adverse effect(s) or its known precursor that occurs as the
dose rate increases in a study. When several studies are compared, the critical effect is generally the
lowest one that occurs collectively. Current dose—response methods described in this text and
elsewhere use the critical effects as a basis for the dose—response assessment. The critical effects
may change among toxicity studies of different durations, may be influenced by toxicity in other
organs, and may differ depending on the availability of data on the shape of the dose—response curve.

Where specific guidance on hazard identification is not available, some general considerations
regarding the types of toxicity evidence and adversity of effect are needed. Toward this end, risk
assessment scientists look at the available data in several different ways, as outlined here. The
following considerations illustrate some broad concepts of hazard identification applicable to all
organ systems.

2.2 Evaluation of Human and Animal Data

In general, hazard identification should include considerations of factors affecting study quality, such
as study hypothesis, design, and execution. An ideal study addresses a clearly delineated hypothesis,
follows a carefully prescribed protocol, and includes sufficient subjects, observations, and statistical



analysis.

In the experience of risk assessment scientists around the world, properly conducted and ethical
human studies are most useful in qualitatively establishing a link between exposure to an agent and
manifestation of an adverse effect. When there is adequate information on the exposure level
associated with a particular end point, controlled human exposure to levels that are not overtly toxic
and/or epidemiological studies can also provide the basis for a hazard identification and dose—
response assessment. The use of adequate human data to define the hazard and the dose—response
relationship avoids the problem of interspecies extrapolation. Animal toxicity studies serve as
supporting evidence when adequate human data are available.

Criteria for judging the adequacy of epidemiological studies are well recognized (15). They include
factors such as the proper selection and characterization of exposed and control cohorts, the
adequacy of duration and quality of follow-up, the proper identification and characterization of
confounding factors and bias, the appropriate consideration of latent effects, the valid ascertainment
of the causes of morbidity and death, the ability to detect specific effects, and the determination of
exposure and/or doses. If possible, the statistical power to detect an effect should be included in the
assessment. The strength of the epidemiological evidence, as judged by experts for specific health
effects, depends on, among other things, the type of analysis and the magnitude and specificity of the
response. For example, the weight of evidence increases rapidly with the number of adequate studies
that show comparable results for populations exposed to the same agent under different conditions.
As with judging the adequacy of studies, expert judgment is necessary to determine the weight of
evidence for or against a specific effect.

In the absence of adequate human data, risk assessment scientists rely primarily on studies of
animals for hazard identification. Adequate animal studies offer the benefit of controlled chemical
exposures and definitive toxicological analysis. Experimental observations of animals are usually
conducted in mammals, and the species most often studied are the rat, mouse, rabbit, guinea pig,
hamster, dog, and monkey. Even when there are adequate animal studies, it is often useful to
reconsider inadequate human data to evaluate whether the risk assessment based on animal data
appears reasonable based on the general understanding from the human data.

Criteria for the adequacy of experimental animal studies include chemical characterization of the test
compound(s), the number of individuals in the study groups and whether both sexes are used, the
number of study groups, the spacing and choice of dosing levels so as to determine an adequate
dose—response relationship, the types of observations and methods of analysis, the nature of
pathological changes, the consideration of toxicokinetics, and whether the route and duration of
exposure were relevant to environmental exposures. Criteria for the technical adequacy and
evaluation of animal studies have been published (16, 17), and should be used to judge the
acceptability of individual studies.

However, professional judgment regarding the adequacy of a study is not based solely on the degree
to which it fits a prescribed recipe. It is also based on how well it enables one to identify potential
adverse effects. Recent end-point-specific risk assessment guidelines published by the USEPA, for
example, discuss such professional judgments on developmental toxicity (12) and male and female
reproductive effects (13).

Supporting evidence from a wide variety of sources provides additional information for hazard
identification. For example, metabolic and other toxicokinetic studies can provide insights into
mechanisms of action. Comparison of the metabolism of the compound that exhibits the toxic effect
in the animal with its metabolism in humans may strengthen or weaken the dose—response
assessment. Toxicodynamic data may also be useful for estimating the dose to humans that would
result in the same toxicity as observed in the animal study (i.e., the “equitoxic human dose”) and/or
as part of the calculation of the delivered dose to the target organ or site. Evaluation of toxicokinetic
differences between animals and humans has allowed the development of generalized dosimetric



adjustments of exposure levels across species (18—21). Risk assessment scientists encourage the
development of comparative toxicokinetic and toxicodynamic parameters because such information
increases the fundamental understanding of xenobiotic processes and reduces the uncertainties of
interspecies extrapolation.

Animal and human studies that are deemed inadequate for quantitative risk assessment (e.g., due to
insufficient doses, study duration, number of animals, etc.) nevertheless may provide supporting
evidence regarding the target organ(s) and the critical effect. Similarly, in vitro studies can often
provide insight, but seldom definitive conclusions, on the compound's mode of action and potential
for human toxicity. However, it is possible that development of reliable and relevant in vitro tests
may increase the usefulness of such data for assessing human risk in the future and minimize the
need for live animal testing.

2.3 Route, Source, and Duration of Exposure

Because human exposure to a chemical pollutant is often route-specific (e.g., inhaled but not
ingested) or source-specific (e.g., water versus food), risk assessment scientists often approach the
investigation of a chemical with a particular route, source, and/or duration of exposure in mind. For
example, within the oral route of exposure, the bioavailability of a chemical ingested in one source
(i.e., food) may differ from that manifested when it is ingested in another source (i.e., water).
Usually, the toxicity database on the compound does not provide data on all possible routes, sources,
and/or durations of administration.

Toxic effects observed via one route or source of exposure are often relevant to other routes,
although expert judgment should be applied in making such extrapolations. For example, if a
chemical exhibits developmental effects at low doses via the oral route and it is absorbed from the
respiratory tract, there is reason to suspect that it is also a developmental toxicant via the inhalation
route. Consideration is given to potential differences in absorption or metabolism resulting from
different routes and/or sources of exposure, such as the potential for first-pass metabolism in the case
of oral exposure. Consideration is also given to the potential for portal of entry effects (e.g.,
gastrointestinal effects from oral exposure and respiratory effects from inhalation exposure).
Whenever appropriate data are available, these factors are taken into account in the dose—response
assessment. (As a specific example, the Reference Dose for hydrogen cyanide employs a fivefold
modifying factor to account for the expected pharmacokinetic differences for this compound in water
vs. food (2).) For example, guidance has recently been developed for extrapolating oral data to
inhalation scenarios (18).

Toxic effects can also vary with magnitude, frequency, and duration of exposure. Studies differ in
exposure duration (acute, subchronic, and chronic) and in dosing schedules (single, intermittent, or
continuous). Information from all these studies is useful in the dose—response assessment. For
example, overt neurological problems identified in a short-term, relatively high-dose study would
reinforce the observation of subtle neurological changes noted in a low-dose, chronic study. Low-
dose, chronic exposure, however, might also elicit effects either absent or not detected in higher
dose, shorter duration exposures (and vice versa). For example, acute exposure to benzene causes
central nervous system effects, whereas the critical effect for chronic exposure is hematological
effects.

It is frequently necessary to extrapolate from exposures that differ in magnitude, frequency, and
duration to those of interest to a specific human situation. For example, one may need to use
subchronic experimental data to assess the potential hazard resulting from chronic ambient exposure.
Consideration is given to potential differences in absorption or metabolism from different exposures.
When appropriate data are available, the quantitative impacts of these differences on the risk
assessment are delineated. The procedures outlined in this chapter are generally applicable, with
proper judgment, to exposures of differing magnitude, frequency, and duration.

2.4 Evaluation of Toxicological Effects

2.4.1 Severity Defined Severity connotes the toxicological significance attached to the continuum of
effects (including adaptive, compensatory, critical, adverse, and frank effects) potentially associated



with exposure to xenobiotics. In general, this continuum starts with adaptive effects, where the
organism's ability to withstand a challenge is enhanced. As doses increase, compensatory effects
occur and then are often seen as a way for the organism to maintain overall function without further
enhancement or significant cost. At some point as dose increases, the critical effect is reached. This
is the first adverse effect, or its known precursor, that occurs as dose increases. The critical effect is
often the focus of the dose—response assessment based on the assumption that if the critical effect is
prevented, then all subsequent adverse effects are prevented. As dose increases, the dose that causes
the critical effect is exceeded, and additional adverse effects are manifested as biochemical changes,
functional impairments, or pathological lesions. These progressively more severe effects generally
impair the performance of the organism and/or reduce its ability to respond to additional challenges.
At some point, these adverse effects become manifestly overt, and frank disease ensues.

2.4.2 Assessing the Biological Significance of Statistical Change The general approach that risk
assessment scientists take in evaluating whether a change is adverse is consistent with that outlined
in Ref. 22. An adverse effect is defined as a biochemical change, functional impairment, or
pathological lesion that impairs performance and reduces the ability of an organism to respond to
additional challenge. The presence of change alone does not necessarily indicate an adverse effect.
The determination of adversity should consider the toxicological and statistical significance of the
observed effect(s).

As discussed in part by Gaylor (23), the toxicological and statistical significance of an observed
effect must not be equated and in fact toxicological and statistical considerations are often regarded
sequentially. The determination of adversity should, instead, involve careful toxicological evaluation
where statistics are used only as a tool for clarifying the implications of the data. The actual decision
whether an effect is adverse should be based solely on biological grounds. Any animal that is in a
state of physiological compromise should be judged as exhibiting an adverse effect. If difficulties
exist in interpreting the importance of the effects, these difficulties are often related to whether the
effect was statistically significant.

Apparent conflicts between statistics and toxicology can arise when toxicologically insignificant
effects are statistically significant or vice versa. For example, the observation in a chronic study of a
5% decrease in net body weight in an experimental group compared to the control group may be
statistically significant but may not be considered toxicologically important if both groups are fed ad
libitum because such a decrease is often associated with increased longevity. Instead of a real
conflict, however, the statistical significance suggests that the effect is real, but the biological
reasoning indicates that the effect is not adverse. A special case in this situation is where the
toxicological relevance of the statistically significant effect is uncertain. In this case, it is incumbent
upon the professionals to judge whether the effect is toxicologically significant.

Evaluating changes that are not statistically significant is more difficult because the observed effects
are then only weakly linked to the exposure. The problem is compounded when statistical methods
are inappropriately applied. For example, consider the case when the exposed group shows a rare
type of lesion. If the observed frequency in the exposed group is small, then the effect is unlikely to
be statistically significant, compared with the experimental control group. The risk assessment
scientist, however, often evaluates the nature and frequency of the observation in the context of
previous experience or data in historical controls (i.e., knowledge of the spontaneous occurrence of
the observation in the species) and concludes that the effect is worth further study. Again, this does
not imply a conflict but instead illustrates the different types of data analysis that may be performed.
If the statistical analysis also included historical controls, the same conclusion might have been
reached. Similarly, an effect may exhibit a clear dose—response relationship, but not be statistically
significant in pairwise comparisons. In this case, a trend test, or a NOSTASOT test (a method for
determining a no observed adverse effect level by doing successive trend tests and removing the
highest dose) may support a toxicologist's conclusion that an adverse effect is occurring.

The evaluation of rare effects is not as confusing when the goal is to estimate a dose—response curve,



rather than to determine whether a particular dose level leads to toxicologically significant changes.
In the former case, the rarity of the lesion would be used as part of the dose—response relationship.

2.4.3 Assessing the Toxicological Significance of Observed Effects In some instances, the risk
assessor must evaluate the toxicological significance of the observed effects, for example when the
effect is reversible. A reversible change is often an adaptive or compensatory response to stress or
may be an overt adverse response that the body can repair. Reversible changes return to normal or
within normal limits either during the course of or following exposure. An irreversible change
persists or may progress even after exposure ceases (22). It must be recognized that although a
change may be reversible when exposure is terminated, it still may be adverse to an organism. In
fact, depending upon the changes observed at the various dose levels tested, a potentially reversible
change may well be selected as the critical effect in the dose-response assessment because
reversibility often depends on the magnitude of the dose and the duration of exposure. The longer the
test species receives the chemical exposure and/or the larger the amount of chemical administered,
the greater is the likelihood that the reversible change in the early stages will progress to a permanent
irreversible state. For example, the early stages of alcohol intoxication result in fatty infiltration of
the liver, which is most often reversible upon cessation of exposure. However, when the exposure
becomes chronic and the dose administered is sufficiently high, a permanent cirrhotic condition
develops. Both effects are adverse, because the fatty changes, although reversible, result from
functional impairment and are a precursor state that can progress to irreversible toxicity; however,
liver cirrhosis is considered more serious in nature because reversibility is no longer possible (24).

Certain effects are irreversible (e.g., certain chronic neurological diseases, liver cirrhosis, and
emphysema). The description of such effects has a useful role in the hazard evaluation of the
chemical in conjunction with more subtle end points because the chemical's full dose-response
behavior is described. However, the descriptions of irreversible effects by themselves are seldom
considered useful in dose—response assessment because such effects often appear well above the
experimental threshold range.

When identifying a hazard, irreversible effects can usually be distinguished from less serious but still
adverse changes. However, difficulty arises when trying to determine the toxicological significance
of more subtle and/or reversible changes. For example, transient hypertrophy or hyperplasia can be
an adaptive change resulting from exposure to a xenobiotic or can be a precursor effect to the
production of more severe toxicity, such as the disruption of normal organ function. The
toxicological significance of such manifestations is established by carefully analyzing the
biochemical, morphological, and physiological changes that occur at other doses and available
supporting data and by combining the data analysis with professional scientific judgment to reach an
overall determination.

In some cases, it must be ascertained whether an adverse effect that is observed is truly treatment
related. For example, if a respiratory tract infection is present in the animal colony, this may
predispose the exposed animals to the development of adverse respiratory effects in response to
chemical exposure, whereas such effects may not occur in healthy animals. However, if the effects
noted demonstrate a clear concentration—response relationship, despite the presence of infection,
then the effect may be considered treatment related. For example, mild irritant effects induced by
chemical exposure may allow mycoplasma to become established in the extrathoracic region, leading
to pneumonia. In this case, the incidence of pneumonia may not be a direct effect of chemical
exposure but is secondary to irritation induced by exposure to the chemical and therefore can be
considered treatment related.

2.5 Essential Elements and Bioavailability

Special consideration is required for developing oral risk values, such as RfDs, for essential
elements, primarily metals. In such cases, particular attention is paid to the available human data for
both toxicity and essentiality. Where available, World Health Organization (WHO) and U.S.
National Academy of Sciences (NAS) values for minimal requirements and the recommended
dietary allowance (RDA) or the estimated safe and adequate daily dietary intake (ESADDI) are



carefully considered in the development of an RfD. For example, consideration of uncertainty factors
used in deriving an RfD should take into account that the RfD should generally not be lower than the
ESADDI or RDA. Conversely, a risk manager may need to take into account normal dietary
exposure to the chemical of interest in calculating acceptable environmental exposure levels. These
issues were taken into account, for example, in the RfD for manganese (25).

It is also important to take bioavailability into account in developing risk values, such as PELs and
RfDs. The absorption of some chemicals, particularly metals, may depend on the route and form of
administration. For example, the inhalation absorption, bioavailability, and subsequent toxicity of
nickel compounds is thought to vary by nickel species (6, 26). Gastrointestinal uptake of nickel also
varies depending on whether it is in water or in food: human subjects who fasted absorbed 27% of a
dose of soluble nickel salts when administered in water but 0.7% when administered in food (27). To
account in part for potential differences in the bioavailability of manganese in food compared to
water and soil, the USEPA adopted a modifying factor of 3 for the manganese RfD when exposure is
via drinking water or soil.

A full consensus has not been reached on accounting for essentiality and differences in
bioavailability. An alternative to using a modifying factor is to specify that the risk value is for the
dose above that normally ingested in food. Another, more complex approach is to note the degree of
absorption via different routes and for risk assessors to take that into account when calculating the
total dose. Recent work in this area includes the effort by the National Academy of Sciences to
determine the upper intake level for nutrients as part of its overall effort to establish dietary reference
intakes (28).

2.6 Weight of the Overall Evidence

Evaluation of the overall weight of evidence is a key step in identifying the critical effect for a
noncancer assessment. Evaluation of the overall weight of evidence includes characterization of (1)
the quality of the evidence from human studies, (2) the quality of evidence from animal studies, and
(3) other supportive information, which is assessed to determine whether the overall weight of
evidence should be modified. The other supportive information can be used in evaluating the
relevance to humans of the experimental animal model or the observed effect and in identifying the
appropriate gas category for conducting dosimetric adjustments (see Section 3.1.2). Hill (15)
provided criteria for evaluating whether a causal relationship has been established in an
epidemiological study and in the overall epidemiological database. As noted by the USEPA (18),
these same criteria apply in evaluating the weight of evidence for the entire database (Table 5.3).

Table 5.3. Criteria for Establishing Causal Significance

The strength of the association is enhanced when

 Consistent results are obtained by different investigators under a variety of
circumstances.

» The association is stronger (larger relative risk or odds ratio).

= The association is specific, the exposure is associated with a specific effect,
and that effect is specific to the exposure.

» Exposure occurs prior to the development of the effect (temporality).

» The association is consistent with what is known about the chemical's effects
and mechanism based on clinical or animal studies (coherence and biological
plausibility).

» A dose-response relationship is observed.

Similar criteria apply in evaluating animal data. Ideally, the database should include studies of
several species in which a variety of end points are evaluated. For noncancer assessments, this



evaluation should include systemic toxicity following acute, intermediate, or chronic exposure by
several routes of exposure, as well as developmental and reproductive effects. If these general tests
or analogy to other chemicals suggests a concern, it may also be necessary to conduct specialized
testing, such as evaluations of immunotoxicity or neurotoxicity. These studies are used to
characterize the chemical's spectrum of potential human toxicity by identifying target organs and the
dose ranges associated with adverse effects in animals. /n vitro data can be used to elucidate
potential mechanisms of biological activity, to evaluate the relevance of the end point to humans,
and to improve the extrapolation from animals to humans, or to characterize within-human
variability. The assessment of the animal database should include an evaluation of the reliability of
the experimental design and toxicological interpretation of the results, as described before. In
addition, consideration should be given to studies designed to evaluate the metabolism and
toxicokinetics of the chemical and to data from other studies that may elucidate its mechanism(s) of
action.

Once the data have been critically reviewed, all of the results from the various studies should be
examined collectively to determine if a causal relationship exists between chemical exposure and the
observed effects. In addition to the general criteria described in Table 5.3, the strength of the overall
evidence is enhanced if (1) similar effects are observed in structurally similar compounds and (2)
there is some evidence that the chemical also causes the particular effects in humans.

Species-specific differences in sensitivity to a chemical should also be considered. These differences
may result from differences in metabolizing the chemical, from other physiological differences such
as differences in the anatomy of the respiratory system, or from differences in the sensitivity of the
target tissue. These differences can result in apparently inconsistent data that can be explained by
considering the chemical's dosimetry, toxicokinetics, and toxicodynamics. Thus, evaluation of
toxicokinetics and toxicodynamics can play an important role in evaluating the weight of evidence.
For inhalation studies, consideration of particle size is an important part of evaluating the weight of
evidence and may explain apparently conflicting results among studies. It is also important to
distinguish differences that result from study limitations and experimental design from those that are
related to species-specific differences in respiratory function.
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3 Dose—Response Assessment

Dose-response assessment is generally the next step in the risk assessment process. It uses the results
of the hazard identification as a starting point for determining the likely quantitative outcome in
humans. The results of the dose-response assessment generally follow the methods described in
Table 5.1. Additional details on the “safe”” dose model and improvements to this model follow here.
3.1 General Principles

“Safe” or subthreshold doses are defined by a number of health agencies worldwide. Different names
are used for these values, such as Health Canada's Tolerable Daily Intake or Concentration (TDI or
TDC) (29); International Programme on Chemical Safety's Tolerable Intake (TI) (30); U.S. Agency
for Toxic Substances and Disease Registry's (ATSDR's) Minimal Risk Level (MRL) (31); USEPA's
Reference Dose (RfD) (32, 33) or Reference Concentration (RfC) (18, 20); or the World Health
Organization's Acceptable Daily Intake (ADI) (34, 35). Many of the underlying assumptions,
judgments of critical effect, and choices of uncertainty factors (or safety factors) are similar among
health agencies in estimating these subthreshold doses. Approaches used to derive these different
subthreshold doses are addressed in more detail in Section 3.3.



We describe here the method for estimating “safe” doses of the USEPA as a way of showcasing
some general principles about this scientific area.

3.1.1 USEPA's Method for Developing Reference Doses (RfDs) and Reference Concentrations
(RfCs) USEPA defines the RfD (or RfC) as “an estimate (uncertainty spans perhaps an order of
magnitude) of a daily (or continuous) exposure to the human population (including sensitive
subgroups) that is likely to be without an appreciable risk of deleterious effects during a

lifetime” (18, 32). The RfD/RfC is composed of the no observed adverse effect level (NOAEL),
lowest observed adverse effect level (LOAEL) or NOAEL surrogate, such as a benchmark
dose/concentration (BMD/BMC) for the critical effect, divided by the composite uncertainty factor
(UF) and modifying factor (MF). The following equation is used:

RfD/RIC = (NOAEL, LOAEL or BMD/BMC){UF x MF).

The phrase “with uncertainty spanning perhaps an order of magnitude” is intended to reflect the
overall precision of the estimate, generally an order of magnitude log, . This does not preclude less

precise estimates, however, or the occasional estimate that may be precise to one arithmetic digit.
The phrase “including sensitive subgroups” suggests that the estimate is intended for sensitive
individuals, leading to the common interpretation that the RfD/RfC is a NOAEL for sensitive
individuals. An additional implication of this phrase is that the average individual can be safely
exposed to doses somewhat higher than the RfD/RfC. However, the estimate is not intended to
protect hypersusceptible individuals, if they exist for particular chemicals. Thus, for example, the
RfD/RfC is intended to protect against sensitization (see the RfC for beryllium and compounds, Ref.
25). Once an individual is sensitized, however, that individual may react to exposures much lower
than those that caused sensitization, and the RfD/RfC may not protect against such a reaction. The
phrase “likely to be without an appreciable risk” means that the estimate is thought to be without the
risk of adverse effects for most, if not all chemicals, based on the available toxicity data and the use
of uncertainty factors to account for data gaps. The complete absence of risk cannot, however, be
guaranteed, in the light of the (small) potential for data gaps that have not been taken into account
and the known variability in response among individuals.
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4 Risk Characterization

Risk characterization, the final step in the risk assessment process, integrates the results of the hazard
identification and dose-response assessment (toxicity assessment) and the exposure assessment. In
essence, risk characterization is the “product” of risk assessment because it evaluates and synthesizes
the data collected and the decisions made in the risk assessment. The outcome of risk
characterization is a summary of the risks posed to individuals and populations, as well as the
strengths and weaknesses of the risk assessment. Risk characterization is also a communication tool
that provides the risk manager with sufficient information to make effective risk management
policies. According to the USEPA (130), an effective risk characterization must have the following
qualities:

* Transparency. The risk characterization must clearly describe where scientific data were used and
where science policy judgments were used in the risk assessment. Default assumptions should also
be clearly explained. Transparency ensures clear separation between science and policy decisions,
allows for an assessment of the applicability of the risk estimate by the risk manager, and



facilitates the comparison of different risk estimates.

* Clarity. The risk characterization should present a summary of the key issues and conclusions
from each section of the risk assessment, and it should discuss the overall strengths and
weaknesses of the assessment.

* Consistency. All risk characterizations should be consistent in general format, while accounting
for the unique nature of each specific risk assessment.

» Reasonableness. For the risk assessment to be credible and therefore a useful tool for the risk
manager, the risk characterization must be accurate and well balanced. Appropriate conclusions
should be drawn without overstretching the data; alternative conclusions should be presented.

The USEPA (130) recommends that each risk characterization include three components: a
qualitative summary of each section of the risk assessment, a numerical risk estimate, and a
description of uncertainties. This section describes each of these components separately and then
discusses how these apply to risk assessment in the occupational setting.

4.1 Developing a Qualitative Summary

In evaluating the use of risk assessment in the federal government, the Commission on Risk
Assessment and Risk Management (131) noted that risk characterizations that rely primarily on
quantitative estimates “often convey an unwarranted source of precision while failing to convey the
range of scientific opinion.” As a result of this finding, the Commission recommended that risk
assessments should include qualitative information on the nature of the adverse effects and on the
risk assessment itself, so that risk managers have information on the range of scientific views and the
evidence to support them.

A full discussion of the uncertainty within each analysis and that related to the overall assessment is
critical to a complete risk characterization. Uncertainty discussions are important because they form
the basis for the overall judgment as to the adequacy of the data and conclusions drawn from it. In
addition, highlighting of uncertainties can identify areas where the collection of additional data may
reduce the uncertainty and strengthen the risk assessment. An uncertainty discussion includes the
quality and quantity of available data (toxicity and exposure), identification of data gaps, the use of
default assumptions and parameter values, and the uncertainties in the models used.

The USEPA (130) has prepared an excellent guide for risk assessors to follow when developing the
qualitative summary for a risk characterization. The guide is presented in two parts. By asking a
series of questions, the guide first directs risk assessors to bring together the major conclusions of the
risk assessment and then provides an outline for drawing together all of the information to
characterize risk. A summary of the USEPA (130) guidance is presented in Table 5.7.

Table 5.7. Summary of EPA (130) Guidelines on Risk Characterization

Characterize Hazard

» Describe key studies, studies that support the key studies, and other valid
studies with conflicting results.

= Describe what is known about the mechanism of chemical action.

» Comment on nonpositive data and whether these data were considered in the
hazard characterization.

» Summarize the hazard identification including the confidence in the
conclusions, alternative conclusions, significant data gaps, highlights of major
assumptions.

Characterize Dose
» Describe the data used to develop the dose—response curve.
» Describe the model used to develop the dose-response curve.



» Discuss the route and level of exposure compared to expected human
exposure.

Characterize Exposure

= Discuss significant sources of exposure.

» Describe the populations exposed.

» Describe any modeling used to generate exposure estimates.
» Describe the key descriptors of exposure.

» Evaluate cumulative or multiple exposures.

» Summarize the exposure assessment conclusions, including results of
different approaches, limitations of approaches, range of exposure values,
confidence in the results.

Risk Conclusions

» Overall picture of risk.

» Major conclusions and strengths.

» Major limitations.

» Science policy options and defaults used.
» Reasons for choices made.

Although application of the principles described in the USEPA risk characterization guidance
represents good industrial hygiene practice, there are no specific guidelines for risk characterization
in the occupational setting. Typically the “risk characterization document” resulting from an
occupational survey is in the form of a survey report. Such a survey report typically describes the
rationale for the survey (hazard recognition), the exposure assessment strategies used, the results of
the exposure analysis, comparison of the results to occupational standards (hazard evaluation), and
recommendations for control of any hazards (hazard control). An important difference in the
qualitative description of the risk assessment is the lesser emphasis on the strengths and weaknesses
of the reference level and greater emphasis on the exposure estimates. Another major difference is
the overlap between risk characterization and risk management. The risk manager for the
occupational risk characterization is often not trained in the appropriate evaluation of exposure
control options. For this reason, the recommended hierarchy of controls is commonly outlined in the
occupational risk characterization document.

4.2 Presenting the Risk Estimate

Once the risk characterization has summarized the qualitative aspects of the risk assessment, it
should then present the quantitative aspects of the risk assessment, including calculating risk
estimates and discussing the risk in context of other similar risks. For noncancer risk assessment,
developing a quantitative risk estimate involves comparing the measure of exposure to a criterion
level that has been determined from the toxicity estimate. Based on the traditional approach, the
result allows determining whether the exposure (dose) exceeds the allowable dose level. For cancer
assessment, a probabilistic measure of risk (e.g. 1:1000 likelihood of excess cancer) is calculated and
compared with some risk management standard of “acceptable risk.” By contrast, for noncancer risk
assessment, the exposure is described only as being larger than, equal to, or less than the RfD, RfC,
or other risk value. For example, the exposure may be divided by the RfD or RfC (resulting in the
hazard quotient) in an analysis of a Superfund site, the oral intake of a pesticide may be compared to
the RfD, or a worker's TWA exposure may be compared to an occupational exposure limit.

In both the environmental and occupational evaluations of risk, it often necessary to evaluate risk in
response to a combination of exposures or to exposures through multiple routes. One approach that is
used in assessing risk from multiple substances at Superfund sites is determining the hazard index.
This involves summing the hazard quotient for each of the substances of concern. In the occupational
setting, similar approaches have been adopted by OSHA (5) and ACGIH (6). In the case of the



ACGIH, for exposure to multiple substances with similar effects, the summation of the individual
exposure/TLV ratios are compared to a value of 1. If the substances have differing effects, however,
then each exposure/TLV ratio is compared to a value of 1 independently.

The approaches for assessing the risk from multiple routes of exposure differ substantially between
environmental and occupational settings. In the Superfund paradigm, the total dose can be calculated
for the combined inhalation, dermal, and oral exposure before comparison to the appropriate
criterion level. In the occupational setting, exposure though inhalation is typically measured as the
predominant exposure route. Methods are available to measure dermal exposure; however, this is not
often done. As a result, for substances that are absorbed through the skin, comparison of the air
concentration to the exposure threshold may not adequately estimate potential risk. To address this
problem qualitatively, many organizations that establish occupational exposure limits (OELs) add a
notation for substances for which dermal absorption can contribute meaningfully to the total dose.
Another approach in occupational assessment to account for the contribution of multiple exposure
routes is the use of biological markers of exposure. Several OSHA substance-specific standards
include requirements for biological measures of exposure. In addition, biological exposure indices
(BEIs) are published by the ACGIH (6).

A single risk estimate is not sufficient to provide risk managers with a clear understanding of risks.
Rather, the USEPA (130) suggests that a range of risk descriptors be used to “allow managers to
identify populations at greater and lesser risk and to shape regulatory decisions accordingly.” The
risk descriptors suggested by the USEPA (130) include

* individual risk at both the “central tendency” (50th percentile) and “high end” (90—95th percentile)
of the risk distribution.

* population risk: For noncancer risk assessment, this is an estimate of the portion of the population
whose exposure exceeds the reference level.

» risk to important subgroups of the population.

It is important to note that, because risk is estimated as a function of exposure, the characteristics
that distinguish these different risk descriptors will be related primarily to differing exposure. In
addition, the Commission on Risk Assessment and Risk Management (131) suggests comparing the
distribution of a population's exposure to the reference level, so that the relationship between
exposure and the potential for harmful effects is clearer.

In the occupational setting, the presentation of the variability in the exposure estimates often receives
more weight than the uncertainty surrounding the derivation of the OEL. Issues surrounding
exposure variability in occupational settings differ from those in environmental risk assessment, in
that the exposure estimate is often based directly on measured exposures. The presentation of the
data depends on the underlying purpose for the measurements, but it is common for compliance
purposes to measure workers expected to have the greatest exposure for a representative exposure
group. Thus, an upper bound estimate of exposure is compared to the appropriate occupational
exposure limit, whereas comparison of the distribution of the exposures to the OEL would be less
common.

Once the range of potential risks has been estimated, it is important that the risk characterization
place the risk into the context of other similar risks. Issues to address in completing this part of the
risk characterization include evaluating alternatives to the hazard and making risk comparisons. The
Commission on Risk Assessment and Risk Management (131) recommends that the following risk
comparisons are useful in placing risk in context:

» risks associated with chemically-related agents
» risks with the same agent from different exposure sources



» risks with different agents from the same exposure pathway
» risks of different agents that produce similar effects

4.3 Evaluating the Uncertainty Associated with the Risk Estimates

Another component in risk characterization is the discussion of the sources of both variability and
uncertainty in the risk assessment and the evaluation of uncertainty associated with the risk
assessment. The USEPA distinguishes between variability and uncertainty in its risk characterization
guidance (130). Variability describes interindividual, spatial, or temporal differences within an
animal or human population or within monitoring data. It reflects the inherent heterogeneity of the
population and cannot be reduced by gathering additional data. Uncertainty, on the other hand,
reflects areas for which data are unknown. By contrast, uncertainty can be reduced by eliminating
data gaps. Uncertainties are associated with both dose—response models and with fate and transport
models; an uncertainty analysis would evaluate the basis for and validation of the model. There are
also uncertainties associated with dose—response evaluation that do not use mathematical models. As
described in Section 3.3, a number of organizations use uncertainty factors to address such data gaps.
Uncertainty is also inherent in estimating the best choice of uncertainty factor.

The field of risk assessment is increasingly utilizing uncertainty and sensitivity analyses to better
quantify uncertainty in evaluating risks to human health. Probabilistic methods, such as Monte Carlo
modeling, can be used to quantitatively describe uncertainty and parameter sensitivity. In this
approach, each of the parameters in a model or calculation is represented by a distribution of
possible values. The probability distribution for each parameter is randomly sampled, and the model
is run using the chosen set of parameter values. This process is repeated a large number of times
until the probability distribution for the desired model output is determined. Using this approach, a

“high-end” value (e.g., 95thor 99th percentile) for the overall model can be estimated more accurately
than by simply using the “high-end” estimates for each of the inputs. Monte Carlo methods have
been used in evaluating exposure for site assessments and for characterizing uncertainty in PBPK
models. Such approaches can also be used for quantitative sensitivity analyses by determining how
the overall model output varies as one parameter is varied.

An analysis of the uncertainty in noncancer risk values is one area that has received little attention to
date. Noncancer risk assessment has traditionally calculated reference values to be protective of
human health, rather than predictive of actual toxicity. Each reference value is based on numerous
assumptions and uncertainties, which contribute to the lack of precision in these values.

Noncancer risk values are not precise. USEPA's definition for RfDs and RfCs addresses this lack of
precision, as ““ ... an estimate (with uncertainty spanning perhaps an order of magnitude) of a daily
or continuous exposure ... ” (18, 32) Similarly, IPCS defines Tolerable Intakes (TIs) as “an estimate
of the intake of a substance over a lifetime that is considered to be without appreciable health

risk” (30). Such lack of precision is specifically mentioned in IPCS (30), which indicates that the
precision of the tolerable intake depends upon the validity and reliability of the data and also on the
magnitude of the uncertainty factor. The precision of a RfD or TI is to one significant figure at best,
and an order of magnitude is the most usual case. As the uncertainty factor increases beyond 1,000,
however, the precision becomes even less.

However, as discussed more fully by Felter and Dourson (36), the concept that risk estimates are
inherently imprecise seems to have been lost somewhere between calculating risk values and making
risk management decisions. There may be several reasons for this, including the desire by risk
managers and the public to know with certainty what the risks to public health might be, or
alternatively, what dose is safe. The underlying science can seldom determine such “bright lines.”
Making decisions with imprecise and uncertain data is much more difficult.

Unlike EPA's RfDs and RfCs, which have a stated uncertainty spanning an order of magnitude,
explicit quantitative estimates of the range of uncertainty in occupational exposure values are less



clearly outlined. The OSHA PEL does not state the underlying uncertainty associated with its use,
and it is enforced so that a single 8-hour TWA above the PEL on any day would be viewed as
noncompliance (5). In contrast, the ACGIH TLV-TWA is “an exposure level to which it is ...
believed that nearly all workers may be repeatedly exposed, day after day, without adverse effect.”
The TLV documentation addresses the underlying uncertainty by indicating that the database used in
deriving the value varies from substance to substance, and thus the precision of the estimated TLV is
subject to variation. Furthermore, the TLV is not to be considered a fine line between safe and
dangerous concentrations.

Even when the lack of precision is acknowledged in the definition of the RfD/RfC, the lack of
scientific data upon which the order of magnitude definition is based has led to widely varying
interpretations of the inherent range. A recent informal survey of risk assessors and managers at the
USEPA found that there were several interpretations of the “order of magnitude” in the definition of
the RfD (36). As described in that publication, these interpretations can be described as

“range = x to 10x (where the point estimate of RfD = x). This view is supported by those who believe
that the risk assessment process is so inherently conservative that the RfD should be considered the
lowest estimate and the range of imprecision all rests above this point estimate.

range = 0.3x to 3x. This is the view held by many of USEPA's former RfD/RfC Work Group
members, wherein the RfD is associated with uncertainty on either side. The order of magnitude is
divided into half-logs.

range = 0.1x to x. This is the view held by many risk managers, that is, regulatory decisions (e.g.,
setting of standards or cleanup levels) are based on the assumption that we are “OK” as long as we
do not exceed the level of the RfD.

range = 0.1x to 10x. This range could be envisioned if one were to assume that the order of
magnitude range could be on either side of the point estimate x.”

As discussed by Felter and Dourson (36), even if there were agreement among risk assessors how
this “order of magnitude” uncertainty should be interpreted, it may not be appropriate to apply this
range of precision equally to all risk values. A number of factors contribute to the precision in a
given noncancer risk value. These include the dose spacing, the quality of the study, the degree to
which the experimental animal species predicts effects in humans, the severity of the critical effect
and the slope of the dose-response curve (both of which are related to the precision with which the
threshold is estimated), and the size of the composite uncertainty factor. Thus, the “true” range of the
resulting risk value is specific to a given chemical and database. To some degree, the statements that
the USEPA includes about the confidence in the study, database, and overall confidence in the
RfD/RfC are meant to address the precision in the resulting value, but risk managers may find it
difficult to quantitatively apply such qualitative statements. A more formal description of uncertainty
in risk assessments can help risk managers move beyond “bright line” values and incorporate
uncertainty in risk management decisions.

Felter and Dourson (36) suggested that the expression of risk values as a range has several
advantages. Expressing these values as a range makes explicit to risk managers that these values are
not “bright lines.” Presentation of a range may help with prioritizing hazards and resulting decisions
(for example, if two chemicals have similar hazard quotients, but differ in the associated precision.)
International harmonization efforts may be assisted by making the range explicit, as risk managers
are made aware that the values for a given chemical from different organizations might differ
somewhat, but may still fall within the same range. The establishment of ranges, however, would
necessitate the development of consistent guidance for interpreting and using these ranges.

A recent invited commentary was held on the imprecision of risk numbers (132). Papers from Health
Canada, IPCS, Toxicology Excellence for Risk Assessment (TERA), and the USEPA, USFDA, and



USATSDR set forth various views on this subject. One conclusion from this effort was that risk
assessors should be careful to convey a measure of confidence in their results and quantify this when
possible. Allowing risk managers and the public to believe that risk estimates are more precise than
appropriate may lead to inappropriate risk management decisions and less trust in the science and
practice of risk assessment.

4.4 Margin of Safety and Margin of Exposure Approach

Margin of safety (MOS) has traditionally been used in the field of toxicology as a tool to compare
dose—response data between a drug's desirable effective dose (ED) and its lethal dose (LD) or
minimum toxic dose. For example, the EDy can be divided by the LD, to calculate the margin of

safety, or therapeutic index, as it is sometimes called. The larger the MOS, the greater the presumed
safety in using the drug.

The MOS concept is useful and has also been carried over to the field of environmental health. In
this case, a NOAEL from a toxicity study is divided by a measured exposure to the human
population to calculate a MOS. Again, the larger the MOS, the greater the presumed safety. MOS
addresses both dose/response (NOAEL) and exposure and therefore, falls within risk characterization
as defined by the NAS (2). The MOS must be interpreted by experts depending, in part, on the
completeness of the toxicity database from which the NOAEL of the critical effect is derived (129).
An analogous term, the margin of exposure (MOE), is also used, as discussed in Barnes and Dourson
(32).

The MOS method, as practiced by the EU (129, 133) begins with the same evaluation of toxicity
data to determine the NOAEL or LOAEL in the hazard identification step of the risk assessment
process. It is after the hazard identification step that the MOS/MOE approach diverges from the
estimation of a “safe” dose. The MOS compares this NOAEL or LOAEL to the exposure estimate(s)
for the exposed human population(s), whereas in the “safe”” dose approaches, uncertainty factors are
used to estimate a “safe” dose. If it is not possible to derive a N(L)OAEL/exposure ratio, a
qualitative comparison of effects with exposure data should be made. Where it is not possible to
determine a N(L)OAEL (e.g. irritation, corrosivity, sometimes sensitization, mutagenicity, genotoxic
carcinogenicity), the likelihood that the effect will occur is evaluated on the basis of exposure
information. The comparison is in the form of a dimensionless ratio where the NOAEL or LOAEL is
in the numerator, the measured or estimated exposure is in the denominator, and both are in the same
units. Exposure estimates higher than or equal to the NOAEL or LOAEL indicate concern. Those
exposures lower than the NOAEL or LOAEL are evaluated on the basis of expert judgment of the
uncertainties related to the following parameters, as outlined in Ref. 129:

« the uncertainty arising, among other factors, from the variability in the experimental data and
intra- and interspecies variation;

* the nature and severity of the effect;

* the human population to which the quantitative and/or qualitative information on exposure applies;
» the differences in exposure (route, duration, frequency and pattern);

* the dose—response relationship observed; and,

» the overall confidence in the database.

These assessment factors are similar to those covered by the uncertainty factors of the tolerable
intake approach. However, in contrast to the TI approach where expert judgments about the
appropriate factors are considered in determining a “safe” dose, which is then used to estimate a
guidance value, the MOS approach relies on expert judgments to reach conclusions about given
exposures on a case by case basis.

Because the MOS/MOE is a risk characterization technique (i.e., it combines both dose—response
and exposure assessment), the results should be compared to other established risk characterization
techniques, such as the development of criteria or guideline values. (A good discussion of the



development of guideline values can be found in Ref. 30). One advantage of deriving a guidance
value from a TI when compared to the MOS is that exposures at or less than the guidance value can
generally be interpreted as without risk. However, when exposures exceed the guidance value, then
expert judgment is needed to interpret the significance in health terms of the exceedence. One
advantage of the MOS when compared to the guidance values (from a TI) is that not all toxicity
databases are strong enough to develop a TI, yet generally these databases can be used to determine a
MOS. However, additional care is needed in interpreting of this MOS because the database is
correspondingly weaker.

Overlap often exists between the derivation of a guidance value (from a TI) and MOS. This is not
unexpected nor necessarily undesirable. However, in such situations, an analysis of these techniques
in relationship to each other should be conducted.

Although this type of approach has been used for a number of years in noncancer risk assessment, its
use in cancer risk assessment is also becoming more prevalent. Some of the issues and concerns
raised with these approaches are pertinent to noncancer risk assessment as well. For example, Health
Canada utilizes an Exposure/Potency Index (EPI) (29) to characterize risk from “nonthreshold
toxicants” and provide guidance for determining further action under the Canadian Environmental
Protection Act. The EPI approach compares quantitative estimates of carcinogenic and mutagenic
potency to the estimated daily intake of the substance by the general population (or high-exposure
subgroups) or to concentrations in specific media. A margin of exposure (MOE) analysis is
recommended by the USEPA in its proposed cancer guidelines (134) as the default approach when
there is no evidence for linearity and there is sufficient evidence to support an assumption of
nonlinearity.

Each of these approaches (i.e., MOS, MOE, or EPI) is similar in that they compare an experimental
dose or potency to an exposure to determine the ratio; the larger the ratio, the “safer” the presumed
exposure. Although the ratios may be based on scientific data, the interpretation of these ratios is
more of a management judgment. Health Canada (29) clearly identifies the EPI as a tool to
characterize risk and provide guidance in setting priorities. Under the CEPA mandate, this is the
extent of decision making that needs to be addressed, and guidance is provided as to what ranges of
EPIs would indicate priority for further action. USEPA (134) discusses MOE in the dose—response
section of cancer assessments, even though it is clearly a risk characterization concept, because it
compares dose—response information and exposure data. The proposed USEPA cancer guidelines
include a general discussion of some factors that may be considered guidance for the risk manager in
determining the appropriate MOE. These are based upon the traditional uncertainty factors utilized in
the tolerable intake approaches. However, no definitive suggestions are made for applying these or
other factors.

Although developing a MOS, MOE, or EPI is useful in evaluating safety, alternatives exist to
characterize the risk when a predetermined exposure level does not exist. One approach is to develop
a guidance value, or criterion. How should the estimate of these guidance values fit with approaches
such as the MOE or EPI? Specifically, for the MOE, the risk manager must determine a priori which
factors need to be included in extrapolating from, for example, an LED, ; from animal bioassay data

to a “safe” intake level for humans. This is best handled by the using uncertainty factors, in a manner
similar to that currently used in the tolerable intake approaches for noncarcinogens and the
subsequent development of guidance values. Because not all LED s are created equally—some will

be based on increased incidences of severe lesions; others will be based on precursor lesions with no
immediate health impact—a comparable strategy of uncertainty factors based on scientific data is
needed.
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5 Summary

The field of noncancer risk assessment is changing. Improvements based on research and analysis
during the last 20 years have yielded newer, more quantitative methods for determining health risks
associated with chemical exposures—whether such exposures are from the workplace or the
environment. These methods can answer more questions asked of the existing data and allow better
risk management decisions. These methods also have broader use and may integrate this area of risk
assessment with those that focus more on cancer toxicity and chemical mixtures.
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Interactions
C.T. De Rosa, Ph.D., H. Hansen, S. Wilbur, H. R. Pohl, H. A. El-Masri, M. M. Mumtaz

Environmental Exposures

We live in a chemical world, and exposure to xenobiotics is a fact of life. Humans are exposed daily
to a variety of chemicals including but not limited to large categories of pesticides, pharmaceuticals,
household products, and food additives. Chemical exposures can be intentional or unintentional, to a
single chemical or to a mixture of chemicals. Exposures to environmental chemicals occur in
populations living in inner cities near chemical manufacturing plants (1, 2) hazardous waste sites,
and in the near field runoffs from fields and fertilizers (3). An overturned cargo train or
transportation truck can spill chemicals in a pristine environment and become a source of pollution,
contamination, and exposure, and eventually lead to an emergency response event. Exposures to
environmental chemicals can affect humans, animals, and plants. Thus people of various interests
and backgrounds are concerned about environmental exposures. Everyone carries a body burden of
chemicals that range from primary elements and radioactive materials to synthetic, persistent
chemicals such as dioxins, polychlorinated biphenyls (PCBs), and certain chlorinated pesticides. The
major issue is not whether we are being exposed to mixtures of chemicals, but whether these
exposure levels exceed the body's ability to detoxify, adapt, or otherwise compensate.

Following a chemical exposure, the body exhibits a spectrum of biologic responses (Fig. 6.1) (1).
For many chemicals, low-level human exposures do not produce observable health effects.
Physiologically, the body adjusts to the presence of chemicals at this level through adaptive
mechanisms. As chemical exposure increases, effects such as enzyme induction and certain
biochemical and subcellular changes of uncertain significance may result. The body may have
compensatory mechanisms at this level of chemical exposure (3). However, as chemical exposures
continue to increase, observable adverse effects may ensue as the body exhausts its adaptive and
compensatory mechanisms. Such adverse effects could lead to biochemical, pathophysiologic,
histopathologic changes resulting in organ dysfunction. Exposure to higher levels of pollutants could
lead to morbidity and mortality. Exposures from multiple sources or pathways may lower the
threshold for adverse health effects along this continuum. Considering that humans generally lack
homogeneity in biochemical characteristics, some groups within the population will be more
susceptible to chemical exposures than others.
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Figure 6.1. Spectrum of biological response to environmental pollutant exposure.

Thus it is important that exposure to environmental chemicals be viewed in the context of overall
chemical exposures. Concurrent exposures to chemicals such as welding fumes, indoor air
pollutants, tobacco smoke, alcohol, and prescription and nonprescription drugs complicate the health
risk assessment of low-level, involuntary, environmental exposure such as may occur at hazardous
waste sites. Voluntary exposures to some chemicals frequently entail exposures to relatively high
chemical concentrations and are usually well defined and quantifiable, whereas involuntary
exposures from waste sites may be at low concentrations and difficult to characterize and quantify.
Individual control over exposure varies across personal, occupational, and environmental chemical
exposure pathways (Fig. 6.2). Personal exposures such as firsthand tobacco smoke or alcohol are
voluntary. Occupational exposure is voluntary, but the individual generally has less control over
these exposures. On the other hand, individuals usually have few options for controlling
environmental exposures under ordinary circumstances. In most cases, other than relocation, there
are no clear options for individual control over hazardous waste exposures. Often an individual may
not even be aware of the site, the exposure pathways, or the nature of the exposure. In terms of
concentrations, for general populations, personal exposures are usually at higher levels than
hazardous waste exposures. Such combined exposures may produce obvious adverse health effects
or compromise physiologic defenses that are necessary for maintaining homeostasis.

Hazardous waste

Occupational

Figure 6.2. Human exposures to chemicals in the environment.

The potential for combined chemical exposures to compromise physiologic systems may be greater
in susceptible populations that include children, elderly persons, women of childbearing age, fetuses,
persons with certain genetic disorders, and persons with preexisting infirmities (3). In such
populations, pollutant burdens can initiate pathophysiologic changes at lower levels in comparison to
the general population. For example, human infants and children differ from adults in size,
immaturity of biochemical and physiologic functions in major body systems, and body composition



in terms of proportions of water, fat, protein, mineral mass, and chemical constituents (4, 5). During
the first 2 months of life, rapid development occurs in the brain (cell migration, neuron myelination,
and creation of neuron synapses), lungs (developing alveoli), and bones (rapid growth).
Development of the brain and lungs continues until age 12, at which time gonad maturation, ova and
sperm maturations, and breast development occur (6). Depending on the chemical, the stage of
growth and development may be a critical factor in determining toxicity (7). Finally, the contribution
of hazardous waste to exposures of populations living near hazardous waste sites may constitute a
significant contribution to overall body burdens when concurrent with occupational and personal
exposures.

Historically, health concerns from exposure to single chemicals drive criteria derivation procedures.
Usually, the target chemical, or group of chemicals, is identified by a government agency,
international organization, or an advisory body based on legislative mandate, evidence or potential
for human risk, or community concerns. For each chemical, exposure and health effects data are
reviewed, and a single route-specific index of “acceptable” exposure is derived for the chemical.
This approach is taken by several organizations such as the American Conference of Governmental
Industrial Hygienists (ACGIH), the Agency for Toxic Substances and Disease Registry (ATSDR),
the National Institute for Occupational Safety and Health (NIOSH), the U.S. Environmental
Protection Agency (EPA), and the World Health Organization (WHO) (Table 6.1). However, most
exposures are not to single chemicals, but to complex mixtures of chemicals that can affect public
health through multiple routes of exposure. The Comprehensive Environmental Response,
Compensation, and Liability Act (CERCLA, or Superfund) of 1980, the Clean Air Act of 1990, and
the Food Quality and Protection Act of 1996 all mandate organizations and agencies to consider
multiple chemical exposures, sequentially or simultaneously, while setting the criteria to protect
public health from potential health effects of chemicals. Thus one has to consider comprehensive
risk to populations that are exposed not only to a specific mixture but also to additional
environmental agents and naturally occurring compounds that may enhance, inhibit, or contribute to
the health risks posed by that mixture. In very few cases, the available information on a mixture and
its components is reviewed and a criteria for the mixture are derived. The purpose of this chapter is
to highlight issues relevant to the joint toxicity assessment of chemical mixtures through the use of
representative published studies, to present the alternative experimental testing approaches for
mixtures, and to promote the use of innovative techniques to advance joint toxicity assessment
methods.

Table 6.1. Examples of Agencies and Their Derived Criteria

Agency or Organization Acronym Criteria Derived
American Conference of ACGIH Threshold limit value (TLV)
Governmental Industrial

Hygienists

Agency for Toxic Substances and ~ATSDR Minimal risk level (MRL)
Disease Registry

National Institute for Occupational NIOSH Recommended exposure level
Safety and Health (REL)

Occupational Safety and Health OSHA Permissible exposure level
Administration (PEL)

U.S. Environmental Protection U.S. EPA Reference dose (RfD);
Agency reference concentration (RfC)
U.S. Food and Drug U.S.  Acceptable daily intake (ADI)
Administration FDA

World Health Organization WHO Environmental health criteria



(EHC)

Types of Mixtures

Simple Mixtures Human populations are exposed to a range of chemical mixtures that can be simple
or complex, partially or completely characterized, and of stable or varying composition. This can be
illustrated through a continuum of mixtures as illustrated in Table 6.2. In the field of anesthesiology,
combinations of well-defined anesthetics under completely controlled exposure regimens have been
used for a long time. For example, morphine in combination with other epidural anesthetics has been
used effectively to provide improved overall pain relief following surgery (8). This is an example of
a simple mixture that is completely characterized, and the route and duration of exposure are
completely controlled.

Table 6.2. Continuum of Chemical Mixtures to Which Humans Can Be

Potentially Exposed
Mogensen et al. (8) Institute of Medicine (9)

Exposure and ~ Well-defined, I1I-defined, uncontrolled
conditions controlled
Causative agents Bupivacaine, Unknown chemical/biological

morphine, and petroleum combustion products

Clonidine
Route of Inhalation and epidural Mixed; inhalation, oral or dermal
exposure
Monitoring data Complete Very limited
Hypothesis Yes No
testing

Complex Mixtures At the opposite end of the spectrum is exposure to complex mixtures, which can
be intentional or unintentional. During the Gulf War, military personnel were intentionally exposed
to vaccines and preventive agents including anthrax vaccine and the chemical warfare antidote
pyridostigmines (9). Unintentional exposures included chemical/biologic agents and smoke and
petroleum combustion products. Potential exposures could have been through a combination of
inhalation, oral, and dermal routes. Such mixed exposures were associated with symptoms such as
fatigue, abdominal pain, diarrhea, headache, memory loss, skin rashes, and hair loss. Also, the
exposure occurred under varying environmental conditions of temperature, humidity, and high
winds. These types of complex mixture exposures pose a formidable challenge for health risk
assessors. In general, the availability of information on chemical mixtures encountered in the real
world varies greatly between simple and completely characterized, and the highly complex and
poorly characterized mixtures.

NIOSH estimates that more than one-half of the U.S. workforce is employed indoors, and that this
trend will continue to expand (10). This trend is paralleled by the increase in reports of symptoms
and signs related to indoor air environments. These effects range from nonspecific symptoms of
headaches and eye irritations to signs of allergic and infectious diseases. Although the majority of
health problems reported in indoor workers cannot be attributed to specific exposures, evidence
suggests that multiple factors are involved including microbiologic, chemical, physical, and



psychologic/social stressors. In addition, voluntary exposures to tobacco, prescription and
nonprescription drugs, alcohol, herbal remedies, vitamins, and cosmetics add to the complexity.

Some of the most complex and hard to characterize mixtures are those found at hazardous waste sites
because hundreds of chemicals have been identified at such sites (11-13). Attempts have been made
to rank them singly (14—16) and in combination (15, 17) based on the threat they pose to the
environment and to public health. Parameters influencing exposure, such as transportation of
chemicals from waste sites to receptor populations, have also been examined (18, 19).
Environmental laws such as CERCLA (or Superfund) section 104, as amended by the Superfund
Amendments and Reauthorization Act (SARA) (USC 9604) [1][2]), have helped to focus efforts on
the fundamental issue of assessing the impact of chemicals and chemical mixtures. Through this
legislation, ATSDR has been specifically mandated to identify individual substances and
combinations of substances that pose the greatest public health hazard at hazardous waste sites. The
information thus obtained allows the agency to pursue activities such as developing toxicological
profiles, identifying substance-specific data needs, and establishing research agendas.

Until recently, basic and critical information necessary for identifying the mixtures most commonly
found at hazardous waste sites was not available. ATSDR's Hazardous Substance Release/Health
Effects Database (HazDat) is a searchable database that captures pertinent information from public
health assessments performed by the agency for hazardous waste sites on the National Priorities List
(NPL). HazDat contains environmental contamination and other data from more than 3500
hazardous waste sites or events for which ATSDR has conducted public health assessments,
prepared consultations, or provided responses to emergencies involving releases of substances into
community environments (20). Using HazDat, the agency produced a list of the top 275 single
substances of public health concern at U.S. hazardous waste sites (12). The algorithm used to rank
these single chemicals is driven by empirical data and consists of three components: frequency of
occurrence, inherent toxicity, and potential for human exposure. Scores from each of the three
components are added, and the chemicals ranked according to their overall score. This single-
substance list is unparalleled in the public health arena since it is based on the most comprehensive
data readily available regarding contaminants at hazardous waste sites. A trend analysis was
performed, employing HazDat, to identify the substances and mixtures that occur most frequently in
three environmental media: water, soil, and air. This analysis revealed that water, soil, and air were
contaminated at 1067 (90%), 894 (75%), and 222 (19%) sites, respectively. Within these subsets of
sites, 965 (90%) 770 (86%), and 139 (62%), respectively, exhibited two or more contaminants. The
results for the highest occurring single substances and binary and trinary combinations are given for
the three media in Table 6.3.

Table 6.3. Priority Substances Found in the Environment: Frequencies of Occurrences of Sir
Substances and Their Combinations at 1188 Hazardous Waste Sites”

% % %
of Single of of
No. Sites Substance Sites Binary Pairs Sites Trinary (Tertiary) Combinati
Water
1 424 TCE 23.5 TCE Perc 11.6 1,1,1-TCA TCE Perc
2 384 Lead 18.9 Lead Chromium 10.6 Benzene TCE Perc
3 27.3 Perc 179 1,1,1-TCA TCE 10.6 Lead Cadmium Chro
4 25.8 Benzene 17.3 TCE Lead 9.8 1,1,1-TCA 1,1-DCA TCE
5 25.8 Chromium 17.2 Lead Cadmium 9.7 Lead Arsenic Cadn
6 23.9 Arsenic 17.0 benzene TCE 9.7 TCE Perc Lead
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7.5 Lead
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1.8 TCE

14 1,1,1-TCA
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1.3 Benzene
1.3 1,1,1-TCA

Copper Zinc
Lead Chro
Nickel Cadn
TCE Perc
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Toluene Perc
TCE Toluc
Toluene Perc
Toluene Perc
TCE Perc

1,1,1-TCA  Perc
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@ MeCl = methylene chloride, PCBs = polychlorinated biphenyls, Perc=perchloroethylene

(tetrachloroethylene), 1,1,1-TCA = 1,1,1-trichloroethane, TCE = trichloroethylene, trans-1,2-

DCE = trans-1,2-Dichloroethylene.
Completed Exposure Pathways
The mere presence of single chemicals or chemical mixtures in the environment does not indicate
that a health threat exists. A four-step process is proposed to identify the chemicals that present an
actual risk to human health or wildlife (Fig. 6.3). This process allows chemicals and chemical
mixtures of concern at waste sites to be identified in a systematic manner by combining the hazard
assessment and exposure assessment information of the chemicals (19). In the first step, an all-
inclusive list of chemicals is identified. Second, a list is prepared of those chemicals found off-site in
environmental media. This takes into account the uneven movement of the chemicals through
various environmental pathways from the source of disposal to other areas in the vicinity of the site.
The third step involves compiling a list of chemicals with completed exposure pathways. This is a
list of chemicals for which all data are available to establish the link between the source of
contamination, the mechanism of transport through environmental media, routes of exposure, and a
receptor population. Populations have been exposed to such chemicals in the past, are being exposed
at present, or will be exposed in the future unless remedial actions are taken. Finally, the chemicals
of actual public health concern are selected by comparing the concentrations found with medium-
specific, health-based comparison values (and indicating those chemicals) that exceed the established



safe levels. If the concentration of a chemical in a given medium exceeds the appropriate comparison
value, the chemical is retained as a contaminant of concern for further evaluation. The most often
used comparison values are: environmental media evaluation guides (EMEGs), reference doses
(RfDs), cancer slope factors, health advisories (HAs), water quality criteria (WQCs), and permissible
exposure limits (PELSs).

Determing on-site groundwater contaminants
l I Water, air soil, biota |

Determine off-site groundwater contaminants

Source

Transport through environmental media
Point and route of exposure

Receptor population

Determing off-site groundwater contaminants
with completed exposure pathways

Toxicologic evaluation
Comparison values

Determing off-site groundwater contaminants
of actual public health concern

_—» Substance-specific applied research
Determine public health actions %ﬁ- Health Studies
= Site-specific health education

Figure 6.3. The identification of chemicals/chemical mixtures found in completed exposure
pathways.

Thus environmental chemical mixtures are characterized through the identification of individual
chemical components in completed exposure pathways and joint toxicity assessments are carried out
on such mixtures that pose a potential threat to human health and/or the environment.

Interactions
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Approaches for Assessment of Joint Toxic Action

Historical Background

Toxicity assessments for chemical mixtures are based on the following major concepts of “joint
action” as defined by Bliss (21).

Similar joint action: The chemicals produce identical effects but have different potencies, so that one
component can be substituted for a constant proportion of the other. The toxicity of a mixture is
predictable directly from that of the constituents if their relative proportions are known. Thus
components of a mixture behave as concentrations or dilutions of one another, differing only in their
potencies. This type of joint action is commonly referred to as dose addition.

Independent joint action: The chemicals act independently and have different modes of toxic action;
that is, the toxicity of the first component may or may not be correlated with the toxicity of a second
component. Thus the toxicity of the mixture can be predicted from the dosage—mortality curve for
each constituent applied alone and based on the correlation in toxicity between the two chemicals.
The observed toxicity can be computed on this basis irrespective of their relative proportions. This
type of joint action is commonly referred to as response addition.

The mixture of concern, similar mixture, and component-based approaches are used to perform joint



toxicity evaluations of chemical mixtures (22, 23). These three approaches parallel the differences in
the categories of chemical mixtures that are encountered in day-to-day life. These categories are
based, for the most part, on the nature and number of components in the mixture. The health risk
assessors utilize all the plausible approaches that can be applied, compare the results, and decide to
use the approach that best suits a given exposure scenario. The results of such multiple analyses may
be useful in describing the uncertainty in the joint toxicity assessment. In practice, the use of all three
approaches may not be possible for every mixture because of lack of data, time, and other resources.

The “mixture of concern” approach is the most direct and simple method and entails the fewest
uncertainties. Hence, it can be called the preferred approach. This approach, however, is the one that
can be least frequently applied because it requires that toxicity data be available on the specific
mixture of concern and that these data be adequate for deriving an integrated allowable level, such as
a minimal risk level (MRL), for the mixture. An MRL is defined as an estimate of daily human
exposure to a mixture that is likely to be without an appreciable risk of adverse effects
(noncarcinogenic) over a specified duration of exposure. In real life, mixtures with adequate toxicity
data are very few. An MRL was derived for fuel oils, a mixture that may vary to a small degree in its
composition, but is reasonably consistent from sample to sample. The study used in the MRL
derivation represented the actual controlled exposure to a well-defined mixture (24). Often it is not
possible to derive a single assessment value that can be used directly in every exposure scenario
because some mixtures, such as gasoline, are generally substantially variable in composition
depending on the source of the crude oil or differences in the fractionation process. Furthermore,
limitations of the mixture of concern approach include uncertainties regarding the extent to which
the mixture from the exposure assessment matches the mixture that is the basis for the MRL, due to
changes in its composition with time and distance from the release, and/or differences in the original
mixture.

Interactions
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Approaches for Experimental Studies of Mixtures

Many approaches can be used for experimental studies of mixtures, depending on the desired goals
(31). Problem definition and the formulation of specific questions are important steps that need to be
addressed before selecting a specific approach. If toxic effects and risks posed by a mixture are to be
determined, then the toxicologic evaluation of the mixture is carried out by testing the whole mixture
through the tier or screening approach. If a causative agent(s) is to be determined to mitigate
exposures to the active ingredient of a mixture or to identify the source of pollution, bioassay-
directed fractionation is carried out. Finally, if the tools for predictive values are being developed,
then toxicologic evaluation of individual components, in various combinations, is carried out to gain
toxicologic knowledge about the mechanism and mode of action as well as mechanisms of
interactions between the components and within the mixture.

Ideally, all the components of the mixture need to be identified, and their toxicity experimentally
determined or obtained from the literature. Several testing protocols can be used to obtain
appropriate information, but the actual experimental design depends on the number of chemical
components of the mixture and if it is desirable to assess possible existing interactions between
chemicals in a mixture. The mixture should be tested both at high effective concentrations and at low
realistic concentrations.

Once the data are generated, it is necessary to analyze and interpret them. Many descriptive terms
and mathematical, graphical, and statistical models have been used to evaluate the joint toxicity of
mixtures. Interactive effects of compounds in mixtures with more than three compounds can be best
ascertained with the help of statistical designs such as (fractionated) factorial designs or ray design.



In view of the importance of joint toxicity assessment of human exposure to multiple toxicants,
appropriate experimental designs and methods of analysis must be used to support conclusions of
additivity, synergy, and antagonism.

Whole Mixtures

Whole mixture studies involve exposing test systems to the intact mixture and conducting exposure—
response studies to evaluate the nature and magnitude of the hazard associated with exposure. The
design of these studies is usually chosen to reflect the net effect of all compounds in the mixture.
This approach is applied to study real-life mixtures, such as tobacco smoke, jet fuels, or specially
designed mixtures (88).

JP-5 is U.S. Navy's primary jet fuel. It is made up of a collection of hydrocarbons such as paraffins,
monocycloparaffins, bicycloparaffins, olefins, alkylbenzenes, and others. The whole mixture of jet

fuel JP-5 was administered to groups of 37-50 female C57BL/6 mice at 0, 150, or 750 mg/m3 by
inhalation continuously for 90 d (89). The endpoints evaluated were clinical signs, hematology,
blood chemistry, body weight, and histopathological examination of major tissues. No effect on body
weight gain was noted. The only remarkable finding in mice was hepatocellular fatty changes and

vacuolization at 150 and 750 mg/m3. This study was used to derive an MRL value of 3 mg/kg/d (25).

The whole mixture approach is recommended for situations where the mixtures are not well
characterized and for mixtures with reasonably stable concentrations. In many cases, a whole
mixture approach is advised because it can provide a real-life situation exposure scenario. However,
caution should be exercised since in many cases these mixtures do vary in composition from time to
time and from one exposure to the next. Without knowledge of the individual effects of each of the
components to the response given by the whole mixture, no unique single estimate for risk to
exposed populations can be estimated.

Formulated Mixtures

A systemic toxicity testing of n components in a chemical mixture would involve 2”-1 experiments
to address all possible combinations at one dose level for each component. To include several doses,

one must use a more focused design such as a full-factorial design, which involves k" experiments
when a range of k doses is applied for each of the n components. In most cases, such mechanistically
oriented experiments involve separating the mixture into several components that are studied
together in formulated mixtures.

A classical design in the statistical literature for studying toxicologic interaction is a factorial design
where each of the chemicals in the mixture is studied at all levels of the other chemicals. Generally,
the levels of each factor are evenly spaced so as to cover systematically the dose region of interest.
The logic of a factorial design is to support efficiently the estimation of a response surface that
includes interaction model parameters (90).

A 5 x 5 x5 factorial design was utilized to identify nonadditive effects on developmental toxicity in
Fischer 344 rats caused by combinations of trichloroethylene (TCE), di(2-ethylhexyl)phthalate
(DEHP), and heptachlor (HEPT) (78). The 5 x 5 x 5 full-factorial design was selected to detect
binary and tertiary interactions among the chemicals in the mixture. The chemicals were
administered by gavage to Fischer 344 rats on gestation days 6—15. Dose levels were 0, 10.1, 32,
101, and 320 mg/kg/d for TCE; 0, 24.7, 78, 247, and 780 mg/kg/d for DEHP; and 0, 0.25, 0.8, 2.5,
and 8 mg/kg/d for HEPT. The dams were allowed to deliver, and their pups were weighed and
examined postnatally. Of the nine endpoints that were analyzed statistically, six had significant
binary interactions. Both synergistic and antagonistic interactions were detected among the three
components. Maternal death showed no main effects, but DEHP and HEPT were synergistic. For
maternal weight gain on gestation days 6—8, main effects for all three agents were observed, as well
as TCE-HEPT synergism and DEHP-HEPT antagonism. Maternal weight gain on gestational days
6-20, adjusted for litter weight, showed main effects for TCE and HEPT, but no interactions. Main
effects for all three chemicals were evident for full-litter resorptions and prenatal loss. For full-litter



loss, the TCE-HEPT and DEHP-HEPT interactions were antagonistic. Postnatal loss showed DEHP
and HEPT main effects but no interactions. Analysis of pup weights on day 1 revealed TCE and
DEHP main effects and DEHP-HEPT antagonism; on day 6, DEHP and HEPT main effects, DEHP—
HEPT antagonism, and TCE-DEHP synergism were evident. Microphthalmia and anophthalmia
incidences revealed TCE and DEHP main effects but no interactions. This extensive examination of
a full-factorial design elucidates the complexities of studying and interpreting mixture toxicity.
Although the Narotsky study illustrates the utility of full-factorial design to investigate binary and
tertiary interaction, the study also used the large number of 2000 pregnant rats experimentally.

The feasibility of carrying a full-factorial design with many chemicals rapidly decreases (90). To
overcome the usually costly full-factorial designs, statistically less-than-full designs are used. These
designs are referred to as fractionated factorial designs. A fractionated two-level factorial study was
designed for a combination of nine chemicals in a subacute rat study (91). In the study, an efficient
fractionated design for 16 different groups was used as a subset of the full design, which would have

required 27 (512) experiments. The combination experiments (satellite part) were composed of a
fraction of 1/32 subsets (of the full 512 experiments). The study was intended to find out whether
simultaneous administration of nine chemicals at a concentration equal to the “no-observed-adverse-
effect level” for each of the chemicals would result in a NOAEL for the combination. A 4-wk
oral/inhalation study in male Wistar rats was performed in which the toxicity (clinical chemistry,
hematology, biochemistry, and pathology) of combinations of nine chemicals was examined. The
study consisted of 20 groups, 4 groups in the main part (n = 8) and 16 groups in the satellite part

(n =15). In the main study, the rats were simultaneously exposed to various combinations of all nine
chemicals (dichloromethane, formaldehyde, aspirin, di-(2-ethylhexyl)phthalate, cadmium chloride,
stannous chloride, butyl hydroxyanisol, loperamide, and spermine) at concentrations equal to

“minimum-observed adverse-effect level” (MOAEL), NOAEL, or ;TNOAEL. In the satellite study,
the rats were simultaneously exposed to combinations of maximally nine factors ( = 9 chemicals) in
16 experimental groups (1/32 fraction of a complete study). In the main part, many effects on
hematology and clinical chemistry were observed at the MOAEL. In addition, rats of the MOAEL
group showed hyperplasia of the transitional epithelium and/or squamous metaplasia of the
respiratory epithelium in the nose. Only very few adverse effects were observed in the NOAEL
group. For most of the endpoints chosen, the factorial design revealed main effects of the individual
compounds and interactions (cases of nonadditivity) between the compounds.

Other fractionated designs include ray designs in which mixtures of chemicals under study are
evaluated along rays of fixed ratios. In a ray design, for example, for a mixture of three chemicals
with fixed ratios, represented by chemicals A, B, and C, a 1:0:0 ratio represents a ray of chemical A
alone, while a 1:1:1 ratio represents a ray of equal levels of the three chemicals. A ray design for a
small number of chemicals and many mixture rays can support the estimation of a response surface.
However, the advantage of a ray design is that it can also be used with a mixture of many chemicals
and a few mixture rays (90). The ray design was employed to estimate a response surface of
developmental toxicity in rats using data from an earlier study in which a full-factorial design was
used (78, 90). Similar to the ray designs, other fractional procedures such as the central composite
and Box—Behnken designs use specific regions of the dose—response surface to optimize
combinational experimental procedures.

Mathematical/Statistical Procedures

Once the data are generated, they need to be analyzed and interpreted. Many descriptive terms and
mathematical, graphical, and statistical models have been used to evaluate the joint toxicity of
mixtures. In general terms, the purpose of these models is to help interpret data for the entire range
of the dose—response surface based on a mathematical/statistical description of the interaction
criteria. Thus validated models can also be used to extrapolate from one region to other regions of
the dose—response space. The models can also be used for the development of efficient experimental
design by considering the cycle of model-experiment procedures to optimize the use of resources and
time. The following discussions explain three mathematical and statistical procedures frequently
used by scientists interested in combinational toxicology.



Isobolographic Methods An isobole is a contour line that represents equal effects of two agents or
more in a mixture. Thus, when the joint effects of various dosages of two agents are plotted, each
point of equal response (e.g., EDs, percent lethality, ..., etc.) corresponding to varying doses of

both chemicals form the isobole. Isoboles can be used to characterize the nature of the toxicologic
interaction. This is done by comparing the isoboles to the line of additivity as shown in Fig. 6.9. The

graphical representation of the interactions criteria can also be depicted mathematically as follows:
For additivity:

%+%:+-~+%:=1 (7)

For synergism:
[TgXnical Error] (8)

For antagonism:
[TEXnical Error] 9)

where 4, B, and N, are the doses of chemical components 4, B, and N that produce the measured
response of each chemical as if it were the only component of the mixture. 4, B, and N, are the

doses of each chemical that produce a similar response when the chemicals are all combined
together.
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Figure 6.9. Four types of isoboles for a binary mixture of chemical A and B. Curve I describes no-
interaction effect, curve II is the line of additivity, and curves III and IV depict synergism and
antagonism effects, respectively. M.50% is the dose at which 50% of the tested animals died.

The preceding equations represent the criteria for assessing interaction modes among the different
agents in a mixture (92). However, for these equations to be used, individual chemicals in the
mixture should have a nonzero response at the given doses (i.e., 4, # 0, B, =0, ..., N, # 0). The

major disadvantage of the isobolographic methods is the requirement for a large number of
experiments to produce the individual isoboles. For example, one can start with doses of chemicals 4
and B for a binary mixture, if the response is not equal to the one chosen for the isobole, then doses
of A and/or B have to change up or down until the fixed response is obtained. This highly iterative
procedure is very resources extensive. With a conventional experimental approach, the
isobolographic method is tedious and requires extremely large data sets. For instance, 2000-3000
animals were used to generate an isobole to study the interaction between ethanol and chloral



hydrate effect on the righting reflex of mice (93). Furthermore, the isobolographic methods can only
be applied to chemicals that share similar mechanisms and induce the same endpoint of toxicity.

For chemicals that do not share similar mechanisms, a more general mathematical procedure than
isobolographic methods is employed. One such procedure is the median-effect principle (MEP). This
method is based on the assumption that dose—response relationships of many physical, chemical, and
biological processes, specifically related to ligand—enzyme receptor-site interactions, can be

described by a general formula:
DAk
;_: _ (D_m) (10)

where f, and f are the fractions of the system affected and unaffected, respectively, by the dose (D).
D, is the dose required to produce the median effect (similar to the more familiar ED), and /2 is a

Hill-type coefficient signifying the sigmoidicity of the dose-response curve. Expansions of this

equation to include criteria for the different modes of toxicologic interactions have been published
(94).

The MEP method was used for the analyzing of the interactions effect of combined administration of
immunosuppressive drugs with cyclosporine (95). Cyclosporine is widely used in organ
transplantation. However, its renal, hepatic, and nervous system toxicities limit its therapeutic
potential. This problem was addressed using MEP to find other immunosuppressive drugs that can
interact synergistically with lower (non-toxic) concentrations of cyclosporine.

Response Surface Methodology The response surface methodology (RSM) allows the study of the
mathematical relationship (model) that exists between the chemicals in the mixture and the endpoint
of toxicity. RSM was successfully applied to study the interaction between trichloroethylene, carbon
tetrachloride, and chloroform using the levels of plasma enzyme activities of ALT, AST, and SDH as
endpoints of toxicity in rats (96). This application of RSM showed that carbon
tetrachloride/chloroform and carbon tetrachloride/trichloroethylene both displayed a synergistic
response for each plasma enzyme activity.

The application of the method relies on statistical regression methods efficiently to design
experiments that yield adequate and reliable measurements of the response of interest. The
mathematical model is then developed that best fits the collected data. This is accomplished by
conducting appropriate statistical tests of hypotheses regarding the model parameters.

Isobolographic, median-effect principle, and response surface methods can quantitatively
characterize interaction among components of a chemical mixture. However, these methods cannot
provide mechanistic information for the presence of interactions because they are not based on
biological mechanisms. This shortcoming can be avoided by employing more mechanistically
oriented models such as physiologically based pharmacokinetic/pharmacodynamic (PBPK/PD)
models.

Physiologically Based Pharmacokinetic/Pharmacodynamic Models PBPK/PD models
mathematically describe the processes of absorption, distribution, storage, metabolism, and
excretion; the pharmacodynamic aspects cover the toxic response of the chemical at the target tissue.
Fig. 6.10 is a schematic of a compartmental PBPK model.
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Figure 6.10. Compartments of a typical inhalation exposure PBPK model. Each compartment is
characterized by physiological and biochemical parameters. In this specific example, the chemical
under study is highly lipophilic, which causes its disposition to be blood flow limited. Thus tissues
are selected based on their blood perfusion rates (slowly and rapidly perfused), the chemical's
affinity to the tissues (fat), and metabolism sites (liver). The Qs are blood flows into each
compartment. CVS, CVR, CVF and CVL, are the venous blood concentration of the chemical
leaving the slowly perfused, rapidly perfused, fat, and liver compartments, respectively. CI is the
inhaled concentration, CX is the exhaled concentration, and CA is the arterial concentration of the
chemical in question.

Pharmacokinetic interaction mechanics can be introduced into PBPK models and verified
experimentally. A PBPK model was used to quantitatively distinguish between different types of
enzyme inhibition (competitive, uncompetitive, and noncompetitive) (97). A validated PBPK model
can also be used to investigate the interaction presence at varying levels of exposure to the different
components in a mixture. The PBPK model for the interaction between trichloroethylene and 1,1-
dichloroethylene was expanded to include description of the chemicals interactions at the available
enzyme sites (98). The investigators' efforts showed the presence of an interaction threshold, absence
of interaction, at levels of 100 ppm or less for both chemicals. Expansion of PBPK interaction
modeling to investigate a ternary mixture of alkyl benzene in rats and humans was accomplished
(99). Few examples in the literature illustrate the application of pharmacodynamic models for
analyzing toxicologic interactions. One study was able to investigate quantitatively the interaction
mechanism between Kepone and carbon tetrachloride by the use of PBPD models that described the
rates of injury and death of hepatocytes as they are affected by this highly synergistic interaction
(100). The PBPK/PD model was coupled with Monte Carlo simulations to estimate mortality results
for any given combination of the chemicals. To predict the response surface, mortality results are
applied to the following logistic regression equation:

y = o + Brikep — kep) + F2(CCly — CCLy) + Falkep — kep)(C'Cly — CClLy) (11)

where by, is the background rate of lethality rate, b, is the slope of the dose—response relationship for
Kepone (kep) alone, b, is the slope of the dose—response relationship for carbon tetrachloride (CCl,)
alone, and by is the interaction parameter between Kepone and carbon tetrachloride. The overlined
kep and CCl, are the average estimates of the range of simulated or applied doses of each chemical.

The outcome of Eq. (11) can then be introduced into the following equation to calculate the lethality
percentage:



% lethality = ( ) x 100 (12)

e¥ 41

Subsequently, the model simulations are compared to the experimentally determined lethalities to
estimate the values for all the bs; specifically, b; was significantly different from zero at a value of

0.01 for the interaction between carbon tetrachloride and Kepone. This positive value is indicative of
a synergistic interaction. The regression equations with the model-estimated parameters were then
used to derive the isoboles for the interaction between Kepone and carbon tetrachloride at different
responses (Fig. 6.11) (101).
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Figure 6.11. An illustration of the contour lines (isoboles) of percent lethality of rats exposed to
varying concentrations of Kepone in diet (x axis) and intraperitoneal (IP) injections of CCl1, (y axis).

The lines were generated by PBPK/PD model simulations and a regression equation.

In addition to the complexity of the problem of aggregate toxicity, several problems impair the
proper selection, implementation, and application of these approaches to risk assessment. Because of
this, for example, the occupational hygienist or toxicologist shopping for an appropriate
experimental approach is frequently confounded by the lack of direct comparisons between
approaches. Fundamentally, the characterization of chemical interactions consists of the rejection or
acceptance of a single model or the selection of a particular model from among competing models.
These decisions are based on statistical and/or graphical information involving regression equations,
each with underlying implicit and explicit mathematical, statistical, and data structure assumptions
(102). It is no easy task to distinguish clearly the intrinsic differences, distinctions, and limitations of
these models when applied to characterizing the potential interactive toxicities in the workplace.
Adverse health effects are diverse and include parametric and nonparametric responses for cancers,
and signs and symptoms of organ dysfunction. As such, the choice of model, criteria for goodness of
fit, data transformation, and method of parameter estimation are important to support a
mathematically and biologically sound decision.
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Future Directions and Conclusions

Given the different types of mixtures for which joint toxicity assessment are performed as well as the
many factors that effect the overall toxicity of such mixtures, no single approach is suitable to
conduct such assessment for every exposure scenario. However, developing joint toxicity assessment
procedures and models is a complex data-intensive task because paucity of data is frequently the
bottleneck. For these reasons it is imperative that research to develop appropriate methods continue.

Data gaps can be filled through experimental research to generate key data needed to elucidate
toxicologic mechanisms and decipher the mechanisms of interaction so as to incorporate the
principles of molecular toxicology in predictable mechanistic models. With reference to chemical
mixtures, from the outset, such research should identify elements that could contribute to the joint
toxic action of chemicals such as (1) determination of internal doses through toxicokinetics
(absorption, distribution, metabolism, receptor binding, and elimination), (2) evaluation of
mechanisms of interactions and their significance, (3) identification of multiple target organs that are
affected, and (4) assessment of biomarkers, adducts, and metabolites that can be used to biomonitor
exposures.

This type of integrated systematic research is possible only when the laboratory investigators, the
model developers, and the health assessors work in a collaborative relationship to ensure parallel
research in various areas of this multidiscipline research. Special attention is needed to ensure that
the animals or test system, doses and dosing regimen, and other variables of the experimental
procedure have been selected based on existing data and efficient experimental design to address
existing data gaps in the interlinked areas of research. This type of balanced and pragmatic approach
has been recommended to meet short-term and long-term needs for screening, prioritizing, and
predicting the health effects of chemical mixtures by international panels of scientists educators and
administrators (103, 104).

The limitations of available resources make it unlikely that experimental toxicology will yield direct
information about all the possible mixtures to which humans or other species may be exposed.
Indeed, the information needed to assess hazards from individual chemical exposures may never be
obtained. In the current environment of austere resource allocations and heightened awareness of
animal use in toxicologic research, more pragmatic experimental testing methods must be used
without compromising the sensitivity or specificity obtained through classical methods. Efforts
should take into consideration all options available, including recently developed innovative
techniques. Several innovative approaches can be implemented for the assessment of joint toxic
action of chemicals. To this extent significant advances have been made in alternative toxicologic
testing methods, such as in vitro testing, PBPK modeling, and biologically based dose-response
modeling. Also, correlations have been established between in vitro and in vivo potencies of
chemicals. Hence, several in vitro assays validated with in vivo studies are available to conduct
toxicant interaction studies. Even though most of these tests are still in various investigatory phases,
they have been studied enough to obtain initial estimates of dose-response relationships for mixtures
of chemicals. Using these types of assays, for specific endpoints, it may be feasible to develop a
screen of tests to study interactions. The underlying assumption in such screens is that if biologic
activity in these tests is well correlated with in vivo toxic potency, interaction coefficients measured
using such screening tests may be similarly correlated. The plausibility of such theoretical
assumptions must be further established by highly focused in vivo studies.

An example of such studies is collaborative research between ATSDR and TNO Nutrition and Food
Research Institute to evaluate the role of chemical interactions in the expression of toxicity from
low-level exposure to combinations of chemicals (105). The goal of this project was to compare the



estimated toxicity with experimentally determined toxicity of the mixtures so as to determine the
accuracy and the predictive capability of the assessment method. The procedure used for the joint
toxicity estimates was adopted from the detailed published WOE method (74). Briefly, in the first
step, qualitative weight-of-evidence statements for binary pairs of chemicals were prepared for
various combinations of chemicals such as (1) the effect of butylhydroxyanisole (BHA) on di(2-
ethylhexyl)phthalate (DEHP), (2) the effect of stannous chloride (SnCl,) on cadmium chloride

(CdCl,), and (3) the effect of cadmium chloride (CdCl,) on loperamide (Lop). In the second step,

these qualitative evaluations were converted to numerical scores, which were then combined to
obtain the estimate of toxicity of the four-component mixture. The estimations were made through
integration of the component chemical dose—response assessment with computative algorithms that
incorporate potential chemical interactions. The estimates thus obtained were compared with results
from experimental animal studies using the dose addition, the response addition, and the WOE
models. These comparisons indicate that the WOE approach can be used to estimate qualitatively the
joint toxicity of these mixtures. Additionally, the results from the WOE method provided the best fit
to the experimental results of the mixture of similarly acting nephrotoxicants—namely,
trichloroethylene, tetrachloroethylene, hexachloro-1,3-butadiene (HCBD), and 1,1,2-trichloro-3,3,3-
trifloropropene (TCTFP). However, this was not true for the mixture of dissimilarly acting
nephrotoxicants—namely, mercuric chloride, lysinolalanine, d-limonene, and HCBD. This could
have been anticipated because the WOE method is based on the concept of dose additivity, which in
turn is practiced only when the mechanisms are similar. Thus these results indicated that the WOE-
approach evaluations, based on consideration of common mechanisms, can lead to better estimates
of joint toxic action than the default assumption of dose additivity. These results also confirmed
earlier suggestions (74) that the WOE evaluations should be effect and target-organ specific because
none of the models tested could approximate the observed responses in organs other than the target
organs. Thus, to verify the role of chemical interactions and the overall toxicity of a mixture, these
kinds of specially designed focused experimental studies need to be conducted to help advance the
methods for the toxicity assessments of chemical mixtures.

Screening a selection of mixtures in in vitro assays can identify a broal range of interaction
relationships that could be beneficial to the ultimate goal of predicting interactions. Consequently, in
vivo measurements could be made to confirm the previously determined in vitro relationships
covering comparable concentrations. The linkage between the in vitro and in vivo assay correlations
needs to be strengthened by testing chemical mixtures for various effects such as nephrotoxicity,
neurotoxicity, and hepatotoxicity in target-organ-specific assays.

An experimental parallelogram design has been used to conduct such carefully planned and goal-
oriented research (Fig. 6.12). This design allows multispecies comparisons as well as extrapolation
to humans. As a first step, in vitro rodent species bioassays (rats, mice, or hamsters) are conducted to
test the toxic effects of chemicals. Results from such studies are validated in in vivo rodent studies.
These studies are then followed with in vitro studies with human systems (e.g., human cell lines) to
evaluate the findings of the animal studies. Thus the in vitro rodent studies are used to confirm the
initial in vivo rodent findings, and these results are subsequently confirmed in vitro in human
systems. The information thus generated is used to extrapolate the potential effects of the chemicals
to humans. With this design, humans and rats have been shown to have comparable metabolism of
1,3-butadiene which differed from metabolism in mice (106). These comparative data suggested that
because the concentration of butadiene epoxide, the active moiety, will be low in humans, the human
cancer risk following exposure to butadiene will be similarly low. However, if this assessment was
based only on mouse data, the risk would have been incorrectly estimated. This experimental design
can be employed for the study of toxicity of chemical mixtures. Eventually, the transformation of in
vitro findings to in vivo observations can be met using computational tools such as PBPK modeling
and biologically based dose-response modeling.
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Figure 6.12. In vitro—in vivo extrapolation between animals and humans.

In general, computational methodologies provide insights and focus for strategic research. Such
methods have to be used to formulate specific hypotheses, based on available data. Then appropriate
hypotheses that support public health assessments have to be subjected to experimental testing
through collaborative research with partners using in vitro or limited in vivo studies. The results of
such investigations may lead to further testing, revisions in hypotheses, and/or the formulation of
new hypotheses. When verified, such hypotheses would allow the development of generalizable
rules that can be applied to mixtures of interest that have not been subjected to testing, cannot be
subjected to testing, or cannot be used until testing data become available. ATSDR has established a
computational toxicology laboratory with capabilities to conduct PBPK extrapolations and
quantitative structure—activity relationship (QSAR) studies that allow extrapolations of toxicity
within and across chemical classes. Such studies are being supported through collaboration among
governmental bodies, the private sector, and academic institutions.

Through cooperative agreements with research institutions, alternative mixtures toxicity testing
methods are being developed. Cell culture systems and in vivo animal studies are being employed to
generate mechanistic and pharmacokinetic information. Following is a brief description of some
studies that are ongoing;:

1. Human keratinocytes have been used to test the departure from additivity in chemical mixtures
of frequently co-occurring metals using cytotoxicity as an index (107). When individual dose—
response curves of arsenic, cadmium, chromium, and lead were used in conjunction with the
mixtures of these four metals at seven different concentrations, six of these concentrations were
found to follow additivity while one of these concentrations showed a highly significant antagonistic
effect. In a series of in vivo animal studies, the role of individual chemicals in producing liver foci
by a mixture containing arsenic, 1,2-dichloroethane, trichloroethylene, and vinyl chloride was
studied. Preliminary results show that arsenic is the main component responsible for the antagonistic
interactions observed for this mixture.

2. Cultured Rhesus monkey renal cortical cells have been used to investigate the interactions
between cadmium and mercury (108). The release of lactate dehydrogenase (LDH) was measured
for selected concentrations of 0-50 mM HgCl,, CdCl,, or binary mixtures of both metals in varying

ratios of 20:1, 10:1, 5:1, or 2:1. To characterize the interaction, the data were analyzed graphically
and mathematically using statistical isobologram, linear, and nonlinear models. The isobolographic
and response surface analysis suggested antagonism, while nonlinear models concluded no
interaction. Most models supported an overall synergistic interaction when data from all mixing
ratios were modeled together. However, individual data set analyses revealed that as the ratio
decreased from 20:1 to 2:1, the nature of the interaction gradually changed from synergism to
additivity. The relationship was consistent among all the models used, but was most clearly revealed
by the linear models.

3. With a goal to develop a PBPK/PD model to integrate tissue injury and repair, an in vivo study
has been designed to evaluate the toxicologic interactions between trichloroethylene, thioacetamide,
allyl alcohol, and chloroform. Liver injury was measured by monitoring plasma enzymes, ALT and

SDH, and histopathology. The tissue generation was measured by [H3 ]-thymidine incorporation into
hepatic nuclear DNA. Preliminary results indicate that the mixture of four hepatotoxicants caused



additive toxicity. The model will be used to quantify liver injury, repair, and the overall joint toxic
action as a function of mixture dose.

4. Polycyclic aromatic hydrocarbons (PAHs) and halogenated aromatic hydrocarbons (HAHs)
were tested utilizing a battery of cell culture assays (genotoxicity, immunotoxicity, etc.) to
investigate the toxicity of several classes of environmentally important chemical mixtures. Results
from a genotoxicity assay using binary and tertiary mixtures of PAHs revealed a dose—response
gradient with B(a)P—chrysene mixture, suggesting an interaction. Similar studies with complex
mixtures and isolated fractions indicate that the B(a)P content of the PAH mixture cannot be used to
predict the genotoxicity. The results from assays of an extract of a manufactured gas plant residue
separated into four fractions revealed that genotoxicity varied from fraction to fraction (109).
Analyses are being performed to determine the role of high-molecular-weight PAHs or possibly
alkyl-substituted PAHs.

The above examples of collaborative research investigations were based on HazDat analyses and
observations that several simple mixtures could be identified that would lend themselves to the
design of experiments and a systematic way to obtain data. They follow the general hypothesis that
research conducted on a small group of chemicals or simple chemical mixtures could benefit
communities being exposed to multiple chemicals, such as those living in the vicinity of hazardous
waste sites. Additionally, the insights attained from such experimental and computational studies
develop professional judgment as a substitute until generalizable rules for joint toxic actions are
formulated.

Parallel progress in experimentation, quantitative modeling, and assessment are important to
devising generalizable rules through in-depth analysis of data (Fig. 6.13). In the meantime, continued
focused experimental/computational research is needed for conducting joint toxicity assessments to
ensure adequate public health protection. This assessment process will benefit by using a team
approach wherein experimental scientists, model developers, and health risk assessors work to
develop consensus on those issues key to protecting the public's health.
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Figure 6.13. A strategic mixtures research program that allows parallel progress between
experimental assessment, and computational techniques.

In conclusion, the carcinogenic and noncarcinogenic toxicities associated with chemicals found in
the environment do not necessarily translate into actual adverse human health or environmental



effects. One must ascertain the extent of actual exposure experienced by populations at risk and the
susceptibility of members of such populations (13). Thus the risk-assessment process must be
considered as one component of risk analysis, which also includes biomedical judgment and peer
review as recommended by the NRC (110) as well as risk communication and risk management
(111). Fig. 6.14 is an illustration of the multiple components of the overall decision-making process
of risk analysis. Importantly, this process should reflect a rigorous identification of attendant
uncertainties associated with the components of risk assessment as part of risk analysis (112). This
procedure would allow the types and the extent of uncertainties to be highlighted, thus promoting the
appropriate interpretation of numerical risk estimates in decision making. Although the utility of
numerical risk estimates in risk analysis is recognized, these estimates should be considered in the
context of the variables and assumptions involved in their derivation and in the broader context of
biomedical opinion, host factors, and actual exposure conditions. Thus the actual parameters of
environmental exposures must be given careful consideration in evaluating the assumptions and
variables relating to both toxicity and exposure.

Biomedical judgment

Hazard
identification

Dose response
assessmeant

Risk characterization,
communication and
management for
Sensitive
individuals

Populations

Figure 6.14. The elements of risk analysis with emphasis on biomedical judgment, including
molecular epidemiology.

Lack of knowledge and understanding of data make it virtually impossible at this time to determine
whether current approaches to protecting public health from the adverse effects of chemical mixtures
are adequate. However, from the perspective of protecting public health a high priority needs to be
given to identify and conduct research on specific mixtures. Through advances in focused
experimental and computational methods it is possible to develop simulation programs that allow
modeling of chemical mixtures behavior in biological systems and predict their toxicologic response.
Hence, it is important to continue developing suitable new methods and improving old ones for
mixture-related research. These types of efforts will help us understand the characteristics of
hazard/risk (113) and allow us better to identify, quantify, and express uncertainties in mixture-
related risk assessments (103).
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Ecogenetics: The Study of Gene-Environment Interactions
Daniel W. Nebert, Amy L. Roe, Ph.D

1 Introduction

What is “an environmental disease?” Why are some individuals and some families affected more
easily than others? Indeed, even within families, why are some members affected whereas others are
not? When taking the same dose of a prescribed medication, why do some patients—but not others—
experience side effects? Why do only 7 out of every 100 cigarette smokers die of lung cancer? The
answer to each of these questions involves interindividual genetic variation and the environment.

We begin this chapter with brief descriptions of the reasons for environmental illnesses. Next,
genetic terminology and a definition of “susceptibility genes” are covered—followed by our current
understanding of the drug-metabolizing enzymes (DMEs) and the receptors that regulate DME
genes. Subsequently, we provide a number of examples and brief summaries of the present-day
knowledge of many of these polymorphisms. Last, we speculate as to why these human
polymorphisms might exist in the first place. Many of the references cited include reviews in which
the reader will find numerous additional studies cited and details described.
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2 Exposure and Genetic Predisposition

What is “an environmental disease?” Table 7.1 is not intended to be inclusive, but lists more than a
dozen examples of environmentally caused diseases. As will become clear, the two most important
determinants in one's risk of developing an environmental disease are (/) exposure and (2) one's
unique genetic makeup.

Table 7.1. Examples of Environmentally Caused Diseases

Bronchogenic carcinoma in cigarette smokers

Chronic bronchitis, emphysema, and heavy wrinkles in cigarette smokers
Liver fibrosis and cirrhosis in alcoholics

Drug-related lupus syndrome in patients taking procainamide

Dangerously lowered blood pressure in patients taking debrisoquine or
sparteine

Lung cancer in people exposed to radon

Malignant melanoma, other skin cancers, heat stroke, sunburn in persons
exposed to excessive sunlight

Lung cancer in uranium mine workers

Chloracne, porphyria cutanea tarda in workers exposed to dioxin and other
halogenated hydrocarbons

Ataxia, lowered mentality in persons exposed to high levels of lead

Increased risk of chronic myelogenous leukemia in workers exposed to
benzene, and of urinary bladder cancer in chemical dye workers

Asthma in children and adults exposed to indoor or outdoor air pollution



Toxicity or malignancy in persons living near a hazardous-waste site

The first six examples in Table 7.1 represent large doses of an environmental agent that can be quite
easily documented by a good medical history [e.g., pack-years of smoking (number of cigarette
packs smoked per year multiplied by number of years that the person has smoked), quantity of
alcohol consumed, length of time and the dose of drug taken, length of time living in a radon-
exposed house]. The next three examples represent exposures to sun and the outdoors and to
chemicals in the workplace; quantitation in these cases is generally more difficult than the first six
examples (e.g., “What is the actual number of days worked? Was the exposure identical for all these
days? Are we dealing with a single chemical or a mixture of multiple chemicals?”). The last four
examples in Table 7.1 depict even fuzzier cases in which a cause—effect correlation can be inferred
only by an epidemiological study of large human populations, but such a correlation in a particular
individual is often difficult to prove—medically, or in a court of law (e.g., ataxia might occur in one

patient whose blood Pb2" level is more than 3 times lower than that of another who is asymptomatic.
“Is the malignancy diagnosed in a worker caused by his/her occupational exposure, or was he/she
going to develop it, anyway?”” “Is this particular bout of asthma caused by urban pollution, or is it
caused by house dust or cockroach dander in the home?”).

Not listed in Table 7.1 are the even more ambiguous situations. For example, how often can an
environmental disease be caused by minuscule and intermittent exposures—over decades or a
lifetime—to “everyday” chemicals (e.g., eating fruit that had been treated with a fungicide, playing
on a golf course that had been sprayed with insecticides or herbicides, ingesting canned food having
“detectable” amounts of an endocrine disruptor). Toxicity or cancer occurring in individuals with
these kinds of exposure are the most problematic for scientists to quantitate and interpret.

In addition to the exposure component, why is it increasingly difficult for a scientist or clinician to
be certain of the cause of environmental disease, as one moves down the list in Table 7.1? The
answer to this question resides in our genes. It is now clear that, just as we each have a distinctive set
of fingerprints, each of us has a novel combination of genes that enable us to be resistant or sensitive
to various types of chemical and physical insults. This leads to our own unique underlying genetic
predisposition to toxicity or cancer. This field of study was termed ecogenetics by Brewer in the
mid-1970s, and a subset of this field (interaction between genes and response to drugs) had been
named pharmacogenetics in 1959 by Vogel (1-4). Before examining “gene—environment
interactions” in more detail, we will review briefly the essentials of genetics and the fundamentals of
exposure and risk estimation.
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3 Introduction to Genetics

Healthy humans have 23 pairs of chromosomes, 22 autosomal pairs plus the sex chromosomal pair
(XX or XY). A gene denotes a location (stretch of DNA) on each of a chromosome pair that encodes
a gene product (enzyme, or other protein). A /ocus indicates the location of a stretch of DNA on each
of a pair of chromosomes that need not necessarily code for a gene product. Diploid refers to a
eukaryote having chromosome pairs; haploid refers to one active chromosome of each pair (e.g., as
found in the sperm and egg). Each gene is made up of two alleles, one from the father and one from
the mother; the combination of these two alleles, as well as one's genetic makeup, is called the
genotype. An allele can transmit a dominantly inherited trait (e.g., pigmented skin) or a recessive
trait (e.g., blue eyes). Another term for “trait” is phenotype. Homozygotes are individuals having two



identical alleles; heterozygotes are individuals having two different alleles.

3.1 Simple Mendelian Traits

Consider a single-gene trait such as the alleles colored (C) and noncolored (c) in Mendel's original
studies of the garden pea. Allele C (red phenotype) is dominant to allele ¢ (white phenotype). The

Hardy—Weinberg distribution [(p + q)2 = p2 + 2pq + q2] states that, if the allelic frequencies of C
(=p) and ¢ (= g) in the population are 0.4 and 0.6, respectively, this would mean that 36% of the
population would have the white trait, that is, homozygous for the cc genotype (Fig. 7.1). Crossing
two Cc heterozygotes (which have the red phenotype) would give a 1 : 2 : 1 ratio of the CC : Cc : cc
genotypes and a 3 : 1 ratio of the red and white phenotypes.
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Allelic frequencies
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q? = 0.36

Figure 7.1. Diagram of the Hardy—Weinberg distribution (p2 +2pg + qz), showing genotype
frequency as a function of allelic frequency.

3.2 Polygenic Traits

A phenotype that is dependent on two or more genes is called polygenic, multifactorial, or a
multiplex phenotype (e.g., blood pressure, height, weight). The 1 : 2 : 1 ratio (Fig. 7.2) is the most
complicated that a (Mendelian) single-gene, two-allele trait can exhibit. If one considers a trait
expressed by two alleles from each of two genes, or from each of three genes (Fig. 7.2), we can
readily appreciate how quickly and complex the genotypes and corresponding phenotypes will
become. Obviously, the outliers, or individuals at the extreme ends of the spectrum of phenotype, are
the most valuable patients to scientists for dissecting the genes involved in producing the phenotype.
Virtually 100% of all diseases, including environmental diseases, should be regarded as multiplex
phenotypes—usually caused by two or more major genes and perhaps several dozen modifier genes.
For example, an abnormal BRCA “tumor suppressor gene” can be regarded as a major gene for
increasing risk of breast cancer, in probably at least 5% of women, and being homozygous for NAT?2
slow acetylator alleles can be regarded as a modifier for enhancing one's risk of breast cancer (see
discussion below).
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Figure 7.2. Illustration of the distribution of phenotypes, or genetic variation, for one, two or three
genes (but having only two alleles each).

3.3 Polymorphism

In a population, there are always more than two alleles for any given gene. Dozens of alleles at a
single locus give rise, for example, to the highly variable phenotypes of wing color in butterflies,
moths, and ladybugs. A genetic polymorphism exists when a subset (second allele, locus or
phenotype) is found in a population. Typically, the allelic frequency is considered by
epidemiologists to be “zero,” or negligible, or insignificant in its effects on the population structure,
if less than 1% of homozygous individuals are affected. However, this is a completely arbitrary
choice, and ““a polymorphism” exists ipso facto—even if only one case is seen in an entire
population.

Others commonly regard a polymorphism as any time a particular phenotype in a population occurs
at frequencies of 1 in 1000 or 1 in 10,000. Mutations are defined as one or more altered bases
(adenine, thymine, cytosine, guanine) in the DNA; mutations require one round of new DNA
synthesis to become “fixed.” For every one fixed mutation, there are between 1000 and 10,000
“oxidative hits” or other forms of DNA damage that get repaired without turning into a mutation.
Spontaneous mutation rates (e.g., by background ionizing radiation) occur at frequencies between 1

in 10% and 1 in 108. Geneticists therefore regard any allele that persists in a population at a frequency

of <1 in 10° as “having a reason for existing in that population that we might not yet understand.”
Possible mechanisms for why a particular allelic variant would persist at greater than spontaneous
frequencies in a population might include (/) balanced polymorphisms (in which presence of the
mutant allele confers some advantage to the heterozygote; e.g., sickle cell anemia), (2) genetic
bottlenecks (enhanced interbreeding due to low numbers of individuals available, or due to
geography), and (3) founder effects (spread of a mutant allele, originally by one reproductively
vigorous individual). We will return to this topic at the end of this chapter.

3.4 Biomarkers

Because of confusion in the field of epidemiology, we believe that the term biomarkers needs to be
clarified. A biomarker refers to some type of evidence that environmental agents have altered
cellular macromolecules. Environmental exposure might be genotoxic (causing DNA damage) or
nongenotoxic (disrupting endogenous signal transduction pathways independent of DNA damage) in
the cell or organism. Thus, biomarkers would include damaged, or chemically altered, DNA bases or



protein (e.g., oxidized guanine, aflatoxin B-DNA adducts, aniline-hemoglobin adducts) or elevated

components in the cell or organism (e.g., a-fetoprotein, metallothionein)—as the result of the
metabolism of endogenous or exogenous substrates, and/or oxidative stress. Biomarkers are often
used as an assessment of exposure to a particular chemical, especially in occupational medicine. The
activation of a protooncogene (e.g., RAS, TRP53), or the inactivation of a tumor suppressor gene
(e.g., RBI1, WTI)—leading to cancer—can be the result of mutations caused by abnormally toxic
levels of endogenous or foreign chemical metabolites (e.g., benzo[a]pyrene, aflatoxin B ); as such,

these mutations represent biomarkers. On the other hand, “variant, or mutant, alleles” (i.e., one's
genetic predisposition, inherited from one's parents) have sometimes been regarded by
epidemiologists as “biomarkers”; this terminology is strongly discouraged.

3.5 The Human Genome Project

The human genome is estimated to contain approximately 120,000 + 20,000 genes distributed within
the 3.5 billion base pairs of DNA, which constitute the haploid genome. About 5% of the genome
represents genes, and the rest represents intergenic spacer regions. Current predictions are that all
genes will be identified (but most not yet characterized) by the end of 2001. Currently, McKusick's
catalogue (OMIM, “On-line database of Mendelian Inheritance in Man,” August 1999) lists more
than 10,000 loci, of which about 75% are associated with a disease phenotype. These data would
suggest that at least 80,000 genes might have mutant alleles that adversely affect human health
and/or cause human disease. It is also possible that mutations in every gene, under the right
conditions, might contribute to human disease.

3.6 Reverse Genetics

The “candidate gene approach” means that, if gene XYZ had already been cloned and characterized
and was known to encode, for example, an enzyme that metabolizes a particular environmental
chemical to an ultimate toxic or carcinogenic intermediate, one might ask whether XYZ allelic
differences can be shown statistically to be significantly correlated to the toxicity or cancer
phenotype caused by that particular environmental chemical. Hence, reverse genetics is the
methodology of going from the gene to epidemiological studies in an attempt to explain the etiology
of an environmental disease.

3.7 Forward Genetics

As mentioned above, virtually all environmental diseases are now believed to reflect multiplex
phenotypes. For example, toxicity caused by a particular environmental chemical (or chemical
mixture) might be manifested by the actions of five genes contributing, say, 40, 30, 15, 10, and 5%
to the phenotype; three “modifier” genes might influence the action of two “major” genes. How can
such complexity be dissected and understood? The recent advances in the genetic dissection of
complex traits via forward genetics (or, the “positional cloning approach’) promise to be very
exciting indeed during the next few years—not only in human genetics—but particularly in
environmental genetics.

The challenge of genetic dissection of complex traits has become highly successful through four
major approaches: linkage analysis, allele sharing (nonparametric) methods, association studies, and
polygenic dissection of experimental laboratory animal crosses. The key breakthrough was the
recognition in the mid 1980s (5) that naturally occurring DNA sequence variation provides a
virtually unlimited supply of genetic markers (as opposed to biomarkers).

The first “useful” genetic marker, described in the late 1970s, was restriction fragment length
polymorphisms (RFLPs)—due to restriction endonuclease “sites” in the DNA usually 4-8 bases in
length. A second class of RFLPs, in which the restriction fragment length variability is caused by a
variable number of tandem repeats (VNTRs, also called minisatellites), was described in the mid-
1980s. A more useful subclass of VNTR polymorphisms, in which the repeat unit consists of only
two base pairs (called dinucleotide repeats, or microsatellites), was discovered in the late-1980s and
shown to be easily scored by the polymerase chain reaction (PCR). These microsatellites show a
large variability in length per DNA locus, are distributed randomly throughout the genome, and are
present as several thousand copies per genome. During the ’nineties, DNA microsatellite marker
methodology was the most common and most successfully used technique for linkage analysis. This



technology is being rapidly replaced by single-nucleotide polymorphisms (SNPs) methodologies.
There are an estimated 630 million SNPs throughout the 3.5 billion bases in the human genome;
this means the possibility of genetic markers every 200 to 1,000 base pairs (bp) throughout the
human (or mouse) genome. Within the next 2 years, it is anticipated that informative SNPs every
10 kb (kilo—base pairs) to every 50 kb throughout the entire 3.5 billion base pairs of the human
genome will be identified.

With the availability of so many useful SNPs as markers throughout the entire genome, a new type
of analysis is rapidly emerging as perhaps the most exciting advance in the field of genetics since our
understanding of mendelian inheritance in the mid nineteenth century. This type of approach has
been called quantitative trait loci (QTL) analysis, which is the method for determining the
chromosomal locations of two or more unlinked genes that contribute to a multiplex phenotype (Fig.
7.3). Interestingly, the method of genetic mapping, by which one compares the inheritance patterns
of chromosomal regions, allows one to find where a gene is located without knowing what the gene
is. Hence, this positional cloning approach (forward genetics) is just the opposite of the above-
described candidate gene approach (reverse genetics), which has been the predominantly used
method during the past two decades.
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Figure 7.3. How to correlate phenotype with genotype by QTL mapping analysis. Human (or any
other species) chromosomes are placed end to end, making the 3.5 billion bases (of human DNA) as
if it were a straight line. Following a “genomic screen,” lod scores of a trait (phenotype) are
computed as a function of points along this straight line (genotype). In this imaginary example,
primary gene A has a lod score of about 11, secondary gene B about 6, and secondary gene C about
4 (localized to chromosomes 18, 3, and 7, respectively) [Chr, chromosome; Mb, megabases (linear
distance of 1 million base pairs of DNA)].

3.8 Lod Scores

Linkage analysis is a means of correlating phenotype with genotype (Fig. 7.3) via lod scores (6).
Screening a human population for a correlation between a trait (e.g., red hair) and each of (e.g.) 2600
DNA markers, we can ask “What is the likelihood that the trait will correctly match one or more
DNA markers, versus the likelihood of a random match by chance alone?”” This is what is computed
in a “log odds” (lod) score, which can establish whether a randomly chosen DNA marker is actually
linked to that particular trait. The likelihood of two (or more) loci remaining together when
chromosomes are recombined (following union of the sperm and ovum) is represented by the
recombination fraction, q; this is written L(q). The closer the two loci are to one another, the smaller
q is. The likelihood ratio, L(q)/L (') measures whether the recombination fraction is equal to q (< %2
denotes linkage), as opposed to being equal to %% (i.e., no linkage). Hence, the equation

L{#)L _ likelihood of “true” linkage
L(L) ~ likelihood of chance alone

Lod score = logy,

If the likelihood of true linkage is 1000 times greater than that by chance alone, the log,, of the ratio



1000 is 3.0, and this is considered in human genetics as a “significant” lod score. Numerous software
programs are now available to compute lod scores, “set” the baseline, and suggest the chromosomal
locations of many “significant” major and modifier genes that might be found correlated with a

phenotype (Fig. 7.3).

It should be emphasized, however, that having a significant lod score with a particular gene does not
necessarily implicate a correlation between phenotype and genotype; in other words, ultimately
experiments that carry out functional genomics are absolutely mandatory. The true gene responsible
for the trait might be tens of thousands of base pairs away in linkage disequilibrium (i.e., two loci
segregating together from one generation to the next, due to being closely linked on a chromosome
and therefore unlikely to be separated via recombination events during meiosis). It is only after
functional studies are completed (e.g., demonstrating that an amino acid change leads to alteration in
function of the gene product in the mutant allele but not wild-type allele) that one has proven an
association between phenotype and genotype.

Experimental proof of a lowered enzyme activity or greater receptor affinity are examples of
functional studies. A recent example of an erroneous relationship was the molecular epidemiological
report on a purported association between risk of prostate cancer and the vitamin D5 receptor

(VD3R) gene (7). After the cDNA-expressed VD3R protein was demonstrated to have no alterations
in function [i.e., no differences in receptor affinity (7), it was concluded that another gene—in
linkage disequilibrium—must be responsible for the increased risk in prostate cancer. The same
appears to be the case for nonfunctional mutations in the coding region (I1462V), or Msp I site 3'-
ward of the last exon, of the human CYP/A1 structural gene and its association with increased risk of
lung cancer in Japanese populations (3, 4).
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4 Environmental Genetics

Genes that encode the DMEs involved in metabolism of environmental chemicals, and genes that
code for the DME receptors with which environmental chemicals or physical agents interact as either
agonists or antagonists, might influence a toxic or carcinogenic outcome (Fig. 7.4). There continues
to be an increasing understanding of the mechanisms by which differences in these genes or loci
(genotype) and the degree of resistance or sensitivity to a toxic or carcinogenic chemical (phenotype)
lead to environmental disease in some individuals but not others. Foreign chemicals and physical
agents (e.g., exposure or dosage), as well as the effects by other modifier genes, are all able to

influence one's genotype—Ileading ultimately to the toxic effect or malignancy (phenotype) (Fig.
7.4).
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Figure 7.4. Illustration of the effects of the environment on an organism's genotype, by which the
phenotype can be changed.
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5 Susceptibility Genes

Of the 120,000 genes in the human genome, what genes might be involved in causing environmental
toxicity and cancer? As described earlier in this chapter, it is likely that at least 75% of these 120,000
genes might contribute to human diseases including environmental diseases. The 120,000 genes can
be divided roughly into three broad categories: metabolism genes, the signal transduction genes, and
the infrastructure genes.

Metabolism genes code for enzymes. Enzymes “act as a catalyst to induce chemical changes, altering
a substrate to form an intermediate or product.” Benzo[a]pyrene hydroxylase, mediated by CYP1A1,
is an example of an enzyme characterized because of its capacity to metabolize the environmental
agent benzo[a]pyrene; although the enzyme must have an endogenous substrate for evolutionary
reasons, and is known (e.g.) to metabolize arachidonic acid metabolites, the true endogenous
substrate has not yet been established. Adenine deaminase is generally regarded as an endogenous
enzyme, metabolizing the known endogenous substrate adenine; however, any adenine analog used
as a chemotherapeutic agent would be regarded as a drug, or environmental agent—thus
demonstrating that virtually any “housekeeping gene” encoding an enzyme critical to endogenous
pathways in the cell still might contribute to environmental disease under a particular circumstance.
Any allelic differences in the genes (e.g., low enzymatic activity), encoding either benzo[a]pyrene
hydroxylase or adenine deaminase, combined with the proper environmental exposure (or dose of
drug), could therefore be responsible for interindividual susceptibility to environmental toxicity or
cancer. The genes and enzymes involved in metabolism of virtually all endogenous as well as
environmental chemicals have also been termed drug-metabolizing enzymes and DME genes,
respectively, and the receptors that up- and down-regulate many of these enzymes have been called
DME receptors (4, 8). DME genes (e.g., CYP1A2, CYP26, GSTP1, ALDH2, UGT1A6, NQOI1, HYLI,
SULTI, FMO3) represent the majority of the metabolism genes.



Signal transduction genes encode proteins (including kinases, phosphatases, transcription factors,
cell-surface receptors, DME receptors, drug transporters, binding proteins, tumor suppressors) that
participate in signal transduction cascades (e.g., TP53, RB1, APC, WT1, BRCAI, PMS2, MSHG,
PPA2, MDM2, AHR, RAR, RXR, PPARA). Genes encoding proteins involved in the nuclear matrix,
histones, chromatin, or nucleosomes (anything involved in the transcriptional response to
endogenous or exogenous signaling) are also included in this category.

Infrastructure genes code for proteins involved in the assembly of all cellular and subcellular
structures (e.g., spindle formation, kinesins, adhesion proteins, Golgi apparatus, ribosomes,
peroxisomes, nucleolar membranes).

A susceptibility gene is defined as any gene that encodes a gene product (enzyme, or other protein)
that an environmental agent might interfere with (either as an agonist or an antagonist), causing
perturbation of normal cellular functions and critical life processes of the cell—leading ultimately to
toxicity or malignancy. Susceptibility genes presumably constitute subsets of metabolism genes,
signal transduction genes, and infrastructure genes. Allelic differences in any susceptibility gene
would therefore produce differences in risk of environmental toxicity or cancer. It seems feasible
that allelic variants in metabolism genes would be less likely lethal, compared with that in signal
transduction genes or infrastructure genes; studies with “knockout” mouse lines have repeatedly
demonstrated, however, that disruption of a gene considered to be “essential” did not lead to
morbidity or mortality in the mouse line. It is therefore increasingly appreciated that signal
transduction cascades exhibit a great deal of redundancy; hence, we anticipate that human allelic
variants in such signal transduction genes will exist at rates similar to that in metabolism genes.

Interindividual differences in DME activities have been shown to be particularly substantial (e.g., 10
to >40-fold), whereas differences in receptor affinity and other signal transduction function are
seldom so striking (2- to perhaps 20-fold). Such dramatic increases or decreases in DME activity can
lead to large differences in toxicity or cancer risk—in response to the same amount of exposure to an
environmental pollutant (or chemical mixture) or to a physical agent such as sunlight or ionizing
radiation.
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6 Drug-Metabolizing Enzymes

Around 1930-1970, DMEs were considered as a “liver detoxification system” responsible for
breaking down drugs and other hydrophobic environmental chemicals for excretion. It is now clear
that (/) at least some of these DMEs are located in every eukaryotic cell, (2) almost all DMEs have
endogenous compounds as their natural substrates, and (3) many of these DMEs have existed in
evolution prior to the divergence of bacteria from eukaryotes, indicating that these DMEs have been
responsible for critical life functions long before animal—plant divergence (8, 9).

Since the late 1940s, it has been taught that drug and carcinogen metabolism is carried out by phase I
(functionalization) and phase II (conjugation) reactions (Fig. 7.5). Originally, these two coupled
reactions were regarded simply as a “liver detoxification system.” In the 1960s, some of these
activities were then discovered in nonhepatic tissues such as lung, kidney, and gastrointestinal
tract—indicating that the activities were not confined only to liver. Then, by the late 1960s, it was
realized that some inert chemicals can actually be activated, or metabolically potentiated, to the toxic
or carcinogenic intermediate (10). Phase I DMEs, many of which are in the cytochrome P450
superfamily, introduce a functional group, usually a hydroxyl, into their endogenous and exogenous
substrates. Thus, a procarcinogen such as benzo[a]pyrene, found in cigarette smoke, becomes



metabolically activated to reactive intermediates such as benzo[a]pyrene 7,8-oxide and 4,5-oxide.
There are >1000 other polycyclic aromatic hydrocarbons in cigarette smoke. Phase I DMEs—such
as glutathione transferases, UDP glucuronosyltransferases and N-acetyltransferases—take the P450-
mediated oxygenated product (or any other endogenous or exogenous compound already having
functional groups) and use the functional group for conjugation with such moieties as glutathione,
glucuronic acid, sulfate, cysteine, or acetate—yielding a very hydrophilic product that can easily be
excreted. Table 7.2 lists many of the prototypic phase I and phase Il enzymes.
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Figure 7.5. Diagram of the fate of drugs (R) entering the cell. The fate of other environmental
chemicals is essentially the same. Chemicals can enter the cell by either passive diffusion or active
transporters. Either the parent nonmetabolized drug or metabolite reaches its clinical target
(efficacy), or the foreign chemical or metabolite can cause toxicity via perturbation of the cell cycle
or covalent binding. Reception mechanisms are able to detect the environmental chemical as a
“signal” and sometimes can up- or down-regulate phase I and phase Il DMEs (9). Transporter
proteins can also assist in moving the parent foreign chemical and metabolites out of the cell.
Reproduced with permission from Nebert et al. (4).

Table 7.2. List of Enzymes that are Often Included as Drug-metabolizing
Enzymes

Phase [

P450s, flavin-containing monooxygenases (FMOs), hydroxylases,
lipoxygenases, cyclooxygenases, peroxidases, oxidases, monoamine oxidases
(MAO:s), dioxygenases, reductases, quinone reductases, aldoketoreductases,
carboxylesterases, NAD- and NADP-dependent alcohol (and steroid)
dehydrogenases

Phase 11
UDP glucuronosyl-, glutathione-, and sulfotransferases
Transaminases, acetyltransferases, methyltransferases, acyltransferases
Glycosylases, glucuronidases, various hydrolases and esterases

These phase I and phase II reactions can be very complex (11). For example, it is possible for benzo
[a]pyrene to be metabolized to more than 700 intermediates and products, if one counts all the
stereoisomers. Benzo[a]pyrene 7,8-oxide can be converted (by epoxide hydrolase) to the trans-7,8-



dihydrodiol, which can then be activated by a phase I P450 to the ultimate carcinogen benzo[a]
pyrene trans-7,8-dihydrodiol-9,10-epoxide (BPDE). Although the combined effect of phase I and
phase Il DME activities is usually the detoxification of the drug or environmental chemical,
metabolic intermediates, (e.g., BPDE) readily form protein and DNA adducts and are strong
toxicants, mutagens and carcinogens, by virtue of their highly reactive electrophilic groups. BPDE is
genotoxic because it produces DNA damage. Moreover, it is worth noting that incoming chemicals
can be toxic and carcinogenic without requiring metabolism. Also, so-called detoxified conjugated
products can even be cleaved to form toxic, mutagenic or carcinogenic intermediates (Fig. 7.5).
Reduced glutathione (GSH) conjugation can also enhance toxicity or malignancy. Incoming
chemicals, their metabolites, and their conjugated products can all be moved in or out of the cell by
drug transporters. Hence, allelic mutants in any of these DME genes or DME receptor or drug
transporter genes can play an important role in determining interindividual risk of environmental
toxicity or cancer.

It therefore follows that exposure to environmental agents in a “high phase [-low phase I1”
metabolism individual might lead to more toxicity or cancer than that in a “low phase [-high phase
II” individual (Fig. 7.6). An example of this concept has been demonstrated in epidemiologic studies
in Japan, showing an increased risk of cigarette smoking-induced bronchogenic carcinoma
associated with particular alleles of the CYPIA1 and GSTM1 genes (see below). DME receptors that
up- and down-regulate the levels of the DME enzymes might also be responsible for contributing to
this toxicity or cancer. The remainder of this Chapter is a series of brief summaries of some of the
more extensively studied human polymorphisms. Lastly, drug transporters are likely to contribute to
interindividual differences in toxicity in cancer; allelic variants in transporter genes have only begun
to be studied.

Genetic polymorphisms
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Figure 7.6. The possible combined effects of environmental or occupational exposure and genetic
polymorphisms in the phase I and phase Il DMEs in causing toxicity or cancer. Reproduced with
permission from Nebert and Carvan 1997.
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7 Classification of Ecogenetic Differences

Various colleagues have differing opinions as to what might be included as an “ecogenetics
difference,” because some of these are commonly considered as “inborn errors of metabolism.”
Table 7.3 lists the classification we will use here, based on categories of less enzyme or defective
protein, increased resistance (usually a receptor-mediated mechanism), altered response due to
differences in enzyme induction, abnormal metal distribution, and “other” disorders of unknown
etiology. The examples that are detailed below are selected from Table 7.3, and in the order in which
they appear on this list. (For further discussion on many of these other ecogenetic differences, the
reader is referred to Refs. 3, 4, 8, and 11-24).

Table 7.3. One Possible Classification of Human Ecogenetic Differences”

Less enzyme/defective protein
N-acetylation polymorphisms (NAT2, NATI)

Increased susceptibility to chemical-induced hemolysis (G6PD deficiency)
(G6PD)

a,-Antitrypsin [protease inhibitor (P1)], defective alleles associated with
increased toxicity by cigarette smoke

a,-Antichymotrypsin (44CT), mutant alleles also associated with more
toxicity by cigarette smoke?

Hereditary methemoglobinemias

P450 monooxygenase polymorphisms (oxidation deficiencies) debrisoquine
(CYP2D6), phenytoin (CYP2C9, CYP2C19), nifedipine (CYP3A44), coumarin
and nicotine (CYP246), acetaminophen (CYP2E1, CYP1A2)

Null mutants of glutathione transferase, m class (GSTM1), or q class
(GSTTI)

Thiopurine methyltransferase (TPMT)

Paraoxonase deficiency, sarinase (PONI, PON2, PON3)

UDP glucuronosyltransferase (UGTI1A1, UGT2B7)

NAD(P)H:quinone oxidoreductase (NQO/)

Epoxide hydrolase (HYL1)

Atypical alcohol dehydrogenase (4DH)

Atypical/lack of aldehyde dehydrogenase (ALDH?2)
Increased resistance to chemicals

Inability to taste phenylthiourea

Coumarin resistance

Increased metabolism—atypical liver alcohol dehydrogenase (4DH)

Defective receptor—malignant hyperthermia / general anesthesia (Ca2+-
release channel ryanodine receptor) (RYRI, MHST)

Defective drug transporters, e.g. MDRI, resistance to chemotherapeutic
agents

Change in response due to enzyme induction
Porphyrias (esp. cutanea tarda)
Aryl hydrocarbon receptor (4AHR) polymorphism (inducibility of CYPIAI,



CYP1A2) dioxin-caused chloracne, porphyria cutanea tarda, cancer,
immunosuppression, (?) birth defects, (?) eye, (?) ovary

Abnormal metal distribution

Iron [hemochromatosis (HFE)], copper (Wilson's disease, Menkes's
disease), (?) lead, (?) cadmium, (?) other metals

Disorders of unknown etiology (clinically observed to run in families)
Corticosteroid (eyedrops)-induced glaucoma
Halothane-induced hepatitis
Chloramphenicol-induced aplastic anemia

“ From Nebert (Ref. 4a).

Note that the term ecogenetic differences, rather than disorders, is being used here. This is because a
low enzymatic activity need not necessarily be associated with an adverse reaction or unwanted
outcome. For example, an NAT2 slow acetylator who smokes cigarettes has an increased risk of
urinary bladder cancer when working in the chemical dye industry, or increased risk of breast cancer,
but has a reduced risk of colorectal cancer (4, 18).

7.1 N-Acetylation (NAT2) Polymorphism

Originally called the isoniazid acetylation polymorphism, this polymorphism was first identified in
the late 1940s in tuberculosis patients treated with isoniazid. Individuals can be phenotyped as
“slow” or “rapid” acetylators. Slow acetylators are homozygous for any one of dozens of slow
acetylator (r) alleles, whereas rapid acetylators are either heterozygous or homozygous for the rapid
(R) (wild-type) alleles. Therefore, the slow phenotype is inherited as an autosomal recessive trait.
The frequency of the r alleles is about 0.72 in the United States, meaning that about one in every two

individuals [according to the Hardy—Weinberg equation, viz., (erq)2 = p2+2pq+q2,
q2 =0.72 % 0.72 =0.5184, i.e., 52% of population] is homozygous for 7/ and exhibits the slow

acetylator phenotype. The frequency of the slow acetylator trait ranges worldwide (Table 7.4) from
approximately 10% in Japanese populations to more than 90% in some Mediterranean peoples (24).

Table 7.4. Frequency of the Slow N-Acetylator NAT2 Alleles (q) in
Different Ethnic Populations”

Population Number of Studies Mean
Eskimo 4 0.23
South Pacific Islands 5 035
Korean/Chinese/Japanese 14 0.37
North and South American Indian 10 0.50
African (excluding Kung, 0.18) 19 0.71
Central and west Asian 22 0.74
European 50 0.75
Egyptian 2 096

¢ Data modified and condensed from Price-Evans 1992.

Two N-acetyltransferase functional genes (NAT1, NAT2) and one pseudogene (NATP) have been
cloned and localized to the same region on human chromosome 8pter-q11. The rapid and slow
acetylator phenotype was found to reflect principally the NAT2 gene, encoding the NAT2 enzyme,
which has a 10 times lower K (Michaelis constant) value for aromatic amines than does NATI.



Three major slow acetylator alleles (two common in Caucasians, one common in Asians), each
identifiable at a restriction endonuclease site, have independently been identified in several human
populations (Fig. 7.7). The number of minor, rare NAT2 alleles is now greater than 30 (25-27).
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Figure 7.7. Diagram of the wild-type (R1, rapid) and three mutant (slow) alleles of the NAT2 gene.
The gene has only two exons, and these three variants can all be detected by changes in the patterns
of restriction enzyme fragments: there is loss of a Kpnl site in S1, loss of a Taq I site in S2, and loss
of a Bam HI site in S3. The S1 and S2 alleles are the two most common among Caucasians, and the
S3 allele is most common among Asians. There is now recommended nomenclature for all NAT2 and
NATI alleles. Reproduced with permission from Nebert and Carvan 1997.

There are distinct associations between acetylation phenotypes and cancer or toxicity. For example,
the slow acetylator phenotype shows a lower incidence of colorectal carcinoma but a higher
incidence (odds ratio of 16.7) of bladder cancer (2). Both occupational exposure to arylamines and
cigarette smoking are required, in conjunction with the slow acetylator phenotype, for development
of bladder cancer, and no relationship was found between acetylator phenotype and smoking-related
bladder cancer in the absence of exposure to arylamines. These findings have been independently
confirmed by many laboratories. The slow acetylator phenotype has also been associated with
enhanced plasma levels of drugs that are NAT2 substrates. Treatment of patients with certain drugs
has resulted in the development of antinuclear antibodies and systemic lupus erythematosis at a
much greater frequency among slow acetylators than among rapid acetylators (26).

7.2 Glucose-6-phosphate Dehydrogenase (G6PD)

G6PD is an enzyme in the hexose monophosphate shunt, one of the principal sources of NADPH
generation in the normal red cell and many other tissues. Thiazolsulfone was the first arylamine sulfa
drug shown to cause hemolytic anemia, and a bimodal distribution was seen in the treated population
due to G6PD differences. The enzyme G6PD has perhaps more human variants than any other
protein. Approximately 10% of the world population has one or another of the more than 350
different G6PD variants. Ethnic differences can be striking (e.g., >100-fold between Ashkenazic and
Sephardic Jews). The G6PD gene has been cloned and is located on the X chromosome, which is
consistent with the transmission of G6PD deficiency as an X-linked recessive trait; this means that a
“carrier” mother and a healthy father will have children displaying one of four possibilities: a healthy
female, a carrier female, a healthy male, and an afflicted male (16, 24).
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8 Synergy between two Pharmacogenetic LOCI

A toxic response to an environmental agent can be greatly exaggerated by the combination of two
ecogenetic differences in the same individual. For example, individuals with both the slow acetylator
phenotype and G6PD deficiency can be affected quite dramatically by specific environmental agents
(Table 7.5). Aniline-hemoglobin adducts among workers exposed to aniline were found to be ~50
times higher in G6PD-deficient slow acetylators than in G6PD-normal rapid acetylators. Thus,
although individuals might be exposed to the same level of an environmental chemical or mixture—
whether at a toxic waste site, in the form of a pesticide/herbicide, polluted urban air, or in the
workplace—the risk of an adverse health effect may vary by two or more orders of magnitude, due
to synergism caused by two or more ecogenetic differences. Furthermore, biomarker
measurements—presumed to determine the amount of exposure in the workplace—may vary greatly
because of underlying interindividual ecogenetic differences rather than actual occupational
exposure. This point has very important implications to those who work in the biomonitoring field.

Table 7.5. Hemoglobin (Hgb) Adducts in Chemical Dye Workers Exposed
to Aniline”

Acetylator GO6PD
Status Deficiency

Fast Slow No Yes Aniline-Hgb Adducts

+ + 2
+ + 30
+ + 20
+ + 100

4 Modified and condensed from Lewalter and Korallus (1985).
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9 Polymorphism and Other forms of Gene—Environment Adaptation
9.1 a;-Antitrypsin Polymorphism (a,-AT)

a,-AT is a protease inhibitor (PI), the deficiency of which is associated with emphysema and liver

disease. This secretory glycoprotein is formed primarily in liver cells for the purpose of inhibiting
proteolytic enzymes produced by neutrophils; these enzymes include elastase, cathepsin G, and
proteinase-3. a,-AT deficiency is one of the most common lethal hereditary disorders in Caucasians

of European descent. The disease is an autosomal recessive disorder characterized by reduced serum



a,-AT levels. Serum a,-AT concentrations of 20-53 mM are considered normal in humans (28).
Individuals with serum levels of <20 mM are considered “deficient” in a;-AT. Deficiencies in a;-AT
are caused by defects in the protease inhibitor (P/) gene, located at 14q31-31.2 (29). More than 70
different phenotypes for the P/ gene (a;-AT gene) have been identified as of this writing (30). The

most common (wild-type) M in human populations represents at least six alleles, resulting in normal
serum a,-AT levels. a;-AT deficiency is associated with the Z and S alleles. The prevalence in the

Caucasian population of the M/M, M/S, and M/Z genotypes is 86, 9, and 3%, respectively (30).
Individuals homozygous for the Z allele (i.e., Z/Z) display a severe deficiency in serum a,-AT levels,

and have a high risk for developing emphysema and liver disease, as well as an increased risk for
chronic obstructive pulmonary disease (COPD) (28, 30). The S/S genotype occurs in ~ 0.1% of the
Caucasian population. S/Z heterozygotes are also at risk for developing COPD, but only at mild risk
for developing emphysema (28, 30, 31). A summary of the relative risk for emphysema based on
serum a;-AT levels and the risk of COPD as a function of phenotype is found in Table 7.6.

Table 7.6. Relative Risk for Emphysema Based on Seruma a-AT Levels

and Risk of Chronic Obstructive Pulmonary Disease (COPD) as a
Function of Phenotype*

Emphysema Risk Risk of COPD
Serum a,-AT  compared to General Based on

Phenotype Levels (mM) Population Phenotype
MM 20-53 No increase None

MZ 12-35 No increase None

SS 15-33 No increase None

Sz 8-19 Mild increased risk Yes

77 2.5-7 High risk Yes

Null-null® 0 High risk *(?)

% Modified from Crystal (28). COPD data taken from Sandford et al. 30.
b Null-null individuals have not yet been studied for risk of COPD.

Several studies have examined the combined effects of deficient levels of al-AT and various

environmental and occupational exposures. Environmental exposures—such as cigarette smoke, air
pollution, and passive smoke—and occupational exposures to dust and fumes appear to predispose
the a;-AT-deficient individual to the development of respiratory diseases including COPD and

emphysema (31-33).

9.2 a;-Antichymotrypsin (AACT)

AACT is a plasma protease inhibitor, synthesized in the liver, belonging to the class of serine
protease inhibitors. The normal AACT serum levels are about one-tenth that of a,-AT (PD); the

AACT and PI genes exhibit homology (34) and are located in the same region on chromosome 14
(35) within 220 kb of one another (36). The abnormal A4CT allele is inherited as an autosomal
dominant trait (37). When combined PI-AACT haplotypes were examined, there was no evidence of
linkage disequilibrium between defective P/ alleles and AACT alleles (38). Both proteins are major
“acute phase” reactants; because their plasma concentrations are known to rise in response to trauma,
surgery, and infection, it is reasonable to expect that individuals having a defective AACT gene will
have more trouble with cigarette smoke—induced bronchitis and pulmonary fibrosis than will
individuals having the wild-type AACT gene similar to what has been found with the P/ gene.



9.3 P450 Monooxygenase Polymorphisms

Cytochromes P450 are phase I enzymes (Table 7.2) that metabolize virtually all drugs and other
environmental chemicals—even certain heavy-metal ions. These enzymes carry out alkyl and aryl
hydroxylations; N-, O- and S-dealkylations; N-, O-, and S-dehalogenations; and even reductions (39,
40). There appear to be 49 cytochrome P450 (CYP) genes in the human genome (41), and an
increasing number of human allelic variants are described each month (4, 42).

9.4 The Debrisoquine Hydroxylase Polymorphism

Poor metabolizers (PMs) of the antihypertensive drug, debrisoquine, were found in the mid-1970s to
represent 6—10% of Caucasian populations, as compared with extensive metabolizers (EMs) who
handle the drug 10-200 times more efficiently. The human gene (CYP2D6, a cytochrome P450),
along with related genes and pseudogenes in the same subfamily, have been localized to
chromosome 22q13.1. As with almost every ecogenetic disorder, important ethnic differences in the
incidence of phenotypes exist; for example, the PM phenotype is virtually absent in Chinese,
Japanese, Laplanders, and Inuits (16, 26). The “debrisoquine panel” now encompasses more than 40
drugs and environmental chemicals, including antiarrhythmics, antihypertensives, b blockers,
monoamine oxidase inhibitors, morphine derivatives, antipsychotics and tricyclic antidepressants,
and nitrosamines found in tobacco smoke (2, 26). Whereas more than 60 alleles attributed to the PM
phenotype have been identified (43), the most common are the CYP2D6*3, CYP2D6%*4, and
CYP2D6*5 alleles, accounting for more than 70% of all null alleles in Caucasians. The CYP2D6*5
allele (actual deletion of the entire CYP2D6 gene) represents 19% of PM individuals. The latest
nomenclature update of the human CYP2D6 alleles can be found on the Web (42).

The EM phenotype has been associated with increased risk of liver, gastrointestinal and lung cancer.
Innumerable epidemiological and ethnic studies linking the CYP2D6 allelic differences with toxicity
and cancer have been reported.

In addition to the defective (PM) CYP2D6 alleles, there are duplicated or multiduplicated active
CYP2D6 genes, resulting in the ultra-rapid-metabolism (UM) phenotype (44). In the mid—late 1990s
29% of an Ethiopian population, and 21% of a Saudi Arabian population were identified as UM
individuals (44, 45). The frequency of UM patients in black, Asian, and European populations is
only 1-2% (45).

9.5 Alcohol-Inducible CYP2E1

CYP2EI catalyzes the monooxygenation of dozens of drugs but is especially relevant to ecogenetics
because it metabolically potentiates low molecular weight procarcinogens—such as vinyl chloride
and vinyl bromide, dimethylnitrosamine and diethylnitrosamine, acrylonitrile, urethane, styrene,
benzene, carbon tetrachloride, chloroform, and trichloroethylene—to reactive (toxic, mutagenic,
carcinogenic) intermediates. Acetone is an endogenous substrate for CYP2E1. CYP2E1 metabolism
is induced by alcohol, acetone, and fasting. Nine mutant CYP2E[ alleles have been identified so far
(4, 42), and CYP2E1*2 has been demonstrated to exhibit lowered enzymatic activity due to an
important amino acid change (46). The CYP2E1*54/*5B alleles has been reported as a risk factor in
nasopharyngeal cancer (see Ref. 47, and Refs. cited therein), although this polymorphism is located
in the 5' flanking region and has yet to be proven that it is correlated with increases in transcription
rate of the gene—leading to enhanced CYP2E1 metabolism. Further work on this allele is needed to
corroborate whether CYP2EI*54/*5B mRNA levels and enzymatic activity are indeed augmented.
Studies looking at possible associations between CYP2E | variant alleles and environmental toxicity
or cancer are predicted to explode within the next several years (at the time of writing). The same is
true of all other P450 polymorphisms listed in Table 7.3.

9.6 CYP1A1 Gene Polymorphism

A restriction fragment length polymorphism (RFLP) affecting the size of Msp I fragments of the
human CYPI1A1 gene on chromosome 15g22-ter was noted in 1987 (48). In Japan, this RFLP
appears to be associated with a higher incidence of lung cancer, especially when combined with the
GSTM1 (glutathione transferase mu) null mutation (Table 7.7). From these studies, it seemed
plausible that the human CYPIA1 structural gene, or a region near this gene, might be correlated
with the inducibility phenotype and with increased risk of lung cancer. Studies with CYP1A41 in other
ethnic groups do not, however, find any correlation with lung cancer; Norwegians, American



Caucasians and blacks, Finns, and eastern Mediterraneans lack the association between the Msp I
RFLP, the 1462V mutation, and/or lung cancer. Thus, it now appears that the Msp I RFLP might
explain some of the genetically predisposed increased risk among Japanese high inducibility
individuals for particular types of cigarette smoke—induced cancer, but it does not hold true for other
ethnic groups (4, 11). The 1462V amino acid change in the enzyme active site was reported to
increase enzymatic activity; however, two studies have shown that cDNA-expressed CYP1A1
enzymatic activity in vitro is not different between the CYP1A1*1 wild-type and CYP1A1*2B/*2C
allelic products (4, 49, 50). It remains plausible that, in the Japanese population, the Msp I RFLP
polymorphism is in linkage disequilibrium with another mutation that is important for CYP1A1
inducibility or another gene (CYP1A42?) involved in tumorigenesis, whereas—in non-Japanese
populations—these mutations are not in linkage disequilibrium.

Table 7.7. Relative Risk Estimate of Lung Cancer Types in Japanese
Patients Having the Combined Genotypes for CYP1A1 and GSTM1

Genes”

Ile/Ile Ile/Val Val/Val

CYPI1ALl:

GSTM1: + - + - + -
Lung cancer 1.01.71.71423 5.8
Kreyberg I 1018131816 7.9
Squamous cell CA 1.0231.21.52.0 9.1

Kreyberg Il (adenocarcinoma) 1.0 1.6 2.2 1.0 3.1 3.5

4 Modified and condensed from Hayashi et al. 1992.

9.7 CYP1A2 (Arylamine Hydroxylase)

CYP1A2 metabolizes aromatic amine procarcinogens, including tobacco smoke—specific
nitrosamines, such as 4-(methylnitrosamino)-1-(3-pyridyl-1-butanone (NNK). Between 15- and

= 60-fold differences in human CYP1A2 mRNA levels, 1A2 protein levels, and CYP1A2 activities
have been reported, suggesting that interindividual differences in CYP1A2 expression might play a
role in toxicity and cancer (4, 11). Although expressed constitutively (and inducible by cigarette
smoke) in liver, CYP1A2 has not been detected in human lung and has been found at very low levels
in the gastrointestinal tract, brain, and endothelial cells of blood vessels. With the use of caffeine as a
probe, a trimodal distribution of the enzymatic activity (consistent with high/high, high/low and
low/low genotypes) has been detected in four separate populations (51, 52). The genetic basis of this
polymorphism has been extensively searched for, but is not yet understood (4, 42).

Two Cypla2(-/-) knockout mouse lines—showing different phenotypes—have been developed (53,
54). These mouse lines will be helpful in elucidating the role of CYP1A2 in toxicity and cancer.

9.8 Thiopurine Methyltransferase (TPMT)

TPMT is an enzyme that can be regarded in a detoxification pathway for 6-mercaptopurine (Fig.
7.8), commonly used in chemotherapy for acute lymphocytic leukemia. The frequencies of the
high/high, high/low, and low/low genotypes are 87, 13, and 0.3%, respectively, in the Caucasian
population. This means that, when given the recommended dosage [from the Physician's Desk
Reference (PDR)] of 6-mercaptopurine, one out of approximately 300 patients would die as the
result of too much chemotherapeutic drug, 13% would have a high probability of being cured of their
disease, and 87% patients would have relapses in their leukemia due to undertreatment (Fig. 7.8).
Because this pharmacogenetic difference can lead to dire consequences, acute lymphocytic leukemia



patients are now routinely phenotyped for TPMT prior to the initiation of 6-mercaptopurine
chemotherapy; high/high patients are then usually given a 4 times higher dose, and low/low patients
are given a 10—15 times lower dose, leading to a much better cure rate and survival rate for
childhood leukemia (21). At least eight PM allelic variants have been characterized for the TPMT
gene (4).
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Figure 7.8. Diagram of 6-mercaptopurine (6MP) toxicity (which can occur in all cells but more so in
rapidly growing malignant cells, due to disruption of purine biosynthesis), and the response of acute
lymphocytic leukemia patients given the “recommended dose” of the chemotherapeutic agent. XO
(xanthine oxidase), AO (adenine oxidase), and TPMT (thiopurine methyltransferase) are all enzymes
that detoxify 6MP. Toxicity of 6MP occurs much more readily in individuals have the low activity

allele, TMPT L, than the high-activity allele, TMPT 1 About three in 1000 Caucasians are
homozygous for the low/low genotype, and 87% are homozygous for the high/high genotype.

9.9 Paraoxonase Polymorphism

Paraoxon is the biologically active metabolite of parathion, an organophosphate insecticide.
Interestingly, paraoxonases (PON1,2,3)—calcium-dependent A-esterases— are found in human
plasma, and we have long believed that this enzyme must exist for some reason other than
detoxifying organophosphates (which were first synthesized in the mid twentieth century). PONI1 is
now known to be an apoJ high density lipoprotein (HDL)-associated enzyme that hydrolyzes many
toxic organophosphates, including sarin, and must play a role in cardiovascular homeostasis. The
enzyme functions of PON2 and PON3 are not yet understood. The frequencies of the high/high,
high/low, and low/low PONI genotypes are approximately 50, 40, and 10%, respectively, in
Caucasians. Again, striking ethnic differences worldwide have been described (Fig. 7.9) (16). The
PONI%*2 allele and PON2*3 allele, both resulting in a low activity subunit of the enzyme represent
mutations: R192Q), arginine changed to glutamic acid at position 192 (55), and C311S, cysteine
changed to serine at position 311 (56). The organophosphates allegedly used as biological warfare,
and pyridostigmine used as an antidote of anticholinesterase poisoning, have caused some to
speculate that the “Gulf War syndrome,” in which striking variations in illness occurred among some
but not other soldiers in this 1991 war, might be explained at least in part by the paraoxonase
polymorphism (57).
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Figure 7.9. Genetic differences in paraoxonase. Reproduced with permission from Kalow and
Bertilsson (16).

9.10 Aldehyde Dehydrogenase (ALDH2) Polymorphism

Out of the 17 human ALDH genes cloned and characterized by the late 1990s (58, 59), the
mitochondrial ALDH?2 has the most clinical significance. When drinking alcohol, the enzyme alcohol
dehydrogenase (ADH) converts ethanol to acetaldehyde, which is the toxic metabolite.

If the detoxification of acetaldehyde by ALDH?2 is not rapid enough, alcohol intake tends to cause
acetaldehyde buildup, facial flushing, rapid heart rate, and a drop in blood pressure (60).
Interestingly, an inactive genetic variant of ALDH2—which represents a point mutation near the
COOH terminus of the enzyme protein—occurs in some populations at a frequency as high as 50%,
and there are very striking ethnic differences (Table 7.8. ALDH?2 is a tetramer, and if the tetramer
contains even one inactive subunit, the whole tetramer is enzymatically inactive. This means that
ALDH?2 deficiency is inherited as an autosomal dominant trait).

Table 7.8. Distribution of ALDH2 Isozyme Deficiency in Different
Populations®

Population Percent Deficient in ALDH2




Japanese 44

Central, East, and Southeast Asian 30-50
South American Indian 40-45°
North American Indian 2-5
European, Near-East, and African 0

¢ Data modified and condensed from Goedde and Agarwal 1986.
b Different mutation from that in Asians and North American Indians.

9.11 Phenylthiourea Taster/Nontaster Polymorphism

Proposed to be the first clinical example of an ecogenetics difference (3), the inability to taste
phenylthiourea (PTU) was described as an autosomal recessive trait (24). In 1950 the frequency of
“PTU nontasters” among American Indians and Africans was reported to be only 2 and 3%,
respectively, compared with 30% PTU nontasters in the United States; hence, this was also the first
appreciation of ethnic differences in response to an environmental agent. The mechanism for PTU
nontaster is not yet known, but is presumed to be receptor-mediated.

9.12 Ryanodine Receptor/CazJr Release Channel (RYR1,2,3)

In response to particular inhalation anesthetics and muscle relaxants, the occasional patient will
develop sustained muscle contraction and a fever of >44 °C, which can often be fatal; this was
termed malignant hyperthermia (MH). The incidence of MH in humans is quite rare—1 : 12,000 to
1 : 40,000 (24). It was then realized that MH occurs in both humans and pigs and is caused by a
mutant allele in the ryanodine receptor (RYRI) gene. The RYR is a calcium-release channel protein
of high molecular weight (M, = 565,000-590,000) (61). The RYR1*2 allele (R614C), is the same

amino acid variant in both humans and pigs Further studies have confounded the field, because three
RYR genes have now been found: two loci on human chromosome 17q, and another on 19q.
Moreover, another RYR] mutation (R2434H, inherited myopathy) has a possible association with
central core disease.

9.13 The Ah Receptor (AHR) Polymorphism

The AHR polymorphism was originally identified from studies of inducible benzo[a]pyrene
metabolism in mice. Aryl hydrocarbon hydroxylase (AHH; benzo[a]pyrene 3-hydroxylase; now
named cytochrome P450, CYP1A1) was found to be highly inducible and controlled by a high
affinity AHR in some inbred mouse strains, and a low affinity AHR in other strains. This difference
was shown not to be due to changes in the Cyplal gene itself, but rather in the A4 gene that
encodes a receptor; the lack of inducibility is inherited as an autosomal recessive trait in genetic
crosses between C57BL/6 and DBA/2 mice. There is convincing evidence, from inbred mouse
studies, that allelic differences in the AAhr gene, which encodes the AHR, can result in striking
differences in interindividual susceptibility to cancer, mutagenesis, birth defects, and cell-type-
specific toxicity of the liver, eye, ovary, bone marrow, and immune system; some of the toxicity or
cancer reported in mice have also been reported in clinical studies (62). Fig. 7.10 shows the enzyme
reactions of CYP1A1 and CYP1A2; these two enzymes, encoded by the CYPI/A1 and CYPIA2
genes, are regulated by the AHR in the mouse and human. There is a cascade of events by which
environmental chemicals enter the cell, displace an (as yet unknown) endogenous ligand from the
AHR, and lead to CYP1A1 and CYP1A2 induction (62—65) and chronic oxidative stress (66).
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Figure 7.10. Enzymic reactions of CYP1A1 and CYP1A2. Polycyclic hydrocarbons, such as benzo
[a]pyrene shown here, are substrates for CYP1A1; conversion of the 7,8-oxide to the trans-7,8-diol
is carried out by epoxide hydrolase. Aryl amines, such as acetaminophen and 2-acetylaminofluorene
shown here, are substrates for CYP1A2 (10).

Clinical correlations between genetic differences at the AHR locus and certain types of toxicity and
forms of cancer have been suggested (4, 62, 67—70), but an experimental assessment of this
hypothesis is, of course, hampered by the ethical difficulties of carrying out definitive experiments in
humans. Heavy exposures of human populations to dioxin, halogenated hydrocarbons, or cigarette
smoking have led to the manifestations of malignancies, birth defects, chloracne, mental problems,
early onset of menopause, and immunosuppression—but no cause—effect relationship between the
AHR phenotype and these types of toxicities or cancers has been rigorously demonstrated to date.

Using 2040 cm? of blood from venipuncture, numerous laboratories have studied peripheral white
cell cultures in the presence of mitogens and CYP1AT1 inducers, in order to assess the human AHR
phenotype and relationship to cancer (11). There is a continuous gradient from low to high
inducibility phenotypes, with more than 12-fold differences between the lowest and highest
inducibility phenotype (71). Studies from a number of independent laboratories have suggested that,

among cigarette smokers, the highest inducibility (AHRH) phenotype is at greater risk (estimates run

between 3- and 20-fold) than the lowest inducibility (AHRY) phenotype for bronchogenic carcinoma
(Fig. 7.11), laryngeal carcinoma, and cancer of the oral cavity, but not cancer of the kidney, ureter or
urinary bladder. These data are consistent with the fact that cells in contact with incoming cigarette
smoke might be more prone to carcinogenesis than tissues distant to smoke inhalation. However, the
mitogen-activated lymphocyte 3- or 4-day culture assay is not trivial to carry out, many laboratories
have experienced difficulties in reproducibility of this assay, and numerous modifications of the
assay were introduced in the 1980s and 1990s. Consequently, the reporting by several laboratories of

an absence of association between the AHRH phenotype and bronchogenic cancer (11) is likely to
reflect technical difficulties in the white blood cell culture assay.
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Figure 7.11. Ratio of CYP1A1 (aryl hydrocarbon hydroxylase) activity to microsomal reductase
activity in 21 freshly diagnosed lung cancer patients and 29 (matched for age, sex, and cigarette
smoking history) patients with other pulmonary disease. At least 12 of the lung cancer patients
exhibit CYP1AT1 inducibility that is significantly greater than that in any of the patients without
cancer. The original study was reported by Kouri et al. (1982) [redrawn from Nebert and Gonzalez,
(40), and permission of the copyright holder].

The fact that there are conflicting results from several laboratories underscores the importance of
developing a reliable and simple noninvasive test, such as a DNA marker, for determining the AHR
genotype in large populations. Such screening of human populations would resolve these conflicts in
the literature.

The cDNAs for the C57BL/6 (Ahrb1 allele) and DBA/2 (Ahrd allele) mouse have shown that there
are five coding polymorphisms between the two alleles (72). Of these, the mouse A375V (and the

corresponding human A381V) mutation appears to be one alteration that is critical for in vitro ligand
affinity and possibly for CYP1A1 inducibility (11, 73-75).

The Ahr(-/-) knockout mouse line has been shown to exhibit impaired development of the liver and
immune system, splenic atrophy, hyperkeratosis of the skin, and cataracts (76). This mouse line
should be very helpful in delineating further the role of the AHR in toxicity and cancer.
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10 Ethnic Differences and the “Edge Effect”

Hundreds of clinical trials have revealed not only that the rates of metabolism differ among
individuals within the same ethnic group but also that the mean rates of drug metabolism differ
significantly between ethnic groups. Fig. 7.12 is a representative example of such a study. In this
report, the rate of codeine glucuronidation is shown to be slower in Chinese than in Caucasians.
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Figure 7.12. Frequency distributions of the log,, MR (metabolic ratio = parent drug divided by

metabolite) of codeine glucuronidation. Total number of subjects, N = 149 and 133 for Caucasians
and Chinese, respectively. Reprinted with permission from Yue et al. 1989 and permission from the
copyright holder, Blackwell Scientific Publishers, Ltd., Oxford.

What significance can such ethnic differences have, for populations exposed to the same levels of
hazardous waste, or for populations of workers exposed to the same concentrations of occupationally
hazardous chemicals? Figure 7.13 illustrates the “edge effect,” where the rate of metabolism (or
clearance of a chemical) might be associated with a significant proportion of individuals at one end
or the other on this graph. Clearly, if the same exposure of a chemical occurs in the workplace, and
similar factories having workers of different ethnic groups are located in different parts of the United
States or in different countries, the “percentage of workers exhibiting a toxic response” might differ
quite dramatically.

A

Rate of clearance of drug X

Figure 7.13. The “edge effect” of different averages from hypothetical curves A and B, representing
normal frequency distributions for the elimination capacity of chemical X in two populations. The
abscissa denotes the rate of chemical clearance, and the ordinate (N) indicates the number of
individuals who show a particular rate of clearance. The arrow denotes the critical clearance rate
below which the chemical causes toxicity. Curves A and B were drawn with identical standard
deviations but their means are one standard deviation apart; i.e., the difference between the means is
small compared with the range of variation within each population. In population studies, such small
differences are often disregarded. The data imply that about 2% of population A (solid) and 16% of
population B (striped) would suffer toxicity. Obviously, this eightfold difference between the two



ethnic populations would grow substantially if the arrow were shifted toward the left. Reprinted with
permission from Kalow and Bertilsson (16), and permission of the copyright holder, Academic
Press, Ltd., New York.
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11 Why these Drug Metabolism Polymorphisms Exist
As mentioned earlier in this chapter, spontaneous mutation rates occur at frequencies between 1 in

10° and 1 in 108. Any allele that persists in a population at a frequency of <I in 100 is thus regarded
by geneticists as “having a reason for existing in that population, even though we might not yet
understand the reason.” Possible mechanisms for why a particular allelic variant might persist at high
frequencies in a population include (/) balanced polymorphisms (in which presence of the mutant
allele confers some advantage to the heterozygote), (2) genetic bottlenecks, and (3) founder effects
(77). Many of the aforementioned polymorphisms exhibit striking ethnic differences in addition to
interindividual differences among humans of the same ethnic group. From current epidemiological
data for many of these genes discussed, it is not clear that the heterozygote offers any distinct clinical
advantage over either homozygote. However, it is interesting to note that differences in the incidence
of one phenotype between ethnic groups can be as large as 100-fold; for example, the incidence of
G6PD deficiency is 0.4% versus 53% in Ashkenazic Jews and Sephardic Jews, respectively (24).
One explanation for this degree of variability may relate to geographic differences in diet over
thousands of years. Figure 7.14 illustrates the estimated rates of divergence for various ethnic groups
over many thousands of years. From the periods of time since divergence of different ethnic groups
(e.g., 10,000 years, 35,000 years), it is clear that this would be long enough for allelic variants to
arise and persist in response to the selective pressures of a particular diet (e.g., tropical fruit versus
goat milk and grains).
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Figure 7.14. Genetic distance between various populations. Modified from Nei and Saitou 1986, and
reproduced with permission from the authors and the copyright holder A. R. Liss, Inc.



Another explanation for ecogenetics variability might be the evolution of balanced polymorphisms.
The classic example of a compensating, or “shared benefit,” polymorphism (Table 7.9) is the sickle
cell trait; whereas the homozygous carriers of this trait die (or fail to reproduce) because of severe
anemia, the much larger number of heterozygotes resist malaria better than do wild-type
homozygotes. It is becoming appreciated (78) that there are several classes of diseases in which the
homozygote bears the risks while the heterozygote is believed to hold a distinct survival advantage:
(1) resistance to bacterial and viral pathogens, (2) improved prenatal survival, and (3) improved
postnatal survival in response to particular environmental stresses. These diseases are summarized in
Table 7.9. Considering the ecogenetics polymorphisms described in this chapter, one might postulate
that the homozygote bears the risks, whereas the heterozygote holds some distinct survival advantage
(s). Considering the discussion at the beginning of this chapter—that DMEs are very old enzymes
that are responsible for numerous critical life functions (9, 79)—it is reasonable to assume that at
least some of the human DME allelic differences represent balanced polymorphisms that we
presently cannot yet appreciate, such as improved rates of implantation, prenatal growth, postnatal
development in response to dietary selective pressures, or resistance to bacterial or viral infections.
As more DME genes are cloned and their functions uncovered, the reasons for the DME
polymorphisms should become more apparent.

Table 7.9. Examples of a Balanced Polymorphism in Which the
Heterozygote Appears to Have a “Shared Benefit” over Either
Homozygote

Sickle cell anemia = resistance to malaria
G6PD deficiency = resistance to malaria

Congenital adrenal hyperplasia = protection against Hemophilus influenzae B
infections

Tay—Sachs disease = resistance to tuberculosis

High pepsinogen I (gastric secretion) = resistance to tuberculosis
Idiopathic hemochromatosis = protection against iron loss (menses)
Non-insulin-dependent diabetes mellitus = protection against
intermittent/limited food intake

Cystic fibrosis® = resistance to cholera toxin and/or bronchial asthma

“ The cystic fibrosis transmembrane conductance regulator (CFTR) mutant allele might have

arisen and been maintained in the population because the heterozygote might exhibit enhanced

resistance to cholera and/or asthma, although a founder effect is also suspected of having

played a role (discussed in Ref. 78).
DME:s, the DME receptors, and drug transporters have evolved over several hundreds of millions of
years for critical life functions (e.g., cell division, sporulation, homeostasis, defense against
infection, differentiation, apoptosis and neuroendocrine functions). In animals DMEs more recently
expanded to include the role of detoxification of dietary products, evolving plant metabolites and, of
course, drugs (8, 9, 79). There is a growing number of developmental disorders caused by “inborn
errors of metabolism” that represent defects in a DME gene, which further underscores the fact that
DMEs often modulate critical life processes. For example, congenital adrenal hyperplasia (CAH) is
caused most commonly by defects in the CYP2] gene but can also be caused, although rare, by
mutations in the CYP17, CYP11B1, CYPI11B2,and CYPI11AI genes (80). Vitamin D—dependent
rickets is an autosomal recessive trait caused by a defect in 25-hydroxy-D; la-hydroxylase

(CYP27B1), a kidney mitochondrial P450 (81). Mutations and deletions in the microsomal fatty
aldehyde dehydrogenase (FALDH) gene were shown to be the cause of Sjogren—Larsson
syndrome—characterized by mental retardation, spasticity, and ichthyosis—indicating the
requirement of this enzyme for neurocutaneous homeostasis (82). Mutations in the CYPIBI gene are



responsible for primary congenital glaucoma (buphthalmos), implying that failure of the CYP1B1
enzyme to metabolize some endogenous substrate leads to this affliction (83). Progressive familial
intrahepatic cholestasis (PFIC) is a heterogeneous group of autosomal recessive disorders leading to
cirrhosis and liver failure before adulthood; mutations in the MDR3 transporter gene are associated
with PFIC (84).
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12 Conclusions

Many studies have demonstrated the importance of phenotypic polymorphisms in DME genes and
DME receptor and drug transporter genes as risk factors in the development of cancer, toxicity, and
other diseases associated with chemical exposure. The genetic bases of many of these
polymorphisms have been elucidated, and noninvasive genotyping methods that can be applied to
large populations have been developed. The study of the relationship between genetic
polymorphisms, cancer susceptibility, toxicity, and environmental exposure is a new, exciting and
promising area of research. The identification of genetic factors—which, acting in conjunction with
the amount of environmental exposure, might increase the interindividual risk of toxicity or cancer—
will undoubtedly have important implications for the prevention, early diagnosis, and intervention of
human disease.
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Regulations and Guidelines In the Workplace
Eula Bingham, Ph.D., L. Faye Grimsley, MSPH, CIH

1.0 Introduction and History

Occupational diseases can be used as the first historical markers for concern about toxic substances
in the workplace. The passage in 1798 of the Act for the Relief of Sick and Disabled Seamen
established The Marine Hospital Service, which was later named the Public Health Service. This was
the first real legislation that dealt with occupational disease. Most of the seamen who benefited in the
early years probably had traumatic injuries or infectious diseases, but it is certain that some suffered
from chronic exposures. In 1835, McCready described the role of trades, professions, and
occupations in the development of disease and noted several toxic substances of importance (1), lead
and dusts. In 1860, Freeman described problems with mercury among hatters. Actual legislation to
regulate the workplace was slow to develop and was confined to conditions that affected children,
for example, hours worked and ages when children could begin work (1a).



Research and technology provide the rationale and the methodologies used to develop legislation,
regulations, and guidelines that reduced workplace hazards. However, the main factors bringing
about the passage of laws and/or regulations are likely to be social. These have included
catastrophes, such as mine explosions, asbestos disease, epidemics, and the Gauley bridge episode,
political movements such as the environmental and civil rights movements, and organizations
capable of pressing for legislation, such as labor organizations, community groups, and trade
associations.

In the early part of this century, regulations and guidelines to control toxic substances in workplaces
emerged out of social forces such as those introduced by labor unions and social reformers, one of
whom was Alice Hamilton. She was instrumental in putting workplace health and safety on the
agenda for U.S. federal activities during the early 1900s. Federal efforts were located in the Office of
Industrial Hygiene and Sanitation of the U.S. Public Health Service.

States were at the forefront of early efforts on worker health. Anna Baetjer (1b) reported that a
commission on Hygiene of Occupations and Railroads was established under the Health Department
of Ohio in 1886. Early efforts to investigate and make recommendations to eliminate and/or prevent
occupational disease were instigated by New York and Ohio in 1913, followed by Connecticut in
1928. In 1905, the Massachusetts Health Department had investigators of dangerous occupations.
Later, this early program was placed in the Massachusetts Department of Labor (2).

It is of interest to note that the first academic programs to support these efforts were instituted before
1920. For example, C.E.A. Winslow gave a course in industrial hygiene in the Department of
Biology and Public Health at MIT in 1905, followed by the University of Pennsylvania where there
was a doctorate in public health in 1906 that emphasized industrial hygiene. In 1919, the University
of Cincinnati established a one-year Certificate of Public Health in Industrial Hygiene (3).

An example of the roles various organizations had in the United States in establishing exposure
levels can be found in the preamble to the benzene standard (4). A committee of the National Safety
Council on Benzol chaired by C.E.A. Winslow reported that, even at 10 ppm or less, one in three
workers were affected. The Committee notes the importance of substituting another solvent where
possible (5). In the 1940s as a result of a death in the range of 40—80 ppm, Massachusetts lowered its
permissible limit to 35 ppm. The American Conference of Governmental Industrial Hygienists
(ACGIH) recommended a threshold limit value (TLV) of 100 in 1946, 50 in 1947, and 35 in 1948. In
1963, a TLV of 25 was recommended (6). Another private organization, the American National
Standards Institute (ANSI), recommended a limit of 10 ppm. This value became the first PEL for
benzene adopted in 1971 in the rulemaking 6(a).

In 1936, the Industrial Hygiene Committee of the State and Provincial Health Authorities of North
America published a list of the duties and qualifications for physicians and engineers in industrial
hygiene, that are similar to those recommended today. In addition to the professional requirements,
this list included certain desirable personality characteristics: “ability to establish contact with plant
executives, foremen, and laborers; initiative; tact; good judgement, and address” (1).

Among governmental bodies, the development of guidelines and regulations covering toxic
substances was varied. Certain states developed both exposure limits and practices for reducing
exposures, for example, New York, Massachusetts, and Pennsylvania, whereas others had few
regulations. Most of these guidelines or regulations were in the Labor or Health Department codes.
The U.S. Department of Labor first issued guidance for toxic substances encountered in the
workplace through the Bureau of Labor Standards. In a review of the requirements that the state
governments had for workplace safety and health, there is a compilation of the various provisions,
responsible agencies, and selected subjects such as mines, workmen's compensation, reporting
requirements, women and minors, and vocational rehabilitation. The sources used are provided. The
requirements range greatly. Examples of several states are given in Table 8.1. It should be noted that
even among the states that have one of the most extensive sets of requirements, Pennsylvania, a



comprehensive standard to protect coke oven workers did not result until after the federal
Occupational Health and Safety Act was passed in 1970. One can speculate that the comprehensive
nature of this federal standard as well as the federal inspection to enforce its provisions brought
about safer working conditions (7).

Table 8.1. Selected Requirements in Three States Prior to OSHAct”

Reporting of Medical

Occupational Surveillance
State OEL’ Inspections Injuries Diseases Lead Solvents Silica
Texas Limited Yes Yes No No No No
Pennsylvania Limited Yes Yes Yes Yes Yes Yes
South Limited Yes Yes Yes No No No
Carolina
% From Ref. 7.

b OEL—Occupational Exposure Limits.

From these early beginnings, guidelines to prevent illness from toxic substances were developed as
part of recommendations issued by various private organizations, the National Safety Council, and

the American National Standards Institute (ANSI) in the 1920s and 1930s, and the ACGIH (TLV's)
in 1941.

Other organizations provided guidelines for various toxic substances that would provide protection
for workers. For example, the American Petroleum Institute published a series of pamphlets on toxic
substances (8).

Among the governmental bodies in the United States, the development of guidelines and regulations
for toxic substances evolved over the first half of the twentieth century by a fragmented process.
Certain states developed both exposure limits and practices for reducing exposures. In the United
States, two major sources of numerical limits for various chemical and physical agents were set by
ANSI, which is made up of professionals mainly from industry, government, and sometimes
academia. ACGIH membership consisted of professionals employed in government (federal, state, or
local) and academia, but input was routinely sought from industry specialists.

The TLV Committee of the ACGIH, established in 1941, was composed of six nationally recognized
industrial hygienists and toxicologists not associated with private industry. The first list comprising
144 substances with their Maximal Allowable Concentrations (MAC) was promulgated in 1946 as
recommendations to industry. In 1943, the Division of Industrial Hygiene of the U.S. Public Health
Service published a prior list of 45 substances. Before 1955, no formal documentation of these
values was issued. The early documentation was for Committee use only as an aid in revising limits
at some future time. Documentation published by the Committee appeared in 1962 and comprised
267 substances. A second revised edition appeared in 1966 and included almost 400 substances.
Now, supplements appear annually as new substances are added or as revisions are made in the list

).

The criteria and procedures of the ACGIH TLV Committee are governed by the following
philosophy:



Threshold Limits for industrial settings are based on the premise that, although all chemical
substances are toxic at some concentration experienced for a period of time, a concentration exists
for all substances from which no injurious effect will result no matter how often the exposure is
repeated (9).

However, the ACGIH recognizes this as a desirable goal but has adopted the following philosophy:
Threshold Limit Values (TLVs) are airborne concentrations of substances to which it is believed that
nearly all workers may be repeatedly exposed day after day without adverse health effects. Because
of wide variation in individual susceptibility, a small percentage of workers may experience
discomfort from some substances at concentrations at or below the threshold limit; a smaller
percentage may be affected more seriously by aggravation of a preexisting condition or by
development of an occupational illness. Individuals may also be hypersusceptible or otherwise
unusually responsive to some industrial chemicals because of genetic factors, age, lifestyle,
medication, or previous exposures. Such workers may not be adequately protected from adverse
health effects from certain chemicals at concentrations at or below the threshold limits (10, 11).

TLVs were prepared only for the use of industrial hygienists, who could exercise their own judgment
in applying these values. They were not to be used for legal purposes (1).

Several approaches for deriving occupational exposure limits (OELs) from animal data have been
proposed and put into use during the past 40 years. Approximately 50% of the 1968 TLV's were
derived from human data, and approximately 30% were derived from animal data. By 1992, almost
50% were derived primarily from animal data. Of those TLVs based on human data, most are
derived from effects observed in workers who were exposed to the substance for many years.
Consequently, most of the existing TLVs were based on the results of workplace monitoring,
compiled with qualitative and quantitative observations of the human response (9). In recent times,
TLVs for new chemicals have been based primarily on the results of animal studies, rather than
human experience (12).

It is noteworthy that in 1968 only about 50% of the TLVs were intended primarily to prevent
systemic toxic effects. Roughly 40% were based on irritation, and about 2% were intended to
prevent cancer. By 1993, about 50% were meant to prevent systemic effects, 35% to prevent
irritation, and 5% to prevent cancer (13).

TLVs are based on the best available information from industrial experience and human and animal
experimental studies—when possible, from a combination of these sources (11, 14). The rationale
for choosing limiting values differs from substance to substance. For example, protection against
impairment of health may be a guiding factor for some, whereas reasonable freedom from irritation,
narcosis, nuisance, or other forms of stress may be the basis for others. The age and completeness of
the information available vary, consequently, the precision of each TLV is different. The most recent
TLV and its documentation should always be consulted to evaluate the quality of the data upon
which that value was set.

The issue of threshold effects is controversial, and scientists argue for and against threshold theories.
Beginning in 1988, concerns were raised by numerous persons regarding the adequacy or health

protectiveness of TLVs. The key question raised was, do the TLV's protect enough workers (15)?

Ziem and Castleman argued both that the scientific basis of the standards was inadequate and that
they were formulated by hygienists who had vested interests in the industries being regulated (16).

A follow-up study by Roach and Rappaport (17) attempted to quantify the safety margin and



scientific validity of TLVs. They concluded that there were serious inconsistencies between the
scientific data available and the interpretation given in the 1976 Documentation by the TLV
Committee. They also noted that the TLVs were probably reflective of what the Committee
perceived to be realistic and attainable at the time (17). This approach has been criticized, but it
reflects the OSHAct where feasibility is critical criterion.

The TLV procedures and documentation continue to be debatable. It is clear that the process by
which the TLVs and other OELs will be set will probably never be as it was between 1945 and 1990.
It is likely that in the coming years, the rationale, as well as the degree or risk inherent in a TLV, will
be more explicitly described in the documentation for each TLV. It is also certain that the definition
of “virtually safe” or “insignificant risk” with respect to workplace exposure will change as the
values of society change (18).

OELs have also been set by OSHA and NIOSH. Under the OSHACct, exposure limits are set via
specific procedures. Criteria documents and literature reviews published by NIOSH serve as a basis
for Recommended Exposure Limits (RELs). These RELs provide a scientific basis for OSHA to use
in preparing a proposal (19), however, it should be noted that the constraints in the OSHAct require
considering technical and economic feasibility, so that the permissible exposure limits (PELs) that
OSHA sets are usually greater than the RELs that are based only on health considerations.

After a court decision that required OSHA to demonstrate the effect of a new standard, the number
of adverse health effects reduced by lowering the PEL, OSHA has conducted quantitative risk
assessments for the substance proposed for regulation showing the impact on illness, injury, or
deaths at the old versus the proposed new PEL.

OSHA enforces approximately 400 PELs. These limits were adopted in 1970 under the Occupational
Safety and Health Act and came from the 1968 list of the ACGIH TLVs and the standards of the
American National Standards Institute (ANSI). An attempt was made in 1989 to adopt 428
chemicals from the 1989 TLV list as legally binding PELSs, but legal challenges by various groups
ultimately resulted in overturning these newly adopted values in 1992. The courts found that OSHA's
approach was not consistent with the requirements set forth in Section 6(b) of the Act (20). The
standards should be based on research, demonstrations, and experiments.

Regulations and Guidelines In the Workplace
Eula Bingham, Ph.D., L. Faye Grimsley, MSPH, CIH

2.0 Legislation, Standards and Guidelines in United States for Health and Safety in the Workplace
Standards, regulations, and guidelines are major tools for protecting workers and consumers from
chemical and physical hazards in the workplace and the environment. In the United States as in other
countries, there are specific procedures for developing standards, regulations, and guidelines for the
workplace. In many countries, the governments pass the legal framework or laws that provide the
basis for standards/regulations, guidelines, and exposure limits. The U.S. Congress passes laws that
govern workplaces in the United States. To put those laws into effect, Congress authorizes certain
governmental agencies such as the Department of Labor's Occupational Safety and Health
Administration (OSHA) and Mine Safety and Health Administration (MSHA), the Environmental
Protection Agency (EPA), and the Department of Transportation (DOT) to create and enforce rules.

Because laws often do not include all the details, regulations or standards are promulgated to
describe specific rules for the legal requirements. Once the regulation is in effect, agencies then
educate affected entities, such as employers and employees, as to how to comply. In some instances,
guidelines are issued by governments and are not considered legally enforceable. Guidelines are
sometimes developed by trade organizations to provide advice to members. The enforcement of the



legal requirements is usually delegated to a part of the agency separate from regulations or standards
writing.

A process is followed to create regulations. First, an authorized agency such as OSHA decides that a
regulation may be needed. The agency gathers information and provides an Advance Notice of
Intended Rulemaking to the Federal Register. This notice provides an opportunity for interested
persons to comment on the need for a standard. The need for new regulations may be based on new
law, court order, public petition, or agency initiative. The proposal is published in the Federal
Register, so that members of the public can consider it and send their comments to the agency. The
agency receives all the comments, revises the regulation as appropriate, and issues a final rule. At
each stage in the process, the Federal Register notices are available from the agency and are posted
on the Internet. The specific processes to promulgate standards by OSHA are set out in section 6b
and 3(8) of the OSHAct (4, 21).

The steps vary to some extent from those for regulations in that specific comment times are required
as well as public hearings, if requested and a regulation follows. When a standard is completed, it is
printed in the Federal Register as a final rule that includes the rationale, and the scientific and
technical basis for the rule. The final rule without the supporting rationale is “codified” by being
published in the Code of Federal Regulations (CFR). The CFR is the official record of all regulations
created by the U.S. federal government. It is divided into 50 volumes, called titles, each of which
focuses on a particular area. Almost all environmental and workplace regulations appear in Titles 40
and 29, respectively. The CFR is revised yearly, and one-fourth of the volumes is updated every
three months.

The way research, technology, social and political movements interact determines the combination
of laws, regulations, and guidelines that control toxic substances in the workplace. Standards are set
as a measurable reference point consisting of specific guidelines by which the desired objective can
be quantified and achieved (15). Regulations and guidelines for toxic substances in the workplace
have been developed primarily to address injury and illness prevention, communicate hazards via
training, and control hazards.

With passage of the Occupational Safety and Health Act in 1970 (OSHAct), workplace regulations
and guidelines to control toxic substances were transformed and OSHA was established. Under the
OSHAct, OSHA is authorized to issue and enforce regulations and standards that protect employees
who work in businesses engaged in interstate commerce. Under Sections 6(a), 6(b) and 3(8) (4, 21),
the process and criteria for promulgating standards for toxic substances in the workplace are
provided. The federal or state governments (acting under special provisions provided in the OSHAct)
can enforce final standards in the workplace. OSHA also has the authority to enforce an employer's
obligation to protect employees from recognized hazards that are causing or likely to cause death or
serious physical harm, even in the absence of a specific standard. This obligation is called the
“general duty clause” (section 5(a) of the OSHACct), states:

“Each employer (1) shall furnish to each employee a place of employment which is free from
recognized hazards that are causing or likely to cause death or serious physical harm to his
employees; (2) shall comply with occupational safety and health standards promulgated under this
Act” (21).

When the OSHACct was passed, it required the first standards to be national consensus standards or
established federal standards as outlined in Section 6(a). Section 6(b) and 3(8) of the Act outline the
criteria and guidelines for setting OSHA standards.

2.1 Types of Standards

Occupational health and safety standards have been set to cover four primary industry sectors that
include General Industry which is found in 29 CFR 1910, Construction 29 CFR 1926, Maritime 29
CFR portions of 19151919, and Agriculture 29 CFR 1928. OSHA has three categories of standards



defined as follows:

(A) Standard means a standard which requires conditions, or the adoption or use of one or more
practices, means, methods, operations, or processes, reasonably necessary or appropriate to provide a
safe or healthful employment and places of employment; (B) National Consensus standard means
any standard or modification thereof which (1) has been adopted and promulgated by a nationally
recognized standards-producing organization under procedures whereby it can be determined by the
Secretary of Labor or by the Assistant Secretary of Labor that persons interested and affected by the
scope or provisions of the standard have reached substantial agreement on its adoption, (2) was
formulated in a manner which afforded an opportunity for diverse views to be considered, and (3)
has been designated as such a standard by the Secretary or the Assistant Secretary, after consultation
with other appropriate Federal agencies; and (C) Established Federal Standard means any operative
standard established by any agency of the United States and in effect on April 28, 1971, or contained
in any act of Congress in force on the date of enactment of the Williams—Steiger Occupational Safety
and Health Act (22).

In addition, a further breakdown of Consensus Standard was established to assist in implementing
regulations, and they are defined as follows:

Specification standard is defined as a standard that sets detailed requirements for protecting
employees from a workplace hazard. Vertical Standard is defined as an OSHA standard pertaining to
a specific industry, such as construction or maritime trades. Performance Standard is defined as a
standard that sets general requirements for protecting employees from a workplace hazard, allowing
employers to choose their own means for complying with the regulation (23).

2.2 Other U.S. Agencies that Establish Workplace Regulation of Toxic Substances

Within the United States, some of the most common guidelines and regulations are established by
the EPA and OSHA. The major U.S. federal agencies that have standards, regulations, or guidelines
dealing with toxic substances are presented in Table 8.2. These laws regulate some aspect of toxic
substances in the workplace. The OSHAct remains the most extensive piece of safety and health
legislation in the United States and regulates conditions in six million private business
establishments (23). However, other legislation and authorities have a major role in controlling
chemical and physical exposures in the workplace.

Table 8.2. Federal Laws and Agencies Affecting Toxic Substance Control”

Statute Year Enacted Responsible Agency
Toxic Substance Control Act 1976 EPA
Clean Air Act 1970; amended EPA
1977 & 1990
Federal Water Pollution Control  1972; amended EPA
Act (now Clean Water Act) 1977
Safe Drinking Water Act 1974; amended EPA
1977
Federal Insecticide, Fungicide, 1947; amended
and Rodenticide Act 1972, 1975,

1978



Act of July 22, 1954 (codified as  1954;

Section 346 (a) of the Food, Drug, 1972
and Cosmetic Act)

Resource Conservation and 1976
Recovery Act

Comprehensive Environmental ~ 1980;

amended EPA

EPA

amended EPA

Response, Compensation, and as SARA 1986

Liability Act (CERCLA)

Marine Protection Research and 1972
Sanctuaries Act

Asbestos Hazard Emergency 1986
Response Act (AHERA)

Food, Drug, and Cosmetic Act 1938;

1997

Food additives amendment 1958

Color additives amendment 1960

New drug amendments 1962

New animal drug amendments 1968
Medical device amendments 1976
Fair Packaging and Labeling Act 1976

Public Health Service Act 1944;
1997
Federal Meat Inspection Act 1967,
1997
Poultry Products Inspection Act 1957,
1997
Egg Products Inspection Act 1970

Poison Prevention Packaging Act 1970

Lead Based Paint Poisoning 1973;
Prevention Act 1976
Hazardous Materials 1975;
Transportation Act 1976

Federal Railroad Safety Act 1970

Ports and Waterways Safety Act 1972
Dangerous Cargo Act 1952

Occupational Safety and Health 1970
Act

Federal Mine Safety and Health 1977
Act

EPA
EPA
amended FDA

FDA
FDA
FDA
FDA
FDA
FDA
amended FDA

amended USDA
amended USDA

USDA
CPSC
amended CPSC, HHS, HUD

amended DOT—Materials
Transportation Bureau

DOT—Federal Railroad
Administration

DOT and Coast Guard

OSHA, NIOSH

Labor (Mine Safety and
Health Administration) and
NIOSH

4 CPSC = Consumer Products Safety Commission

DOT = Department of Transportation
EPA = Environmental Protection Agency
FDA = Food & Drug Administration
HHS = Health and Human Services
HUD = Housing & Urban Development

NIOSH = National Institute for Occupational Safety & Health



OSHA = Occupational Safety & Health Administration

USDA = United States Department of Agriculture

SARA = Superfund Amendments and Reauthorization Act
You will find some of the other legislation and regulatory agencies that have promulgated standards
in the United States to address employee health and safety in Table 8.3. When the OSHAct was
passed, the recognition of other agencies came in the form of a special provision in section 4(b) (1),
which states “Nothing in this Act shall apply to working conditions of employees with respect to
which other Federal agencies, and State agencies acting under section 274 of the Atomic Energy Act
of 1954, as amended (42 U.S.C. 2021), exercise statutory authority to prescribe or enforce standards
or regulations affecting occupational safety or health” (21).

Table 8.3. Regulations To Protect Workers from Toxic Agents in the U.S.

Workplace*
Responsible
Statute Agency Part/Section Requirements’
Toxic Substance EPA TSCA Sections 8 (¢, Premarketing testing
Control Act d, &e) and reporting of
(TSCA) chemicals; and
Reporting of
substantial risks

Federal EPA 40 CFR, Part 170 Testing may deny
Insecticide, registration, warnings,
Fungicide, and re-entry limits
Rodenticide Act
Resource EPA 40 CFR, Part 263 Training
Conservation and
Recovery Act
Asbestos Hazard EPA 40 CFR, Part 763 Training
Emergency
Response Act
(AHERA)
Hazardous DOT 49 CFR, Parts 171-  Training and labeling
Materials 180
Transportation
Act
Occupational OSHA 29 CFR, Part 1910  Promulgates health
Safety and Health 29 CFR, Part 1915  and safety regulations
Act 29 CFR, Part 1917  and enforces training

29 CFR, Part 1918  requirements

29 CFR, Part 1926
Federal Mine MSHA 30 CFR Parts 1-199 Promulgates health
Safety and Health and safety regulations
Act and enforces training

requirements

¢ EPA = Environmental Protection Agency

DOT = Department of Transportation

OSHA = Occupational Safety & Health Administration
MSHA = Mine Safety and Health Administration

CFR = Code of Federal Regulations



b Refer to appropriate statutes and regulations for specific requirements.

2.2.1 Mine Safety and Health Administration (MSHA) Health and safety conditions in the mining
industry are regulated by the Federal Mine Safety and Health Act of 1977 (MSHAct). This law,
whose enactment was prompted by a number of mine disasters in the 1970s, amended the Federal
Coal Mine Health and Safety Act of 1969 and repealed the Metal and Nonmetallic Mine Act of
1966, bringing many types of mines that previously had been covered by a variety of earlier laws
under one system of regulation.

MSHA was created to set and enforce standards and established an independent Federal Mine Safety
and Health Review Commission to hear challenges to MSHA citations. MSHA has jurisdiction over
work activities in mines, and also over work activities on the roads leading to and from mines; on the
roads belonging to the mine property; over the lands, structures, equipment, and property used in
connection with mines; including milling operations; and over the work of preparing coal or other
mined minerals, including custom coal preparation facilities. The MSHAct requires MSHA to
inspect every underground mine at least four times a year and every surface mine at least twice per
year.

The MSHACct procedures for setting standards are similar to those set by the OSHAct for OSHA.
MSHA must publish a proposed standard in the Federal Register for comment and give interested
parties the opportunity to request a hearing.

MSHA may issue emergency temporary standards when it determines that miners are “exposed to
grave danger from exposure to substances or agents determined to be toxic or physically harmful, or
to other hazards,” and that emergency action is needed to protect the miners. However, the agency
must begin permanent rulemaking to address the hazard as soon as it publishes the emergency rule
and must issue a permanent standard no more than nine months later. MSHA may modify the
application of a permanent standard when petitioned to do so by a mine operator or a representative
of the miners employed at the time, by a process that is similar to OSHA's process for variances from
OSHA standards.

An interagency agreement signed between OSHA and MSHA on March 29, 1979, clarifies the
jurisdictional authorities of the two agencies. As a general rule, the agreement specifies that MSHA
will exercise its authority on mine sites and in milling operations. However, where the provisions of
the mine act do not cover or otherwise do not apply to job-related hazards at these sites, or where
MSHA has statutory jurisdiction but no MSHA standards exist that are applicable to particular
working conditions, the OSHAct will apply.

OSHA may also exercise its authority over an employer who has control over working conditions at
a mining or milling site, if that employer is neither a mine operator nor an independent contractor
subject to the mine act, if application of the OSHAct to this type of employer would provide a more
effective remedy than citing a mine operator or independent contractor that does not have direct
control over those conditions (24).

MSHA has broad authority to develop, promulgate, and enforce mandatory health and safety
standards to protect the health and safety of the nation's miners. MSHA's authority to regulate in the
area of radiation is derived from its statutory mandate to protect and promote occupational safety and
health in the mining and milling of minerals, including those that expose the miner to radioactivity.
In addition, MSHA may exercise jurisdiction over any equipment used in mining that potentially
exposes miners to radioactivity. MSHA had codified regulations dealing specifically with radiation
in Title 30, subchapter N, Part 57, of the Code of Federal Regulations (24a).

The Powerplant and Industrial Fuel Use Act of 1978 substantiates MSHA's authority to protect



existing and future housing, property, persons, and public facilities located adjacent to or near active
and abandoned coal, uranium, metal, and nonmetallic mines against mining hazards (24).

2.2.2 Department of Health and Human Services (HHS) Food and Drug Administration

(FDA) Under the Radiation Control for Health and Safety Act of 1968, FDA is authorized to
promulgate and enforce performance standards for controling radiative emissions by electronic
products. FDA's regulations promulgating these standards are set forth in Title 21, Subchapter J, of
the Code of Federal Regulations (24a). Although not specific for workers, provisions to protect
consumers can also protect workers in some industries such as drug manufacturing and food
production (24b).

National Institute for Occupational Safety and Health The National Institute for Occupational Safety
and Health (NIOSH) has primary responsibility for certifying and approving respirators. After
enactment of the OSHAct, NIOSH and the U.S. Bureau of Mines (USBM) promulgated 30 CFR,
Part 11, which outlined the procedures for respirator approval. After reorganization of the USBM,
function for respirator certification and approval were eventually transferred to the MSHA in 1977,
and respirators were jointly approved by NIOSH and MSHA (25).

In 1995, a final rule (42 CFR part 84) was issued that addressed NIOSH and MSHA's certification
requirements for respiratory protective devices. The provisions of this rule now give NIOSH
exclusive authority for testing and certifying respirators. Certain mine emergency devices will
continue to be jointly certified by NIOSH and MSHA (26).

2.2.3 Department of Transportation (DOT) The Federal Hazardous Materials Transportation Law
(Federal Hazmat Law), formerly the Hazardous Materials Transportation Act, is the basic statute that
regulates hazardous materials transportation in the United States. Under this law, DOT has broad
authority to issue and enforce regulations for the safe transportation of hazardous materials,
including radioactive materials, on the nation's highways. In addition, the Hazmat Law specifically
directed DOT to issue regulations regarding the transportation of radioactive materials on passenger-
carrying aircraft, railways, and waterways (27).

Pertinent regulations are codified in Title 49 of the Code of Federal Regulations. The Hazardous
Materials Regulations (HMR; 49 CFR Parts 171-180) cover five areas and include hazardous
materials definition/classification, hazard communication, packaging requirements, operational rules,
and training. Those relating specifically to radioactive materials cover labeling, shipping, rail
transportation, air transportation, carriage by vessel, and highway transportation (28).

2.2.4 Environmental Protection Agency (EPA) Several statutes administered by the EPA provide
basic authorization for it to regulate worker health and safety directly, for example, the Federal
Insecticide, Fungicide, and Rodenticide Act (FIFRA), which promulgates reentry limits for pesticide
application in fields thus protecting farm workers. FIFRA also requires labeling and protections from
low-level ionizing radiation. Other EPA statutes provide for indirect regulation that can impact
worker health. The Clean Air Act regulates the emissions of pollutants, including radioactive
materials, into the air. The Clean Water Act regulates the discharges of pollutants into waterways
and sewage systems, including radioactive materials, except for those (source material, special
material, and by-product material) regulated under the Atomic Energy Act. The Safe Drinking Water
Act protects against contaminants, including radioactive materials, in public water systems, and
underground injection which may contaminate public water systems. The Resource Conservation
and Recovery Act (RCRA; Solid Waste Disposal Act, as amended) covers the disposal of hazardous
wastes, and which requires worker training. The Toxic Substances Control Act (TSCA) regulates
manufacturing, distribution, processing, use, and disposal of toxic substances, including radioactive
materials, except for those regulated under the Atomic Energy Act, and the Marine Protection,
Research, and Sanctuaries Act of 1972 regulates ocean dumping of all materials, including all
radioactive materials. Several provisions of TSCA impact workers' health such as Section 8 ¢, d, and
e. These sections require pre-market toxicity testing, reporting of chemicals, and reporting of



substantial risk.

In addition, under the Atomic Energy Act as amended by the Uranium Mill Tailings Radiation
Control Act of 1978, EPA has authority to set standards for disposal of uranium mill tailings at
active and inactive sites. Under Reorganization Plan No. 3 of 1970, EPA is further authorized to
establish generally applicable environmental standards for protecting the general environment from
radioactive material. These standards are promulgated by EPA but implemented by the Nuclear
Regulatory Commission (NRC) and the Department of Energy (DOE). The standards are published
in Title 40, Subchapter F, of the Code of Federal Regulations.

Also under Reorganization Plan No. 3, EPA is responsible for advising the President generally with
respect to radiation matters that directly or indirectly affect health, including guidance for all Federal
agencies in formulating radioactive standards and in establishing and executing cooperative
programs with the states (29).

2.2.5 Nuclear Regulatory Commission (NRC) The NRC's authority to regulate radiative exposure,
particularly in workers in DOE operations (under private corporations contracted to DOE), is derived
principally from the regulatory authority of the Atomic Energy Commission (AEC). All licensing
and related regulatory functions of the AEC were transferred to the NRC by the Energy Regulation
Act of 1974, which created the NRC. Under this legislation, the NRC has broad authority to license
and regulate the use and distribution of special nuclear material, source material, and by-product
material and to establish minimum criteria for the issuance of licenses. In addition, the NRC has
broad authority to regulate licenses. These authorities have been implemented by the NRC through
regulations set forth in Title 10 of the Code of Federal Regulations, Parts 20, 30-35, 40, 50, 51, 70,
and 71.

Title II of the Uranium Mill Tailings Radiation Control Act of 1978 extended NRC's licensing
authority over by-product material to include uranium and thorium mill tailings. The act also
subjects this class of by-product material to more extensive regulatory requirements than provided
for other by-product material and authorizes the NRC to take appropriate measures to protect public
health and safety and the environment from radiological hazards associated with such material.

In view of the overlap between the responsibilities of NRC and other agencies, NRC has entered into
various Memoranda of Understanding with the DOT, the EPA, the Coast Guard, the Army Corps of
Engineers, the Council on Environmental Quality, the Air Force, DOE, FDA, NOAA, and the FAA
(30).

2.2.6 Coast Guard/Maritime Under U.S. maritime law, the U.S. Coast Guard (USCGQG) has authority
over safety on tank and passenger vessels. Among Coast Guard standards pertaining to the safety of
maritime employees are those regulating lifesaving equipment on tank vessels, fire-fighting
equipment on tank vessels, lifesaving equipment on passenger vessels, and special construction
arrangements and other provisions for carrying anhydrous ammonia, combustible liquids, and other
dangerous cargoes in bulk (31).

In a memorandum of understanding (32), OSHA and the Coast Guard have agreed that OSHA
retains its authority under the OSHAct to respond to complaints by seamen aboard Coast Guard-
inspected vessels regarding alleged discrimination for safety-related activity. OSHA also has the
authority to order vessel owners to post notices informing employees of their right to complain about
working conditions to the Coast Guard, OSHA, or to the employer, and to be free from retaliatory
discrimination.

The Outer Continental Shelf Lands Act gives the Coast Guard and the Department of the Interior's
Minerals Management Services (MMS) the authority to set and enforce standards to regulate
hazardous working conditions on the outer continental shelf.



Standards set by MMS pertain to safety in drilling operations by offshore rigs, well completion, and
well workover; production safety systems; platforms and structures, including inspection and
maintenance; and employee training (30).

The Coast Guard's regulations pertain to mobile offshore units—vessels engaged in drilling
operations—rather than stationary rigs. They include rules for inspection and certification of vessels,
including testing of firefighting equipment and lifeboats, design and equipment, including location of
firefighting equipment and lifeboats, and operations, including practice drills and stowage of safety
equipment.

There is also an agreement, Memorandum of Understanding (MOU), between OSHA and the Coast
Guard regarding enforcement of standards covering working conditions for which the Coast Guard
has no specific standards of its own. The Coast Guard notifies OSHA whenever a Coast Guard
inspection finds apparent violations of OSHA rules and cooperates with any subsequent enforcement
activity that OSHA undertakes.

Under the Federal Water Pollution Act, the Coast Guard has been delegated the authority to respond
to discharges of oil into U.S. waters. Under the Comprehensive Environmental Response,
Compensation and Liability Act (CERCLA), the Coast Guard has been delegated the authority, as
the designated On-Scene Coordinator, to respond to the release of hazardous substances into the
environment within the U.S. coastal zone.

Coast Guard employees, other government employees, and contract personnel involved in oil spill
response activities must comply with all applicable worker health and safety laws and regulations.
The primary regulation is OSHA's hazardous waste operations and emergency response (29 CFR
1910.120). Other regulations may be applicable if employees are involved in cleanup operations at
uncontrolled hazardous waste sites being cleaned up under government mandate and in certain
hazardous waste treatment, storage, and disposal operations conducted under the Resource
Conservation and Recovery Act of 1976 (RCRA). The regulations apply to both emergency response
and post-emergency cleanup of hazardous substance spills. Most oils and oil spill responses are also
covered in 49 CFR Part 172. The rules cover employee protection during initial site characterization
and analysis, monitoring activities, materials handling activities, training, and emergency response
(29, 31).

Regulations and Guidelines In the Workplace
Eula Bingham, Ph.D., L. Faye Grimsley, MSPH, CIH

3.0 Governmental Regulation of Toxic Chemicals in Workplaces

3.1 Rationale for Workplace Exposure Limits

Occupational health professionals are faced with the challenge of evaluating and controlling
exposures to the thousands of chemicals used in the workplace. There are only a few hundred
occupational exposure limits worldwide to provide guidance with regard to safe levels.

The rationale for setting occupational limits varies, depending upon the chemical and the country or
specific organization that establishes the exposure limits. Some exposure limits are set to avoid
nuisances such as odor, whereas another may be to prevent irritation or chronic diseases such as
cancer. Overall, the goal of most occupational exposure limits is to protect workers during their
entire working lifetime, which is approximately 40 years. Approximately 23 countries and
organizations have established and published occupational exposure limits using various criteria
(33). Some of the most common are presented in Table 8.4. In the United States, OSHA, ACGIH,
NIOSH, and AIHA have set forth occupational exposure limits. The German Commission for the
Investigation of Health Hazards of Chemical Compounds in the Work Area is responsible for



developing the Maximum Allowable Concentrations (MAKSs).

Table 8.4. Selected Countries/Organizations That Have Occupational
Exposure Limits”

Type of Standard Set”
Enforcement (Monitored and

Country Enforced) TWA STEL Ceilings BEI
Australia N Y Y Y N
Ontario Y Y Y Y —
European
Community Y Y Y Y Y
Germany Y Y Y Y Y
Japan N Y Y Y Y
Sweden Y Y Y Y —
United Kingdom Y Y Y Y —
USA-ACGIH N Y Y Y Y
USA-NIOSH N Y Y Y Y
USA-OSHA Y Y Y Y Y

@ Table 4 abridged from Ref. 31a.
b TWA = Time Weighted Averages
STEL = Short-term Exposure Limits
BEI = Biological Exposure Indices
Exposure limits for most workplace air contaminants are based on the premise that although all
chemical substances are toxic at some concentration when experienced for a period of time, a
concentration (e.g., dose) does exist for all substances at which no injurious effects should result, no
matter how often the exposure is repeated (9, 11). Thinking differs throughout the world with regard
to the amount of chemical exposure that constitutes a safe level. For example, one country might
think that the optimal value and goal to be sought is zero concentration. Table 8.5 lists the numerical
occupational exposure limits for many chemicals throughout the world. For this reason, the criteria
and procedures for setting limits differ (9). Zero exposure is the goal that should be set forth, but it is
not generally the reality in the workplace.

Table 8.5. Occupational Exposure Limits for Selected Substances and
Countries/Organizations®

Asbestos Silica
Arsenic Lead (Crocidolite) (Crystalline)

(Inorganic)’ (Inorganic)” “ “

Country/Organization Unit TWA STEL TWA STEL TWA STEL TWA STEL




Australia ppm 0.1
ficc
mg/m3 0.05 0.15 0.2
Germany (MAK)“ ppm
mg/m3 0.1 0.15
Japan ppm
mg/m3 0.5 0.1
Poland ppm
mg/m3 0.01 0.05 1.0
Sweden ppm
mg/m3 0.03 0.05 0.1
United Kingdom ppm
mg/m3 0.1 0.15 0.2 0.3
fice
USA-ACGIH (TLV)  ppm 0.1
ficc
mg/m3 0.01 0.05 0.1
USA-NIOSH (REL)  ppm 0.1
fice
mg/m3 C0.002 < 0.1 0.05
USA-OSHA (PEL) ppm 0.1 10 e
filcc  flce
mg/m3 0.01 0.05
Venezuela ppm
mg/m3 05 05 0.15 045
Trichloroethylene Vinyl
Benzene (TCE) Chloride
Country/Organization Unit TWA STEL TWA STEL TWA STEL
Australia ppm 5 50 200
mg/m3 16 270 1080 10
Germany (MAK)? ppm 50
mg/m3 270
Japan ppm 10 25 25 2.5
mg/m3 32 80 135 6.5
Poland ppm
mg/m> 10 40 50 30
Sweden ppm 1 5 10 25 5
mg/m3 3 16 50 140 2.5 13
United Kingdom ppm 5 100 150



mg/m> 16 550 802 7
USA-ACGIH (TLV) ppm 0.5 25 50 100 1
mg/m3 1.6 8 269 537 23
USA-NIOSH (REL) ppm 0.1 1  25(10-hr TWA) C2
mg/m? 032 3.2

USA-OSHA (PEL) ppm 1 5 100 C200 1 5
mg/m3 3 15

Venezuela ppm 10 100 150
mg/m> 30 535 800

b STEL = Short-term Exposure Limit
TWA = Time-weighted average
C = Ceiling
ppm = Parts of vapor or gas per million parts of contaminated air by volume
mg/m?3 = Milligrams of substance per cubic meter of air
f/cc = Fiber per cubic centimeter of air
¢ Respirable quartz
4 Germany does not set specific OEL for carcinogens
¢ Formulae: (10 mg/m?) + (% SiO, +2)

Occupational exposure limits established both in the United States and elsewhere are derived from a
variety of sources and based on different methodologies. The majority were developed from human
experience and animal data. Because the process of carrying out the scientific work to obtain the
necessary experimental, clinical, and epidemiological data is complex, only a few countries have
been able to set validated exposure limits for any substantial number of industrial chemicals.

Some countries have also developed guidelines for biological monitoring in addition to exposure
limits for inhalation of chemicals. According to the ACGIH, biological monitoring consists of
assessing overall exposure to chemicals that are present in the workplace by measuring the
appropriate determinants in biological specimens collected from the worker at the specified time.
The ACGIH has developed Biological Exposure Indices (BEIs) as reference values intended as
guidelines for evaluating potential health hazards. Other countries, including the United Kingdom
and Germany, have also developed biological exposure limits (see Table 8.4).

Enforcement of occupational exposure limits varies greatly from country to country. Some countries
use them as guidelines to assist in compliance with the law. Others believe that the occupational
exposure limits have legal force and are enforced by regulatory agencies. In the United States, the
OSHA permissible exposure limits are the most common airborne exposure limits enforced. Table
8.4 lists selected countries and their enforcement practices for their exposure limits. However, such
limits set forth by the ACGIH and other organizations are also used as guidelines in the workplace,
and some companies report that they abide by the lowest values.

3.2 Exposure Limit Definitions and Special Notations

Occupational exposure limits have been set for airborne contaminants by many countries and
organizations. Some have also established exposure limits for biological and physical agents. Limits
are established to protect against peak exposures and chemical exposures that may have long-term
effects. The terminology for exposure limits can be confusing. Following, you will find some of the
most common exposure limits and definitions.

TLVs are defined as guidelines by the ACGIH (34), which represent airborne concentrations of
substances and representative conditions under which employees, generally, may be repeatedly
exposed without suffering adverse health effects. Specifically, the ACGIH has three categories of



exposure limit values and the following definitions are based on information from the TLV booklet
and are defined as follows: (1) Threshold Limit Value—Time-Weighted Average (TLV-TWA)—the
time-weighted average concentration for a conventional 8-hour workday and a 40-hour workweek, to
which it is believed that nearly all workers may be repeatedly exposed day after day without adverse
effect; (2) Threshold Limit Value—Short-Term Exposure Limit (TLV-STEL)—is defined as a 15-
minute TWA exposure which should not be exceeded at any time during the workday even if the 8-
hour TWA is within the TLV-TWA. STELs were developed to set concentrations to which it is
believed that workers can be exposed continuously for a short period of time without suffering from
irritation, chronic or irreversible tissue damage, or narcosis of sufficient degree to increase the
likelihood of accidental injury, to impair self-rescue, or materially reduced work efficiency, provided
that the daily TLV-TWA is not exceeded; (3) Threshold Limit Value-Ceiling (TLV)—the
concentration that should not be exceeded during any part of the working exposure.

Permissible exposure limits are established and published by OSHA and are legally enforceable. The
PELs are TWA concentrations that must not be exceeded during an 8-hour workshift of a 40-hour
workweek. These limits are deemed by the agency to be the highest level to which an employee may
be exposed to a harmful substance or physical agent without harmful effects. The OSHA permissible
exposure limits (PELs), are found in tables Z-1, Z-2, and Z-3 of the OSHA General Industry Air
Contaminants Standard (29 CFR 1910.1000). OSHA has also set action levels for specific agents.
The action level is defined as the concentration or level of an agent at which it is deemed that some
specific action should be taken. Employers are required by OSHA to begin regular monitoring to
measure ongoing exposure, and to use engineering controls and personal protective equipment if the
action level is exceeded. Usually, in general practice the action level is set at one-half of the
permissible exposure limit (10).

Recommended Exposure Limits (RELs) are set by the National Institute for Occupational Safety and
Health (NIOSH) and are used as recommendations for criteria standards for specific substances
identified by OSHA based only on projected health effects (feasibility is not a criterion). RELs are
TWA concentrations for up to a 10-hour workday during a 40-hour workweek (19).

The German MAK value (“Maximale Arbeitsplatz-konzentration”, maximum workplace
concentration) is defined as the maximum concentration of a chemical substance in the workplace air
which should not have known adverse effects on the health of the workers nor cause unreasonable
annoyance even when the person is repeatedly exposed during a 40-hour workweek (or 42-hour
when averaged over four weeks in firms that have four work shifts). Usually, the MAK value is an
average concentration obtained by integrating the concentrations determined during a period of up to
one working day or shift. MAK values are established on the basis of the effects of chemical
substances. When possible, practical aspects of the industrial process and the resulting exposure
patterns are also taken into account; scientific criteria, for preventing adverse effects on health are
decisive, not technical and economic feasibility (35). The values are estabished by the Deutsche
Forschungsgemeinschaft (DFG), Federal Republic of Germany, Commission for the Investigation of
Health Hazards of Chemical Compounds in the Work Area.

The MAK values were developed for healthy persons of working age. The unconditional adoption of
MAK and BAT (Biological Tolerance value for the working Material) values as guidelines during
pregnancy is not possible because observance of these values does not guarantee in every case that
the unborn child is reliably protected from the prenatal toxicity of the substances. The expression
“prenatal toxicity” is taken in its broadest sense by the Commission; it includes any effect of the
substance that elicits an alteration from the physiological norm in the offspring or causes permanent
morphological or functional damage. Many substances have not yet been investigated or have not
been thoroughly evaluated for prenatal toxicity. It is usually not safe to justify or quantify a risk of
prenatal toxicity in man on the basis of animal studies. In the individual case, risk to a human can
exist, even if the result of animal tests are negative, if the dose is significantly lower than the
threshold dose determined in animal experimentation.



The Commission is testing the substances in the lists of MAK and BAT values to determine whether
a risk of prenatal toxicity can be excluded by observance of MAK values and BAT values, whether
such a risk has been reliably proved or must be assumed as probable on the basis of the existing data.

Substances have been classified according to their prenatal toxicity and grouped in following
categories:

Group A: A risk of damage to the embryo or fetus has been unequivocally demonstrated. Exposure
of pregnant women can lead to damage to the developing organism even when the MAK and BAT
values are observed.

Group B: Currently available information indicates that a risk of damage to the embryo or fetus
must be considered probable. Damage to the developing organism cannot be excluded when
pregnant women are exposed, even when MAK and BAT values are observed.

Group C: There is no reason to fear a risk of damage to the embryo or fetus when MAK and BAT
values are observed.

Group D: Classification in one of the groups A—C is not yet possible because, although the data
available may indicate a trend, they are not sufficient for final evaluation.

MAK values cannot be established for a number of carcinogenic and mutagenic substances for the
following reasons: cancer and mutations become manifest only after years and decades and under
certain circumstances in future generations. After extended periods of exposure to low doses of these
substances, the effects are extensively accumulated; whether or to what extent repair occurs can not
presently be stated. However, because certain carcinogens are unavoidable in industrial processes
and to some extent also occur naturally and because exposure to these substances cannot be
completely eliminated, quantitative guidelines for protective measures and their analytical
surveillance are necessary to ensure protection at work. The German Commission has set up
technical exposure limits (TRK) in special cases. TRK values are not MAK values and are not listed
in Table 8.5 for carcinogens (35).

Skin Guidelines Some substances are designated with skin notations because absorption of
substances through the skin can make a significant contribution to systemic exposure to the
employee or can even be the main exposure route. The ACGIH, OSHA and the German Commission
have developed criteria to address skin absorption. Substances that have a “Skin” notation refer to
the potential significant contribution to the overall exposure by the cutaneous route, including
mucous membranes and the eyes, either by contact with vapors or, of probable greater significance,
by direct skin contact with the substance. Substances are designated with an “H” when systemic
exposure may be increased by cutaneous absorption (6, 34, 35).

Mixtures Special attention should also be given to the application of the exposure limits in assessing
the health hazards from exposure to mixtures of two or more substances. The ACGIH and OSHA
have established guidelines for exposure values for mixtures. The guidelines state that when two or
more hazardous substances which act upon the same organ system are present, their combined effect,
rather than that of either individually, should be given primary consideration. In the absence of
information to the contrary, the effects of the different hazards should be considered additive, that is,
if the sum of the concentrations divided by the corresponding threshold value exceeds unity, then the
threshold limit of the mixture should be considered exceeded. Exceptions to this guideline may be
made when there is a good reason to believe that the main effects of the different harmful substances
are not in fact additive but are independent, for example, when purely local effects on different
organs of the body are produced by the various components of the mixture. In such cases, the
threshold limit ordinarily is exceeded only when at least one member of the series of concentrations
and exposure limits itself has a value that exceeds unity. For examples and more information, see the
ACGIH TLV booklet or OSHA standard 29 CFR 1910.1000 (34, 36). In general, the MAK value is
valid only for exposure to a single pure substance, and the German Commission has refrained from



calculating MAK values for mixtures (35).

Carcinogens Several organizations and agencies provide guidelines for defining and classifying
chemical or physical agents as carcinogens. Three of the most well-known agencies that have
developed procedures and protocols for testing and classifying agents for carcinogenic potential are
the National Toxicology Program (NTP), the International Agency on Research for Carcinogenicity
(IARC), and the U.S. EPA.

First, the listing of a substance in the Annual Report on Carcinogens is mandated by Public Law 95-
622. The evaluation of substances listed in the Annual Report is performed by scientists from the
National Toxicology Program (NTP) and other federal health research and regulatory agencies. The
listing of a substance in the Annual Report is descriptive and qualitative in nature and represents an
initial step in hazard identification, which is generally considered the first step in the analytical
process known as risk assessment. It is necessary to conduct a risk assessment to estimate the
potential of any substance to harm human health. Risk assessments are not conducted by the NTP for
substances in the Annual Report.

For the purpose of the NTP Report, “known carcinogens” are defined as those substances for which
there is sufficient evidence of carcinogenicity from studies in humans to indicate a causal
relationship between the agent and human cancer. “Reasonably anticipated to be carcinogens” are
those substances for which there is limited evidence of carcinogenicity in humans and/or sufficient
evidence of carcinogenicity in experimental animals. Sufficient evidence in animals is demonstrated
by positive carcinogenicity findings in multiple strains and species of animals, in multiple
experiments, or to an unusual degree with regard to incidence, site, type of tumor, or age of onset.
Only substances for which the evidence of carcinogenicity has been peer-reviewed are evaluated for
possible inclusion in the Annual Reports (37).

In 1969, the International Agency for Research on Cancer (IARC) initiated a program to evaluate the
carcinogenic risk of chemicals to humans and to produce monographs on individual chemicals. The
monographs' program has since been expanded to include consideration of exposures to complex
mixtures of chemicals and of exposures to other agents such as radiation and viruses.

The objective of the program is to prepare, with the help of international working groups of experts,
and to publish in the form of monographs, critical reviews and evaluations of evidence on the
carcinogenicity of a wide range of human exposures. The monographs represent the first step in
carcinogenic risk assessment and may also state where additional research efforts are needed.

The monographs may assist national and international agencies in making risk assessments and in
formulating decisions concerning any necessary preventive measures. The evaluations of IARC
working groups are scientific, qualitative judgments about the evidence for or against
carcinogenicity provided by the available data. These evaluations represent only one part of the body
of information on which regulatory measures may be based. Other components of regulatory
decisions may vary from one situation to another and from country to country, responding to
different socioeconomic and national priorities. Therefore, no recommendation is given with regard
to regulation or legislation, which is the responsibility of individual governments and/or other
international organizations.

The overall evaluation of the carcinogenicity of substances has been categorized by the IARC. The
agent, mixture, or exposure circumstance is described according to the wording of one of the
following categories, and the designated group is given. The categorization of an agent, mixture, or
exposure circumstances is a matter of scientific judgment, reflecting the strength of the evidence
derived from studies in humans and in experimental animals and from other relevant data.

Group 1—The agent (mixture) is carcinogenic to humans. The exposure circumstance entails
exposures that are carcinogenic to humans. This category is used when there is sufficient evidence



of carcinogenicity in humans.

Group 2A—The agent (mixture) is probably carcinogenic to humans. The exposure circumstance
entails exposures that are probably carcinogenic to humans. This category is used when there is
limited evidence of carcinogenicity in humans and sufficient evidence of carcinogenicity in
experimental animals.

Group 2B—The agent (mixture) is possibly carcinogenic to humans. The exposure circumstance
entails exposures that are possibly carcinogenic to humans. This category is used for agents,
mixtures, and exposure circumstances for which there is limited evidence of carcinogenicity in
humans and less than sufficient evidence of carcinogenicity in experimental animals.

Group 3—The agent (mixture or exposure circumstances) is not classifiable as to its
carcinogenicity in humans. This category is used most commonly for agents, mixtures, and
exposure circumstances for which the evidence of carcinogenicity is inadequate or limited in
experimental animals.

Group 4—The agent (mixture) is probably not carcinogenic to humans. This category is used for
agents or mixtures for which there is evidence that suggests lack of carcinogenicity in humans and
in experimental animals (38).

The U.S. EPA has developed a similar system for stratifying evidence of human carcinogenicity. In
the EPA system, chemicals are classified in one of five groups, based on the overall weight of the
evidence for carcinogenicity. Group A comprises those chemicals for which there is “sufficient
evidence from epidemiologic studies to suggest a causal association between exposure to the agents
and cancer.” Group B includes those compounds for which there is limited evidence of human
carcinogenicity. As in the IARC scheme, this group is further divided into two subgroups, B1 and B,
and the criteria for inclusion in B1 is limited evidence of carcinogenicity from epidemiological
studies. B2 is for sufficient evidence in animals. The EPA system includes a group C, which
comprises compounds that are designated as possible human carcinogens on the basis of a wide
range of evidence, including limited long-term bioassays, short-term tests, and structure—activity
relationships. Group D is for compounds that are not classifiable as human carcinogens, and Group E
comprises compounds for which there is adequate epidemiological and experimental evidence that
they are not human carcinogens. It is worth noting that EPA's classification of a chemical as a
carcinogen often does not indicate whether the hazards exist for the inhalation or oral routes, even
though EPA has acknowledged that cancer hazards may be route specific. The EPA Cancer
Guidelines, unlike the OSHA Cancer Policy, discuss risk assessment methodology and suggest that
as a special case of the multistage model, the linearized multistage model (LMS) is generally
appropriate (39).
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4.0 Toxic Substance Exposure Prevention Guidelines

4.1 Communication of Chemical Hazards

The need for communicating health risks from chemical hazards in the workplace has resulted in a
variety of classification schemes for toxicity data, so that organized interpretations of significance to
humans can be made. These schemes typically exist as part of hazard communication, transportation,
and labeling regulations, or as a part of various consensus standards, toxicity testing protocols, or
independent publications (40). Unfortunately, the criteria used for hazard classification purposes are
not always consistent (41-43). This can result in portraying a chemical differently by various
classification schemes, thus leading to inconsistency and confusion, despite the fact that the same
toxicity data have been used for classification. Examination of Material Safety Data Sheets (MSDSs)
from two or more sources for the same chemical reveals such differences in interpretation. Efforts
have been initiated to “harmonize” various classification schemes worldwide (44). However, a



disparity is likely to exist for some time to come. Consequently, the practicing occupational health
professional needs to be aware of various health hazard classification systems to cope effectively
with different regulations and the overall demands of hazard communication.

Many countries have requirements that address some aspect of chemical classification and labeling,
but few have comprehensive systems. Different agencies have responsibility and authority for
different parts of an overall system. Often there are different purposes or driving forces within
different pieces of legislation and, although all have a general purpose of protecting people
potentially exposed to the chemicals, the specific intents may vary. For example, the United States
and Canada have workplace hazard identification systems that are based on the principle that
workers have the “right to know” this information. Hence, they are driven by a necessity to
communicate hazards to the ultimate users. In the European Community (EC), an added purpose is
to facilitate trade within EC countries. Thus, there may be less emphasis on worker training. The
degree of specificity also varies significantly among various schemes. The EC system is very
specific and gives exact wording for label statements on particular categories of substances;
however, the scope is narrower than comparable sysems in the United States and Canada where a
performance-oriented, criteria-driven approach is used. This does not imply that one system is
inherently better than another; rather the differences in the various schemes simply underscore how
divergent results can occur (40).

4.1.1 OSHA Hazard Communication Standard The Occupational Safety and Health Administration
(OSHA) recognizes that hazard evaluation is a process that relies heavily on the professional
judgment of the evaluator, particularly in the area of chronic hazards. The performance orientation
noted in the OSHA hazard identification standard of the hazard determination does not diminish the
duty of the chemical manufacturer, importer, or employer to conduct a thorough evaluation to
examine all relevant data and produce a scientifically defensible evaluation. Data used in making
hazard determinations that meet the requirements of OSHA are human studies, animal studies, and
other experimental data, for examples, mutagenesis.

OSHA's Hazard Communication Standard (29 CFR, 1910.1200) requires employers to inform
workers of chemical hazards via MSDSs, container labeling, and training (45).

4.1.2 European Community's Classification of Dangerous Substances Within the European
Community (EC), the objective of classifying chemical hazards is to identify the toxicological,
physiochemical, and ecotoxicological properties of substances that may present a risk during normal
handling and use. Individual chemicals and chemical mixtures are labeled in accord with identified
hazard classes to warn and protect the user, the general public, and the environment. The EC label is
intended to take into account all hazards in the form in which chemicals are placed on the market and
not necessarily in any different form in which they may be used, that is, diluted. The most severe
hazards are highlighted by specific symbols. Other hazards are specified in standard risk phrases and
safety phrases that advise on handling precautions (46).

The data required for classification and labeling under EC provisions may be obtained from a variety
of sources, for example, the results of previous tests, information required for the international
transportation of chemical substances, information taken from reference publications in the scientific
literature, or information derived from practical experience. EC rules do not require testing to
classify chemical hazards. However, from a practical standpoint, testing is frequently conducted,
especially for acute effects, by chemical suppliers to provide a rational basis for classifying and
labeling.

4.1.3 Canada's Workplace Hazardous Materials Information System (WHMIS) The Workplace
Hazardous Materials Information System (WHMIS) is the Canadian national system designed to
ensure that all employers provide needed information and train employees properly in the handling
of hazardous materials in the workplace. WHMIS is consensus legislation that represents input from
government, industry, and labor. It is intended to ensure that the hazards of materials produced or



sold in, imported into, or used within Canadian workplaces are identified by suppliers and that
standard classification criteria are used. Suppliers of chemical materials in Canada must convey
hazard information in a specified manner by labeling on the containers of “controlled products” and
by providing more detailed information in the form of material safety data sheets (MSDS). A
controlled product for health purposes is defined for WHMIS under the Federal Hazardous Products
Act as any material included in any of the classes outlined in the act (47). For health purposes, these
classes include materials that cause immediate and serious toxic effects, materials that cause other
toxic effects, biohazardous materials, and corrosive materials. Employers are responsible for
evaluating all products produced in a workplace process using the hazard criteria identified in the
Controlled Products Regulations.

Employers in Canada must ensure that supplier-provided containers of controlled products are
labeled with WHMIS labels. As long as a controlled product remains in its supplier-provided
container, the supplier label must remain attached to the container and be legible. For workplace
processes, employers are required to furnish workplace warnings in the form of labels, tags, or
appropriate markings. There is no specific format for workplace labeling; however, information on
safe handling, hazard warnings, storage, and use of the controlled product must be provided.
Reference must also be made to the availability of a Material Safety Data Sheet (48).

4.2 Worker Training Regarding Chemical and Physical Toxicity

Provisions are set forth in Section 21(c) of the OSHAct, for training and employee education.
According to paragraph (c), “the Secretary, in consultation with the Secretary of Health and Human
Services, shall (1) provide for the establishment and supervision of programs for the education and
training of employers and employees in the recognition, avoidance, and prevention of unsafe or
unhealthful working conditions in employments covered by this Act, and (2) consult with and advise
employers and employees, and organizations representing employers and employees as to effective
means of preventing occupational injuries and illnesses” (21).

Most regulations and standards set forth by OSHA and other agencies have training requirements.
The training requirements vary for each standard but have been included in the regulation to increase
an employee's awareness of health hazards in the workplace and to reduce injuries and illnesses.
Employers are responsible for training employees about health hazards of biological, chemical, and
physical agents.

Particularly, in the United States, the Federal Hazardous Materials Transportation Law requires the
Department of Transportation (DOT) to regulate the training of all hazardous materials (hazmat)
employees. The hazardous materials regulations (HMR) include training requirements in several
sections of Title 49 Code of Federal Regulations (CFR) as follows: (a) General 173.1; (b) Specific
172.704; (c) Air 175.20; (d) Vessel 176.13; and (e) Highway 177.800, 177.816. Each employer that
is covered by the regulation must train and test, certify and develop, and retain records of current
training (inclusive of preceding three years) for each hazmat employee (during the period of
employment and 90 days thereafter). The hazmat training must include general
awareness/familiarization, function-specific, safety, and driver training for each hazmat employee
who will operate a motor vehicle.

Initial training should be completed within 90 days of employment or change in job function.
Recurrent training is required at least once every three years. The three-year period begins on the
actual date of training. Relevant training received from a previous employer or source may be used
to satisfy the requirements, provided that a current record of training is obtained from the previous
employer or source.

Under the Superfund Amendments and Reauthorization Act of 1986 (SARA), OSHA and EPA are
required to protect employees engaged in hazardous waste and emergency response operations. To
enforce SARA, OSHA issued guidelines requiring employers to establish and implement site-
specific plans for worker protection at hazardous waste sites and in emergency response operations,
and to provide training, medical surveillance, protective equipment, and engineering controls for



hazards. SARA also requires OSHA to set limits for workers engaged in hazardous waste and
emergency response operations and to set requirements for handling, transporting, labeling, and
disposal of hazardous waste. To protect employees who do not fall within OSHA's jurisdication,
EPA adopted OSHA's Hazardous Waste Operations and Emergency Response Standard (Hazwoper)
(29 CFR 1910.120).

EPA is also responsible for administering specific guidelines for asbestos. The Asbestos Hazard
Emergency Response Act of 1986 (AHERA), which requires school systems to inspect school
buildings for asbestos hazards and to abate those hazards through removal, replacement,
encapsulation, or other appropriate actions, addresses potential hazards to public and worker health
resulting from such activities. The act requires contractors who perform such activities to be
accredited through state governments.

The law requires EPA to develop model accreditation programs for the states. Under those
accreditation plans, contractors are required to pass an examination that addresses such elements of
asbestos safety and includes recognition of asbestos containing materials and knowledge of asbestos
health hazards; assessing the risk of asbestos exposure, knowledge of respirators, appropriate work
practices, and hazard-control measures; and knowledge of ways to prepare an area correctly for
response action and of proper asbestos disposal.

EPA has jurisdiction over worker protection in the fields where pesticides and herbicides are used.
Most of the regulations are in the category of training, labeling, and reentry times. OSHA regulations
cover the manufacture of pesticides (29).
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5.0 Global Standards

A brief description of standards in several countries is provided here so that the reader can recognize
the varied approaches to regulations for worker protection.

Australia

In Australia, occupational exposure standards for airborne contaminants in the workplace are set by
the Australian National Occupational Health and Safety Commission (Commission). Section 38(1)
of the National Occupational Health and Safety Commission Act of 1985 (Commonwealth Act)
authorized the Commission to develop, facilitate, and implement a national occupational health and
safety strategy. Within the Commission, the Expert Working Group (ESEWG) works under the
Standards Development Standing Committee (SDSC) to recommend occupational exposure
standards for individual chemical substances.

The first group of OELSs established by the ESEWG in 1986 was adopted from the ACGIH TLVs.
The Commission compared the ACGIH list with the lists of permissible exposure limits of other
countries. When agreement was found among the lists, the Commission adopted the ACGIH value.
If a discrepancy was found, the ESEWG reviewed the relevant information and selected the
appropriate value.

Exposure standards set forth are meant to serve only as guides. They have no legal status unless they
are adopted into Commonwealth, State, or Territory legislation (33).

Germany

The Commission for the Investigation of Health Hazards of Chemical Compounds in the Work Area
(Commission), an organization within the German Research Institute (Institute), publishes MAK
occupational exposure limits for air contaminants in the workplace. MAK values are adopted as
regulatory guidelines by the German federal government under the Ordinance on Dangerous



Substances.

The Commission selects chemicals for establishing MAK values. In establishing these values,
primarily the effects of the compounds are taken into consideration by utilizing toxicological and
work practice information.

The Commission also establishes biological exposure limits. A Biological Tolerance Value for the
Working Material (BAT) is defined as the maximum permissible quantity of a chemical compound
or its metabolites in blood or urine.

Through the Ordinances on Dangerous Substances as technical guidelines, the German government
imposes MAK values in the workplace. Employers are responsible for testing and ensuring that they
comply with MAK values (35).

Japan

The Japan Association of Industrial Health (Association) issues permissible exposure limits as
reference values for measuring exposure to chemical and physical hazards. The Association is a
private, academic organization consisting of committees.

The procedures used to establish exposure limits in Japan were substantially influenced by the
ACGIH, and a majority of the initial exposure limits was adopted from the ACGIH TLV list.

Because the organization that establishes the exposure limits is a private entity, they hold no legal
means of enforcement and are issued as only reference values. They are meant to serve as guidelines
to industry and government (33).

Ontario

The Joint Steering Committee on Hazardous Substances in the Workplace established the
Occupational Exposure Limits Task Force to set up and review exposure limits for the workplace.
Due to limited resources and time, the OELs were based on the review of five other countries:
Germany, Sweden, the Netherlands, the United Kingdom, and Norway. The Task Force decided to
adopt OELS that were lower than Ontario's as part of a proposed list of new OELs. After a public
comment period, the Task Force makes a final decision on OEL values, and they are made available
through publications.

Ontario's OELs are normally adopted by regulation and are thus compulsory. The province has teams
of inspectors who routinely inspect establishments.

If violations are found by inspectors, the maximum penalty for corporations is $500,000 and $25,000
plus one year in prison for individuals (33).

Poland

In 1976, a list of “maximum permissible concentrations” (MACs) of more than 300 potentially
injurious substances came into force under the administration of the Ministry of Labor, Wages, and
Social Affairs. By 1982, a new system had been implemented for establishing OELs based on
national legislation. A group of experts uses health-based criteria for recommending MACs to the
Polish Permanent Commission on Hygienic Standards. After acceptance by the Commission, the
MAC values are promulgated by the Minister of Labor, Wages, and Social Affairs as legally binding
regulations (49).

United Kingdom

The Control of Substances Hazardous to Health Regulations (COSHH) of 1988 introduced legal
procedures for controling exposures to hazardous substances in the workplace.

Occupational exposure limits are set by the Health and Safety Commission's (HSC) Advisory
Committee on the Toxic Substances (ACTS) in conjunction with its Working Group on the
Assessment of Toxic Chemicals (WATCH).

Before setting OELs, WATCH reviews relevant primary literature (published and unpublished),



assessment is performed by a scientific committee, and endorsement is conducted within a superior
committee structure. All standard chemical databases are searched, and contacts are made with
relevant industry sources to obtain any available toxicological, exposure, and occupational health
data.

Occupational exposure limits and other relevant legislation are enforced actively by inspectors of the
Health and Safety Executive under extensive powers provided by the Health and Safety at Work Act
of 1974 (33).

Venezuela

Occupational exposure values are revised and updated by the Venezuelan Commission of Industrial
Standards, a government-headed committee comparable to the American National Standards
Institute (ANSI). The OELs, termed “Candidates Ambientales Maximas Permissibles (CAMPS),
were originally based on the 1978 ACGIH TLV, and occasional substances were added. The
standards that are related to health and safety are legally enforceable (49).

European Union

Many member states within the European Union (EU) have formulated their own occupational
exposure limits. For example, in Germany MAK values have been established. The European
Commission (Commission) was seeking to harmonize EU-wide OELs, and in 1990, decided to set up
an informal group of scientists known as the Scientific Expert Group (SEG) to advise on setting
occupational exposure limits. In 1995, the SEG became an official committee and was
commissioned to set up a formal basis for the work on the scientific evaluation of risk at the
workplace related to chemical substances.

Specifically, the committee was to give particular advice on setting OELs based on scientific data
and where appropriate shall propose values such as eight-hour time weighted average (TWA), short-
term/excursion limits (STEL), and biological limit values.

The scientific reliability of the SEG recommendations is the cornerstone for any of the Commission's
legislative proposals to set limit values for chemicals. In 1994, the Commission approved a Guidance
note (as an internal working document) on procedures to set limits, which sets out the arrangements
for the scientific review and evaluation to establish OELs in the European Union. It includes the
procedures to be followed and at what stage interested parties can make their contribution to this
procedure.

The procedures entail a detailed evaluation of criteria documents from different sources,
identification of critical health effects, development of a summary document describing the
recommended OELs and their basis, and a description of the critical effects. Once the summary
document is agreed upon by the Committee, the Commission makes it available for public review
and comments for about six months. After this review, the SEG makes recommendations to the
Commission, which then develops legal proposals for OELs. The Commission's proposal for a
legislative text is submitted to the Advisory Committee for Safety, Hygiene, and Health Protection at
Work (ACSHH) for comments and approval.

Although specific enforcement provisions in the area of occupational compliance do not exist at the
EU level, member states have an obligation to satisfy both their own and EU requirements (50).
Nordic Countries

Scientific data in the literature are available internationally and have allowed smaller countries to use
this information as the basis for developing occupational exposure limits (OELs). This initiated the
development of the Nordic Expert Group (NEG). The task of the NEG was to develop scientifically
based criteria documents for use as a common scientific basis of OELs by the regulatory authorities
in the five Nordic countries: Denmark, Finland, Iceland, Norway, and Sweden. Joint international
ventures are therefore advantageous to the involved parties because writing criteria documents is a
time-consuming and costly process.

The criteria documents from the NEG lead to the definition of a critical effect and dose—



response/dose-effect relationship. The critical effect is the adverse effect that occurs at the lowest
exposure. There is no discussion of safety factors, and a numerical OEL is not proposed. Since 1987,
criteria documents are published yearly by the NEG concurrently in English (13, 15).

Of the Nordic Countries, according to the available literature, Norway and Sweden do not enforce
their OELs but use them to guide entities on complying with law.

5.1 Uniform Approach for Setting Occupational Exposure Limits

According to Lundberg (51) each country should use a standardized approach when building the
documents. A summary of the approach and characteristics follow: A standardized criteria document
should reflect the up-to-date knowledge presented in the scientific literature. The literature used
should preferably be peer-reviewed scientific papers, but at least be available publicly. The scientific
committee should consist of independent scientists from academia and government. All relevant
epidemiological and experimental studies should be thoroughly scrutinized by the scientific
committee, especially “key studies” that present data on the critical effect. All observed effects
should be described. Environmental and biological monitoring possibilities should be pointed out.
Data permitting, the establishment of dose—response and dose—effect relationships should be stated.
A no-observable-effect level (NOEL) or lowest observable effect level (LOEL) for each observed
effect should be stated in the conclusion. If necessary, reasons should be given as to why a certain
effect is the critical one. The toxicological significance of an effect is thereby considered.

Specifically, mutagenic, carcinogenic, and teratogenic properties should be pointed out, as well as
allergic and immunologic effects. A reference list for all studies described should be given. If a
document states that only relevant studies have been used, there is no need to give a list of references
not used or explain why. However, it could be of interest to list those databases that have been used
in the literature search.

There are only minor differences in the way OELs are set in various countries that develop them.
Therefore, it should be relatively easy to agree upon the format of a standardized criteria document
containing the key information. From this point, then, the decision as to the margin of safety that is
incorporated in the limit would be a matter of national policy (51).
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Toxic Chemical Information Sources
Barbara Cohrssen, MS, CIH

1 Introduction

Knowing where to go to get relevant up-to-date as well as state-of-the-art information about the
health effects of a chemical is essential for effective protection of workers and the environment. The
means to access information is changing every day and the amount of occupational health and safety
information is expanding. Finding information to prepare a MSDS, to respond to an emergency, to
meet legislative and regulatory requirements, to determine the cause of an illness, or to develop a
health and safety program can be challenging, overwhelming, and time-consuming. Toxicological
information and data are of interest to more than workers, toxicologists, industrial hygienists,
lawyers, and regulators. The general public is increasingly interested in the health effects of
industrial chemicals.

Depending upon who wants the information and why they want it affects the use it will have and the
amount of detail required about the chemical. For some, knowing that the basic health effects are
respiratory or skin irritation is enough. For others, knowing the mechanics of the way the chemical
works in the body will be of interest and required. For still others, the information is needed for an
emergency so that whatever information is obtained must be gained quickly.

The recency of the information may affect which information sources are used. Electronic data
bases, which have become a fact of life and are probably now the first source of reference for most
people looking for chemical information and toxicological data, may not be the best resource.
Electronic data bases can include both CD-ROMs and on-line databases available either directly
from the service provider such as DIALOG, MEDLINE, or CCOHS or via the Internet. The
government sources of information are usually free; however, there are fees for many of the other
services. Comprehensive information and data are necessary to develop regulations to protect people
and the environment from the effects of exposure from a chemical; all of this information may not be
available from an electronic source. But electronic data sources are the places to go to quickly to find
current toxicological data. There are a number of different methods of finding electronic data
sources, and they are discussed later in the chapter.

There are a number of different types of safety, health, and toxicological information sources. These
include traditional paper sources such as books, journals, and periodicals which were the typical
sources of information before about 1970. There are also gray data. Gray data can include private or
government research reports that have not been published, company catalogs, and material safety
data sheets (MSDSs). These information sources are called gray data because they are difficult to
find and are not always readily available (1). Still other sources of health and safety data are laws,
standards, and patents in print. A preamble to a Federal OSHA health standard provides historical
epidemiological data about a chemical.

This chapter discusses basic mechanics of information searching, general or traditional places to go
for information, and then specific resources. To provide a chapter with just specific sources in this
age of greatly expanding possible resources would be both a waste of time and a disservice to
readers.
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2 Basics of Toxicological Literature Searching

In the old days of literature searching, people who wanted information would go to libraries and ask
librarians for what they wanted. The librarian, familiar with the book and journal collection would
direct the requester. Manual searches included looking in encyclopedias, going through card
catalogs, and reviewing the abstracts provided by a number of different organizations. Now,
however, information is available beyond the four walls of a building. In addition to the contents of a
library, the library has access to the contents of other libraries, and in many instances the ability to
access information on the World Wide Web, otherwise called the Web or the Internet. The Web
makes available databases within the government, associations, academic libraries, and private
industry. Many of them are free; some are not, and must be paid for either by an annual fee or on a
per use basis. There are also CDs of databases containing toxicological information.

2.1 Search Strategy: Questions to Ask

What are some of the questions to ask before conducting a literature search or looking for
information?

1. Why do I want the information, and what will I do with it?
2. How much information do I have already?
3. How soon do I need this information?

4. Do I need historical use information, toxicological data, or information about the chemical and
physical properties?

5. Where is the best place to start?

6. What is the information that I need to conduct a literature search?

No matter where one starts, it may seem rudimentary, but knowing the correct spelling of the
chemical and its correct chemical registry number are absolute essentials. If you have the wrong
spelling or the wrong registry number, you would get information about the wrong chemical.

2.2 Information to Look for: Chemical Registry Numbers

There are several chemical registry numbers to use. The most commonly used registry number in the
United States is one developed by the American Chemical Society (ACS). This registry contains
over 19 million compounds. The ACS assigns a CAS number to a specific compound, regardless of
the name or nomenclature system used. For all practical purposes, it is the social security number for
a particular chemical.

Another registry number only for organic chemicals, was developed by Beilstein Institute, Frankfurt
am Main, Germany. Beilstein currently maintains a computerized database of more than 7.5 million
chemicals.

A third registry number was established by the National Institute for Occupational Safety and Health
(NIOSH) in its Registry of Toxic Effects of Chemical Substances (RTECS). This registry number is
a unique nine-position alphanumeric designation assigned to each prime chemical name.

Table 9.1 provides a summary of selected sources for obtaining chemical registry numbers and
determining a chemical from only a chemical registry number or other limited information about a
chemical.

Table 9.1. Selected Sources for Obtaining Chemical Registry Numbers and
Other Identifying Information

Name of



Chemical Information

Database Source/Address Available Cost
American Internet or direct contact CAS numbers for ACS
Chemical WWW.acs.org 19 million members: free
Society compounds. nonmembers:
Chemical fee/use
Registry
Beilstein Internet: Contains data on Fee
CrossFire www.beilstein.com more than 7.5
System million compounds
dating back to 1648.
NIOSH CCOHS: Internet or CD-  Profiles of more Fee for either
RTECS ROM www.ccohs.ca than 130,000 format
compounds
Chemfinder: Internet Limited Free
www.chemfinder.com information; links

to other data; can
access information

with CAS Number
NLM (SIS)  NLM Internet: Contains about Free
ChemIDplus igm.nlm.nih.gov/tehip(site 350,000 records, of
currently unavailable) biomedical and

regulatory interest
including drugs

Acronym Freie Universitat Berlin ~ Will locate a Free

Database Institute of Chemistry chemical given only
Internet: acronym; in English
www.chemie.de/tools and German

IUPAC University of London, Full text of [IUPAC Free

Database of  Queen Mary and Westfield recommendations

organic College Internet:

Chemicals www.chem.qmw.ac.uk

Pesticide EXTOXNET Internet: Specific Free

Information  ace.orst.edu/info/extonet information on

Profiles pesticides

2.3 How to Look for the Information: Using the Internet

Users can retrieve much information on their own. In 1995, Michael Blotzer published a user's guide
to the Internet. This user's guide provides a road map for health and safety information, and it
provides the reader with a means for understanding how to use the Internet (2). A number of journals
and periodicals also publish lists of resources on the World Wide Web otherwise known as the Web
(www). Journals such as Chemical and Engineering News, or Science provide new Web sites of
interest to scientists; the periodical Occupational Health and Safety has a regular feature entitled
“Computer Applications.” Many professional organizations have Web sites at which there are safety
links. These links can lead you to a number of other sources of information.

List Servers are subscriber-based computer-generated mailing lists designed so that subscribers of
mutual interests can ask, discuss, or comment on topics of interest. There are several that have
discussed topics as varying as flock worker's lung, the effects of isocyanate inhalation, and the odor
threshholds of various chemicals. The reader is cautioned, however, that the List Servers in use now



may have changed, and there could certainly be additional ones. Examples of listservs pertinent to
chemical information include

CHEMIND-L
CHEMINF-L

For information on signing up or joining a listserv, refer to Internet User's Guide for Safety & Health
Professionals by Michael Blotzer (2).

2.4 Searching the Web

There are different ways to search the Web: search engines, directories, links, or knowing the Web
address of the information desired. Search engines use software that crawls the Web and records the
text on every page. When you make a query, the search engine goes into the depths of the page to
find relevant keywords. Generally, the more times a keyword appears on a page, the higher it ranks
on a list of results. Selected search engines include fast search (www.alltheweb.com), AltaVista
(www.altavista.com), google (www.google.com), and Northern Light (www.northernlight.com). A
directory is an organized selection of categories such as toxic, health, or chemistry. The content
within those categories has been handpicked by humans. When you submit a query, it pulls up
relevant sites from those in the library. Selected directory search sites include Yahoo
(www.yahoo.com), Lycos (www.lycos.com), and Looksmart (www.looksmart.com). Links are
provided by academic institutions, professional organizations, or governmental agencies to other
locations on the Web where related and relevant information may be found.

However, it should be noted, that what is available when this chapter was written, may be only a
small fraction of what is available when this book has been published. It is impossible to guess what
will be on the Internet. Just use the premise that the information exists; the only question is where.
With this in mind, how do you go about finding what you do not know may exist.
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3 Sources of Toxic Chemical Information

3.1 United States Government Technical Information Centers and Sources

The U.S. government expends a large amount of its budget on research and development. Much of
this research is in the field of chemical toxicology. A number of governmental agencies are involved
in this research. These agencies include the Centers for Disease Control and Prevention (CDC), the
Food and Drug Administration (FDA), the Environmental Protection Agency (EPA), the National
Institutes of Health (NIH), and the Department of Defense (DOD), to name a few. The research
efforts of these departments yield thousands of reports every year. In addition, the government
reviews the medical, health, and safety literature and publishes information that is obtained from
these reviews.

Information resources within the U.S. government are becoming more and more available and
accessible via the Internet. Following are selected sources of government databases and toxic
chemical information.

National Technical Information Service (NTIS) NTIS, a part of the U.S. Department of Commerce,
located in Springfield, VA, is a central source for documents in a variety of formats (printed,
electronic, audio, etc.) relating to government sponsored efforts in scientific, technical, and business
fields. The NTIS collection contains nearly three million titles. The Internet location for NTIS is
www.ntis.gov. From this location, one can search for products, find out about on-line subscriptions,
learn about services of federal agencies, and order reports and subscriptions to databases or other



information available from the NTIS. Orders maybe placed by telephone, mail, fax, or E-mail.
Telephone Orders:

Sales Desk: 1-800-553-6847 or 703-605-6000

Subscriptions: 1-800-363-2068 or 703-605-6060

Mail Orders: NTIS, 5285 Port Royal Rd., Springfield, VA 22161
Fax Orders: 703-605-6900

E mail: www.ntis.gov

National Institute for Standards and Technology (NIST) Located in the U.S. Department of
Commerce, NIST has several databases that can provide reliable physical properties and related data.
Several of these databases are on-line. These include NIST Chemistry WebBook and Polycyclic
Aromatic Hydrocarbon Structure Index. These databases may be accessed at
webbook.nist.gov/chemistry. (site currently unavailable)

National Institutes of Health National Library of Medicine (NLM) The NLM, located on the
campus of the National Institutes of Health in Bethesda, MD, is the world's largest medical library.
The Library collects materials in all areas of biomedicine and health care, as well as works on
biomedical aspects of technology, the humanities and the physical, life, and social sciences. The
collection stands at 5.3 million items—books, journals, technical reports, manuscripts, microfilms,
phonographs, and images. The Internet address for NLM is www.nlm.nih.gov. NLM is located at
8600 Rockville Pike, Bethesda, MD 20894. Phone: 888-346-3656.
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4 Where are the Sources Found

The sources of information on toxic chemicals are found in libraries or electronically via computers.
The computers may be located in academic institutions, governmental agencies, individual offices,
or most anywhere.

4.1 Libraries

A number of library collections can be searched via the Internet. The premier library in the field of
information on toxic chemicals is the National Library of Medicine. However, many universities,
professional and labor organizations, and governmental agencies contain collections of printed
materials that contain information on toxic chemicals. Telephone books, Internet Web sites, and
local public libraries can provide the names of libraries that may have the information that you want.
The easiest way to find a library is with your computer, if you can access the Internet and the Web.

The following libraries have their catalogs on the web:

* Norwegin Libraries which can be found at BIBSYS. BIBSYS is a shared library system of all
Norwegian university libraries, the National Library, and a number of research libraries in
Norway. This Web site provides a list of libraries in Norway. Internet address: www.bibsys.no.

* Online Computer Center (OCLC) is comprised of information from 17,000 libraries in the United
States and 51 other countries and territories. The OCLC system helps libraries to locate, acquire,
catalog, and lend library materials. Internet address: www.oclc.org.

* Library of Congress (Internet address: www.loc.gov) contains catalogs of all materials copyrighted
in the United States. Catalogs of the Library may be searched at this Web site.



A number of college and university libraries have websites available for conducting literature
searches. Their URL addresses are not being provided because their addresses are in continual flux.
An edu at the end of a URL address signifies an academic institution.

Addresses on the Web at which information about libraries maybe obtained include

* Library Catalogs on the Web. Internet address: www.lights.com/webcats.

* National Library Catalogs Worldwide. Internet address: www.library.ug.edu.au.

4.2 Electronic Sources

Many sources of information on toxic chemicals can be found on the Internet, the World Wide Web,
or on CD-ROM. As they used to say about the Telephone Yellow Pages, “Let your fingers do the
walking.” Table 9.6 lists electronic databases related to occupational safety and health that are
available either on floppy disk, CD-ROM, or on the Web. This database list was generated by the
International Labour Organisation (ILO).

Table 9.6. Databases Related to Occupational Safety and Health”

Database
Database name’ type Language PC/floppy disks CD ROM name
ACCIDENTS MINIERS Full text French CD downloads CCINFOdisc
AIDSCAN Bibliographic English CD downloads CCINFOdisc
AIDSLINE Bibliographic English CD downloads AIDSLINE
ARBLINE Bibliographic Swed/Engl
BIOSIS (BA on CD) Bibliographic English BIOSISCD ROM
CANADIAN Full text Engl/Fre CD downloads LEGISLATION
LEGISLATION
CANADIAN STUDIES Factual English CD downloads CCINFOdisc
CANADIANA Bibliographic English CD downloads CCINFOdisc
CANCERLIT, CANCERCD Bibliographic English CD downloads CANCERCD
CASELAW Full text English CD downloads CCINFOdisc
CCOHS Publications Full text Engl/Fre CD downloads CCOHS
CESARS Factual English CD downloads CCINFOdisc
CESARS helpinformation  Full text English CD downloads CCINFOdisc
CHEM (EC chem.labelling) Factual English IBM, dBaselll+
ChemADVISOR Factual/full English CD downloads Chemical

Advisor

Chemic. Safety Full text English Floppy/printed ~ UNChemCD
modules Train.Mod
CHEMINFO Full text English CD downloads CCINFOdisc
CHEMINFO Full text English CD downloads CCINFOdisc
CHEMTOX Full text English
CHRIS Full text English CD downloads CHEM BANK
CIS THESAURUS Descriptors  Engl/Fre ASCIIMicroisis
CISDOC (CISILO) Bibliographic English CD downloads OSH ROM
CISILO (CISDOC) Bibliographic English CD downloads CCINFOdisc



CISILO frangais (CISBIT) Bibliographic French

CISINFO

ClinMED,. MEDLINE Prof

DAISY (Gloves)
DATABASES

DIRECTORYOSH.
LEGISLAT

DOCUMENTINFO
DIRECTORY

DOMESTIC/NON-DOM

SUBST
EARTH SUMMIT

ECDIN
EINECS PlusCD

EMBASE on CANCERCD

ENCYCLP.
Chem.Engineering

EPACHEM
ERIC

ESSENTIALS

ETUDES-CANADIENNES

EXPOSURE LIMIT
VALUES

Excerpta Medica

FACTS chem. accidents

FATALITY REPORTS

GLOSSARY of OSH terms

HAZARDTEXT
management

HealthPLAN

HOMMEL:H. buch
gefahr.Giit

HSELINE
INDEX MEDICUS

INETETUDESEN-coursinrs

INET RESEARCH
PROJ.INRS

INFOCHIM
INFOCHIM

INORORGANIS-MESINRS Full text

INOR RESEARCH-

CD downloads

Full text English Floppy software
Bibliographic English CD downloads
Full text Swedish
Factual English ASCII,WP,dBase4
Bibliographic English CD downloads
Bibliographic English CD downloads
Factual Engl/Fre CD downloads
Full text En/Fr/Sp CD downloads
Factual English CD downloads
Factual English CD downloads
Bibliographic English CD downloads
Full text English CD downloads
Full text English dBaselll+
Bibliographic English CD downloads
Bibliographic English CD downloads
Factual French CD downloads
Factual English Clipper,dBaselV
Bibliographic English CD downloads
Bibliographic English ASCII
Full text English CD downloads
Text En/Fr/Sp/Ge/Ru/It ASCII, MINISIS
Full text English CD downloads
Bibliographic English CD downloads
Full text German CD downloads
Bibliographic English CD downloads

English
Text French CD downloads
Text English CD downloads
Full text French CD downloads
Full text French CD downloads

French CD downloads
Full text English CD downloads

CCINFOdisc

ClinMEDCD

CCINFOdisc
CCINFOdisc
CCINFOdisc
EARTH
SUMMIT

ECDIN
EINECS PlusCD

CANCERCD
KirkOthmerCD

ERIC

CCINFOdisc
CCINFOdisc

Excerpta Medica

CCINFOdisc

TOMES PLUS
HealthPLAN-CD
GefahrgutCD

OSH ROM

CCINFOdisc
CCINFOdisc

CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc



ORGSINRS

INRS B BIBLIOGRAPHIE

INSTDIR Directory

IPCSCHEM
SAFETYCARDS

IPCSEnv.HealthCriteria
IRPTC/UNEP

ISST
JURISPRUDENCE
KETURI
LABOURDOC

LEGISLATIVE-
INFORMATION

LEO
MAJHAZ Chemical info

MBLINE
MEDITEXT

MEDLINE 1966 to present

MHIDAS
MININGINCIDENTS
MSDS

NEW JERSEY
HAZ.SUBST

NICEDIC
NIOSHTIC

NIOSHTIC
NiPERACAB
NIVEAUX DE BRUIT
NOISE

NOMS DE MARQUIE,
FTSS

NONIONIZING
RADIATION

NORMESET
REPERTOIRES

NURSING & ALLIED
HEALTH

OHMTADS

ORGANISMES
RESSOURCES

OSHA databases
OSH-UK
PERINORM Standards

Bibliographic English
Full text Engl/Fre
Full text Engl/Eur.
Full text English
Factual English
Bibliographic Fre/Eng
Full text French
Full text Finn/Engl
Bibliographic Eng/Fre

Bibliographic En/Fr/Sp

Bibliographic Fi/En/Sw
Bibliographic English

Bibliographic Swe/Eng

Full text English
Bibliographic English
Factual English
Full text English
Full text Engl/Fre
Full text English
Full text English
Bibliographic English
Bibliographic English
Bibliographic English
Factual French
Factual English
Full text French
Factual English
Bibliographic French
Bibliographic English
Full text English
Full text French

Full text/bibl. English
Full text/bibl. English
Bibliographic En/Fr/Ge

CD downloads

ASCII,Microisis

CD

downl/floppyOSH

CD-downloads

CD downloads

InEngl,dBaselV
ASCII,Microisis
ASCII,Microisis

IBM, dBaselll+

CD downloads
CD downloads

CD downloads
CD downloads
CD downloads
CD downloads

IBM, dBaselll+
CD downloads

CD downloads
CD downloads
CD downloads
CD downloads
CD downloads

CD downloads
CD downloads
CD downloads

CD downloads
CD downloads

CD downloads
CD downloads

CCINFOdisc

OSH Publications

OSH Publications

UNChemicalCD
ESAIRS,CSST
CCINFOdisc

TOMES PLUS

MEDLINE 4
Vol.

OSH-ROM

CCINFOdisc
CCINFOdisc
CCINFOdisc

OSH
ROM/online

CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc

CCINFOdisc
CCINFOdisc
SilverPlatter

CHEM BANK
CCINFOdisc

OSHA disc
OSH-UK
PERINORM



PERSONNES
RESSOURCES

PEST BANK Product Data
PEST BANK Tolerances

PRIS EXPERIMENTAL
PEST

PRISINSECT RELEASES
PRIS MAX RESIDUES
PRIS MINOR USE

PRIS PEST MGT
RESEARCH

PRIS THESAURUS
PUBLICATIONS

RAYONNEMENTS
NONIONISAN

REFERENCES-
ESSENTIELLES

REPERTOIRE
LEGISL.SST

REPERTOIRE
TOXICOLOGIQUE

RESOURCE-
ORGANIZATIONS

RESOURCE PEOPLE
(Canada)

RIPA
RIPP
RTECS

RTECS English
RTECS frangais

SAFE USE OF-
CHEMICALS

SILDEMPLOI LIMITE
SILD LACHERS

SILD PRODUITSEXPER.
SILD RECHERCHE
SILD RESIDUS

SILD THESAURUS

STANDARDS &
DIRECTORIES

TAPS

TDG/49CFR
TOXLINE 1981 87
TOXLINE 1988
TRADE NAMES, (see

Full text French
Factual English
Full text English
Factual English
Factual English
Factual English
Factual English
Full text English
Synonyms  English
Full text Eng/Fren
Factual French
Bibliographic French
Bibliographic French
Full text Fre/Eng
Full text English
Full text English
Full text French
Full text English
Coded English
text/bib

Full text/bibl English
Full text/bibl French

Multimedia English
Factual French
Factual French
Factual French
Full text French
Factual French
Synonyms  French
Bibliographic English
Full text Finnish
Factual English
Bibliographic English
Bibliographic English
Full text Eng/Fre

CD downloads

CD downloads
CD downloads
CD downloads

CD downloads
CD downloads
CD downloads
CD downloads

CD downloads
CD downloads

CD downloads

CD downloads

CD downloads

CD downloads

CD downloads

CD downloads
CD downloads
CD downloads

CD downloads
CD downloads

CD downloads
CD downloads
CD downloads
CD downloads
CD downloads
CD downloads
CD downloads

CD downloads
CD downloads
CD downloads
CD downloads

CCINFOdisc

PEST BANK
PEST BANK
CCINFOdisc

CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc

CCINFOdisc
OSH

PUBLICATIONS

CCINFOdisc

CCINFOdisc

CCINFOdisc

CCINFOdisc

CCINFOdisc

CCINFOdisc
CCINFOdisc
CHEM BANK

CCINFOdisc
CCINFOdisc

SAFE USEOF
Ch

CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc
CCINFOdisc

CCINFOdisc
TOXLINE
TOXLINE
CCINFOdisc



MSDS)

¢ Obtained from ILO from their Web site.
b Sources of databases:

ARBLINE, DAISY
(gloves), MBLINE

BIOSIS, ERIC

CCINFO or CCOHS
CHEMTOX

EARTH SUMMIT
ECDIN

ENCYCLP. Chem Eng
EPACHEM

FACTS chem. accidents

HAZARDTEXT,
MEDITEXT

HOMMEL: buch gefar. Gut
KETURI, TAPS

LEGISLATIVE
REFERENCE

LEO

OSHA DATABASES
OSH-UK

PERINORM Standards

REPERTOIRE
TOXICOLOGIQUE

Al/Sweden
Silver Platter

Canadian Centre for
Occupational Health (CCOHS)

Van Nostrand Reinhold
United Nations

EC

Bookstores

EPA/USA

TNO, Netherlands

Micromedex, Inc.
Springer Verlag
FBLP, Finland

International Labour
Organisation (ILO/CIS)

I0OH, Finland
OSHA/USA
HSE/U.K.
AFNOR/BSI/DIN

CSST, ESA

Internet addresses have been provided throughout this chapter. It is a sign of the times. Before the
1980s people asked, “What is your area code and phone number?” In the 1980s the question was,
“What is your fax number?” Now the question is, “What is your E-mail address or Web site?”
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Use of Toxicological Data in Evaluating Chemical Safety
Gloria Rachamin, Ph.D.

1 Introduction

More than 70,000 chemicals are currently registered in the chemical substances inventory under the
Toxic Substances Control Act (TSCA) in the United States (U.S.), and every year new chemicals are
introduced to the market. Each chemical can produce toxic effects that may be reversible or
irreversible. Exposure to chemicals in the workplace can result in a wide range of adverse health
outcomes, for example pulmonary disease skin irritation and sensitization, neurotoxicity, lung and
liver function impairment, cancer, and hereditary diseases.

Toxicological data provide the basis for evaluating the potential health risks of chemicals to humans.
Information from human and animal studies is used to characterize the nature of the toxic effects of
chemicals and to predict their risk to human health under given exposures. The ultimate goal of
using data from such studies is to determine “safe” levels of human exposure to toxic substances.
Because it is not possible to assure absolute safety to everyone for any chemical, “safe”” does not
imply risk-free but a level of risk that is acceptable in our society.

In practice, chemical safety is defined by setting numerical health-based exposure limits for
chemicals, exposure levels below which the risk of adverse health outcome is acceptable. For more
than 60 years, the American Conference of Governmental Industrial Hygienists (ACGIH) has
developed “Threshold Limits Values” (TLVs) for airborne concentrations of substances that
“represent conditions under which it is believed that nearly all workers may be repeatedly exposed
day after day without adverse health effects,” as well as “Biological Exposure Indices” (BEI) for
chemicals and their metabolites in body fluids. Similarly, regulatory agencies in the United States
(e.g., Occupational Safety and Health Administration/OSHA, Environmental Protection
Agency/EPA, Food and Drug Administration/FDA) and other jurisdictions have set exposure
standards or guidelines to protect the health of the working population and the general public from
exposure to chemicals. These standards include “Permissible Exposure Limits” (PELs) and
“Recommended Exposure Limits” (RELs) for chemicals in the workplace, “Acceptable Daily
Intake” (ADI) levels of chemicals in food, and “Reference Inhalation Concentrations” (RfC) for
ambient air contaminants.

The term risk, in this context, refers to the probability of an adverse health outcome resulting from
chemical exposure. The risk of experiencing adverse outcomes varies from minimal to high
depending on the inherent toxicity (hazard) of the chemical, the level of exposure, and the
susceptibility of the individual. Because of wide interindividual variation in susceptibility to
chemicals, the risk of an adverse outcome for an individual is generally different from that defined
for a population. Risk estimates may be qualitative, quantitative, or semiquantitative, depending on
the data and methods used to derive them.

Agreement on what constitutes an acceptable risk for human populations involves a value judgment
and is often an object of intense controversy. As a result of the U.S. Supreme Court ruling on the
proposed benzene standard in 1980, OSHA has been required to demonstrate that its proposed
standards reduce significant risks to worker health. Significant was suggested to be an increase in
lifetime risk of developing cancer greater than 1 in 1,000 (1). In contrast, most regulatory agencies
whose mandate is to protect public health, (e.g., USEPA, FDA, Health Canada) consider an excess
lifetime cancer risk of 1 in a million acceptable.



In addition to providing the basis for deriving numerical exposure limits, toxicological data are used
to identify and classify chemicals based on their toxic effects. Toxicity classification systems have
been developed in various jurisdictions, including the United States, Canada, and European
Community, to communicate information on the nature of chemical hazards more simply to workers
and other end users. It is important to note that toxicity classification systems are usually hazard-
based and not risk-based; the substance is classified on the basis of its toxic effects observed in
experimental studies rather than on the level of risk it may present to human health under given
exposure conditions. Recently the Organization for Economic Cooperation and Development
(OECD) endorsed globally harmonized classification criteria for acute toxicity and other toxic end
points, including cancer and developmental toxicity (2).

During the past two decades, reliance on toxicological principles and experimental data has become
an integral part of the process that regulatory agencies use to control human exposure to chemical
hazards. The results of chemical risk assessment, along with socioeconomic, technical feasibility,
statutory, and political factors, provide input to risk management decisions to regulate a substance
and on exposure control options (3—5). Before regulating a chemical, it is necessary to determine the
potential of a substance to cause harm to humans and that the exposure is likely to occur.

Within the U.S. regulatory framework, risk assessment is defined as the process of systematic
scientific characterization of potential adverse health effects resulting from human exposure to
hazardous agents (3, 4). It consists of four main steps: hazard identification, dose-response
assessment, exposure assessment, and risk characterization. Exposure assessment characterizes
actual exposure to a chemical in a specific population. The outputs from the dose—response
assessment and the exposure assessment are used to characterize the risk of adverse health outcome
for this population.

The qualitative and quantitative evaluation of toxicological data (hazard identification and dose—
response assessment, respectively) to predict chemical health risks to exposed human populations
and to derive exposure limits, using risk assessment methodologies, is traditionally referred to in
toxicology as chemical hazard evaluation (6). This constitutes the process that is used to evaluate
chemical safety. Note that the commonly used term “chemical safety evaluation” originated from
drug safety evaluations. For drugs, a margin of safety is established by comparing the toxic dose to
the effective therapeutic dose (7). For chemicals that have no beneficial effects, however, this ratio
has no relevance. For nondrug chemicals, the term “margin of safety” has been adopted in risk
assessment procedures to indicate the magnitude of the difference between an estimated dose to
which a human population is exposed and the highest dose at which adverse effects are not observed
in experimental studies.

To evaluate chemical hazard, data are required on all the toxic effects that a chemical can produce by
acute or chronic exposure. The most direct evidence comes from well-conducted studies in humans
under conditions that are identical to those of the exposed population. In most cases, however,
human data are not available, and surrogate data from animal studies are extrapolated to humans by
using different risk assessment methodologies. The validity of toxicological predictions obtained by
extrapolating from experimental data depends on the quality of the data, the methods used, and the
degree of uncertainty.

The purpose of this chapter is to provide an overview of the process of chemical safety evaluation in
the context of the regulatory risk assessment paradigm from the perspective of occupational
toxicology. As seen in Figure 10.1, toxicological data from studies of the chemical in humans and
animals, including physicochemical, toxicokinetic, and mechanistic data, are used in this evaluation.
First, the adverse effects are identified and categorized by toxic end point. Next, the dose-response
relationship for each end point is characterized, and the overall evidence is evaluated to determine
the hazard class of the substance. If the toxicological database for a chemical is adequate, potential
health risks to humans are then estimated, and exposure limits are derived by using risk assessment
methodologies. Depending on the dose—response relationship (threshold or nonthreshold) of the



adverse effect that is observed at the lowest dose (critical effect), three general risk assessment
approaches can be applied: safety/uncertainty factor, low-dose extrapolation risk model, and a
unified benchmark dose approach. Note that various risk assessment procedures have been
developed over the years and continue to evolve as science advances. A new terminology has also
emerged in large part from environmental risk assessment work that focuses on community
exposures to chemicals.

Toxicological data
* Human studies (epidemiology. clinical, case reports)
» Animal bioassays (acute, chronic)
+ Short-term tests (mutagenicity)
* Structure-activity relationships (SAR)

Y

Categorization by toxic endpoint
* Carcinogenic
* Genotoxic
* Reproductive
* Developmental
* Organ/tissue effects
(immediate, delayed)

Y

Characterization of dose response
relationship of toxic endpoints -~ Toxicity

* Threshold (NOAEL, LDgg. TDep) classification
* Nonthreshold

Y

Critical toxic effect (LOAEL)

Threshold Monthreshold Threshold and
(roncancer) (cancer) nonthreshold
Y ]
Safely/uncertainty Low dose
factor approach extrapalation approach Unified benchmark

dose approach
= MOAEL/LOAEL * Quantitative risk models PP

L J
Exposure limits

Figure 10.1. Chemical safety evaluation roadmap. This is a flowchart of the process of chemical
safety evaluation indicating input and output data and the main steps (see Appendix 1 for
definitions).

Toxicological principles are an integral part of chemical risk assessment, so basic toxicological
concepts and references are included in Appendix 1. Key references on risk assessment that were
used in preparing this chapter include government publications (3, 4, 8—18), books (19-23), reviews
(6, 24-27), and other original papers cited in the text.
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2 Toxicological Data
A large volume of toxicological data is required to identify and characterize the nature of the toxic
effects of chemicals and to predict their potential risk to humans under given exposure conditions.



To evaluate chemical safety, regulatory agencies use data from both human and animal toxicological
studies. Such data can be obtained from various sources, including published literature,
computerized databases, and submissions from chemical manufacturers.

Four main categories of toxicological data are used to evaluate chemical safety: human studies,
whole body animal bioassays, short-term tests, and structure-activity relationship (SAR) data. Short-
term tests and SAR data are used primarily to screen chemicals for mutagenicity or potential
carcinogenicity and to support the interpretation of in vivo human and animal studies. Data from
human studies are often scarce or inadequate, in practice, so whole body bioassays in animals
provide the main source of toxicological information.

2.1 Human Studies

Studies of exposed humans provide the most direct evidence for predicting potential chemical
hazard. The main source of human data available is from epidemiological studies, particularly in the
working environment where exposures are relatively high. Data are available for some chemicals,
from well-controlled clinical studies and also from case reports.

Analytical epidemiological studies, which include case-control and cohort studies, are most useful in
identifying an association between human exposure and adverse health effects. Epidemiological
studies under occupational settings attempt to determine whether an adverse health outcome is
associated with a specific chemical exposure in the workplace. Benzene is an example of a substance
that was first found to be carcinogenic in studies of workers, and only later was shown to cause
cancer in animal studies (24, 28-30). The use of epidemiological studies, however, is generally
limited due to several factors, including lack of adequate exposure data, confounding exposures, and
a study population that is too small to detect a statistically significant effect (see section 3.1.1). In
addition, from a public health perspective, positive findings in human studies are not desirable
because the objective is to prevent disease before humans are harmed. Early detection of excessive
exposure using biological markers in epidemiological studies is a valuable method for implementing
interventions to prevent disease.

The advantage of clinical trials is that exposures can be controlled and quantified, and subjects can
be selected to include susceptible individuals. Other than clinical trials for therapeutic agents, the use
of this study design is limi