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Preface

The first edition of Biopharmaceutical Drug Development, published in
1999, was intended to provide a comprehensive overview of biotechnology in
pharmaceutical drug development in one concise volume. At the time, the field
of biotechnology was expanding faster than many professionals even within the
field could comprehend.

Since the publication of the first edition, the field of biotechnology has continued
to grow in the manner of a continually inflating ball, with the leading edges of the
ball widening every year. These edges represent seemingly endless new frontiers in
all areas ofbiotechnology, including health care, agriculture, and the food and energy
industries. Since 1999, dozens of new biopharmaceutical drugs have become avail
able for therapeutic use. The main categories ofthese drugs include monoclonal anti
bodies for in vivo use, cytokines, growth factors, enzymes, immunomodulators,
thrombolytics, and immunotherapies, including vaccines. As professionals in the
health care industry, we must monitor, understand, and unravel the implications of
these technological developments in drug development and patient care.

Though gene therapy and recombinant DNA technology have been introduced
decades ago, society continues to grapple with the therapeutic opportunities and
ethical ramifications of these and even newer technological developments. Many
fundamental problems in certain disciplines have yet to be resolved. Indeed,
despite years of development and clinical trials, a gene therapy product has yet to
be approved by the US Food and Drug Administration (FDA), perhaps in part
because of the death of a patient enrolled in a gene therapy trial in 1999. However,
according to the Journal ofGene Medicine, 29 Phase III clinical trials are ongo
ing as of Spring 2007 compared to only 4 in 2001, with 1283 active protocols in
Phases I, II, and III compared to 596 in 2001. In contrast, many new biopharma
ceutical drugs have been approved for therapeutic use in the last five years,
providing new treatment opportunities for cancer and many inherited diseases. One
of the fastest growing biopharmaceuticals is the monoclonal antibody, which is now
used to treat diseases such as multiple sclerosis and cancer (www.fda.gov).

An even more contentious issue than gene cloning is now stem cell research, a
topic that was even debated at the national level in the 2004 presidential election.
At issue is the use of therapeutic stem cells for the treatment of a variety of diseases
and illnesses where healthy cell replacement would be therapeutically beneficial,
Alzheimer's disease being the classic example. However, stem cells are usually
derived from human embryos. The controversial nature of the source of stem cells
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vi Preface

has created heated and emotional debate in the United States over the appropriate
use of embryos vs the potential therapeutic benefit of the technology.

Since 1999, the debate about human cloning has also heated up. Early in 2004,
the Raelian religious sect claimed to have successfully clon a human, and that
a woman gave birth to a 7 pound baby clone called "Eve." Though the results
to this day remain unsubstantiated, the announcement reopened the debate
about the wisdom and morality of cloning technology when the methods may
be used inappropriately to create cloned babies.

The wisdom of such an endeavor is truly questionable, especially as scien
tists have discovered the premature aging of the original cloned mammal,
"Dolly." Dolly's rapid senescence is believed to be the result of the shortening
of DNA molecules that happens each time DNA replication occurs. Cloned
humans would therefore be unlikely to have the life span of a naturally con
ceived baby given the limitations of today's technology.

Though privately funded efforts to create human clones appear limited, sev
eral groups are cloning human cells for medical research. Therapeutic cloning,
though illegal in the United States, has been legal in the United Kingdom since
2001. Dr Ian Wilmut of the Roslin Institute (creator of "Dolly") has recently
announced that his group will be cloning embryos to study disease development
and expressing no intent to create cloned humans.

Another revolutionary new invention since 1999 has been microarray or
"chip" technology. Previous sequence identification methods required probing
a sample one sequence at a time. Microarray technology now allows simultane
ous testing of tens of thousands of probes at once using microscopic arrays of
DNA or other probes (including proteins, cells, antibodies). This incredible
technology has already changed the way we think about the role of genes in
heredity or disease, from the monogenic (one gene results in one disease) to a
polygenic view of disease etiology. Microarray technology is profoundly affect
ing the manner in which scientists now view the genetic basis, and thus the
treatment and detection of disease.

Also since 1999, the first draft of the sequence of the human genome was
announced, having been completed ahead of schedule. The speed of completion
and implications of this accomplishment are stunning. Though much more work
lies ahead for fully understanding the results and implications of the Human
Genome Project, access to the entire human genome sequence will accelerate
our understanding of human genetics, its effect on disease, and open multitude of
doors for the creation of drugs tailored to a patient's genotype (pharmacogenetics).

The advancements discussed here are only an overview of a few projects that
are currently emerging from the biopharmaceutical sciences. The second edi
tion ofBiopharmaceutical Drug Development is a natural sequel to a discussion
on a dynamic, exciting field of biotechnology.
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Biotechnology: 2008 and Beyond

Susanna Wu-Pong

Abstract

The emergence of molecular medicine and genomics is transforming health care in ways
unimaginable 50 years earlier. Traditional medical practice is often empiric and reactive;
the future of medicine will involve a detailed understanding of the role each individual's
genetics plays on their susceptibility to disease and their response to medications. Further
more, new types of drugs that allow much more specific therapy for diseases and disorders
with genetic components are in development. This chapter examines how the genomics
era and biotechnology are changing biomedical science and health care.

Key Words: Biotechnology; microarray; human genome project; drug development;
pharmacogenetics.

1. Introduction

Despite decades of technological advances and billions of dollars of invest
ment, applying the term "practice" to modern medical care is still as literally
appropriate now as it was hundreds of years ago because of the unfortunate
amount of guesswork that is still inherent in diagnosis and treatment (Fig. lA).
This uncertainty contributes to the rising cost of health care. Add the aging of
the baby-boom generation to this mixture and the result is fewer Americans
who can afford insurance or pay their medical bills. Furthermore, the rising cost
of medical care also limits the time a care provider can devote to education of
the patient on their care or wellness. As a consequence, many consumers have
had to become medically savvy, accessing Internet and print resources to
monitor and understand their own, increasingly complicated, medical treatments.
It is not just medical care that suffers from rising costs and insufficient time;
health maintenance is largely still up to the patient. Therefore, modem patients
are responsible for their own education and wellness plan; their primary sources
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of information on the subjects are often obtained from the media, friends, or
family instead of more reliable professional healthcare resources.

Despite the current shortcomings in preventative care, the medical community
currently does provide limited routine medical screenings and prophylactic
treatments as part ofAmerica's wellness plan. For most Americans, routine and
widespread screening for disease prevention occurs aggressively in childhood
and thereafter as annual breast, pelvic, colon, and prostate cancer screenings for
adults. Pharmaceutical treatment for disease prevention is mostly limited to
childhood vaccines unless a physical or medical exam shows early stages of
disease progression, such as in hypertension, hyperlipidemia, or diabetes. But
for the most part, medical intervention is primarily in reaction to diseases once
symptoms have already begun to occur.

Once disease has been identified, the patient then usually receives the standard
of care for their particular diagnosis. For example, according to the National
Heart, Lung, and Blood Institute (1), the standard of care for uncomplicated
Stage I hypertension involves use of a thiazide diuretic with or without the
addition of a second drug such as a beta blocker. The patient is then moni
tored for response to treatment or adverse reactions. Unsatisfactory therapeutic
response results in a change in the dose or drug until a satisfactory clinical
outcome is obtained.

Hypertension is usually a straightforward diagnosis. However, in some situa
tions, the diagnosis may not be given with much confidence. In this situation, a
working diagnosis is applied until care providers are otherwise proven wrong,
usually via either failure of treatment or onset of new symptoms.

This trial-and-error approach often works well for many patients and many
disease states. For others, the experience is frustrating, costly, or even fraught
with medical misadventures that can sometimes be deadly. The Adverse Drug
Effect Prevention Study Group estimates that 3500 adverse drug reactions or
potential adverse drug reactions are likely to occur per hospital per year, and
that approximately I % of all adverse drug reactions are deadly (2.3). Therefore.
from a quality-of-life and financial perspective, the American medical system
still has much room for improvement.

Some of these improvements will come via a new medical model involving
molecular medicine, where molecular biology is applied to the field of health
care to improve disease diagnosis, disease prevention, and creation and selection
of treatments for individual patients. In this model, genetic analysis will be
available to all patients such that disease predisposition can be identified and
treated early using medical or lifestyle interventions before the onset of symp
toms. For example, in the case of the patient predisposed to hypertension,
low-salt and low-fat diets can be initiated well before organ or vascular damage
occurs. Blood pressure monitoring can begin as a part of the patient's lifestyle
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in their youth, and medical intervention, if necessary, can also be initiated early
and aggressively as the disease develops (Fig. IB).

In addition to identification of disease predisposition, medication management
will also be scientifically based on genetic information. Instead of drug treatment
trial-and-error, which can result in thousands of unnecessary adverse drug
reactions and millions of dollars in unnecessary expense, genetic analysis will
predict which drugs will or will not be effective or safe for certain patients. The
correct dose and the correct drug can be determined in advance, and the trial
and-error cycle will never be initiated. The genetic analysis itself, although costly
initially, will pay for itself multifold over the patient's lifetime. Integration of
this type of genetic analysis into the drug development process will also allow
subject prescreening such that early clinical trials testing occurs only in patients
who are likely to receive pharmacological benefit with minimal adverse reactions.
This approach will therefore save the drug companies millions of dollars in drug
development costs.

The shift from trial-and-error health care to a more proactive, preventative
model will require a commitment from both government and private agencies
to invest the necessary resources into biotechnology research and technology
development. In addition, both the public and healthcare professionals will
also be required to become facile with an alphabet soup of new terminology.
This second volume of Biopharmaceutical Drug Design and Development
was written to provide some insight into this dynamic and important field
of biotechnology.

2. The Present: The Status of Biotechnology Today
During my recent review of the first volume of Biopharmaceutical Drug

Design and Development, I found it somewhat difficult to recall the state of
the biopharmaceutical industry back in 1998-1999, when the book was in
press, when so much has transpired and changed us during the intervening
period. At that time, the industry epitomized the word "potential", with the
possible options seeming to expand exponentially with every year and every
new discovery.

2.1. The Drugs

In the last decade, the focus in the industry was on the development of new
recombinant protein drugs and novel classes of DNA-based drugs, especially
for the treatment of many diseases that have previously had a limited array of
pharmaceutical treatment options. Unlike empirical treatments, these newer
technologies allowed one to design a biopharmaceutical based on a natural
product and the genetics of a disease, thereby reducing most of the side effects
that accompany traditional small molecule drugs. For example, recombinant
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drugs such as insulin and erythropoietin have exponentially improved replace
ment therapy with much safer and specific products compared to, say, bovine
insulin. As a result, biotechnology-derived therapeutics has been one of the
fasting growing classes of new drugs. A total of 226 biologics have been approved
during the years 1982-2004 (4). Most of these drugs have been recombinant
proteins or antibodies. A small number of DNA-based drugs have also been
approved such as oligonucleotide drugs Vitravene and Macugen, though to
date the much-hyped gene therapy has not yet achieved the much-coveted
FDA approval.

2.2. The Finances

Surprisingly, despite the hundreds of new products on the market since the
early 1980s and hundreds more in advanced clinical trials, biotechnology as an
industry has yet to make a profit. In 2004, over $6 billion was lost overall in the
worldwide industry according to Ernst & Young. However, Ernst also predicts
that the industry will enjoy a net profit in 2008 (5). This is not to say, of course,
that individual companies have not seen profits in their own portfolios. Overall.
the US biotechnology industry earned almost $30 billion in revenues over 1466
companies in 2002, approximately double the revenues of $14.6 billion earned
in 1996. The majority of these revenues have come from recombinant DNA
(rONA) protein drugs (4).

The initially spectacular growth of the biotechnology industry in the 1990s
appears to have reached a tentative equilibrium since the market decline
post-2000. with a market capitalization stabilizing over $200-300 billion.
total financing approximately $15-16 billion. patents per year approximately
7000-8000, and the number of US companies stabilizing at 1300-1400 including
both private and public entities (4). Successful biotech companies often
collaborate with large pharmaceutical companies to bring a product to market,
with approximately half of the new drugs approved in 2004 resulting from such
collaborations (6).

Given these successes and disappointments, where is the biopharrnaceutical
industry now? Biotechnology will once again revolutionize the healthcare
industry, but now in a way completely different from that envisioned a decade
ago. Instead of the emphasis on new drugs to treat old, previously empirically
treated diseases, genetic analysis will be used to create a new model for health
care, where genetic predispositions to disease, drug metabolism, drug-induced
adverse reactions, and drug interactions will be tested prior to the first signs of
disease and the first drug dose given. New drugs will be designed specifically
for groups of people with similar genetic profiles. In short, disease prevention
and treatment will be individualized for patients as part of wellness and per
sonalized disease and drug management.
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3. The Future: The Potential of Biotechnology
3.1. Pharmacogenetics

The future of medicine lies with the use of genetic information to optimize
health care for individuals or groups of patients, i.e., pharmacogenomics. The
term pharmacogenomics and a related subject, pharmacogenetics, has as many
definitions as the number of individuals involved in the discussion. Therefore,
despite the risk of sounding like a freshman English essay, Webster's dictionary
was consulted (Dictionary.com). Pharmacogenomics was defined as a "biotech
nological science that combines the techniques of medicine, pharmacology, and
genomics and is concerned with developing drug therapies to compensate for
genetic differences in patients which cause varied responses to a single thera
peutic regimen." Pharmacogenetics was defined as "study of genetic factors that
influence an organism's reaction to a drug." To illustrate the confusion in the
terminology in this field, Stedman's online dictionary defined the two words
synonymously: "the study of genetically determined variations in responses to
drugs in humans or in laboratory organisms."

Regardless of the nomenclature, the concept of pharmacogenomics is appli
cable to the future of medicine and how genetics will be used to transform
medical care in the 21st century. The challenges to implement this vision are
daunting and will inevitably involve multidisciplinary cooperation. Scientists
in both the public and private sectors are identifying linkages between genetics
and patient care. For example, the Human Genome Project (HGP; see Section
3.2.) is an overwhelmingly successful collaboration between government and
private business. The HGP is an international effort led by the National Human
Genome Research Institute (NHGRI) and includes 20 different universities
and research centers across the USA, Europe, and Asia. A parallel effort by a
private company, Celera Genomics, has been equally successful in human
genome sequencing. NHGRI envisions the future of molecular medicine in a
document entitled "Vision for the Future of Genomics Research," which is
available on their website (http://www.genome.gov). The vision outlines an
ambitious role of genomics in health care and society. Six "grand challenges"
to health care for translating genome-based knowledge into health benefits
includes:

(1) Develop robust strategies for identifying the genetic contributions to disease and
drug response;

(2) Develop strategies to identify gene variants that contribute to good health and
resistance to disease;

(3) Develop genome-based approaches to prediction of disease susceptibility and drug
response, early detection of illness, and molecular taxonomy of disease states;
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(4) Use new understanding of genes and pathways to develop powerful new therapeutic
approaches to disease:

(5) Investigate how genetic risk information is conveyed in clinical settings, how that
information influences health strategies and behaviors, and how these affect health
outcomes and costs; and

(6) Develop genome-based tools that improve the health of all.

Almost $500 million has been proposed for the fiscal year 2006 to continue
the NHORI mission of using genetic technologies to study disease (http://www.
genome.gov).

Collaborations such as the HOP by NHORI and others have already begun
to payoff in the application of genetic information to individualized drug ther
apy to patients. However, pharmacogenomic concepts have been in practice
well before the HOP was initiated. An early example of pharmacogenetics is
epitomized by the classic acetylation polymorphism, where different acetyla
tion phenotypes (fast vs slow drug metabolism via acetylation) affect a large
fraction of the population (e.g., 50-60% Caucasians are slow acetylators).
Despite widespread knowledge of the importance of this polymorphism (normal
genetic variation), routine screening for the polymorphism is not available for
patients initiating therapy on the affected drugs (e.g., hydralazine, isoniazid,
sulfonamides, and procainamide).

Another classic example of polymorphic variations in drug metabolism is of
course the cytochrome P450 enzymes or CYP450. CYP450 enzymes are
found predominantly in the liver, but are also expressed to a lesser degree
throughout the body. CYP450 enzymes are largely responsible for drug
metabolism, though not all CYP450 enzymes are involved in drug meta
bolism. Because CYP450s are also expressed in the gut, polymorphisms in
enzyme expression or activity may also have a profound effect on bioavailabil
ity of orally administered drugs. Because of the importance and prevalence of
genetic polymorphisms on drug metabolism, a huge commercial market is
potentially available for products that can quickly and inexpensively genotype
the relevant CYP450 polymorphisms that can affect drug metabolism and
response (see Section 3.4).

The CYP450 enzymes have extensive arrays of polymorphisms that are
now being sequenced and identified demographically. Relevant examples
include CYPIA2, CYP3A4, and CYP2D6. Because these drug metabolizing
enzymes have polymorphic variability, a patient's rate of drug metabolism can
depend on their genetic profile of the respective enzyme. In addition, coadmin
istration of a drug with a competing substrate, inhibitor, or inducer of that
enzyme can have profound effects on the plasma concentrations, and thus pharma
cologic or toxicologic outcomes, of that drug. The genetic determination of the
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CYP450 enzyme activity in individual patients is an important contemporary
example of the role of genetics in drug therapy. Summaries of these known
CYP450 drug interactions are available from some excellent Internet
resources, such as http://medicine.iupui.edulflockhart/.

In addition to metabolic polymorphisms, reports of new pharmacologic
polymorphisms are also becoming more frequently reported. For example,
scientists have reported that subgroups of patients with non-small-cell lung
cancer that have an epidermal growth factor receptor mutation may be more
responsive to treatment with Iressa (gefitinib), a small molecule drug (7).
Similarly, subsets of patients with specific polymorphisms in 0-6-methylgua
nine-DNA methyltransferase have also been shown to respond to temozolomide
therapy in glioblastoma (8). Other examples of efficacy pharmacogenetics have
been nicely described in available review papers (9,10).

Clearly, enhancing our understanding of individual genetic differences in
drug metabolism (CYP enzymes) and drug effects (such as Iressa) provides new
opportunities for improving drug safety and efficacy. New drugs can be designed
specifically for genetic subgroups (as in the Webster definition of pharmaco
genornics) and dosed based on the genetic profile of their metabolic enzymes
(pharmacogenetics). The result will be safer, more effective use of drugs.

3.2. Human Genome Project

Using genetic information to improve health care requires a better under
standing of the effect of genetic differences or polymorphisms on disease and
wellness. The HGP is an ambitious effort to sequence the entire human genome
including all of its variations or polymorphisms. In this new era of molecular
medicine, the information gleaned from the project will allow an unprecedented
opportunity to understand the molecular mechanisms of biological processes in
the human body, and therefore, disease etiology and treatment. Begun in 1990,
Phase I of the project was intended to obtain a first draft of the human genome
and was completed ahead of schedule in April 2003.

Phase II of the project is certain to be the most difficult phase, focusing on
mapping variations in the 0.1 % of the genome that comprises the genetic differ
ences that make each of us unique. This uniqueness is in part characterized
by our outward appearance: hair color, skin color, height. More importantly,
however, these differences can also account for why some people are predisposed
to certain diseases or conditions. These differences also determine pharmaco
logic, adverse, or lethal response to drugs. For example, Makita et al. (11) report
that subsets of patients with congenitallong-QT syndrome have mutations that
predispose them to drug-induced arrhythmias. Similarly, some patients with
certain serotonin receptor subtypes are susceptible to antipsychotic-induced
dyskinesias and weight gain (12). The demand for these genetic identifiers has
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spawned a new venture to assist scientists to identify the genetic polymor
phisms that distinguish groups of patients who are predisposed to disease or
who will respond appropriately to drug therapy (e.g., Perlegen Sciences;
http://www.perlegen.com).

Completion of the HOP will really just provide the template for the interpre
tation of the 109 nucleotides that make up the human genome. Just as when
Watson and Crick solved the structure of DNA, deciphering the genetic code was
only the beginning of our understanding of the way DNA makes proteins and
how those proteins provide the basic function and structure of the cell. Similarly,
the HOP will accelerate the determination of which polymorphisms are clini
cally relevant in terms of disease predisposition and development of new drug
treatments. Relevant polymorphisms can be further studied to determine the role
of that genetic variant on disease development, progression, or drug effects.
Toward this end, the International HapMap Project (http://www.hapmap.org) is
an international organization devoted to describing common patterns of genetic
variation in patients for the purposes of improving the treatment of disease.
International collaborations such as the International HapMap Project will be
necessary to efficiently translate the vast array of genetic information into
useful medical diagnostics and therapeutics.

As stated earlier, Phase I was completed ahead of schedule because of the
innovation of Celera and NHORI sequencing methods. These efforts have focused
on exons, the parts of the gene that code for mRNA and protein transcripts.
However, sequencing the 0.1 % of the genome containing polymorphic regions
in Phase II may be even more difficult than originally believed, because the
intronic (noncoding) regions that are normally considered to be noncoding and
"filler" are demonstrating unexpectedly high conservation (e.g., the sequences
are preserved). Because genetic sequences that are found repeatedly in nature
are believed to have biological importance, highly conserved noncoding regions
imply that useful genetic information may be present and may therefore require
further examination. As a result, NHORI will be studying, among other things,
DNA sequences that are highly conserved in noncoding regions in an effort to
determine their function in genome.

3.3. Bioinformatics and Database Management

Because of the ambitious nature of the HOP, sequencing the human
genome would appear to be an end point in and of itself. However, from a drug
development perspective, the work will have only just begin once the sequence
is obtained. First, consider that the human genome is comprised of a trillion
nucleotides. Each person has a unique sequence. How will the sequence of
those trillion nucleotides in individual or groups of patients be used to improve
human health?
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One approach would be to use new sequence information to produce novel
insights about a gene of ongoing interest. New genetic information might illu
minate the role of a specific gene in disease development or the role of a gene
in drug disposition. However, one could also explore this new set of data without
necessarily starting with a known gene. The HGP will yield the sequences of
genes we know little or nothing about. Computer programs are being used to
search for new genes in DNA databases by searching for elements that are com
mon to all genes, such as promoters, enhancers, and polyadenylation signals.
Newly discovered elements that mark the presence of a gene are being discovered
and used to improve the rate of discovery of new genes. Once a new human
gene candidate has been identified, homology (matching sequences) to other
organisms can be examined to try to understand the function of this new gene.
In addition, the structure and thus the function of the gene's encoded protein
can be predicted (though with not a great deal of accuracy yet). Gene-browsing
tools and actual gene sequences for a variety of species are available free on the
Internet (e.g., http://www.ensembl.org). Such tools will continue to be used to
uncover genetic treasures that are still buried in known DNA sequences.

3.4. DNA Chip

The HGP goal of deciphering the therapeutic implications of all the poly
morphisms of the human genome is a daunting task. In the recent past, scientists
only had the tools to detect or measure one gene sequence at a time and there
fore allowed researchers to only scratch the surface of the understanding of this
incredibly complex system. Today, newer tools enable an unprecedented rate of
progress in the identification of the most important polymorphisms and their
impact on human health. A new field called "theranostics" is now evolving
which integrates genetically based diagnostics and therapeutics.

Perhaps the technology most central to this transformation is arguably the
microarray. Just as Watson and Crick revolutionized genetics with the discovery
of the genetic code, microarray technology is allowing genetic analysis of
thousands of gene sequences simultaneously in a matter of minutes. Previously,
DNA or RNA sequences were detected and analyzed one at a time via Southern
or Northern blotting or, more recently, polymerase chain reaction. The old
paradigm of one disease resulting from one genetic mutation was supported for
the most part using the standard one gene analysis. The invention of the DNA
microarray ("DNA chip") provided the analytical power necessary to detect
the expression of thousands of genes simultaneously. Microarrays therefore
allow one to compare expression levels of thousands of genes between normal
and diseased tissues for one patient, or between individual patients. As a result,
microarrays have enabled the identification of dozens or even hundreds of
genes that may have differential expression in a single disease, compared to the
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Fig. 2. Genetic basis of disease paradigms. (A) One genetic mutation - one disease:

(B) multigenic model of disease.

one-gene methods and theories used previously. For example, Staudt et al.
report that differences in treatment response for non-Hodgkin's lymphoma could
be traced to about 1000 genes (13). Scientists still do not know the clinical
implications of differential expression for each of these genes. but such studies
illustrate the complexity of disease that was previously unfathomable using
traditional molecular assays in previous years.

3.5. Pharmacogenomic Drugs

The results of the early studies using microarray technology have been
nothing short of astounding. The one gene ~ one protein ~ one disease para
digm, although true for a limited number of disorders, has been shown to be
hopelessly simplistic for most common diseases (Fig. 2A). Rather, differential
expression has been observed for dozens of genes in diseases such as cancer,
hypertension, epilepsy. and Parkinson's disease (Fig. 2B). Each of these genes
represents a new opportunity to learn about the genetic etiology of a disease,
and possibly a new pharmacologic drug target.

Probably the earliest example of the successful application of pharmaco
genetics and pharmacogenomics has been to the breast cancer subtype HER-2



12 Wu-Pong

(human epidermal growth factor receptor) overexpression. Patients who are
HER-2 positive, and thereby overexpress HER-2, are candidates for treatment
with Herceptin, a monoclonal antibody that targets cells expressing HER-2.
Patients who are negative for HER-2 would derive no benefit from Herceptin
treatment. Other breast cancer subtypes have been identified, such as BRCA
(breast cancer susceptibility), and are starting to lead to improved prevention,
diagnosis, or treatment therapies based on these genetic distinctions.

Herceptin is an example of a whole new generation of drugs that will be
designed for patients with a specific genetic profile within a certain disease.
Knowing a priori which patients will benefit from which drugs will have the
long-term consequence of more efficacious, more cost-effective drug therapy.

About the same time Herceptin was approved by the FDA for the treatment
of breast cancer with HER-2 overexpression, the first oligonucleotide drug
Vitravene (fomivirsen) was also approved for the treatment of cytomegalo
virus infections of the retina. Oligonucleotide drugs such as Vitravene are
designed to bind to and downregulate the expression of genes containing unique
sequences. A second oligonucleotide drug Macugen (pegaptanib), targeting
vascular endothelial growth factor, has been approved in early 2005 for the
treatment of neovascular macular degeneration. Because of the gene sequence
specific nature of these therapies, oligonucleotides continue to have increasing
potential to participate in pharmacogenomic, gene-specific drug therapy.

Gene therapy is another form of gene-specific drug therapy but, unlike
oligonucleotides, has still not received FDA approval. As of June 2007, 1283
studies are in clinical trials, 29 of which are in Phase III. The industry has made
some significant accomplishments and setbacks in the last decade, the most
notable (public) failure being the unfortunate death of a patient in February
2000 believed to be the result of an inflammatory response to the gene therapy
itself (University of Pennsylvania). The trial was halted by the FDA once the
problem was discovered. In addition, two patients from the early adenosine
deaminase trials developed leukemia as a result of transgene (the administered
gene) insertion into the patient's DNA. Though this problem has always
remained a theoretical possibility, this was the first demonstration of gene trans
formation in the clinic.

3.6. Cell-Based Therapies

Biotechnology-derived therapies are not limited solely to protein or nucleic
acid drugs. Modified cells are a source of great therapeutic potential and
controversy. The best example of modem cell-based therapies is stem cells.
Stem cells have such enormous potential because these cells can be induced to
differentiate into any cell type, and also divide in culture for long periods.
Embryonic stem cells can divide and grow in culture for up to a year; adult
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stem cells do not. Thus. the controversy surrounding stem cell development
is related to objections surrounding the use of fetuses to obtain embryonic
stem cells.

Stem cells are important for both scientific reasons and their therapeutic
potential. Because the cells can be induced to differentiate, they serve as a use
ful model to study cell differentiation and dedifferentiation, a process very
important to cancer cell research. Stem cells can also provide a wide range of
cell types available for laboratory research.

Cell replacement is the obvious therapeutic application of selectively differ
entiated stem cells, especially for neuronal or brain tissue that are slow to repair
or regenerate, or tissues that are otherwise defective. For example, stem cells
induced to differentiate into normal pancreatic tissue might one day be used to
treat diabetes.

The value of the application of stem cell technology is beyond debate. However,
stem cells have become the lightning rod for political and social controversy
that gene therapy and cloning were a decade ago. Like cloning and gene-based
therapies, technological advancements in the use of stem cells outpace our ability
to comprehend or solve the ethical dilemmas associated with the creation and
use of these products.

4. Conclusion

In the last decade, the changes in the landscape of biotechnology have been
remarkable. These changes are the result of rapid advances in technology and
knowledge in the industry, including HGP, microarray technology, and a larger
than ever arsenal of biologic drugs. The result is a brand new paradigm for
medical care based on molecular medicine: pharmacogenetics and pharma
cogenomics. If the pace of change continues at this rate for the next 20-50
years. it would indeed be difficult to even imagine the potential that will reside
within our healthcare model in the future.

Despite the pace of change. some things remain the same since a decade
ago. such as poor scientific literacy, uncertainties about allocation of resources,
product safety, and ethics of gene or cell manipulation. These unanswered ques
tions will undoubtedly continue to provoke much needed discussion and debate
for the foreseeable future.
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The Human Genome Project and Drug Development

Susanna Wu-Pong

Abstract
The Human Genome Project (HGP) was a 13-yr international effort whosc primary

goal was to sequence the 3 billion nucleotides of the human genome. Other goals included
sequencing other genomes, developing new related technology, making the technology
widely accessible, and examining the ethical, legal, and social implications of the project.
The implications of the HGP on the current methods used in biomedical research and its
impact on future healthcare are vast and far-reaching. This chapter reviews these topics and
also provides a glimpse into the post-HGP era.

Key Words: Human genome project; genornics; annotation; ethics; sequencing.

1. Introduction

The 21 st century is already being called the "Biology Century" because of
the implications of the Human Genome Project (HGP) and the field of genomics.
The Biology Century sprung from the five decades separating the discovery of
Watson and Crick's structure of the DNA molecule (published in 1953) and the
completion of HGP in 2003, the effort to sequence the 3 billion nucleotides
comprising the human genome.

How did the HGP contribute to the emergence of the Biology Century, and
what is the implication of this effort? This 13-yr effort to sequence the human
genome was initially envisioned in 1985 by Robert Sinsheimer but at that time
considered "'crazy" and "premature", but soon endorsed by the National
Research Council in 1986, then coordinated by the US Department of Energy
and National Institutes of Health starting in 1988. This multinational effort that
included the UK, EU, China, and Japan began in the early to mid-1990s, and
by 2003, approximately 99% of the human genome's gene-containing regions
was sequenced to 99.99% accuracy. As a result, new sequencing technology,
new methods to identify, annotate, and analyze genetic information, and insights
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into gene variation and protein function have emerged, as well as a seemingly
endless stream of data that defines the key to life and illness. In addition,
other nonhuman organism genomes were also sequenced, such as Escherichia
coli, mouse, roundworm, and fruit fly. Readers are encouraged to visit
http://www.ornl.gov/sci/techresources/Human_Genomelhome.shtml for more
information on these related topics.

The emergence of new information and technology is only the tip of the
iceberg. The HGP will have a continuing impact on medical science because of its
commitment to transfer the technology to the private sector to aid in the devel
opment of new medical applications. Deciphering the mystery of the genetics
of human health and illness will also have social, legal, and ethical implications,
a topic also addressed by the HGP.

2. The Race: Public Vs Private

The Human Genome Project's remarkable success and early completion (2 years
ahead of schedule) was the result of rapidly advancing technologies and a race
between public and private efforts. In June 2000, the rough draft (one-third) of
the human genome was completed a year ahead of schedule. In 1993, the first
5-yr plan was revised to account for the unexpected progress. The Final Plan
(1998) was the third effort and included the following goals:

• Identify all the approximately 25,000-30,000 genes in human DNA;
• Determine the sequences of the 3 billion chemical basepairs that make up human

DNA;
• Store this information in databases;
• Improve tools for data analysis;
• Transfer related technologies to the private sector; and
• Address the ethical, legal, and social issues (ELSI) linked to the project.

One rarely encounters projects that finish in advance of projected timelines
and under budget especially for projects of this size, which makes the achieve
ments of the HGP even more astounding. The working draft of 90% of the
genome was published in 2001 (1,2), and the complete, high-quality genomic
sequence was published in 2003 (3,4) (Tables 1 and 2). The consortium agreed
that sequences emerging from the HGP must also be highly accurate and largely
continuous (1 error per 10,000 bases). The other goals were also accomplished
in this time frame and continue to be developed and refmed, including identifying
common genetic variants, creating a single nucleotide polymorphism (SNP) map
of at least 100,000 markers, developing tools and methodologies, and training
and developing scientists in these areas.

The surprising and remarkable pace of progress could be at least partially
attributed to the competition and conflict that initially threatened to undermine
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Table 1
Human Genome Project Coals and Completion Dates

Area HGP goal Standard achieved Date achieved

Genetic map 2- 10 5-eM I-eM resolutioll map Scptember
rcsolution map (3,000 markcTs) 1994
(600~15oo markers)

Functional Develop gcnomic-scale High-throughput 1994
analysis technologies oligonucleotide

synthesis
DNA microarrays 1996

Physical map 30,000 sequence 52,000 STS October 1998
lagged siles (STS)

Capacity and Sequence 500 Mb Sequence >1,400 Mb November
cost per year at <$0.25 per year at <$0.09 2002

per base per base
Human sequence 100.000 SNPs 3.7 million SNPs February 2003

variation
Human gene Full-length cDNAs 15,000 full-length March 2003

identification cDNAs
Human DNA 95% of gene-containing 99% of gene-containing April 2003

se4uence genome finished to genome finished
99.99% accuracy to 99.99% accuracy

Model Complele genome Finished genome April 2003
orgamsms sequences of E. coli, sequences of E. coli.

yeast. Drosophila. yeast. Drosophila.
and olhers and others

Source: Ref. 15j and http://www.ornJ.gov/sciitechresources/Human_Genome/home.shtm\.

the effort. A major dispute arose bet\veen the private company Celera Genomics.
who embarked on independent genome sequencing. and the public effort of
the HGP consortium. Among the issues was the use of different strategies
(improved Sanger dideoxy and capillary sequencing of mapped bacterial artifi
cial chromosome (BAC) clones vs shotgun sequencing) to sequence the genome.
Moreover, lhc question of sequence ownership and access when private companies
were involved became a major issue. The new sequencing technologies combined
with the race to be the first 10 complete milestones spurred the raee forward despite
the conflicl. The animosity eventually ended in 2000 with a truce between
Cclera and HOP resulting in joint announcement of the working draft and
simultaneous publication of the tinal sequence.

The inilial friction between Celera and HGP by no means reflected the overall
nature of HOP-private sector collaborations. For example, capillary electrophoretic
methods for sequencing. creation of EST and SNP public domains, and sequencing
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Table 2
Timeline of Chromosome Sequencing

Wu-Pong

December 1999
May 2000
March 2000
December 2001
December 2002
January 2003
June 2003
July 2003
October 2003
March 2004

May 2004
September 2004
December 2004
March 2005
Apri12005

Chromosome sequenced
22
21

Drosophila
20

Mouse
14
y

7
6

19
13
10
5

16
X
4
2

of other genomes were the result of successful relationships with the private
sector. The DNA microarray which analyzes thousands of sequences concurrently
has similarly emerged from the HGP, which then laid the foundation for further
development by Affymetrix (http://www.affymetrix.com).

3. Sequencing the Genome
Prior to the HGP, sequencing was done one small single strand of DNA at a

time using traditional methods like the Sanger dideoxy method combined with
gel electrophoresis. This method, though accurate, was very slow and completion
of the genome sequence using this method would likely have taken several
decades. Several innovations in sequencing technology emerged from the HGP
that enabled the remarkable pace of sequencing. Both public and private efforts
used similar automation and sequencing technology. However, the groups dif
fered in the approach to sequencing. In the "hierarchical shotgun," individual
large DNA fragments of known position are shotgun sequenced with the use of
BAC vectors that are fingerprinted to mark the chromosomal location of the
DNA to be sequenced. In contrast, in "whole genome shotgun" the entire
genome is digested into small fragments that are sequenced. In both cases, the
sequence is reassembled or aligned based on sequence overlaps to produce a long,
contiguous sequence. Sequence alignment is facilitated by use of landmarks
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contained in the physical map produced by the HGP. This complex process is
complicated by the great abundance of repetitive sequences that could be present
in multiple locations throughout the genome. Therefore, to reduce error, each
section of the genome must be read 6-12 times to compensate for the error
caused by repetitive sequences. The multiple reads on the sequence combined
with reassembly of overlapping sequences provide enough redundancy and
information to produce the draft of the genome.

Both the hierarchical and whole genome methods have advantages and dis
advantages. The hierarchical method allows the chromosomal location of each
individual sequence to be known with certainty, but mapping BAC clones prior
to sequencing results in a relatively slower and more expensive method. The
whole shotgun method does not require insertion and cloning of DNA using
large insert BAC vectors, but instead sequences much smaller clone libraries.
which produces results with higher error when sequences are reassembled.

4. Storing the Genome

Identifying the human gene sequence is only one objective of the HGP. The
second objective is to store the information that emerges from the project. To
illustrate the size of the 3 billion basepairs that comprise the human genome,
one can consider the amount of time or memory that would be required to read or
store the sequence. A sequence consisting of 3 billion basepairs requires 3 gigabytes
of computer storage space, equivalent to 200 copies of the Manhattan phone
book, and 95 years to read aloud, 1 base at a time. If one chooses to focus on
functional units in the genome instead of basepairs, the number of units reduces
to a "mere" 30,000 genes translated in 100,000 or more proteins. Fortunately
sequences, genes, and proteins are no longer transmitted verbally and rarely on
hard copy. All data along with further biological relevant context are now available
online for query and analysis at the European Bioinformatics Institute (EBl:
http://www.ebi.ac.uk) and National Center for Biotechnology Information (NCBl;
http://www.ncbi.nih.gov) websites.

The primary function of databases such as NCB! is to store data, but addi
tionally, databases are also used to process data and allow for data visualization.
Databases should also use accepted scientific standards for the type of data in
storage. For example, specific databases exist just for microarray or SAGE (serial
analysis of gene expression) data. Microarrays, discussed in Chapters 4 and 5.
allow for simultaneous probing of thousands of sequences, resulting in a large
amount of information emerging from a single assay. The application of standards
for database content allows for efficient and effective database use, qualities
most important when dealing with large amounts of information as is the case
with microarrays or shotgun sequencing. In the case of microarray databases.
standards formalized by the Microarray Gene Expression Data Consortium allow
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data import from different sources and addition of annotation and complex
queries using standard terminology. The ability to group data according to
structure or function, for example, allows an investigator to obtain a lateral
view of the function of a particular molecule and gain a fresh perspective on its
biological function.

Storing by sequence is only one way to maintain large amounts of genetic
information. Databases that group data by specific criteria are useful for objective
driven excursions into sequence data and hypothesis testing of genome data.
Table 3 lists some databases found on the NCBI website and elsewhere that are
pertinent to human health.

5. Annotating the Genome

Sequencing and storing genetic information is an academic exercise unless
those data can be translated into useful information. Therefore, at the minimum
the alphabet soup of the genome must therefore be identified of its genes, how
those genes and gene products collaborate to create biological processes, the
variability inherent in those genes (0.1 % of the sequence is normal variability),
and what those variations mean in terms of human health or disease. Clearly,
these previously unimaginable and hugely ambitious goals are now within
reach because of the foundation that the HGP provides. Though many of these
worthy objectives are still somewhat in their infancy, the degree to which they
are in practice now will be briefly reviewed here and in Chapters 3, 6, and 12
of this book.

The method used for identifying regions of DNA that is translated or
expressed into protein is different depending on the species from which the
DNA originates. For example, a prokaryotic gene can be defined as the longest
open reading frame for a given region. Similarly, simple eukaryotes have small
and few intronic regions, making gene identification relatively easy. However,
multicellular eukaryotes generally have complex gene organization; as a result,
identification is also complex. Furthermore, gene identification should include
both exons and introns in order to enable reconstruction of the resulting mRNA.
Gene identification in multicellular eukaryotes is complicated by the presence
of large intronic regions, existence of splice variants and polymorphisms, and
the presence of pseudogenes and sequencing errors. Splice site consensus
sequences can be used to identify intron/exon boundaries, although atypical
splice sites may be present and result in inefficient and inaccurate splice site
determination.

The difficulties with gene recognition have resulted in the development of
software that typically relies on one, or a combination, of two methods. First is
gene prediction ab initio which relies on statistical parameters such as DNA
sequence or gene structure analysis for gene identification (Table 4). In contrast,
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Table 3
Databases Relevant to Human Health

27

Area Database names and description

Genes and health

Genome sequence

eDNA

Comparative
genomics

Cancer

HapMap: catalog of
haplotypes (shared
genetic variance)

GeneCards: a database of
human genes, their
products and their
involvement in diseases

BLAST: sequence comparison
to other sequences and
their products

Clone Registry: a centralized
registry of genomic clones

QEQ;. gene expression
omnibus, a public repository
for gene expression and
hybridization data

Hom01oGene: evolutionarily
related genes on large-scale
comparative sequence analysis

£EDB.;. the prostate expression
database

OMlM: a guide to human
genes and inherited
disorders

dbSNP: a database of SNPs

RefSeq: reference sequences
of human chromosomes,
genomic contiguous
sequences,mRNAs, and
proteins

UniGene: organizes
transcribed sequences
into gene-based clusters

SAGEmap: SAGE (serial
analysis of gene expression)
tags mapped to mRNA
sequences

Homology Map: conserved
gene arrangements between
mouse and human

CancerGene: a catalog of
cellular genes involved in
different cancers

homology-based methods such as DNA:protein or genome:genome alignment
use algorithms such as BLAST to identify homologous sequences in gene data
bases. Examples of homology-based programs available include INFO, AAT, or
Procrustes. This method is especially conducive for prokaryote genomes, but is
less useful when used alone for the more complex eukaryote systems.

In addition to gene identification, the gene locations and other landmarks
on chromosomes were also mapped by the HGP (see Section 3). Landmarks on
chromosome maps include genes, transcripts, NCBI contigs (the "Contig" map
comprised of overlapping sequences), the BAC tiling path (the "Component" map),
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Table 4
Software for ab initio Gene Recognition in Prokaryotes and Eukaryotes

Human Mouse Rat Drosophila Yeast Bacteria

EBI X X X X X X
Ensembl X X X X X
GDB X
GeneMark X X X X X X
Grail X X X
GenScan X
Genie X X
GeneFinder Fgenes, X X X

Fgenesh
GeneID X X
GeneFinder, MZEF X X
HMMgene X
NCBI X X X X X X

Adapted from Sequence-Evolution-Function. Computational Approaches in Comparative
Genomics, Koonin, E. V. and Galperin, M. Y., Kluwer Academic Publishers.

(STSs), FISH-mapped clones, ESTs, SNPs, and transcripts from several different
organisms. The annotated genome information is available in many forms. A
database for the many types of genomic components is available at the genome
database (GDB) (http://www.gdb.org; Fig. 1). To date of publication, the chro
mosomallocation of over 20,000 genes have been identified and stored in GDB,
including pseudogenes (inactive genes) and putative genes (include EST tran
script clusters and syntenic regions). For visualization of genomic components,
the genome can be viewed at two sites, the Genome Browser (http://genome.
ucsc.edu/) and the European site, Ensembl (http://www.ensembl.org/
index.html). Both sites allow the user to insert and view their own data on the
genome. Additional information for genome components can be found at EBI
and NCBI. Information from these sites is intertwined and linked to each other.

Since the completion of HGP, further refinements have been made on the
sequence. When first published, the sequence was interrupted by approximately
150,000 gaps. Recently, the consortium has reported a refined sequence, now
determined to be comprised of 2,851,330,913 basepairs and 20,000-25,000
protein-coding genes. The sequence is 99% complete, interrupted by only 341
gaps, and is accurate to roughly 1 event per 100,000 bases (6). The consortium
defined a finished sequence as having an error rate of no more than I event
per 10,000 bases for at least 95% of the euchromatic genome, with the only
regions refractory to sequencing (using all available techniques) remaining.
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Fig. 1. Chromosome map of the human genome.
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6. Improve Tools for Data Analysis

As the human genome sequence increases in accuracy, the focus has shifted
from data acquisition toward a more complete understanding of genetic and
cellular function. The elucidation of complex genetic and protein interrelation
ships that are required for biological processes is increasingly within reach as
the wide variety of state-of-the-art information management tools continue to
evolve. However, for this to occur, the development of new tools for analyzing
large amounts of data became necessary for gene identification (see Section 5),
determining gene function or genetic variations in biological processes. These
tools have been enhanced by the growth of the Internet which has allowed rapid
global access to computational tools and databases. Bioinformatics is a new
field that has emerged from this need to use and manage these databases. This
topic, though inexorably linked to the results of the HGP, is discussed in
Chapter 3.

7. Transfer of Technologies to the Private Sector/Implications

As mentioned earlier, an important feature of the HGP is the translation of
sequence information into discoveries that could benefit society or healthcare.
Therefore, the HGP was dedicated to the transfer of technology to the private sec
tor. By licensing technologies and awarding grants for innovation, HGP catalyzed
the biotechnology industry and fostered biomedical research for the new century.

It is difficult to find a sector of biomedical research that has not been profoundly
influenced by HGP and like efforts. Technology such as the rnicroarray has
profoundly altered our conception of disease predisposition and progression;
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thus, the way new treatments are developed will also reflect this changing
paradigm. Pharmacogenomics is a new field (also described in detail in
Chapters 6 and 12) devoted to the rational use of genetic information to design
specific drugs. As thousands of SNPs and haplotypes (linked genetic variation)
are catalogued and, even more importantly, selectively identified as clinically
significant, the era of individualized medicine is becoming more of a reality.
Currently, the NCBI lists over 10 million unique SNPs in the SNP human data
base, and the number is expected to grow approximately 90 SNPs per month
(http://www.ncbLnlm.nih.gov). These polymorphisms, or normal variations in
DNA sequences, somehow contribute to our individual uniqueness, not only
in outward appearance, but more importantly of whether we are predisposed to
certain diseases or drug-related adverse reactions. Determining the clinical
relevance of 10 million or so of these single nucleotide variations will indeed
be a Herculean task.

One way to reduce the sheer number of SNPs that must be evaluated for their
clinical relevance is to determine which SNPs tend to vary as a linked group.
These haplotypes are being identified and catalogued by the HapMap Project
(http://www.hapmap.org), estimated to be only 300,()()().-.6()(),OOO compared to
the millions of SNPs identified.

Therefore, as new information such as the clinical relevance of a SNP or
haplotype emerge, not only will we alter the way we think about the design of
new drugs and how they should be effectively used, but we will also re-examine
the use of pre-existing therapies. Normally medications are dosed based on
population studies; each patient is assumed to behave like the "average" patient
unless proven otherwise. In truth, we are as unique in drug disposition and
metabolism, and therefore drug response, as we are in our appearance. In other
words, the success or failure of a drug and its dosing regimen is conceivably
predetermined by our genetic makeup. The question remains as to which genes
and polymorphisms are relevant to clinical situation.

The consortium authors of the most recent paper elegantly state regarding the
HGP: "It allows systematic searches for the causes of disease- for example, to
find all key heritable factors predisposing to diabetes or somatic mutations
underlying breast cancer-with confidence that little can escape detection. It
facilitates experimental tools to recognize cellular components - for example,
detectors for mRNAs based on specific oligonucleotide probes or mass-spectro
metric identification of proteins based on specific peptide sequences - with
confidence that these features provide a unique signature. It allows sophisticated
computational analyses - for example, to study genome structure and evolution
with confidence that subtle results will not be swamped or swayed by noisy
data. At a practical level, it eliminates tedious confirmatory work by researchers,
who can now rely on highly accurate information. At a conceptual level, the
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near-complete picture makes it reasonable for the first time to contemplate
system approaches to cellular circuitry, without fear that major components are
missing" (6).

The genomics revolution has enabled many pharmaceutical companies to
develop innovative methods of identification of new drug targets and diagnostic
biomarkers. Because many of the traditional pharmaceutical titans have histor
ically been based on small molecule drug development, they have lacked the
expertise to exploit new molecular techniques for target identification. As a
result, many companies have jumped on the bandwagon in the rush to buy
smaller companies that own and develop these novel technologies.

8. Ethical, Legal, and Social Issues

As with any new technology, the consequences, both intended and unintended,
of the work are not always readily apparent. The social implications of a com
prehensive project such as HOP are profound and wide-ranging especially
when compared to a relatively "simple" project like a human gene therapy trial.
Oene therapy raises the questions about the ethical issues of genetic manipula
tion in the laboratory and human patients, the wisdom of engineering the virulence
of viruses, the question of cost and scarcity of resources, the risk/benefit ratio,
and so forth. The complexity and scope of the HOP exponentially amplifies
the social implications of the project. A few of the major highlights will be
discussed here.

The HOP realized in advance that the outcome of the research will have
vast ethical, social, and legal implications. Therefore 3-5% of the HOP budget
was allocated to research in this area resulting in the largest bioethics program
in the world.

One theme that arose from ELSI is fairness in the use of genetic information.
Sequencing of the human genome and creation of tools that allow rapid geno
typing increase the likelihood of widespread genetic testing as part of routine
medical care. The question of who should have access to an individual's genetic
information arises. First. should the patient automatically have the right to
their genetic information? What are the implications of having access to the
crystal ball of one's future health? What kind of counseling and education
should be provided to these individuals who choose to gaze into their genetic
program? What are the ethical ramifications of informing an individual they
may possibly, but not definitely, develop a debilitating disease? What if this
disease is heritable; what are the implications for fetal genetic testing or repro
duction? Should family members, employers, or insurers be allowed access to
this information?

Interestingly, to date there is no federal legislation that protects the rights of
privacy regarding genetic information. Bills have been introduced, but not
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passed, to protect individuals from discrimination based on genetic information
from insurers or employers. However, in 2000, President Clinton signed an
executive order prohibiting the use of genetic testing or other genetic information
in employment decisions of federal employees but also providing strong privacy
protection to genetic information gathered for the purposes of medical treatment
or research.

The ftrst lawsuit involving genetic discrimination in the workplace was in
200I when the Equal Employment Opportunity Commission (EEOC) ftled suit
against the Burlington Northern Santa Fe Railroad (BNSF) for secretly testing
their employees for a rare genetic condition that could allegedly predispose
employees to workplace injuries and screening for several other more common
conditions such as diabetes and alcoholism. An employee who refused to be tested
was threatened with termination. The EEOC used the Americans with Disabilities
Act to argue that the tests were unlawful because they were not job related, and
any medical conditions discovered by these evaluations would result in illegal
discrimination based on disability. BNSF agreed to EEOC demands and the
lawsuit was settled.

A case like EEOC vs BNSF shows that the Americans with Disabilities
Act can to some degree protect individuals against workplace discrimination
based on genetic information. In addition, the Health Insurance Portability and
Accountability Act (HIPAA) directly addresses the issue of genetic discrimination
as it pertains to insurance coverage. However, HIPPAA applies to employer
based and commercially issued group health insurance only. Clearly, at the
minimum, legislation should be created to protect individuals from insurance
discrimination based on genetic information. Similarly, in 1998 the Clinton
administration recommended future legislations that ensured HGP information
should not be used to discriminate against workers or their families.

Allowing an individual to access their genetic information can have some
unintended consequences as discussed earlier. In addition to altering their per
ception of their future, health, and well-being, this information can also impact
how they view their role in society or how others may view the individual. For
example, even in our "enlightened" age, signiftcant social stigmas still exist for
mental illness, especially for the more serious disorders such as schizophrenia.
A diagnosis of a predisposition to this debilitating disorder can have profound
psychological ramifications, not only for the patient but for the patient's offspring
when this information is weighed into reproductive decisions.

In addition, deftned genetic traits may also predominate in certain ethnic or
minority groups. Ethnicity and race can still be charged topics in this enlightened
age, and the discovery of genetic information with racial identifters may not
necessarily be in a person's self-interest, especially if some of those identifters
are attached to stigma or stereotypes. On the other hand, race-related genetic
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information may also potentially be used to understand the genetic dimension
of disease in minority groups and therefore improve diagnosis, treatment, and
prevention. An excellent discussion on this topic is available in Nature Genetics
Supplement, Nov 2004, 36(11).

As discussed throughout this book, genetic information will also be used to
make clinical decisions. Under ideal circumstances, this information would
minimize or prevent drug misadventures and enable optimal preventative care.
Indeed, genetic tests are commercially available for over a thousand diseases
(http://www.genetests.org). However, a lag time will exist between when genetic
sequence information is readily available and when the clinical implications of
those sequences are full elucidated. During that time period, diagnostic infor
mation may be of questionable accuracy or predictive value. The medical com
munity must also be properly educated to properly interpret the information.
Furthermore, the cost of the test may far exceed the benefit of the treatment, if
it is even available. Clearly, even after a fmn understanding of the role of certain
genetic variations in disease management is established, the proper use of this
information must continue to be evaluated.

Another ELSI topic that emerged was data ownership. This issue became
hotly contested during genome sequencing as described earlier and was distilled
to the question of whether genetic sequences can be intellectual property. The
HGP's intent was to make the human genome publicly available to both public
and private parties, for the purposes of developing innovative technologies and
products. However, private companies who invest substantial sums of money
also have a right to a return on their investment vis-a-vis patent protection, even
if a genetic sequence is involved.

Where does the federal government currently stand on the issue of sequence
patenting? Prior to 1980. the government considered life forms not patentable
because they were part of nature. In 1980. in the case Chakrabarty vs Diamond
the Supreme Court ruled that genetically engineered organisms were patentable
because they did not occur naturally. Since then, the patent office has issued
patents for whole gene sequences and has published guidelines about the sub
mission of partial sequences. Sequencing of partial sequences, especially if the
function of the sequence is unknown, is likely to generate legal challenges if
more complete sequence information later becomes available and commercially
viable. The patent office has since issued guidelines in 2001 that sequence sub
missions must now state specifically how the product functions in nature.

The question ofthe patentability of SNPs is being proactively addressed by TSC
(The SNP Consortium), a consortium composed of 10 large pharmaceutical com
panies and the UK Wellcome Trust philanthropy, founded in 1999. The TSC has
published a publicly available map that includes several million SNPs and intends
to patent the SNPs to prevent others from patenting and owning the information.
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9. The Future and HGP

Most would agree that the HGP has fulfilled all of its goals above and beyond
expectation. The human genome and several others have been sequenced faster
and with much greater accuracy than the project's own predictions. This infor
mation has spawned multiple databases which are treasure troves of information
awaiting harvest for biomedical research. The project affirms the notion of com
munity and collaborative efforts working synergistically to accomplish much
more than the sum of the individual efforts.

The completion of the HGP is not the end; it is the beginning of a new era
of molecular medicine and genomics. Though the genome has now been
sequenced to 99% with thousands of haplotypes and millions of SNPs cata
logued, the difficulty of piecing together the biological puzzle for each disease
or treatment effect remains. It is estimated that 0.1% of the genome accounts
for interindividual variation. Yet that small fraction of the genome still repre
sents 3 million bases whose variability somehow codes for our individual
uniqueness. Determining which of those polymorphisms are relevant for which
disease or treatment will undoubtedly, unlike the HGP, take decades or longer
to complete.

In parallel with the identification of po1ymorphisms that contribute to human
health and disease will be the elucidation of the genetics and mechanisms of
biological processes. Whereas absolute completion of both of these lofty goals is
unlikely, progress in these areas will substantially contribute to medical science's
ability to enhance the quality of human life and yield insights into the beauty
and complexity of nature.

1o. Conclusion

The HGP and contemporary genomics advances have changed our percep
tion of basic biological processes and our vision for the future of individualized
medicine. With the emergence of the accompanying new technology, the HGP
has also altered the way biomedical research is conducted as well as the
research in ancillary fields. In sum, these insights have already changed both
the pipeline of new drugs in development and the new products on the market
both in medicine and other areas such as agriculture, food industry, textiles, and
other chemicals in the field of biotechnology. The prediction of phrenicea.com
is already in evidence: "If the 20th century could be labeled the 'Century of
the Computer,' then the 21st century will become 'The Century of DNA'"
(http://www.phrenicea.com).
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The Use of Bioinformatics and Chemogenomics
in Drug Discovery

Susanna Wu-Pong and Rita Shiang

Abstract
The Human Genome Project and the emergence of accompanying technology are

beginning to transform the drug discovery process. Sequence and structure databases are
offering new avenues for the identification of novel genes and drug targets. This commu
nication reviews how bioinformatics and chemogenomics are used for new gene identifi
cation, selection of genes or proteins that may be potential drug targets, and the screening
of libraries, both in vitro and in silico. for designation of new lead drug compounds.

Key Words: Structure; annotation; drug design; bioinformatics: chemogenomics; drug
discovery: high-throughput screening.

1. Introduction
As discussed in Chapter 2, a major aim of the Human Genome Project (HGP)

was to sequence the human genome and allow public access to the resulting
data for scientific research and development of new technology. It became clear
to the HGP Consortium that the vast amount of data that emerged from the effort
would require improvements in the management and analysis of the 3 billion
nucleotides that comprise the human genome. Therefore, goals directed specifi
cally at bioinformatics were proposed: (1) improve content and utility of data
bases; (2) develop better tools for data generation, capture. and annotation; (3)

develop and improve tools and databases for comprehensive functional studies:
(4) develop and improve tools for representing and analyzing sequence similarity
and variation; and (5) create mechanisms to support effective approaches for
producing robust, exportable software that can be widely shared.

This list represents the HGP's general goals in the area of bioinformatics
which may appear academic to some in the absence of a practical application.
From the perspective of the topic of this book, two global outcomes from the
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HGP are of paramount interest. First, because the HGP provides the ingredients
for all human biologic processes, the identification of these genes (now estimated
to be 20,000-25,000) and gene products (over 100,000) holds the key to the
future of medicine. These genes and gene products, and all of the variation
therein, represent all the "druggable" targets available, with the exception of
infectious diseases.

Though this statement "all the 'druggable' targets available" may seem
unusually bold, the putative targets represent an almost unimaginable array of
sequences (proteins and nucleic acids) and structures (all translated amino acid
sequences with their subsequent posttranslational modifications), especially
given the inclusion of genetic variability of normal and diseased conditions.
Making sense of this information and channeling it into new drug discovery
using bioinformatics is the subject of this chapter. In other words, how can the
biological database information be used to improve human health?

2. Target Development

The traditional method for drug discovery usually begins with the identification
of a potential drug target, typically a human, viral or bacterial protein that has
a property we wish to modify for therapeutic purposes. Drug candidates are
usually identified by chemical library screening, where thousands of chemicals
are systematically applied to an assay that allows rapid identification of com
pounds that produced the desired effect. This approach of evaluating thousands
of compounds quickly is referred to as high-throughput screening. Alternatively,
rational drug design can be used to engineer a drug molecule whose physico
chemical properties will fit the active site of the target molecule, typically
producing either an inhibitory or stimulatory effect.

Biomedical scientists continue to seek new and improved drug targets and to
develop new methods to identify novel drug targets. The completion of the HGP
provides a seemingly unlimited resource to explore for a new Achilles' heel for
old diseases. One perspective on novel target identification involves attempting
to discover either novel members of known gene families or entirely new gene
families.

3. Gene Family Research

Sequencing the entire human genome has provided scientists a genome-wide
perspective for the field of genornics and is enabling the identification and
classification of all members of every gene family. A gene family is a set of genes
defined by presumed homology, in other words, genes that have evolved
from a common ancestral gene and generally share some biochemical activity,
sequence motifs, and/or structure. Homology can be ascertained by inspecting and
comparing gene or protein sequences or protein structures. Sequence examination
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alone is insufficient when assigning homology to two genes. For example, in
addition to sharing similar gene sequences, the positions of introns within the
coding sequence can be used to infer common ancestry and therefore homology.
Similarly, protein sequences can also yield information about ancestry or
homology even if gene sequences differ. Knowledge of the protein's secondary
structure also gives further information about ancestry, because the organization
of secondary structural elements presumably would be conserved even if the
amino acid sequence changes considerably.

3.1. Comparative Genomics for Gene Family Research

Comparative genomics examines a gene's biological context by studying it
across different species (orthologs) and thus facilitates identification of new
genes and gene families. Obtaining orthologs has been considerably facilitated
by the creation of databases (see Table 1 for a list of databases and tools used
in genomics-based drug discovery) that are widely available commercially or on
the Internet. Orthologous sequences or structures can be sorted using different
clustering methods, then the properties of the clusters could be examined for
insight about the molecules in terms of their evolutionary origin, their function,
or their taxonomical source.

New members of known gene families are discovered using homolog identi
fication. Homologous nucleotide or amino acid sequences are searched using
pairwise sequence-search methods such as Basic Local Alignment Search
Tool (BLAST; http://www.ncbi.nih.gov/) or FASTA (Table 1). Sequences with
homology greater than 30% are relatively easy to find using these tools. However,
remote homolog identification requires use of algorithms such as PSI-BLAST
(Position-Specific Iterated BLAST) or sequence alignment modeler (SAM)
because these programs are more iterative and therefore more likely to detect
distant homologies. PSI-BLAST takes all statistically significant protein align
ments found by BLAST and combines them into a multiple alignment, from
which a position-specific score matrix (PSSM) is constructed. This matrix is used
to search the database for additional significant alignments, and the process
may be iterated until no new alignments are found. SAM uses a linear hidden
Markov model to characterize an entire family of sequences which can then be
used to determine if a new sequence belongs to a particular family. Frequently,
more than one search algorithm is used and all results from these programs are
evaluated to try to obtain as many leads as possible. The list may be narrowed
by focusing on hits that demonstrate complexity and redundancy, both indications
of essential biological function.

In addition to sequence analysis, studies directly on the proteome can be
used to identify new genes. However, because of the vast number of proteins in
the proteome (approximately 100,000 in humans), the number of proteins to be
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Table 1
Databases and Software Used for Drug Discovery

Type Name URL

Chemical Available >484,000 http://cds.dl.ac.uklcdsldatasets/
database chemicals compounds orgchemlisis/acd.html

directory
ZINC >3.3 million http://blaster.docking.org/zinc!

compounds
Drug Comprehensive 7000 drugs Commercially available at mdl.com

database medicinal
chemistry
database

MACCS-IT >132,000 Commercially available at mdl.com
drug data drugs
report

World drug 80,000 drugs Commercially available at
index http://www.daylight.com

Ligand Binding Bindingdb.org
binding database

Relibase http://www.relibase.ccdc.cam.ac.uk
Small FlexS Commercially available at tripos.com

molecule
alignment

GASP http://bioinformatics.rcsi.ie!
.-.redwards/gasp/gasp_input.htm

Sequence BLAST www.ncbi.nih.gov/
alignment

FASTA http://fasta.bioch.virginia.edut
PSI-BLAST http://www.ncbi.nlm.nih.gov
SAM http://www.cse.ucsc.edulresearch!

compbio/sam.html
Sequence FlyBase Drosophila flybase.bio.indiana.edu/

databases
SGD Yeast http://www.yeastgenome.org/
MGD Mouse http://www.ncbi.nlm.nih.gov

Structure PDB >35,000 rcsb.org
database structures

MMDB http://NCBI.nlm.nih.gov
Structure MAMMOTH http://fulcrum.physbio.mssm.edu:

alignment 8083/mammoth!
SCOP http://scop.mrc-lmb.cam.ac.uklscop/

index.html

(Continued)
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Type Name

Structure DOCK
prediction

AUTODOCK

URL

http://www.cmphann.ucsf.edu/
kuntz/dock.btml.

http://www.scripps.edu/pub/
olson-web/doc/autodock/

screened must be reduced by some rational means, usually either subcellular
fractionation or an affinity method. Differential protein expression can then be
used to compare diseased and normal tissues to determine which genes are
regulated differently in diseased states. 2D gel electrophoresis or differential
in-gel electrophoresis (DIGE) followed by mass spectrometry is used to identify
such proteins. Protein arrays are also used in the development of proteomics
research (Chapter 5).

An alternative and more rapid method of measuring differential gene expres
sion involves the use of DNA microarrays (Chapter 4). A limitation of sequencing
technology in general is that genetic analysis occurs one gene at a time; thus
microarray technology has revolutionized bioinformatics and genomics. Ideally.
one would prefer to test for the presence of thousands of genes simultaneously
in a miniaturized system. Consequently, the DNA microarray, which detects the
presence of thousands of sequences concurrently, has emerged from the HGP,
which then laid the foundation for further development by Affymetrix
(http://www.affymetrix.com). Because this technology monitors thousands of
genes concurrently, it can encompass the entire genome of simple organisms
such as yeast on a single chip (Agilent) so that researchers can simultaneously
examine the expression of thousands of genes. In fact, Nimblegen has recently
introduced a whole human genome microarray that probes 37,000 genes at a
time (http://www.nimblegen.com).This approach, however, fails to differentiate
between genes which cause the disease vs genes that are affected by the disease.
Furthermore, mRNA expression analysis may not necessarily correlate with
gene product translation. The amount of data that emerges from this and other
high-capacity technologies should be used to continuously update the human
genome databases.

A useful application of microarrays in comparative genomics is comparative
genomic hybridization (CGH). CGH allows direct comparison of gene expression
in normal vs tumor cells. Normal and tumor cell DNA are labeled with two
different fluorescent probes and are then applied together to the microarray.
The relative fluorescence from normal and tumor cells is measured using



36 Wu-Pong and Shiang

quantitative image analysis. Novel genes may be discovered in this manner if
they are differentially amplified or deleted in tumor cells and the corresponding
sequences are present on the microarray. This approach has been useful in cancer
classification and possibly even determination of tumor sensitivity. New methods
such as subtractive hybridization techniques further develop the use ofmicroarrays
for gene discovery (for review see [l i).

3.2. Structure Prediction

In small molecule drug discovery, knowledge of the structure of the target
protein facilitates drug design. Protein structure is determined once the protein
is isolated, identified, and crystallized, using X-ray crystallography or NMR
techniques. In contrast, when using a bioinformatics approach, one is starting
with one or more gene or amino acid sequences rather than a purified protein,
thus, accurate prediction of the resulting protein structure would be very useful
when ascertaining the potential value as a drug target.

For a given test sequence, determination of the protein's primary structure is
trivial; prediction of the 3D structure of the protein is not. Yet knowledge of
protein structure is critical in understanding protein function. Protein structure
prediction based on primary structure is still fraught with error, and the majority
of proteins with known sequences still have undefined structures. Molecular
modeling database (MMDB) and protein data bank (PDB) are databases containing
3D structures of macromolecules (Table 1), yet for the majority of proteins in
the database the folded structure remains unknown. As ofApril 2006, PDB listed
almost 36,000 structures in its database.

Three primary approaches are used for structure prediction. First, ab initio
or de novo prediction can be used to predict structure based only on the laws of
physics and chemistry. This method is used for protein sequences that lack
comparable structures. The second method involves homology modeling,
which assumes that homologous sequences will produce similar structures. A
limitation of this approach is that homologous sequences can also produce
structures that differ substantially (2).

The third method involves the use of fold recognition or "threading". This
method is especially useful when proteins have similar 3D structure but differ
in their primary sequence. Fold recognition therefore determines if the unknown
can be reasonably aligned structurally to a known protein structure. The root mean
square distance between corresponding amino acids is calculated to determine
how well the two molecules align structurally. Programs such as MAMMOTH
and SCOP are used for structural alignment (Table 1).

The most accurate approach, however, to protein structure prediction is a
combination of methods. For example, if a protein is suspected to be homologous
to another protein with known structure, the sequence of the unknown can
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be aligned to the structure of the known protein. If one assumes that the struc
ture is conserved to a greater degree than the primary sequence, there will be
a similarity between the two proteins if they are homologous. For example,
both human and legume hemoglobin (leghemoglobin) transport oxygen in the
respective organism. Though the proteins have vastly different primary
sequences, their protein structures are virtually identical. Energy minimization
and molecular dynamic simulations may be used to refine and test the structure
prediction.

3.3. Gene Annotation

The new technologies such as microarrays (Chapters 4 and 5) and shotgun
sequencing (Chapter 2) have dramatically elevated the rate at which genomic
and genetic information is emerging. As a result, the classification and organi
zation of this information have been critical in scientists' ability to use the
information effectively. In addition, because genetic information has evolved
over time and is highly conserved across the animal kingdom (for example,
human genome is 95% homologous to the baboon), the understanding and
interpretation of biological processes require perspective from across a wide
range of different species.

The range of information available also necessitates the use of numerous
databases that support the various needs of the scientific community. The anno
tation of the database is critical to its utility as a research tool. Annotation of a
gene by sequence or name only has limited value because gene names or other
terminology may vary widely and may be very discipline specific. Therefore.
novel ways to describe or sort the data are required to allow efficient searching
by scientists in different fields. For example. other ways to annotate a gene could
include function. location, structural components. publication number. markers.
phenotypes. role in a biological process, and so on.

The gene ontology (GO) project (http://www.geneontology.org) is a collab
orative effort to provide consistent descriptions of gene products across different
databases. GO began in 1998 as a collaboration between FlyBase (Drosophila).
the Saccharomyces Genome Database (SGD) and the mouse genome database
(MGD). Since then, the GO Consortium has grown to include 14 (as of Spring
2006) repositories for plant, animal, and microbial genomes. The project collab
orators are developing uniform vocabularies (ontologies) that describe gene
products in terms of how they behave in a cellular context (either molecular
function, biological process, or cellular component) that is independent of the
species of origin. Collaborating databases then use GO terms to annotate their
genes or gene products. thus providing the users with a uniform structure and
vocabulary. Other efforts are also in place to standardize classification terminology
such as HUPO-PSI (http://psidev.sourceforge.net).



38 Wu-Pong and Shiang

Databases such as GO are useful tools for evaluating the context of a gene's
role within a biological process or across species. Multiple databases can also
be merged to query information from areas that may be missing from the use of
a single database.

3.4. Functional Genomics-Determining Gene Function

The ultimate utility of gene annotation lies in its ability to predict gene func
tion. The human genome still has thousands of genes whose function is not
known, and even genes that have been functionally annotated have only been
generally defined and therefore require refinement.

In computational biology, a major approach to functional genomics is com
parison of a gene across different species (orthology). As organisms have evolved,
their genes have also evolved in a manner that is suitable for that organism.
However, the ancestral genes will retain some level of homology, thus enabling
scientists to trace genes across species and the gene's evolution. These orthologs
also retain functional similarities. Therefore, a newly identified gene with
homology across several species is also likely to have similar biologic function
to its orthologs. The scientist must be able to differentiate between homologous,
which suggests an evolutionary relationship, and similar sequences.

An attractive approach to comparative genomics is the theory that orthologous
genes also have predictable roles in a biochemical process, or phyletic pattern.
In other words, genes that evolve retain similar relationships to each other in
biological processes or "pathways" like signaling or synthetic pathways. If true,
then one may examine not only the homologous sequences across species, but
also the pathway information to determine gene function. In practice, however,
pathways can differ significantly across species, even among critical biochem
ical schemes like glycolysis. In conclusion, phyletic pattern analysis has limited
use unless examined with other data.

In some cases, proteins that have a functional interaction may, in some
species, present as a single molecule that retains the function(s) of the original
molecules. The discovery of such fused domains also offers new perspectives
and fresh insights in the determination of gene function.

The pharmaceutical industry and biomedical researchers are obviously most
interested in genes that play significant roles in the development of disease. As
mentioned earlier, differential expression is a valuable approach in identifying
genes that behave differently in disease, yet the actual role of that gene in the
disease is critical in determining its importance as a potential drug target. A
gene's cellular function and role in disease is determined using an experimental
approach. Specific downregulation of a gene, first in cell lines, then in wild-type
animal and transgenic models, is necessary to determine the protein's function
and thus, appropriateness for development as a drug target.
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Ideally, one would determine the role of a gene in a disease by either inducing
expression in a null animal or inhibiting expression in a system where the
phenotype is present. Gene induction is best accomplished by delivering an
exogenous gene expressing the protein of interest to either somatic cells (gene
therapy, Chapters 8 and 14) or germline or blastocyst cells (transgenics, Chapter 7).
Antisense and siRNA are typically used in cultured cells or in animal models to
specifically inhibit target gene expression (Chapter 10). The next step would
involve the use of gene therapy or inhibitory sequences in rats or mice, though
delivery challenges are significant and may complicate data interpretation
(Chapter 14). The investigator can examine the outcome of gene inhibition or
induction on the cells' properties. These proof-of-principle studies are important
in the establishment of the role of a gene in disease prior to proceeding to the
more difficult and labor-intensive knockout models, where germline cells are
modified to create an organism that has reduced expression of the gene of
interest. These time-consuming and intensive studies are required before the
gene or protein can be validated as a druggable target. Drug targets that usually
emerge from such studies are most commonly G-protein-coupled receptors.
enzymes, or hormones.

4. High-Throughput and Virtual Drug Screening

If a drug target that has gone through the phases of identification, structure
and function determination, in vitro and in vivo testing still remains viable, then
a variety of approaches may be used to develop drug candidates for that target.
Table 2 lists drugs that were developed using computational approaches to
drug discovery.

4.1. High-Throughput Screening

Traditional methods to identify potential drug candidates involve the use of
high-throughput screening, where libraries containing thousands of chemicals
are systematically tested for activity in vitro. According to Hann and Oprea (3).
up to 100,000 molecules per day can be screened for activity using this method.
In excess of 1 million chemicals might be screened in a high-throughput assay.
This process is automated so that the in vitro assay that provides easy and rapid
measurement is ideally suited for maximum screening efficiency. The assay
could be cell free, cell based or involve the use of organisms.

Mter the initial screening, the appropriate "hits" undergo a second round
where their biological activity, structure, and mechanism of action are deter
mined to ascertain that the observed effects are pharmacologically favorable.
Compounds that survive this round are identified as "leads" and a new library
of compounds may be generated using combinatorial chemistry based on the
structure of the lead molecule.
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Table 2
Chemogenetic Drugs in Development

Genomics Clinical trials
company Marketed (thempeutic indication) Preclinical

Vertex Lexiva (HIV) - wi VX 950 (HCV)
GlaxoSrnithKline VX 883 (bacterial)

VX 702 (rheumatoid
arthritis)

VX 680 (cancer) 
w/Merck

Brecanavir (HIV) 
w/GlaxoSmithKline

VX 770 (Cystic
fibrosis)

VX 409 (pain) - wi
GlaxoSrnithKline

Ambit
Bioscience

Acadia

Avalon
Astex

MorphoChem
Infinity

Amphora

Avalon

AC220 (cancer)
AB087 (stroke)

ACP103 (Schizophrenia, AC262271 (glaucoma)
Parkinson's) w/Allergan

AVN944 (cancer)
AT7519 (cancer) wi

Novartis
AT9283 (cancer)
AT9311 (cancer) wi

Novartis
Oxaquin (antiinfective)
!PI - 504 (cancer)
!PI - 609 (cancer)

AKT (cancer)
TTK (cancer)
P38-a (inflammation)
GSK3-b (pain)

VX 994 (cancer)

4.2. Virtual Screening

This very lengthy and expensive process of high-throughput screening has
fueled the emergence of a new field called chemogenomics that uses in silico
methods for virtual drug screening. The goal of chemogenomics is to discover
potential drug candidates from different and often disparate databases containing
sequence or structure information. Chemogenomics relies on the use of gene
families to construct predictive 3D models for protein families; the more complete
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and accurate the data set of gene family members, the more powerful the
chemogenomics approach. Essentially, structural information about the target
protein is used in combination with combinatorial and medicinal chemistry to
create new classes of chemicals. Therefore, good estimates for protein structure
prediction (discussed earlier) are critical for optimal virtual screening.

4.2.1. Virtual Screening by Docking

Once a target has been identified and its structure determined, the binding
pockets on the molecule must also be characterized for drug screening. Modeling
programs, such as DOCK and AUTODOCK (Table 1), can be used to visualize
the landscape of the protein surface and predict which molecules will bind to
which pockets. Such programs can also be used to screen databases (e.g., ZINC
or Available Chemicals Database) for potential ligands. ZINC contains chemicals
that are available for purchase and is accompanied by physicochemical property
information on the molecules to aid in screening. The process of using the 3D
structure of the target to screen ligands is called high-throughput docking.

The qualities of side chains in the binding pocket should also be considered
when designing or selecting a ligand. Side chain configurations that are highly
conserved tend to have biological relevance and are more likely to be found
in other proteins' binding pockets. Drugs targeted to these configurations will
therefore tend to be nonspecific; drugs that target nonconserved regions are
predicted to have greater specificity. The active site may also differ between
members in a gene family, so a diverse library of compounds should be
screened for the desired activity.

4.2.2. Virtual Screening by Similarity

High-throughput docking or "virtual screening by docking" is one example
of how chemogenomics can be used to mine sequence data for the purpose of
drug discovery. Another approach which does not rely on the availability of
the structure of the target protein is called "similarity-based virtual screening".
For example, for a given biological target one may determine a specific arrange
ment of molecular properties that are critical for biological activity, or pharma
cophore (Fig. 1). The pharmacophore is generated by examination of the
protein's ligands, which may often differ structurally, for commonality in terms
of structure or properties. Use of pharmacophores to virtually screen compounds
enables reduction in size of the library of compounds used for the first in vitro
screening round.

In addition to pharmacophore searching, a known ligand can be used to
screen for other potential binding substrates using small molecule alignment
(GASP, FlexS). The difficulty with this approach is that both the test and
reference molecules tend to be flexible, resulting in many possible alignment
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options. Alignments are scored based on internal strain and overlap of molecular
groups. "Chemistry space" can also be used, which assigns values to certain
molecular properties and places them as points in a 3D space for each drug.
However, as stated earlier, molecules are flexible and multiple conformations
might be needed to adequately describe the molecule.

Instead of using just the pharmacophore or docking, the structure of the
ligand binding site can also be used to identify new potential drug targets. This
approach uses a combination of protein structure and ligand binding affinity
data (e.g., Binding Database). Proteins with similar functions may also have
similar binding pockets. A comprehensive examination of similar pockets and
how they interact with ligands can help formulate the necessary elements for
ligand binding. Tools such as Relibase (Table 1) can be used for ligand binding
analysis and can account for factors such as pocket conformations, water mole
cule interactions, and ligand specificity.

All of the virtual screening methods could potentially benefit from specially
designed screening libraries. For instance, scientists are beginning to screen
and design compounds based on their pharmacokinetic properties such as
blood-brain barrier permeability. Such library design preselects compounds
that show potentially good in vivo properties even before one begins searching
for pharmacophores or ligand binding. The library may be further refined by
establishing criteria for which drug molecules seem to universally share: "drug
likeness". Drug databases are available for developing these criteria
(Comprehensive Medicinal Chemistry Database, MACCS-II Drug Data
Report), which have included properties such as hydrogen binding properties,
log P, the presence of certain functional groups such as an amine, and mole
cular weight. Library design has the obvious limitation of being either too
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restrictive or not restrictive enough, resulting either in the possible exclusion
of good leads or not reducing the size of the library effectively.

4.3. Combining High Throughput with Bioinformatics

So far we have reviewed how protein target or ligand identification combined
with virtual screening can aid in selecting new leads for drug candidates. A hybrid
approach combines traditional high-throughput screening with bioinformatics.
Traditional library screening can be used in tandem with gene expression infor
mation to gain more elaborate and detailed information from the screen. For
example, when screening a library in an in vitro assay, microarray analysis can be
used simultaneously to measure the drugs' effect on the expression of thousands
of relevant genes instead of simply measuring a single phenomenon like
receptor binding. Leads can then be selected based on the desired effect on
individual genes.

One of the earliest efforts in this area emerged from the National Cancer
Institute which used rnicroarrays to measure expression of approximately 8,000
genes in 60 human cancer cell lines. The microarray gene expression data were
evaluated using cluster analysis and visualization techniques. The investigators
found that under drug-free conditions, the cells' gene expression clustered into
groups based on the tissue of origin. High-throughput methods were then used
to apply over 70,000 compounds to the cells, and gene expression was again
measured and compared to untreated controls. The investigators found that gene
expression now clustered based mostly on the drugs' presumed mechanism of
action, rather than organ origin (4). Similarities in cell physiologic properties
such as doubling time also corresponded to specific gene expression patterns.
In addition, cultured breast and leukemia cells were compared to tumor biopsy
samples. which both demonstrated similar gene expression profiles, suggesting
similarity in properties despite transfer to an in vitro environment (5).

An example of the use of this approach was published recently by Dai et al.
(6) who used NCI60 to study the effect of antitumor drugs on gene expression
in the cancer cell collection. The authors used 119 anticancer drugs in the
NCI60 cells and determined that 343 genes correlated with drug cytotoxicity
and included members of the growth factors and receptors, metalloproteinases.
and ras-like GTPase families. The genes were further culled to identify the 13 genes
whose expression profiles can be used to predict drug potency.

Commercial products such as DrugMatrix (Iconix) are also available for the
evaluation of high-throughput screening output consisting of gene expression
analysis or other cellular responses. Iconix compiles gene expression or cell
response profiles that result from drug treatment into a profile called Drug
Signatures™, which can then be used to screen for other potential drugs that
have a similar impact on gene expression. One can conceivably use such an
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approach for a variety of purposes, including identification of new genes
involved in disease pathophysiology, finding potential new drug candidates, or
determining the mechanism of action or toxicity of drugs.

4.4. Drug Design for Selected Targets

Target selection is a lengthy and complex process that is now expedited and
improved by bioinformatics. As discussed earlier, drug design to the target can
start with the structure and specific physicochemical properties of the protein.
If one were to then proceed using a traditional rational drug design approach,
sites available for molecular interaction (e.g., proton donors or acceptors,
hydrophobic regions, etc.) would be mapped, and potential drug molecules
designed for optimum interaction with those sites. Computational technology
or computer-aided drug design can be used to create new molecules and classes
of drugs that are designed to fit the properties of the binding pocket. This
approach will yield numerous candidates which must then be prioritized by
predicting binding free energy. Additional considerations may be included,
such as predicted in vivo properties such as bioavailability. Assuming the com
putationally derived structures can be synthesized in the laboratory, they may
be screened for activity, presumably now with a higher hit rate than a random
library of molecules. After a lead is identified, combinatorial chemistry is used
to synthesize a new library of compounds derived from the lead, and the library
is then screened to select the candidate with the best binding affinity.

Similarly, when using a ligand-based approach, several candidate molecules
will emerge from modeling, and the candidates must be scored to assign priority.
This will be even more true if a broader approach, such as the use of pharma
cophores, is used for the selection or design of candidate molecules. Several
examples of de novo design exist in the literature and are described in reviews
on this topic (7,8).

A more direct chemogenomic approach is based on designing drugs to target
the actual sequences of the target genes. For example, siRNA (small interfering
RNA) and antisense oligonucleotides are sequence-specific inhibitors of gene
expression (Chapter 10). Antisense oligonucleotides are simply designed to
bind by Watson-Crick basepairing to complementary mRNA sequences and
usually include backbone, base, or end-modifications for improved in vivo
properties. Thus, compared to the virtual screening and de novo methods of
drug candidate design, siRNA and oligonucleotide designs seem trivial, though
as discussed elsewhere in this publication, delivery, stability, and cost issues can
be major hurdles.

Antisense and siRNA are useful for inhibiting expression of unwanted genes,
typically from a viral or cancer source. Overexpression of"normal" genes can also
produce unfavorable therapeutic endpoints; thus antisense or siRNA strategies
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can also be useful in these situations, such as when anticoagulation is desirable.
In contrast, sometimes genes fail to produce sufficient amounts of functional
protein. Thus, desirable gene function can be supplemented using gene therapy
(Chapter 8). Gene therapy presents a new range of technical issues including
sufficient gene expression and safety.

5. Conclusion

In this chapter, we have reviewed the use of computational methods and
databases in bioinformatics for the identification of drug targets, potential lead
compounds, and design of drug candidates. The rapid emergence of bioinfor
matics tools and technology has only become recently available in tandem with
sequencing efforts such as the HOP and sequencing tools like microarrays. This
field is still in its infancy but the pace at which chemogenomics transforms the
drug discovery process will only continue to grow.
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DNA Microarrays in Drug Discovery and Development

Neelam Azad, Anand Krishnan V. Iyer, and Yon Rojanasakul

Abstract

Ever since the completion of the human genome project, there has been great interest
in the research community toward addressing the role played by multiple genes to orchestrate
complex cellular functions. This requires techniques that allow high-throughput analysis
of such target genes. Low manufacturing and application costs, flexibility, and speed of
analyses in a high-throughput fashion make DNA microarrays one of the most invaluable
tools in this endeavor. DNA microarrays have revolutionized genomic and pharmacologic
investigations by allowing simultaneous monitoring of all the genes in different genomes, thus
linking the entire genome expression with the function of the whole organism. Microarrays
are widely used to address a plethora of scientific questions in the pharmaceutical industry,
particularly in drug discovery and development. The technique has immense potential and
promises to playa key role in furthering research in a number of fields, as discussed in
this chapter.

Key Words: DNA: microarrays: genomics: drug discovery: pharmacogenomics.

1. Introduction

The completion and success of the human genome project has increased our
understanding of intricate biological processes and related biomedical sciences.
Although thousands of genes control the development and functioning of living
beings, molecular biologists have traditionally been limited to single-gene
studies that divulge the role of an individual gene in a particular physiological
response which may truly be a cumulative effect of several gene interactions.
Single-gene studies are extremely time-consuming and face major challenges
such as their incapacity in explaining complex gene interactions that may be
critical in organism function (1). The early gene expression methods focused either
on measuring mRNA expression levels for individual genes or on determining
the transcriptional profiles of several active genes simultaneously (2-4). Therefore,
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these methods are ineffectual in meeting the basic requirements of effective
pharmaceutical and biomedical applications as they cannot be used for conducting
large-scale screening and developing expression profiles for cells or tissues (5).
The rapid identification of about 30,000-40,000 genes by the Human Genome
Project, nearly all of which are possible drug targets, has brought us to the next
important phase involving the identification of gene functions and the related
biological pathways (6).

The emergence of high-throughput screening methods such as microarray
technology has contributed greatly toward this end, as DNA microarrays can
measure the expression levels of thousands of genes simultaneously. DNA
microarrays have revolutionized genomic and pharmacologic investigations by
allowing simultaneous monitoring of all the genes in different genomes in a
single experiment. The microarray itself is a small chip typically comprised of
thousands of immobilized DNA sequences onto its surface. DNA microarrays
are based on the principle of hybridization or basepairing of the unknown DNA
sequences in the sample with complementary immobilized DNA probes with
known sequences. This principle of hybridization of a DNA sample and a known
labeled probe is based on the paper by E.M. Southern that first demonstrated
the use of solid supports to examine nucleic acids (7). This principle is also
employed to detect single DNA species by Southern blotting or RNA by Northern
blotting. However, completion of the various genome projects required tech
niques such as DNA microarrays that could detect and analyze multiple copies
of DNA (8). Initially, microarrays were limited to basic scientific applications
such as studying fibroblasts response to serum or determining the genes induced
during the yeast cell cycle (9,10). However, considering the vast genomic appli
cation of DNA microarrays, it was clear from the very beginning that these
technologies have potential application in research relevant to human diseases
and clinical drugs.

DNA microarrays are mainly employed to study genetic variations in a sample
or to determine the expression levels of genes (11). Because the expression
pattern of a gene is linked to its biological role, microarray studies can provide
important information on the biochemical pathways involved, sites of gene
expression, and most importantly the function of the gene in a particular organ
as well as the whole organism (5). By enabling the study of the expression of
numerous genes under a range of experimental conditions, DNA microarrays
provide researchers with a revolutionary new tool to ultimately link the entire
genome expression with the function of the whole organism.

Additional applications of the DNA microarray technique include description
of the genes involved in physiological and pathological processes, identification
of signature genes indicative of a disease process, identification of disease-related
genes that may become targets for therapeutic intervention, and monitoring
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Fig. 1. Schematic representation of the various applications of DNA rnicroarrays.

alterations in gene expression in response to drug treatments (12-15). DNA
microarrays may also assist in the identification of genes that demonstrate
abnormal expression in a given cell or tissue in drug metabolism or when
exposed to a drug or toxin ( /1 ). In the past few years, DNA microarrays have
been developed and applied in novel gene discovery. identifying side effects of
a given drug, categorizing specific genes that are involved in drug reaction, and
determining the effect of the drug on nontarget tissues (5,16). Some of the
applications of DNA microarrays are listed in Fig. 1.

Although the development of DNA microarrays has the potential to revolu
tionize therapeutics, a number of drawbacks have to be overcome before its
successful applications. The first major shortcoming of DNA microarrays is that
they can only probe genes that already have complementary sequences identified
(5). Furthermore, DNA microarray technology is extremely expensive. Even
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though self-made chips are significantly cheaper than the ready-made ones,
the cost of system setup and other technical concerns hinder immediate imple
mentation (8). Besides cost, data management and analysis is another serious
concern. Microarray experiments require specialized data management tools to
store, analyze, and standardize the vast amounts of information obtained from all
experiments. However, methods are being developed to overcome these drawbacks.
For instance, standard expression database management systems are being
developed that will lead to better experimental designs and data interpretation
(17). Despite the shortcomings, microarrays have numerous applications in
several domains related to human health. For instance, microarrays facilitate
rapid diagnosis of genetic diseases, aid in selection of potential targets for thera
peutics, assist in drug discovery, and predict the activity of drugs and toxins (11).
As DNA microarray technology improves, costs will drop radically, enabling
these tools to become available in most research laboratories. Over the last 5 yr,
the utilization of DNA microarrays in academic laboratories, industrial service
laboratories, and pharmaceutical companies has risen exponentially and is becom
ing a standard method for determining the molecular mechanisms involved in
various biological processes. DNA microarrays have become an integral part of
drug discovery, therapeutic optimization, and clinical validation. In this chapter,
we will focus on the applications of DNA microarray technology in drug discovery,
drug development, pharmacogenomics, and toxicogenomics.

2. DNA Microarrays

Gene expression analysis began with simple laboratory techniques developed
to examine the expression of known individual genes. DNA microarrays revo
lutionized gene expression studies by enabling large-scale analysis of thousands
of genes in model species where genomes are well characterized. Pioneered by
Affymetrix Inc., this technology was first implemented for a comprehensive
study of the gene expression profile of the plant Arabidopsis (18). Since its
advent, the use of this technology has increased exponentially, driven mainly by
significant advancements in fabrication techniques, ease of use, and flexibility
in application. DNA microarrays have truly come of age, with several thousand
scientific articles published using this technology in various settings (19j.

As the name suggests, DNA microarrays consist of arrays of specific and
well-characterized short DNA sequences, either single or double stranded, which
are systematically arranged in huge numbers on silicon, glass, or plastic surfaces.
These DNA sequences are used as probes to identify the presence or absence of
thousands of complementary DNA sequences in a sample in a high-throughput
fashion. The DNA probes on the chip surface may be between a few (as in the
case of oligonucleotide microarrays) to several hundreds of basepairs (as in
the case of complementary DNA (eDNA) microarrays) in length. Oligonucleotide
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microarray chips are typically used to generate a general expression profile of
the sample using multiple sample-specific genome-wide probes for each gene,
typically 18-25mers, derived from a library of known sequences available
through databases such as GenBank and UniGene (20). On the other hand,
cDNA microarrays use specific sequences (more than 100 bases in length) that
are derived from either custom eDNA libraries or are specified by the user.
These sequences are complementary to specific gene sequences that are being
assayed for in the sample-typically a single probe is used for assaying its
complementary gene of interest with multiple spots on the chip surface (19).
However, all other aspects regarding fabrication of the chip, methodologies
involving sample preparation, and analysis of data are similar for both types of
DNA microarray chips.

DNA microarrays are commercially available from a number of vendors and
may be tailor-made for user-defined applications in a cost-effective manner
(21). This has become possible because of advances in fabrication techniques,
allowing for the production of DNA microarrays in a high-throughput manner.
Light-directed synthesis (photolithographic and digital mirror based), inkjet
printer-based synthesis, and electrode-directed synthesis are the main techniques
employed by manufacturers (21). The main areas of microarray application
have been in measuring gene expression in different situations, including analysis
of diseased vs normal tissues, mutation detection, genotyping, gene regulation
studies, tumor profiling, and a number of other applications (1,5,22,23). However,
we shall focus on the applications of microarrays to the fields of drug discovery
and development and related pharmaceutical areas.

3. DNA Microarray Methodology

In essence, DNA microarrays may be thought of as massive parallel versions
of Northern blots, capable of analyzing the expression levels of thousands ot
genes in several different conditions in one single run. The fundamental basis
of DNA microarrays is the process of hybridization, where two DNA strands
hybridize if they are complementary to each other (24,25). Though the nomen
clature differs in literature dealing with DNA microarrays, we will refer to the
fluorescently tagged unknown DNA sequence in the sample as the "target" and
the known complementary sequence on the surface of the DNA microarray surface
as the "probe". The stable binding of complementary DNA sequences allows
for the quantification of the unknown target DNA sequence by means of the levels
of fluorescent chemical label on the target, which can be detected by means of
a light scanner. It is possible to place thousands of probes on a surface area of
1 cm2, where each probe sequence matches a particular mRNA resulting from
the expression of its corresponding gene. An expression profile of a sample may
be obtained by simultaneously observing all the spots on the microarray.
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As mentioned earlier, oligonucleotide arrays are composed of probes for
all genes in the sample, giving a snapshot of the global expression profile in
the sample. Multiple probes for different regions of the same target gene
(called probe sets) are synthesized and presented on the surface. This redun
dancy increases the accuracy and reliability of the data generated. Thus, in
order to compare two sets of samples, two separate oligonucleotide chips
have to be used, one for each sample, and then analyzed separately to identify
differences in gene expression (26,27). Spotted microarrays, on the other hand,
are customized to present specific probes of interest, generally cDNA probes,
allowing for evaluation of relative responses between two samples on the
same chip. This can be done by labeling the two samples with two separate,
distinct dyes and applying a mixture onto the same chip. Differentially
expressed genes may be identified by quantification of relative expression of
the dyes (28).

The methodology for performing DNA microarray experiments has evolved
over the years and has been described in excellent detail by Bowtell et al. (24,25)
in a couple of review articles as part of "The Chipping Forecast" series, pub
lished in Nature Genetics in 1999,2002, and 2005. The general methodology,
condensed from the articles published in the series, is described below and
involves four major steps.

3.1. Target Preparation

Using several commercially available kits, messenger RNA is first isolated
and purified from the sample. The principle behind this purification is that only
fully transcribed and mature mRNA, which account for only 3% of total RNA
content in a cell, have a poly-adenine (poly-A) tail and can be captured using a
chromatographic column presenting complementary oligodeoxythymidine
(oligo-dT) beads. Because mRNA are very sensitive and can be easily destroyed,
they are reverse transcribed into more stable cDNA. In order to distinguish
between the target cDNA sequences of the two samples, fluorescently labeled
nucleotides with distinct fluorophores (typically Cy3 or Cy5) are used during
the reverse transcription of mRNA from each sample so that they are auto
matically incorporated into the target cDNA sequence. Thus, for example, a
particular experiment may have control sample targets tagged with Cy3 to emit
green and the test sample targets tagged with Cy5 to emit red.

3.2. Hybridization

In this step, the cDNA samples from the control and test arms are mixed in
equal volumes and applied directly onto the microarray slides, which present the
DNA sequences of interest. The array may hold thousands of DNA probes, each
with different DNA sequences. A cDNA target sequence from the sample mix
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will bind tightly to the probe sequence on the chip surface only if complemen
tarities exist. After extensive washing to remove unbound targets, stable bond
ing between the target and its probe is achieved by exposing the microarray
surface to ultraviolet light, which will crosslink the two complementary DNA
sequences.

3.3. Data Acquisition

In order to determine the amount of target cDNA from the sample mix bound
to each spot, the fluorescently tagged target sequences are stimulated to excitation
by a confocal laser, causing the emission of light at particular wavelengths,
specific to the fluorophore being used. The emitted light from spots on the
microarray can be captured using a charge-coupled device (CCD) or a confocal
microscope, and the intensity of light from each spot will be in direct relation
with the amount of tagged target bound to the probe, and hence the amount of
mRNA transcript present in the sample. It is important that the two fluorophores
have different excitation and emission wavelengths, so that crosstalk between
the two fluorescent channels is avoided. Simultaneous excitation over both
channels will result in an image representing differential gene expression on a
global level. Thus, mRNA sequences that are expressed equally in the control
and test arms will bind equally to their complementary probes, emitting yellow.
On the other hand, mRNA overexpressed in the test arm as compared to control
will hybridize strongly with their complementary cDNA probes, emitting red.
Such an example of a spotted microarray is shown in Fig. 2.

3.4. Image Analysis

Once a scanned image is obtained, a number of data analysis software dealing
with image quantitation, filtering, and normalization may be applied to extract
relevant information pertaining to gene expression. Gene clustering software
may then be used to identify classes of genes that are differentially regulated
between the samples. Following thresholding and gridding ofthe spots, a number
of normalization procedures including LOWESS normalization, mean centering,
total intensity normalization, ratio statistics, and standard deviation regulariza
tion may be applied (29,30). Clustering programs such as Cluster and Tree
View may be utilized to identify each spot and cluster them into separate classes
based onfunction within thecell inparticularsettings (31-34). Figure 3is ageneral
schematic representation summarizing the steps in a typical microarray experi
ments. DNA microarrays are easy to operate and eliminate the possibility of
human errors as these techniques are completely automated (21). Over time,
adaptation of this methodology integrated with other principles will further
expand the utility of DNA microarray experiments whereas still enhancing the
biological discovery process.
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Fig. 2. A typical cDNA microarray, with different colors indicating the relative
response of different genes in the test samples vs the control samples. This image was
obtained from the NASA website (http://science.nasa.gov/headlines/y2004/images/
radrnicrobe/microarray.jpg) and is free from copyright protection.

4. Drug Discovery
Drug discovery was traditionally based on biochemical pathways that are

implicated in physiological and pathological processes. A typical experimental
procedure included characterization, purification, and screening of appropriate
targets against a group of structurally dissimilar molecules that were relevant to
the desired therapeutic activity, such as inhibiting a specific enzyme or recep
tor. This was followed by the optimization of the lead compounds for desirable
properties such as bioavailability and target specificity (12). Although the con
ventional approach has led to the discovery of several effective drugs for a
variety of diseases, this method is extremely lengthy, uncertain, and expensive.
The advent of molecular biology during the past decades completely changed
the process of drug discovery. It enabled the use of human targets which are
more critical than animal samples as even a difference of single amino acid can
render a compound ineffective (35). These techniques also made possible the
employment of site-directed mutagenesis in the study of drug target interactions.
Despite their advantages, standard molecular biology techniques were restricted
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Fig. 3. The first step in a typical DNA microarray experiment is preparation of the
labeled cDNA target, which is reverse transcribed from mRNA isolated from the test
and control samples, which are both labeled with different fluorochromes (Cy3 and
Cy5, respectively) so that they may be distinguished. The samples are mixed and
hybridized to either custom cDNA or predesigned oligonucleotide microarrays. After
stable binding of the complementary DNA strands, the chip surface is scanned and
analyzed using various software available both commercially and through academic
institutions.
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by the limited number of potential targets and poor target validation as it
required a detailed understanding of pathophysiological processes (12).

Advances in medicinal chemistry and high-throughput gene expression
profiling methods have been instrumental in surmounting these drawbacks. In
the 1990s, the process for discovering novel therapeutic targets was based chiefly
on large-scale genomics involving methods such as sequencing of expressed
sequence tags (ESTs), differential display, and homology cloning (6,36).
However, in addition to these extremely vital bioinformatics methods, experi
mental approaches were also required to prioritize the potential therapeutic
targets (6).

Microarrays present an ideal technique for discovering novel therapeutic
targets as they facilitate the identification of potential therapeutic targets from
thousands of genes in a single experiment. This approach of searching differen
tially expressed genes is widely accepted as a valuable method in drug discovery.
As mentioned earlier, DNA microarrays can determine the expression levels of
genes, especially their function, thereby assisting in understanding the mole
cular basis of the disease, identifying new drug targets as well as examining the
efficacy and toxicity of new drug candidates. DNA microarrays can scan every
gene in a microbe to uncover the overall expression pattern of the pathogen,
thus providing detailed information about the pathogens involved in the disease
process (5). DNA microarrays have already been employed in determining the
specific genes that are abnormally regulated in pathological conditions. For
instance, microarray study of approximately 100 genes demonstrated that the
upregulation of genes encoding interleukin-6 and several matrix metallopro
teinases plays a role in rheumatoid tissue (37). A more important application of
DNA microarrays would be to study and discover the susceptible gene in geneti
cally complex diseases such as schizophrenia (38). DNA microarrays are employed
in drug discovery by various pharmaceutical companies to screen hundreds and
thousands of compounds simultaneously to study the interactions of the com
pounds with their molecular targets. However, for proprietary reasons the exact
utilization of DNA microarrays in the context of drug discovery is not clearly
known and is hidden from the public with no published literature available (6).

Nevertheless, it is generally believed that in drug discovery, investigators use
arrays in primary screening to prioritize a few genes as potential therapeutic targets
on the basis of various criteria including expression levels, disease specificity,
and tissue or cell-type selectivity (6). Generally, a combination of microarrays,
bioinformatics, and simple validation experiments is used to prioritize a few
potential candidate genes that are relevant to the desired therapeutic outcome from
a series of congeners on the array. To further scrutinize the role of specific genes
in the disease, secondary or tertiary screens are conducted to select compounds
that exhibit a narrow range of pharmacological activity, i.e., those that exhibit
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Fig. 4. Applications of DNA microarray technology in various stages of drug discovery
and development.

IOO-fold selectivity for the specific receptor as compared to other related recep
tors (39). These may include examining time and dose-dependent curves, diverse
biological samples, animal models, or more diverse disease states (6). Good experi
mental designs and thorough statistical analysis minimize the error caused by
technical and biological variations including reproducibility and sensitivity
problems (40). Therefore. using sophisticated statistics and bioinformatics to
validate statistically significant observations and to identify the complex patterns
of biological pathways is an integral part of drug discovery using DNA micro
arrays. Such an integrated approach to drug discovery will undoubtedly produce
significant information regarding the pharmacologic and toxicologic responses
of the drug and will provide a comprehensive understanding of the biologic
response to the therapeutic effects of novel target molecules.

5. Drug Development

Apart from drug discovery, another major use of gene expression informa
tion is to help with the development of newly discovered drugs. Analysis of
gene expression levels by DNA microarrays has become a chief factor in many
stages of the drug development (Fig. 4). Combinatorial chemistry and the
expression profiles of genes obtained from DNA microarrays can together
provide important information about the novel target compound including its
solubility, absorption profile, interaction with drug-metabolizing enzymes, and
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its toxicity profile, thus aiding in new drug development (16). DNA microarrays
provide the most thorough and efficient method of understanding the molecular
basis of physiological processes and thus are vital in characterizing and verifying
the function of novel genes (1). Once potential therapeutic agents have been
recognized, several approaches including gene knockout and knockin strategies
in cells and animal models can be undertaken to develop and validate these
candidate therapeutic targets (6). These knockout and knockin techniques play
an important role in defining the potential action of drugs, identifying the
pleiotropic effects as well as adverse effects of the target drug (13). DNA micro
arrays can be used in this context to evaluate major consequences of the genetic
intervention, thereby comparing compounds and identifying potential pleiotropic
actions. For the microarray analysis of cell-based gene knockouts, gene deletion
experiments in yeast and antisense technology have been implemented in the
mammalian cell systems (41,42). A classic example of the application of
antisense technology is the suppression of protein kinase A RIa. that led to the
inhibition of proliferation-transformation genes and induction of differentia
tion-reverse transformation phenotype in cancer cells and tumors (43). RNA
interference (RNAi) is another strategy that has been employed for silencing
genes and is considered less cumbersome and more efficient for gene inactiva
tion than knockout or knockin techniques as it can potentially facilitate routine
suppression of gene expression in living cells (43,44). RNAi in combination
with DNA microarrays is considered to provide an innovative strategy for high
throughput target validation (45).

In mammalian cell cultures, the expression pattern of a therapeutic target gene
is an important tool for defining its biological significance. DNA microarrays
can be employed in combination with individual gene transfections using various
vectors for characterizing the biological functions of potential therapeutic target
genes. For example, the signaling pathways of platelet-derived growth factor-/3
(PDGF-/3) receptor and fibroblast growth factor (FGF) receptor 1 were analyzed
using a combination of gene transfection and microarrays (46). In addition, this
approach has been used in numerous studies for the identification of down
stream consequences of altered expression of disease-related genes (47,48). On
the whole, transgenic and knockout studies using animal models have been very
helpful in drug development. DNA microarray analysis may additionally sub
stantiate the new drug target. Therefore, studies involving DNA microarrays
and knockout experiments can validate the target specificity of potential drug
candidates (6).

DNA microarrays may also be employed in the identification of pathways
involved in the metabolism of a specific drug. The transcriptional induction of
drug-metabolizing genes can be identified by profiling either the livers of drug
treated rats or cultured primary human hepatocytes with DNA microarrays.
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This can be very helpful in selecting potential candidates; for example, a drug
candidate that is only metabolized by a polymorphic gene can be discarded
as it can accumulate to toxic concentrations in individuals carrying specific
polymorphisms (6). Moreover, microarray experiments may also be useful in
classifying similar acting drugs by comparison of the biological properties of
the new compounds with the existing compounds by comparing their effects on
gene expression profiles (20). As opposed to the widespread perception that
DNA microarray technologies are not delivering on their promise, these tech
niques are in fact significantly changing the ways in which drugs are discovered
and developed.

6. Toxicogenomics

An important aspect of drug development is its toxicological effects on the
patient. In fact, a study aimed at determining the common causes of failure of
drugs during the developmental phase showed that adverse toxicological effects
may account for nearly 20% of compound attrition (49). In addition, adverse
reactions triggered by drug interactions in patients taking multiple drugs have
contributed significantly to the withdrawal of those drugs from the market
because of unpredictable consequences. Thus, for a pharmaceutical company
spending billions of dollars in drug discovery and development, drug toxicity is
a serious concern.

In all cases, without exception, exposure to any drug compound or xenobiotic
results in an alteration of gene expression, either as a direct or indirect effect of
the compound (50). The use of microarray technology to measure the transcrip
tional reprogramming as a consequence of drug or xenobiotic exposure is termed
as "toxicogenomics" (51). A potential advantage of toxicogenomics over con
ventional in vivo and in vitro techniques is that toxicogenomics may lead to early
and reliable prediction of toxic liabilities of compounds. preventing the need for
substantial investments into preclinical and clinical trials with potentially toxic
compounds (52). Thus, toxicogenomic analysis, when used in conjunction with
established techniques, may provide an insight into the mechanism of organ
toxicities and lead to faster drug development and production of cheaper and
safer drugs. A number of organ tissues such as the liver, kidney, uterus, and the
nervous system have been investigated for toxic effects of certain drugs (53-58).
For example, a causal relationship among the upregulation of CYP2B2, accumu
lation of fat in the liver, and inhibition in cholesterol synthesis was demonstrated
using toxicogenomics (59). Another study brought to the fore the mechanisms
underlying cisplatin-induced nephrotoxicity (60). Because DNA microarrays
are used in profiling the expression levels of genes at the global level, toxico
genomics may prove useful for deciphering the synergistic effects on toxicity
of multiple drugs administered simultaneously (53).
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An important aspect of toxicological analysis is the identification of
specific patterns of gene expression related to distinct cellular processes such
as immune system response, growth, development, and oxidative stress that
are elicited because of the toxic effects of a drug under a set of experimental
conditions. Custom microarrays such as the ToxBlot, ToxChip v 1.0, and
ArrayPlate have been developed to investigate and characterize the potential
mechanism of toxicity and results have been very promising so far (23,51).
In order to capitalize on this emerging field, the National Institute of Environ
mental Health Science (NIEHS) has now established the National Center for
Toxicogenomics (http://www.niehs.nih.gov/nct/home.html), which aims to
provide leadership for the development of a unified strategy for toxicoge
nomic study. Toxicogenomics may prove to be fundamentally informative in
toxicology testing offering an ideal platform for a genome-wide analysis of
drug toxicity.

7. Pharmacogenomics

Pharmacogenomics can be defined as the science of understanding the
correlation between an individual's genotype and their response to drug treatment.
It is a systematic approach that utilizes a variety of genomic technologies to
discover the drug response determinants and also helps in understanding the
genetic and molecular basis of the variable drug response observed among
patients (61). Certain drugs generate the desired therapeutic effect in a subset
of patients whereas they may be ineffective in other populations. Therefore,
studying the genetic basis of patient response to candidate drugs allows drug
developers to effectively design better therapeutic molecules.

Although research on the human genome project has greatly advanced
medical science, the detailed function and interaction of majority of the genes
are still unclear. Drugs are often involved in complex metabolic pathways and
sensitivity to drugs is determined by multiple genes, but most of the regulatory
mechanisms of their expressions are not well understood (61). Presently, the
trend is to list as many genetic variations found within the human genome as
possible. As suggested by the National Center of Biotechnology Information
(NCBI), these variations or single-nucleotide polymorphisms (SNPs) can be
used as a diagnostic tool to predict an individual's response to a certain drug.
For this purpose, a patient's DNA must initially be sequenced for the presence
of specific SNPs.

The major obstacle that has impeded the widespread use of SNPs as a diag
nostic tool is that traditional gene sequencing technology is slow and expensive.
DNA microarray analysis can be used to screen thousands of SNPs in few hours
making it possible to identify specific SNPs found in a patient's genome, quickly
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and affordably. Because DNA microarrays can simultaneously provide expression
patterns of thousands of genes that are characteristic of their function, it enables
the documentation of detailed responses of cells and tissues to both disease and
drug treatments (62-64).

DNA microarrays are being increasingly used in pharmacogenomic studies
to determine variations in gene expression that occur in cells on exposure to
specific drugs. It makes possible the analysis of the response of practically the
entire human genome to cellular drug exposure and also uncovers a wide vari
ety of genes related with drug resistance (20). Recent reports in this area range
from small studies that characterize the genetic response of a specific cell line
to a single therapeutic agent to larger investigations that examine the effect of
several agents on a diverse set of cell lines. In addition, some researchers have
already employed DNA microarrays to correlate changes in gene expression
profiles with clinical outcomes in order to identify a collection of genes that
may be predictive of clinical response to a specific drug regimen.

Pharmacogenomics of the response to doxorubicin is the best studied of
almost all the drugs till date (20). In one of the several studies, Kudoh et aL (65)
used nylon-based arrays to identify genes in cells that were either responsive to
doxorubicin or whose expression levels changed during selection for resistance
to doxorubicin in MCF-7 breast cancer. In another study, DNA microarray
analysis was used to investigate the protective effect of hepatocyte growth
factor/scattering factor (HGF/SF) on MDA-MB-453 cells during exposure to
doxorubicin (66). DNA microarrays have also been employed in the study of other
drugs. For example, this approach was used to determine if changes in gene
expression could be used to elucidate the sensitivity of eight hepatoma cell
lines to a panel of eight chemotherapeutic drugs (67,68). Kumar et al. (68) used
nylon-based arrays to analyze the changes in gene expression that occur as
ovarian carcinoma cell lines become resistant to paclitaxeL

DNA microarrays also contribute to the understanding of the mechanism of
drug action which is a major part of understanding the physiological responses
to drug treatments. For example, DNA microarray analysis of yeast cells
demonstrated that the immunosuppressive drug FK506 might have more than
one target. It was reported that FK506 had the same effect on gene expression
patterns even when the gene that FK506 suppresses was eliminated. Further
more, in the absence of this gene, FK506 affected the expression levels in other
ways (69). The application of DNA microarrays to pharmacogenomics is likely
to increase our understanding of the cellular response and mechanism of drug
action in response to drug exposure. However, for successful application of this
technique, researchers must understand its advantages, address its limitations,
and finally successfully integrate it into drug-related areas.
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8. Summary
DNA microarray technology is still in its infancy, but has the potential of

rapidly identifying and validating novel therapeutic targets. These systems are
redefining drug discovery and development by illuminating the complex work
ings of biological systems. DNA microarrays increase the output and speed of
biological research considerably; however, it also identifies hundreds of genes
that mayor may not be relevant in vivo, especially when large, genetically
diverse populations are studied. In the future, the challenge is to design experi
mental systems that minimize variability in the data, increase reproducibility,
allow statistical analysis, and provide a clear link between drug response and
the expression of specific genes (20). DNA microarray technology will advance in
several aspects including improvements in fabrication of microarrays, which will
reduce the manufacturing costs and increase the throughput (70). Additionally,
there will be databases with expression proftles for hundreds and thousands of
genes that may complement the human genome sequence databases (71). DNA
microarray analysis is a promising new technology that provides a comprehen
sive overview of the phenotypic variations in physiological as well as pathological
conditions that may radically accelerate discovery in several realms of human
health and medicine.
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Microarray Technology Using Proteins, Cells, and Tissues

Michael Samuels

Abstract
Microarray formatted assays have become well established for the global analysis of

nucleic acids, but are only beginning to be adopted for proteomic analysis. This chapter
reviews the current status of protein microarray assays and highlights efforts using cells and
tissues on microarrays. These 'other' microarrays have the potential to yield highly parallel
miniaturized assays that will accelerate drug discovery efforts and facilitate understanding
of biological complexity.

Key Words: Protein microarray; proteomics; immobilized; kinase assay; binding assay;
microarray; reverse phase microarray; antibody array; cell microarray; tissue microarray;
reverse transfection.

1. Introduction

Analysis of biological material is critical for gaining a basic understanding
of human health and disease, for clinical diagnosis, and for therapeutic drug
development. Cataloging of human DNA and RNA species has accelerated with
the recent sequencing of the human genome and ongoing compilations of the
human transcriptome (J,2). In contrast to the high-content tools and bioinformatic
strategies developed for analysis of the genome, however, it is only very recently
that attempts have been made to analyze the proteome in a comprehensive manner.
The reasons for this technological gap are manifold, but are highlighted by the
complexities of 3D folding and the myriad posttranslational modifications (PTM)
required for protein function. The need for a global analysis of the proteome is
emphasized by studies showing that mRNA abundance is often not highly
predictive of protein levels in the cell and by many observations that significant
portions of cellular behavior are determined by transient protein PTM (3,4).

The microarray format has been very successfully utilized to collect com
prehensive information about the transcriptome, and the more mature nucleic
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acid-based microarray approaches should help infonn the development of protein
microarrays. Despite the challenges inherent with protein microarrays, significant
progress has been made towards providing working solutions that can deliver
on the promise of this technology. This chapter will summarize recent efforts to
achieve proteomic analyses through the use of the protein microarray platform.

Proteins can be arrayed on a microscale using a number of different formats,
including on slides or beads, in wells of microtiter plates, and other configurations.
In this chapter we focus on work using microarray slides, typically lx3 inch
microscope slides composed of a silica base material chemically derivatized to
provide optimum protein attachment. The 2D planar surface provides a rigid
support where protein interactions can take place, with specific information about
the printed positions of the immobilized proteins being integral to the analysis.
Analytical software tools are used to process the large data sets generated by
this high-content format assay. The most significant advantages of using the
protein microarray format result from the density of content displayed, the small
amount of analytical material required, and its compatibility with both hard
ware and software tools already developed for DNA microarrays.

The microarray is best seen as an interaction surface for a large range of
biologically active material, on which a mixture of solution and solid-phase
molecules occurs. Small molecules, nucleic acids, peptides, purified proteins,
antibodies, celllysates, and body fluids have all been applied to the surface of
protein microarrays, either adhered to the slide surface for display or applied to
the functional surface as analytes in solution. Arrays are typically classified as
being either "forward phase" arrays, which use purified immobilized molecules
positioned on the slide surface to measure the solution phase, or "reverse phase"
arrays, which have complex mixtures of proteins immobilized on the array surface
for analysis. Assays are also classified as delivering either protein expression
profiles or protein function profiles (enzymatic activities and binding inter
actions with proteins or small molecules are current areas of emphasis).

Using the microarray surface to study growing cells and analyze tissue
sections further extends the range of studies available with microarrays. We will
conclude with an update on these exciting applications.

2. Protein Microarray Format

Many methodologies study protein functions in a dilute solution phase,
whereas the microarray format involves solution interactions with a surface.
Both schemes contrast with the cellular environment where proteins normally
function. Microarray formatted assays require proteins to retain structural and
functional stability on the surface after printing. The limits of detection for assay
signals and minimizing background because of nonspecific surface interactions
are also critical factors for technological development using microarrays.
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2.1. Protein Immobilization on the Microarray Surface

Immobilization of proteins onto specific locations on the surface of the slide
is an essential feature of this technology. The base slide material is usually made
of glass, silicon, or plastic. Some surface activation or coating is often used
to prepare for specific interactions (5-10). The nature of the solid support is
important not only for its ability to attach the desired moiety, but also because
its surface properties influence the degree of nonspecific binding. Assay develop
ment requires optimization using a variety of surface chemistries.

Proteins bind to the slide via adsorption, covalent bond formation, or bind
ing affinity between capture agents on the surface and specific protein epitopes
or epitope tags (11-14). Additional factors such as the accessibility and surface
density of available binding sites and the orientation of binding should be con
sidered, although much work remains to be done before the impact of these
issues on array performance is clearly understood (5,15-17).

2.2. Protein Microarray Printing

Robotic arrayers originally developed for printing DNA microarrays are
typically used to print high-content protein arrays. These commercially avail
able machines must run under environmentally controlled conditions to enable
reproducible protein printing. Performance requirements include the ability to
operate at 4°C with humidity control and to dispense solutions that have con
siderable viscosity, conditions that preserve protein stability by preventing
denaturation and dehydration during and after printing (10,18).

Contact printing uses micromachined metal pins (either solid or quill type)
to dispense samples by making direct contact with the slide surface. Quality
control methods must be rigorously employed to ensure reproducible results.
as individual pins can clog or deform over time (19). Alternatively, noncontact
printing can be performed using piezoelectric devices originally developed for
printing ink, and subsequently adapted for printing nucleic acids. These printers
can have better precision than contact printers, but provide lower throughput as
they currently have fewer dispensers. New printing technologies are also being
developed (20).

2.3. Protein Microarray Assay Detection Methods

After applying the experimental analyte to the array surface, detection of the
resulting interactions on the microarray surface is critical for assay development.
Several widely used methods include the use of radioactivity, fluorescence, or
chemiluminescence. Fluorescence is the technique most commonly used, as it
can be formatted to allow for multiplex detection, avoids the risks and costs of
using radioactivity, and makes use of commercially available hardware and
software previously developed for nucleic acid microarrays.
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Signal amplification can improve an assay's limits of detection. However,
amplification methods that generate soluble products are not compatible with
the microarray format, as the signal will diffuse away from the spot of origin.
Fluorescent amplification of signals can be achieved using enzymatic tyramide
signal amplification (21,22). Rolling circle amplification (RCA) is another
amplification technique, which utilizes enzymatic extension of a DNA primer
antibody conjugate followed by fluorescent oligonucleotide hybridization
(23,24). Recently RCA has been adapted such that two-color fluorescence can
be used, with detection limits demonstrated in the low picogram per milliliter
range (25).

There has been a lot of recent effort to develop label-free detection methods.
Two of the best known label-free methods are surface plasmon resonance and
mass spectroscopy (MS) (26,27). Although there have been recent improve
ments, significant throughput and sensitivity challenges remain to be overcome
before these technologies can be used to monitor high-content arrays (28,29).
Many other label-free technologies continue to be developed (30-37).

3. Using Protein Microarrays

Studies utilizing protein microarrays are similar to those using nucleic acid
microarrays, in that comprehensive analysis is the ultimate goal. The analysis
desired will depend on the type of analyte applied to the microarray. Blood
serum and plasma, as well as other body fluids, are generally analyzed for
antibody and antigen content. Clinical tissues and tissue cultures are usually
interrogated for individual protein expression levels and degree of biological
activity. Biochemical fractions, purified proteins, and chemical compounds are
used to examine biochemical interactions with the displayed content. For this
chapter, the discussion is separated into two general categories: analysis of
protein content (often described as protein expression profiling) and analysis of
protein function.

3.1. Protein Expression Profiling

Protein expression profiling requires the ability to measure a large sampling of
specific protein content. Estimates ofhurnan protein diversity range from 100,000
to more than 1,500,000 different protein molecules present in a cell, resulting from
domain shuffling and PfM of the 25,000-35,000 human genes (38). Although
truly global analysis of the human proteome is currently out of reach, protein
microarrays have real potential for delivering protein expression profiles for
specific areas of focus. Many tools have already been developed towards this end.

Significant challenges remain regarding the large number of discrete protein
species, the huge dynamic range in protein concentration, and the spectrum of
PTM observed, particularly when quantification is required. Using a single
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surface and detector to probe the range of protein abundance necessitates care
in matching the probe to analyte. Similar issues have been encountered in the
2D gellMS approach to protein expression profiling (39). Microarrays techniques
have to deal with the same dynamic range of protein concentrations, but they
can be formatted to directly enrich low-abundance proteins. When the micro
array is printed with purified proteins it is possible to normalize concentrations of
proteins with low or high cellular abundance. Alternatively, capture antibodies
enrich particular species directly on the array surface. Of course, one should
also be aware that positive interactions on the array require validation and may
not reflect what occurs in the cell, where proteins are at different concentrations
and restricted to particular subcellular locations.

The following sections discuss the range ofprotein content currently used for
protein expression profiling with microarrays. Sections are divided into forward
phase arrays containing defined immobilized material or reverse phase arrays
on which complex mixtures are immobilized.

3.1.1. Forward Phase Arrays

Forward phase arrays use a wide range of purified materials immobilized on
the array surface in defined positions that allow for identification after interacting
with the analyte. Examples include the use of immobilized antibodies, antigenic
particles, proteins, nucleic acids, and carbohydrates (14,40-42).

Generation of the purified material to be deposited on the microarray is one
of the major bottlenecks in protein microarray technology. This "content" consists
of recombinant proteins presented on the microarray for interactions or various
capture agents used to detect specific proteins. Ideally, high-content arrays will
allow for global analysis of the proteome or of relevant subproteomes. Current
printing technology allows for 10,000-15,000 discrete features to be arrayed on
a microscope slide, sufficient for displaying a significant portion of proteomk
content. However, there is no general resource or shortcut for providing the
thousands of individual species required, particularly when one desires purity
and functionality. Additionally, important proteins classes, such as integral
membrane proteins, do not have well-established methods for production and
require further development. Some examples from the literature, categorized as
either displaying antibodies or purified recombinant proteins (antigens and
proteomes), are discussed below.

3.1 .1 .1 . ANTIBODY ARRAYS

Antibody arrays containing surface-immobilized capture antibodies have
the potential for highly parallel analysis that is limited only by the availability
of antibodies having sufficient affinity and selectivity, as well as the degree of
signal amplification performed. Current stocks of useful reagents fall far short



72 Samuels

of providing comprehensive coverage of the proteome, and development of
relevant subsets of antibodies for microarrays is required (43). Cytokines are
one example of a biologically relevant subset, with the availability of highly
specific antibodies against these secreted proteins making them an attractive
target for microarray analysis. Schweitzer and coworkers (23) used antibodies
against 75 cytokines, combined with RCA-based signal amplification, to analyze
human dendritic cell responses. Time-dependent cytokine secretion patterns
were measured, and both known and novel cytokine releases were seen. Impor
tantly, extensive evaluation of antibody crossreactivity was required to maximize
the number of truly specific antibodies that could be used simultaneously on
the microarray. Recent work has similarly qualified up to 170 serum or plasma
antibody features for RCA-based detection, after starting with 1200 individual
reagents (44,45). Other studies have described antibody arrays containing as many
as 224 features, although without careful examination for antibody selectivity (46).

Defining antibody specificity is crucial to analyzing highly multiplexed assays.
Antibodies to several thousand proteins are currently available; however, it is
not clear how many of these can be properly used on microarrays. Many studies
have shown unexpected antibody crossreactivity (47-49). Detailed character
ization of several hundred to thousands of antibodies will require new analytical
techniques (50). The microarray format itself is ideal for analyzing the specifi
city of single antibodies in solution against a displayed protein slide (51,52).
Recently a study utilized a yeast proteome microarray containing >4000 full
length proteins to test the specificity of 11 commercially available antibodies
and demonstrated that the majority displayed crossreactivity (52). Others have
suggested that only 5% of commercially available antibodies directed against
intracellular targets are suitable because of a lack of specificity or affinity (53).
Certainly, a minority of antibodies have been fully tested for their usefulness
on microarrays.

3.1.1.1.1. Direct vs Indirect Detection Methods. Direct methods for protein
expression profiling require the protein analytes to be quantitatively fluorescent
dye labeled or hapten tagged for dye labeling in a separate step. Two different
sets of analytes that are to be compared are separately labeled with different
tags and then mixed and applied onto the antibody array. Pairwise ratiometric
comparisons of the bound species are performed that are conceptually very
similar to DNA microarray methodologies or mass spectrometry methods such
as DIGE or ICAT (54-57). One-color methods have also been used, with a set of
unlabeled experimental analytes competing against the labeled control analytes
(58); however, this approach may not be as sensitive as two-color methods
(58,59). Another means for optimizing results is to normalize the amount of
antibody bound to each spot using an internal control secondary antibody (60).
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Indirect methods are similar to the traditional sandwich-assay format and use
one antibody to capture unlabeled molecules, followed by a second antibody
that provides labeling for detection. The second antibody is usually fluorescently
labeled or provides RCA-based amplification and must bind to a different epi
tope than the capture antibody. Finding matching pairs of antibodies that meet
the required performance criteria is a significant limiting issue in the field.
Alternatively, the second antibody can display more generic immunoreactivity
(for example, towards all phosphorylated tyrosine residues) allowing multiple
captured species to be analyzed simultaneously (61). One interesting alternative
that might eliminate the complications arising from matching sandwich anti
bodies has been suggested by work using photoaptamers as the primary capture
reagent and antibodies as the detection reagents (62). If the protein character
istics which interact with an aptamer are significantly different than those
recognized by an antibody, antibody-accessible epitopes will remain available
in an immobilized antigen-aptarner complex.

Each of these formats results in qualitative results, whereas truly quantitative
analysis requires calibration curves using purified antigens and would be
operationally difficult for high-content assays. Limits of detection are typically
in the low nanogram per milliliter range when using detection without amplifi
cation and can be in the pictogram per milliliter range when using amplification
with RCA (23,25).

3.1.1.1.2. Posttranslational Modification Antibodies. Cell biologists have
been able to identify numerous functional changes correlating with enzymatic
activity and cellular phenotypes using antibodies directed against various PTM
of relevant proteins. Only a limited number of these antibodies have been
used for microarray purposes, mostly with anti-phospho-tyrosine antibodies
used as secondary reagents; however, additional generic and context-specific
motif PTM antibodies should also be useful. with immunoprecipitating PTM
antibodies particularly important capture reagents to develop for array content
(61,63). An alternative method for fluorescent detection is possible using a
general phospho-specific dye reagent that has been developed (64). Efforts using
phospho-specific reagents are promising; however, one must be able to evaluate
small fold-differences reliably, as the maximum fold-change in phosphorylation
is often in the two- to fourfold range.

3.1.1.2. ANTIGEN ARRAYS

Analysis of serum antibodies provides an accessible window on many disease
processes. Immune responses to pathogens, allergens, tumors, and to self can be
analyzed by displaying these antigens on the array surface for serum profiling.
One can screen clinical samples for diagnosis and tracking of disease and for
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discovery of immunogenic epitopes correlating with disease progression or
therapeutic intervention.

Construction of these arrays requires obtaining purified antigens for immobili
zation. Manufacturing even small numbers of recombinant proteins can present
challenges, but is generally straightforward. The first requirement is obtaining
the appropriate source of DNA-encoding expressed open reading frames
(ORFs). One can then produce recombinant proteins in bacteria, insect cells,
or mammalian cells, or using in vitro transcription and translation techniques.
Purification is usually provided through the use ofepitope tags that are appended
to the proteins. Obtaining larger numbers of purified antigens for high-content
arrays is a significant challenge. In contrast to the production requirements
necessary for functional studies of proteins, however, considerations of proper
structure and function may not be as critical for arrays used strictly for analysis
of serum immunoreactivity profiles.

3.1.1.2.1. Pathogen and Allergen Arrays. Arrays containing pathogenic
proteins have been used for tracking of immune responses during exposure or
vaccination. Recent work includes monitoring of both simian-human immuno
deficiency virus and HIV-specific immune responses, as well as responses to
vaccinia virus and viral meningitides (65-68).

Allergen arrays can be used for diagnosis or for identifying novel immuno
genic epitopes. Recently, 190 common allergens were purified and arrayed to
profile patient sera for allergen-specific IgE (69). The array assay showed good
agreement with clinical allergen sensitivity assays. In another study, IgE pro
filing of subjects allergic to Brazil nuts identified a conformational epitope
responsible for eliciting the allergic response (70).

3.1.1.2.2. Autoantigen Arrays. Autoantigen arrays have the potential to
diagnose and study autoimmune diseases, which result from aberrant activa
tion of one's own immune system and the production of autoantibodies that
attack self-molecules (71,72). If specific autoantigens are already known, they
can be printed on focused antigen arrays. Alternatively, autoantigens can be
discovered by looking for reactivity towards broader proteomic microarray
displays. Serum profiling using microarray technology should allow patients
to be diagnosed and differentiated into clinically distinct populations within
a disease group.

Robinson and coworkers (40) printed 196 distinct autoantigens previously
identified from autoimmune rheumatic diseases and applied serum from various
patients. No autoantibodies were present in sera from a healthy individual,
whereas specific patterns of immunoreactivity were seen using sera from people
having different diseases. A more focused group of antigens was used by this
group to study a mouse model for multiple sclerosis, with results showing
autoreactive B-cell responses that were predictive of disease activity (73). More
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recently, Robinson's group used an array containing 225 peptides and protein
antigens to analyze patients with rheumatoid arthritis, providing diagnostic
information that allowed for patient stratification (74). Quintana et al. (75)
generated an array containing 266 different antigens, a subset of which was able
to discriminate sensitive and resistant populations in a mouse model of Type I
diabetes. Cahill and coworkers (76,77) utilized a human fetal brain eDNA
library cloned into an Escherichia coli expression vector to produce high
content arrays using purified human fusion proteins. These workers used these
arrays to discover eight autoantigens in serum from alopecia arcata patients.
They have also produced arrays from a mouse Thl eDNA expression library,
which was used to discover autoantibodies for a mouse model of systemic lupus
erythematosus (77,78).

3.1.1.2.3. Tumor Autoantigen Arrays. Cancer cells often overexpress normal
or mutant proteins which can be recognized by the immune system. Analyzing
a patient's blood or serum for immunoreactivity to tumor antigens may allow
identification of cancer biomarkers and represents a promising emerging strategy
for noninvasive diagnosis. As single biomarker correlations have not generally
been predictive, efforts have focused on discovering diagnostic patterns from
multiple potential biomarker sets (79). Recently, serological analysis of recom
binant cDNA libraries (SEREX) has used high-titer IgGs to identify antigens
expressed by autologous cancers, with over 1000 SEREX-defined antigens
currently defined (80). Protein microarrays should also allow for potential
cancer biomarker discovery and correlations between sera and disease, whereas
providing greater ease of use and better antigen presentation at lower cost.
Proteins or peptide sequences found to be tumor expressed can be immobilized
on microarrays and used to examine serum for cancer-specific immune responses
(81,82).

Alternatively, "naive" high-content protein microarrays can be used to discover
cancer biomarkers. Using arrays containing 5000 human proteins, collaborative
efforts are underway to utilize protein microarrays to profile serum from a vari
ety of cancer patients, with the goal of identifying specific cancer serum profile
biomarkers (see Fig. 1) (72).

3.7.2. Reverse Phase Arrays

Reverse phase arrays contain complex mixtures of uncharacterized biological
material immobilized in defined spots. By arraying thousands of mixtures derived
from clinical material or from whole or fractionated celllysates, one can assay
for an individual component across all of the samples simultaneously under
identical experimental conditions.

The complex protein mixtures are often spotted onto microarrays in a dilution
series as an effective measure to deal with the large dynamic range of protein
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Fig. 1. Human ProtoArrayTM v3: Protein Microarray Containing >5000 Purified
Human Proteins. A microarray slide displaying 48 sub-arrays of epitope-tagged, purified
human proteins (printed as duplicates) was incubated with an anti-GST antibody, detected
with a fluorescently labeled (AlexaFlu0r647) anti-rabbit antibody, and scanned. Copyright
© Invitrogen Corporation.
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concentration and then probed with antibodies. This is essentially equivalent to
an analytical dot blot, but having much greater throughput and using much less
starting material. One group estimated the amount of neat protein required to be
deposited on each spot as being equivalent to the amount derived from 20 cells,
whereas another estimated the functional sensitivity for their approach to be
about 5000 molecules per spot (83,84). This technique is therefore well suited
for studying rare cell populations, including those which are difficult to purify
or grow, as well as clinical patient biopsies, and using methods such as laser
capture microdissection (21).

A major disadvantage for using reverse phase arrays is that application of
a single analytical antibody detects only a single protein in each sample.
Two-color fluorescent dye methods using a control antibody can facilitate
quantitative results (e.g., comparing phosphorylated and nonphosphorylated
signals) or can be used to double the assay throughput (85). Novel technologies,
such as quantum dots, may allow for further multiplexing (86). Alternatively,
complex serum samples containing unknown autoantibodies can be applied,
with analysis looking for patterns of immmunoreactivity associated with the
disease. Molecular identification of any correlating pattern would require
additional analysis.

Examples of analyses using reverse phase arrays include a study using the
standard NCI-60 cancer cell lines, with printed lysates probed with antibodies
to profile the relative protein abundance of 52 proteins (87). Another study
analyzed follicular lymphoma samples (collected using laser capture micro
dissection) with 2 I different antibodies, identifying potential prognostic markers
(88). Studies examining the changes in phosphorylation state of a number of
signaling molecules have been performed using Jurkat cells and a variety of
primary cells and tumor samples (83,89). Hanash and coworkers (90--92) have
printed hundreds to thousands of chromatography fractions for analysis from
microdissected patient tumor biopsies and characterized autoantibody patterns
for colon, prostate, and lung cancer patients. Janzi and coworkers (93) spotted
over 2000 serum samples for analysis of serum IgA levels, with the results
comparing well with those from other techniques.

3.2. Protein Function Profiling

Traditional biochemical methods are appropriate for focused assays, but
cannot be applied to all of the proteins in an organism. The microarray slide
format allows for highly parallel miniaturized assays that are limited only by
the generation of content and by development of particular functional assays. In
contrast to antigen arrays (see Section 3.1.1.2. above), the availability of full
length, correctly folded proteins is critical for measuring biochemical activity.
Current assays either measure binding or enzymatic activity.
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3.2.1. Binding Activity Profiling

3.2.1.1. PROTEIN-PROTEIN BINDING INTERACTION PROfiLING
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Protein microarrays are well configured for comparing binding interactions
with a large number of immobilized molecules. Simply applying a protein or
small molecule in solution to the arrayed components allows an examination of
the binding profile across the entire slide content simultaneously and under
uniform conditions. Microarrays are tools that compare to either yeast two
hybrid or phage display methods for studying binary binding interactions, with
the distinct advantages of high-content display and the analytical tools previ
ously developed for DNA microarray technology.

3.2.1.2.1. Domains. Protein domains mediate many cellular protein-protein
interactions. These interactions are often regulated by PTM such as phospho
rylation, methylation, and acetylation. Because domains are small and can fold
independently from the rest of the protein, they are ideally suited for display on
microarrays.

Bedford and coworkers (94) generated 212 individual protein domains (from
more than 14 types of domains) as GST fusion molecules and arrayed them on
nitrocellulose-coated slides. Biotinylated peptides known to bind to specific
domains were synthesized and applied to the microarray for analysis. Unique
binding profiles were found for each peptide corresponding to the normal
domain interaction, with some methylation-specific interactions observed. In
addition, these arrays were utilized for binding proteins from celllysates, with
binding profiles being similar to that shown with the peptides.

Keating and coworkers (95) produced purified peptides corresponding to
49 human bZIP domains as well as 10 yeast domains. A comprehensive matrix
analysis of all pairwise interactions showed 14% having interactions (5.8% strong),
with 90% of the interactions independent of which of the pair was immobilized.
The demonstration of symmetrical binding is strong evidence of reliable inter
actions and is a useful means for validation. Known family-specific interactions
were seen with a low false-negative rate, and novel interactions were identified
in circadian clock and unfolded protein-response pathways.

Recently, MacBeath and coworkers (96) studied interactions of 61 phospho
peptides (from the EGFR receptor tyrosine kinase family) on a domain array
containing 160 recombinant domains. Over 77,000 independent measurements
yielded an interaction network that both confrrmed 43 known interactions and
suggested 116 novel interactions relevant to EGFR family signaling.

3.2.1.2.2. Proteins and proteomes. MacBeath and Schreiber were the first to
show several protein-protein interactions on microarrays (18). More recently,
Blackburn and coworkers (97) showed the expected binding interactions
between 50 arrayed isoforms of the transcription factor p53 and a fluorescently
labeled known interactor (MDM2).
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Zhu and Snyder (14) constructed the first proteome-scale microarrays,
displaying approximately 70% of the Saccharomyces cerevisiae proteome
(>4000 full-length purified proteins) oriented via His-tag binding onto nickel
coated slides. These arrays were used to perform protein-protein interaction
profiling using biotinylated calmodulin and fluorescent streptavidin for detec
tion. Expected interacting proteins were seen, and a number of novel interactors
were identified and validated, allowing sequence alignments to define a putative
calmodulin-binding motif. Binding interactions on yeast proteome arrays were
also shown by Michaud and coworkers (98,99).

Human proteome arrays are currently being developed and sold by Invitrogen
Corporation. Satoh and coworkers (100) used a human proteome array contain
ing over 1700 full-length proteins to identify 20 novel interactions with a 14-3-3
protein. Invitrogen currently has an array available which displays approximately
5000 full-length human proteins (Human ProtoArrayTM v3, see Fig. 1). Examples
of protein-protein interactions using these arrays are shown in Fig. 2.

3.2.1.3. PROTEIN-SMALL MOLECULE BINDING

Measuring the binding of small molecules to proteins is important both for
understanding small molecules found in the cellular environment and for
characterizing compounds used for drug development. Microarrays can display
immobilized small molecule libraries, allowing them to be screened for inter
actions with particular target proteins. Alternatively, arrayed proteins can be
analyzed for their ability to bind a solution-phase small molecule whose
mechanism of action is unknown. Probing protein microarrays with such a
compound provides an opportunity to discover the drug's molecular target. This
approach also allows discovery of potential off-target binding.

Schreiber and coworkers (101,102) were the first to show microarray-based
interactions between small molecule compounds and proteins, and this group
went on to modify the slide chemistry to allow Diversity-Oriented Synthetic
(DOS) libraries to be attached to the slide surface. This approach was used
to bind a DOS-derived library containing over 3700 compounds, identifying
molecules that directly bound to the fluorescent-tagged yeast transcriptional
repressor Ure2 (103). Subsequently Schreiber and coworkers (104) used a DOS
library of 12,000 compounds to identify a single compound that specifically
bound to the yeast transcription factor Hap3.

Labeled small molecules have also been used to bind to immobilized protein
arrays. Zhu et al. (14) probed yeast proteome arrays with 5 different biotinylated
phosphoinositide-containing liposomes, detecting 150 binding interactions. Impor
tantly, a large number of interactions with membrane proteins were observed,
suggesting the functionality of this class of proteins on microarrays. Similarly,
Lahiri and coworkers (105) were able to immobilize G-protein coupled recep
tors in a functional form that could bind to fluorescently labeled peptide ligands.
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Fig. 2. One Subarray of Human ProtoarrayTM v3: Protein-Protein Interactions
Using an Epitope-tagged Protein. Each image represents a single subarray of a Human
ProtoArrayTM v3 slide after probing with the designated reagents and scanning. The top
and bottom rows contain control proteins printed in every sub-array, while the middle
rows display the human protein content: A. AlexaFluor647-labeled Streptavidin detec
tion reagent (Strep AF647) alone. B. Epitope-tagged calmodulin kinase (Cmkl-biotin)
probing of the array, with Strep AF647 detection. Green boxes highlight printed
AlexaFluor647-labeled antibody (Af'®Ab). Blue boxes highlight a biotinylated anti
body gradient (Biotin Ab) which binds only Strep AF647. Red boxes highlight a control
protein (Calmodulin), and two content proteins (X and Y) which are detected only in the
presence of Cmkl-biotin. Copyright © Invitrogen Corporation.

Several mechanism of action studies have been described. Schreiber and
coworkers (106) used small molecule inhibitors of rapamycin to probe a yeast
proteome microarray. Candidate binding proteins were identified that showed
roles in TOR (target of rapamycin) signaling in follow-up studies. Michaud and
coworkers (107) also used the yeast proteome microarray in studies to determine
the mechanism of action for a small molecule identified as being neuroprotec
tive in a cell-based screen. A biotinylated derivative of the small molecule was
found to bind specifically to Sir2, a histone deacetylase known to be involved
in regulating apoptosis and other cellular processes, allowing hypothesis-driven
experiments to be pursued.

3.2.1.4. PROTEIN-NUCLEIC ACID BINDING

Protein microarrays can be used for binding studies with either DNA or RNA
species. A focused microarray was used by Blackburn and coworkers (97) to
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show isoform-specific binding profiles for mutants of the cancer-associated
transcription factor p53, with some degree of correlation seen with other data
sets. Yeast proteome arrays have been used to show that approximately 5% of
the proteins encoded by the yeast genome bind DNA (14,108). Characterization
of DNA-protein binding specificities has already provided valuable data for
assessing transcriptional regulation of DNA by protein, and the microarray
approach arrays is expected to be applied to gain understanding of recombin
ation, splicing, replication, and structural regulation of nucleic acids.

3.2.2. Enzymatic Activity Profiling

Measuring enzymatic activity and inhibition is a focus for biologists and for
drug development efforts. In this section, we will highlight work profiling
enzyme activity using microarrays. Activity-based microarray assays can be
categorized based on the type of material immobilized, i.e., immobilized substrate
or immobilized enzyme slides. Additionally, there is a separate category using
activity-based probes, which can be configured to work either as immobilized
capture reagents or soluble probes.

3.2.2.1. SUBSTRATE ARRAYS

MacBeath and Schreiber (18) first demonstrated enzymatic activity on a micro
array surface using solution-phase kinases to phosphorylate either immobilized
peptide or protein substrates with radiolabeled ATP. The peptide substrate was
seen to be specifically phosphorylated by PKA, and protein substrates were
specifically phosphorylated by either CKII or ERK2. Many researchers have since
developed array-based assays that utilize either peptide or protein substrates
and have focused on kinase or hydrolase activity.

3.2.2.1.1. Peptide Substrate Arrays. Although appropriate for some applica
tions, direct spotting of small peptides onto a solid support does not alway~

allow for proper peptide-protein interactions with enzymes or detection anti
bodies (109). Protocols that include blocking with BSA can also reduce peptide
accessibility ( /01). Therefore. fusion of peptide sequences to chemical or protein
linkers is usually used to elevate the short peptide sequence away from the array
surface. permitting better accessibility (1/0). Reimer and coworkers (III)
developed high-content peptide arrays for kinases assays using an N-terminal
linker to immobilize a 1433 peptide molecule library. Radiometric kinase assays
were performed using Abl kinase, and analysis yielded a consensus phosphory
lation sequence prediction that was better than the existing computer algorithm.
Subsequent work by this group, utilizing 2923 peptides and anti-phospho-tyrosine
antibodies for detection, gave similar results to those found using the radioactive
format (112). Additional work profiled more than 13,000 peptides for their
ability to be phosphorylated by CK2, with previously known phosphorylation
sites identified.
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Peptide arrays for measuring various hydrolases have also been developed. A
common approach utilizes immobilized coumarin derivatives that have appended
substrate moieties (113,114). The conjugated substrate sequence quenches the
normal fluorescence of coumarin until the substrate is hydrolyzed. This approach
has been used to assay proteases, phosphatases, and epoxide hydrolases.

3.2.2.1.2. Protein Substrate Arrays. A focused microarray containing 50
isoforms of the transcription factor p53 has been used by Blackburn and coworkers
(97) to show site-specific phosphorylation by soluble CKTI using phospho
specific antibody detection.

Using high-content arrays allows a broader assessment of a kinase's substrate
preferences, providing information for understanding signaling networks or dis
covering substrates to be used for drug development. A yeast proteome array,
containing >4000 full-length purified proteins (representing approximately 70%
of the entire proteome of the yeast S. cerevisiae), is commercially available
from Invitrogen and has been used as a substrate array capable of being phospho
rylated by exogenously applied kinases. Initial work demonstrated the use of
these arrays to identify substrate phosphorylation by solution-phase PKA and
showed dose-dependent inhibition by a PKA inhibitor (98). More recently, Snyder
and coworkers (115) have used these arrays to perform radiometric kinase sub
strate identification assays using 87 individual kinases, representing more than
70% of the yeast kinome. Nearly 4200 phosphorylations of 1325 yeast proteins
were measured, with 73% of the identified substrates being phosphorylated by
three or fewer kinases, suggesting that there is a high degree of selectivity for
particular substrates. These data were used along with protein interaction and
transcription factor-binding data sets to identify common regulatory modules that
were not evident from the separate databases. This study represents the closest
approach to a truly global analysis of potential phosphorylation reactions across
a complete proteome. An example of human protein substrate phosphorylation
reactions on microarrays can be seen in Fig. 3.

Another high-content array approach has been developed by Cahill and
coworkers (77), using proteins produced and purified under denaturing conditions
in E. coli. Kersten and coworkers (116) utilized this method to generate nitro
cellulose-coated microarrays containing 1690 Arabidopsis proteins as potential
substrates for three kinases. A total of 48 MPK3 substrates were identified, 42
of which were validated in solution-phase reactions; 39 MPK6 substrates were
identified, 26 of which were also MPK3 substrates. In contrast, PKA had three
substrates which overlapped with MPK3.

Although much of the recent focus has been directly towards kinase and
hydrolase activities, one can foresee interrogation of many other enzyme classes.
In particular, biologically important ligase and transferase enzymes which have
the ability to transfer labeled groups should work well on a microarray platform.
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Fig. 3. One Subarray of Human ProtoarrayTM v3: Immobilized and Solution
Phase Kinase Activity on Microarrays. Each image represents a single subarray of
a Human ProtoArrayTM v3 slide after reaction with the designated reagents and scan
ning. The top and bottom rows contain control proteins printed in every sub-array.
while the middle rows display the human protein content: A. Reaction using 33p_y_ATP
only. B. Reaction using solution-phase PKA and 33p_y_ATP. Blue boxes highlight an
immobilized human kinase (used as an array fiduciary control) showing kinase autophos
phorylation activity. Red boxes highlight a PKA substrate used as a control, showing
radiolabeling only with PKA in the reaction. Additional PKA-specific substrates are
seen in the rows displaying the human protein content, but are not highlighted.
Copyright © Invitrogen Corporation.

Methyltransferase activity has been shown on membranes, and acetylases.
deacetylases, ubiquitin ligases, and other relevant enzymes should be amenable
to substrate array analysis (117).

3.2.2.2. ENZYME ARRAYS

Immobilizing enzymes on the array surface provides a format for interrogation
of their activity, including profiling the effects of inhibitory small molecule com
pounds used for drug development. This approach holds great promise as a
low-cost method for analyzing many enzymes simultaneously. However, one must
consider that unless an alternative method is developed, a single buffer will be
used for all of the enzymes on the array. One potential solution to this problem
would be to use themed arrays, with enzyme classes grouped on separate arrays
or isolated regions of one slide, allowing for optimized buffers to be used (118).

Kinases clearly can function in an enzymatic manner when immobilized. Snyder
and coworkers (119) used 119 yeast kinases, immobilized via a crosslinker to a
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silicone elastomer, in radiometric kinase reactions that showed autophospho
rylation for many of the kinases. Predki and coworkers (98) have demonstrated
that immobilized kinases can retain enzymatic activity on a modified glass
microarray surface, also by showing autophosphorylation. Figure 3 shows the
autophosphorylation activity of a human kinase immobilized on the Human
ProtoarrayTM v3.

Other enzyme classes have been shown to work while immobilized on
microarrays. Sulfotransferase activity has been demonstrated on microar
rays, with the immobilized enzyme acting on the substrate in the bulk
solution phase (120). Stephanopoulos and coworkers (121) have shown
activity for luciferase, nucleoside diphosphate kinase, and five enzymes in
the trehalose synthesis pathway when immobilized on the microarray surface.
Cytochrome P450 enzymes have also been shown to function on the array
surface (122).

An indirect method to show enzymes are functional on microarrays uses
activity-based probes (see Section 3.2.2.3. below).

3.2.2.3. ACTIVITy-BASED PROTEIN PROFILING

Another category of interactions utilizes chemical agents that specifically bind
the active site of enzymes. These chemicals can be used for protein profiling
of active enzymes in a lysate or for biochemical analysis of enzyme-inhibitor
interactions.

Cravatt and coworkers (123,124) developed an enzyme active-site-based
approach, using a probe that broadly targets serine and metalloproteases, and
used antibody arrays to capture specific enzymes for analysis. Addition of
protea<;e inhibitors strongly reduced signals for the respective targets, suggesting
that the amount of bound enzyme reflected enzyme activity. Because there are
more specific antibodies than specific mechanism-based inhibitors, this approach
should provide more potential for high-content analysis than directly immo
bilizing the inhibitor on the array (125). Initial studies with this approach look
promising, but so far have only used a handful of probes and antibodies. Use of
a labeled activity-based probe essentially replaces the labeling of cell lysates
and secondary detection antibodies used during traditional antibody microarray
protein profiling. Work developing probes for a wider range of enzymes should
enable this approach to target a more significant portion of the druggable
proteome (126,127).

Enzyme activity assays of preselected molecules can also be performed with
these reagents. Yao and coworkers (128) directly immobilized phosphatases,
cysteine proteases, and serine hydrolases on the array surface and assayed for
their biochemical activity using activity-based fluorescent probes. The same
type of approach has also been used by Miyake and coworkers (118), with
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slide-immobilized members of the cysteine protease family being interrogated
by fluorescent activity-based probes. This platform was used to characterize the
inhibitory profile of compounds from a chemical library by first preincubating
the array with one of the compounds followed by interrogation with the fluore
scent activity-based probe. The inhibitory activity is measured by the compound's
ability to compete with the fluorescent activity-based probe for binding to the
enzyme's active site.

3.2.2.4. NOVEL ARRAY ASSAY FORMATS TO MEASURE ENZYME ACTIVITY

Two novel methods have been recently described that measure enzymatic
activity on microarrays. Both require the enzymes to have fluorogenic sub
strates, and both methods are also performed immediately after the enzyme is
applied by specialized equipment onto the array. Despite these caveats, these
approaches clearly work to assay enzymatic activity on microarrays.

The multiple spotting technique (MIST) used by Angenendt and coworkers
utilizes two spotting steps, with fluorogenic substrates printed in the first
round, followed by a second round of printing to place a spot of enzyme in
reaction buffer right on top of the substrate. Enzymatic activity generates a
fluorescent product for detection. Surface activity of horseradish peroxidase
(HRP), alkaline phosphatase, beta-galactosidase, and cathepsin D was demons
trated (129). Using this type of approach, several thousand completely different
interactions (or smaller subsets) can conceivably be performed at once, a degree
of multiplexing that is unmatched by any other format. However, as the reac
tion occurs immediately after the second printing, extended print runs would
be problematic.

A different method of delivering an enzyme solution onto the arrayed sub
strates uses an aerosolized spray. The spray mist covers the spots without
depositing a volume that would cause neighboring spots to merge, thus allow
ing the discrete spatial positioning of peptide substrates to be retained without
chemical linking to the array surface (J 30). Work has continued using aero
solized enzymes that have fluorogenic substrates including cysteine proteases.
metalloproteases, and kinases (131). Mixing potential enzyme inhibitors along
with the printed substrate, followed by spraying the surface with an enzyme.
allowed 6600 small molecules to be examined for enzyme inhibition on a
single microarray. This approach has great promise, but requires specialized
equipment and will work only for enzymes that can tolerate 10% glycerol in
the reaction.

4. Cell Arrays

The microarray can also be exploited for assays that use living cells grown
on the surface. Prepositioned small molecules and adhesion molecules can



86 Samuels

interact with the cells and effect their growth and behavior. Additionally, nucleic
acid vectors localized on the array surface cause cells to undergo "reverse trans
fection", allowing both overexpression and RNAi knockdown studies to be
performed on the microarray.

4.1. Peptide and Small Molecule Effects on Cells

Bhatia and coworkers (132) have devised methods for positioning living cells
in hydrogel-encapsulated arrays. This lab has recently gone on to develop a
method to deposit combinations of extracellular matrix (ECM) molecules
onto the hydrogel-coated microarray surface, allowing for studies of the effects
of ECM on cell differentiation (133). Detection techniques included irnmuno
staining of primary rat hepatocytes and the use of a beta-galactosidase reporter
construct in mouse embryonic stem cells. The cells retained viability for as long
as 7 days. This approach should be amenable for studying the effects of the
deposited material (ECM, polysaccharides, proteoglycans, tethered growth factors,
etc.) on cells and also to allow adhesion of particular cell types to specific loca
tions on the array.

Clark and coworkers (122) have developed a metabolizing enzyme toxicology
assay chip which can be used to assess the biological activity of cytochrome
P450 enzyme-generated metabolites on a variety of cells. This system utilizes
sol-gel encapsulated P450 isoforms arrayed on the slide surface. Prodrugs are
deposited onto the spot, leading to P450-generated metabolites being formed.
Finally a cell layer is stamped onto the surface, exposing them to the synthesized
metabolites. Analysis of cell viability or growth yielded accurate assessments
of cytotoxicity.

Stockwell and coworkers (134) have created microarrays printed with small
molecules impregnated in a biodegradable polymer. Monitoring the growth of
a monolayer of cells grown on ~op of the array for up to 7 days allowed for
assessment of the effects of the slow release of compound. By growing cells
already undergoing RNAi-mediated gene knockdown of seven target genes on top
of microarrays containing 70 compounds, a synthetic lethality screen success
fully identified the effects of combining the DNA antimetabolite macbecinII
and knockdown of TSC2, an mTOR interactor.

4.1.2. Reverse Transfection Arrays

Another exciting application of the cell microarray format is to use nucleic
acid vectors, localized on the array surface, to affect gene expression in cells
grown on the microarray. First described as "reverse transfection" by Ziauddin
and Sabatini (135) in 2001, these researchers printed various plasmid DNA
spots on the array, followed by treatment with a lipid transfection reagent and
culturing of cells on the entire slide surface. DNA was taken up by the cells
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immediately above the arrayed DNA spot, and the resulting effect was seen
after several cell divisions.

Phenotypic effects on the cell layer, such as apoptosis or growth control can
be assayed, as well as analysis of intracellular events such as alterations in Ca
flux or subcellular relocalization of proteins (135-137). Uhler and coworkers
(138) used cotransfection with a reporter plasmid, enabled by cospotted protein
factors that facilitated transfection, to study transcriptional regulation by the
protein kinase PKA. Microarrays containing cells can be fixed and prepared for
various staining techniques. A low-resolution analysis can be performed using
standard microarray scanners; however, motorized microscopes may be needed
for automated analysis of features requiring higher resolution.

Interactions of an overexpressed protein with labeled small molecules
applied to the array can also be observed, thus allowing this approach to be used
in a similar fashion as a protein microarray, with the reverse transfected cell
providing localized production and display of the overexpressed protein. This
approach for high-throughput protein expression and analysis may be of partic
ular utility for membrane proteins, which are difficult to produce in a purified
form. Delehanty et al. (139) used this approach to display single-chain antibodies
on the cell surface, showing apparent affinities within lO-fold relative to their
soluble forms.

In addition, this approach can also be used to determine the effects of gene
knockdown, such as through the use of printed RNAi vectors (140-142).
Genome-wide annotation by loss of function studies is now possible using
available libraries of RNAi vectors (143). As RNAi cell microarrays can hold
several thousand spots of RNAi reagents, whole-genome screens can be carried
out on a small number of slides.

Critical factors required for full development of cell microarrays include a
wider range of biological readouts, high-throughput image analysis, and data
storage and analytical tools. Although this technology is still being developed.
the conservation of reagents and rare cell lines, as well as the uniform scoring
and high-throughput nature of the cell microarray, is likely to motivate contin
ued development of this technology.

5. Tissue Microarrays
Tissue microarrays (TMA) are formally a form of reverse phase arrays, dis

playing uncharacterized mixtures of biological material in defined positions on
the slide surface for analytical probing. First performed in 1998, TMA techno
logy currently allows for simultaneous analysis of up to 1000 tissue samples per
slide (144). Tissue cylinders of approximately 0.5 rom are taken from primary
tissue blocks, and microtome slices are fixed onto the slide surface. Use of these
small specimens maximizes the use of precious biopsy samples. Early concerns
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that this small sample size would not be representative of the larger tissue have
largely been dispelled after numerous studies with cancer tumors showed good
correlations with standard techniques (145-148).

A variety of analytical techniques can currently be performed on the slide,
including immunohistochemistry, fluorescence in situ hybridization, or RNA in
situ hybridization. Because all tissues are analyzed simultaneously with the
same batch of reagents, TMA studies provide an unprecedented degree of stan
dardization, speed, and cost efficiency. Specialized equipment for automated
processing is being developed and is commercially available; however, analysis
of tissue samples is not as straightforward as with protein microarrays. This
technology will allow precious tissue samples to be used for many more assays
than standard methods and presents unique opportunities for sample archiving.

6. Summary
The field of protein microarrays is still emerging, but is poised to achieve its

potential as a tool for dissecting global proteomic diversity. In just a few years,
it has become clear that many of the questions regarding use of proteins on the
microarray platform have been addressed, and that arraying proteins for detection
on microscope slides is a feasible solution for performing proteomic studies.
This highly parallel assay system uses small sample sizes and has been optimized
to work on pre-existing analytical equipment currently used for high-throughput
DNA and RNA analysis.

Production of quality content is critical for developing protein microarrays to
meet their potential. With the ORFeome analysis ongoing, the compilation of
sequence information encoding the human proteome will soon be complete,
providing researchers with the full cDNA library of expressed proteins (149).
However, the roles of these genes will only be understood by carefully express
ing and analyzing the PTM, binding interactions, and enzymatic functions of
their encoded protein products. Defining and producing those proteins essential
for human health will make it possible to routinely use the protein microarray
format for basic research and drug development. Equal to the need for production
of these proteins is the need for specific and sensitive detection reagents. Anti
body, aptamer, and other protein-specific detection technologies are required to
match the growth in purified protein content.

Appropriate use of protein microarrays requires a clear understanding of the
goals of the analysis. Certainly, microarrays can provide unique information for
discovery work in the biological sciences, although the clinical use of this format
has not been developed. Using capture arrays to analyze a patient's immune
responses to pathogens, allergens, tumors, and aberrant reactivity to self-molecules
is likely to provide many new biomarkers for disease states. Proteome arrays
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can be used to assay for global binding interactions and substrate identification.
Developments in enzyme and small molecule assays using microarrays should
provide new opportunities for reducing costs in the drug development process.

In summary, there are a wide variety of applications possible when placing
biological material on a standard microscope slide. In the long view, it is rea
sonable to see the nucleic acid microarray field as a subset of the biological
microarray field, leading the way in development of the format's detection
and analytical tools. With the addition of cell microarrays and TMA, the
"other" microarrays are ready to accelerate drug development and human
understanding.

Acknowledgments
Barry Schweitzer, PhD, Director of Invitrogen's Protein Microarray Center,

is acknowledged for his editing of the manuscript. Greg Michaud, PhD, Senior
Scientist at Invitrogen's Protein Microarray Center, is acknowledged for his
contributions to the figures.

References
1. Lander, E. S., et al. (2001) Initial sequencing and analysis of the human genome.

Nature 409(6822), 860-921.
2. Venter, J. C. et al. (2001) The sequence of the human genome. Science 291

(5507), 1304-1351.
3. Gygi, S. P., et al. (1999) Correlation between protein and mRNA abundance in

yeast. Mol. Cell. Bioi. 19(3), 1720-1730.
4. Mann. M. and Jensen. O. N. (2003) Proteomic analysis of post-translational

modifications. Nat. Biotechnol. 21(3),255-261.
5. Stillman, B. A. and Tonkinson, J. L. (2000) FAST slides: a novel surface for

microarrays. Biotechniques 29(3), 630-635.
6. Rubina. A. Y. et al. (2003) Hydrogel-based protein microchips: manufacturing.

properties. and applications. Biotechniques 34(5),1008-1014. 1016-1020, 1022.
7. Afanassiev, v.. Hanemann, v., and Wolf!. S. (2000) Preparation of DNA and pro

tein micro arrays on glass slides coated with an agarose film. Nucleic Acids Re.\.
28(12), E66.

8. Cretich, M., et al. (2004) A new polymeric coating for protein microarrays. Anal.
Biochem. 332(1),67-74.

9. Angenendt, P., et al. (2003) Next generation of protein microarray support mate
rials: evaluation for protein and antibody microarray applications. J. Chromatogr. A
1009(1-2),97-104.

10. Kusnezow, W. and Hoheisel. J. D. (2003) Solid supports for microarray
immunoassays. J. Mol. Recognit. 16(4), 165-176.

11. Wacker, R.• Schroder. H.• and Niemeyer. C. M. (2004) Performance of antibody
microarrays fabricated by either DNA-directed immobilization. direct spotting. or



90 Samuels

streptavidin-biotin attachment: a comparative study. Anal. Biochem. 330(2),
281-287.

12. Peluso, P., et al. (2003) Optimizing antibody immobilization strategies for the
construction of protein microarrays. Anal. Biochem. 312(2), 113-124.

13. Lue, R. Y., et al. (2004) Versatile protein biotinylation strategies for potential
high-throughput proteomics. J. Am. Chem. Soc. 126(4), 1055-1062.

14. Zhu, H., et al. (2001) Global analysis of protein activities using proteome chips.
Science 293(5537), 2101-2105.

15. Espina, v., et al. (2003) Protein microarrays: molecular profiling technologies for
clinical specimens. Proteomics 3(11), 2091-2100.

16. Tonkinson, J. L. and Stillman, B. A. (2002) Nitrocellulose: a tried and true poly
mer finds utility as a post-genomic substrate. Front Biosci. 7, cl-c12.

17. Kusnezow, W. and Hoheisel, J. D. (2002) Antibody microarrays: promises and
problems. Biotechniques SuppL 14--23.

18. MacBeath, G. and Schreiber, S. L. (2000) Printing proteins as microarrays for high
throughput function determination. Science 289(5485), 1760-1763.

19. Zhou, F. X., Bonin, J., and Predki, P. F. (2004) Development of functional protein
microarrays for drug discovery: progress and challenges. Comb. Chem. High
Throughput Screen 7(6), 539-546.

20. Ringeisen, B. R., et al. (2002) Picoliter-scale protein microarrays by laser direct
write. Biotechnol. Prog. 18(5), 1126-1129.

21. Grubb, R. L., et al. (2003) Signal pathway profiling of prostate cancer using
reverse phase protein arrays. Proteomics 3(11), 2142-2146.

22. van Gijlswijk, R. P., et al. (1997) Fluorochrome-labeled tyramides: use in immuno
cytochemistry and fluorescence in situ hybridization. J. Histochem. Cytochem.
45(3), 375-382.

23. Schweitzer, B., et al. (2002) Multiplexed protein profiling on microarrays by
rolling-circle amplification. Nat. Biotechnol. 20(4), 359-365.

24. Schweitzer, B., et al. (2000) Inaugural article: immunoassays with rolling circle
DNA amplification: a versatile platform for ultrasensitive antigen detection. Proc.
Natl Acad. Sci. U. S. A. 97(18), 10,113-10,119.

25. Haab, B. B. and Zhou, H. (2004) Multiplexed protein analysis using spotted anti
body microarrays. Methods Mol. Bioi. 264,33-45.

26. Hodneland, C. D., et al. (2002) Selective immobilization of proteins to self
assembled monolayers presenting active site-directed capture ligands. Proc. Natl
Acad. Sci. U. S. A. 99(8), 5048-5052.

27. Grus, F. H., Joachim, S. C., and Pfeiffer, N. (2003) Analysis of complex autoan
tibody repertoires by surface-enhanced laser desorption/ionization-time of flight
mass spectrometry. Proteomics 3(6),957-961.

28. Kyo, M., Usui-Aoki, K., and Koga, H. (2005) Label-free detection of proteins in
crude cell lysate with antibody arrays by a surface plasmon resonance imaging
technique. Anal. Chem. 77(22),7115-7121.

29. Yuk, J. S., et al. (2006) Analysis of protein interactions on protein arrays by a novel
spectral surface plasmon resonance imaging. Biosens. Bioelectron. 21(8), 1521-1528.



Microarray Technology 91

30. Cheran, L. E., et al. (2004) Protein microarray scanning in label-free format by
Kelvin nanoprobe. Analyst 129(2),161-168.

31. Li, L., et al. (2002) In situ single-molecule detection of antibody-antigen binding by
tapping-mode atomic force microscopy. Anal. Chem. 74(23), 6017-6022.

32. Savran, C. A, et al. (2004) Micromechanical detection of proteins using aptamer
based receptor molecules. Anal. Chem. 76(11), 3194-3198.

33. Blank, K., et al. (2003) A force-based protein biochip. Proc. Natl Acad. Sci. U. S. A.
100(20),11,356-11,360.

34. McKendry, R., et al. (2002) Multiple label-free biodetection and quantitative
DNA-binding assays on a nanomechanical cantilever array. Proc. Nat! Acad. Sci.
U. S. A. 99(15), 9783-9788.

35. Goh, J. B., et al. (2003) A quantitative diffraction-based sandwich immunoassay.
Anal. Biochem. 313(2),262-266.

36. Zheng, G., et al. (2005) Multiplexed electrical detection of cancer markers with
nanowire sensor arrays. Nat. Biotechnol. 23(10), 1294-1301.

37. Striebel, H. M., et al. (2004) Readout of protein microarrays using intrinsic time
resolved UV fluorescence for label-free detection. Proteomics 4(6),1703-1711.

38. Miklos, G. L. and Maleszka, R. (2001) Integrating molecular medicine with
functional proteomics: realities and expectations. Proteomics 1(1), 30--41.

39. Diamandis, E. P. (2004) Mass spectrometry as a diagnostic and a cancer biomarker
discovery tool: opportunities and potential limitations. Mol. Cell. Proteomics 3(4),
367-378.

40. Robinson, W. H., et al. (2002) Autoantigen microarrays for multiplex characteri
zation of autoantibody responses. Nat. Med. 8(3), 295-301.

41. Lueking, A, et al. (1999) Protein microarrays for gene expression and antibody
screening. Anal. Biochem. 270(1), 103-111.

42. Willats, W. G., et al. (2002) Sugar-coated microarrays: a novel slide surface for
the high-throughput analysis of glycans. Proteomics 2(12), 1666-1671.

43. Uhlen, M. and Ponten, F. (2005) Antibody-based proteomics for human tissue
profiling. Mol. Cell. Proteomics 4(4),384-393.

44. Perlee, L.. et al. (2004) Development and standardization of multiplexed antibod)
microarrays for use in quantitative proteomics. Proteome Sci. 2(1), 9.

45. ShaD, W., et al. (2003) Optimization of rolling-circle amplified protein microar
rays for multiplexed protein profiling. J. Biomed. Biotechnol. 2003(5),299-307.

46. Kopf, E., Shnitzer. D., and Zharhary, D. (2005) Panorama Ab Microarray Cell
Signaling kit: a unique tool for protein expression analysis. Proteomics 5(9),
2412-2416.

47. Potgens, A J., et al. (2002) Monoclonal antibody CD133-2 (AC141) against
hematopoietic stem cell antigen CD133 shows crossreactivity with cytokeratin 18.
J. Histochem. Cytochem. 50(8), 1131-1134.

48. Fouraux, M. A, et al. (2002) Cross-reactivity of the anti-La monoclonal antibody
SW5 with early endosome antigen 2. Immunology 106(3), 336-342.

49. Hoglund, A S., Jones. A. M., and Josefsson, L. G. (2002) An antigen expressed
during plant vascular development crossreacts with antibodies towards KLH (key
hole limpet hemocyanin). J. Histochem. Cytochem. 50(8),999-1003.



92 Samuels

50. Poetz, 0., et al. (2005) Protein microarrays for antibody profiling: specificity and
affinity determination on a chip. Proteomics 5(9), 2402-2411.

51. Bangham, R., et aI. (2005) Protein microarray-based screening of antibody speci
ficity. Methods Mol. Med. 114, 173-182.

52. Michaud, G. A., et al. (2003) Analyzing antibody specificity with whole proteome
microarrays. Nat. Biotechnol. 21(12), 1509--1512.

53. MacBeath, G. (2002) Protein microarrays and proteomics. Nat. Genet. 32(Suppl),
526-532.

54. Haab, B. B., Dunham, M. J., and Brown, P. O. (2001) Protein microarrays for highly
parallel detection and quantitation of specific proteins and antibodies in complex
solutions. Genome Bioi. 2(2), RESEARCHOOO4.

55. Gygi, S. P., et al. (1999) Quantitative analysis of complex protein mixtures using
isotope-coded affinity tags. Nat. Biotechnol. 17(10),994-999.

56. Sreekumar, A., et al. (2001) Profiling of cancer cells using protein microarrays:
discovery of novel radiation-regulated proteins. Cancer Res. 61(20),
7585-7593.

57. Unlu, M., Morgan, M. E., and Minden, J. S. (1997) Difference gel electrophoresis:
a single gel method for detecting changes in protein extracts. Electrophoresis
18(11),2071-2077.

58. Barry, R., et aI. (2003) Competitive assay formats for high-throughput affinity
arrays. J. Biomol. Screen 8(3), 257-263.

59. Yeretssian, G., et al. (2005) Competition on nitrocellulose-immobilized antibody
arrays: from bacterial protein binding assay to protein profiling in breast cancer
cells. Mol. Cell. Proteomics 4(5), 605-617.

60. Olle, E. W, et al. (2005) Development of an Internally Controlled Antibody
Microarray. Mol. Cell. Proteomics 4(11), 1664-1672.

61. Gembitsky, D. S., et al. (2004) A prototype antibody microarray platform to mon
itor changes in protein tyrosine phosphorylation. Mol. Cell. Proteomics 3(11),
1102-1118.

62. Bock, C., et aI. (2004) Photoaptamer arrays applied to multiplexed proteomic
analysis. Proteomics 4(3), 609-618.

63. Nielsen, U. B., et al. (2003) Profiling receptor tyrosine kinase activation by using
Ab microarrays. Proc. Natl Acad. Sci. U. S. A. 100(16),9330-9335.

64. Martin, K., et aI. (2003) Quantitative analysis of protein phosphorylation status
and protein kinase activity on microarrays using a novel fluorescent phosphoryla
tion sensor dye. Proteomics 3(7), 1244-1255.

65. Neuman de Vegvar, H. E., et aI. (2003) Microarray profiling of antibody responses
against simian-human immunodeficiency virus: postchallenge convergence of re
activities independent of host histocompatibility type and vaccine regimen. J.
Virol.77(20), 11,125-11,138.

66. Arnaud, M. c., et aI. (2004) Array assessment of phage-displayed peptide
mimics of Human Immunodeficiency Virus type 1 gp41 immunodominant epi
tope: binding to antibodies of infected individuals. Proteomics 4(7),
1959-1964.



Microarray Technology 93

67. Davies, D. H., et al. (2005) Vaccinia virus H3L envelope protein is a major target
of neutralizing antibodies in humans and elicits protection against lethal challenge
in mice. J. Virol. 79(18), 11,724-11,733.

68. Steller, S., et al. (2005) Bacterial protein microarrays for identification of new
potential diagnostic markers for Neisseria meningitidis infections. Proteomics
5(8), 2048-2055.

69. Hiller, R., et al. (2002) Microarrayed allergen molecules: diagnostic gatekeepers
for allergy treatment. FASEB J. 16(3),414-416.

70. Alcocer, M. J., et al. (2004) The major human structural IgE epitope of the Brazil nut
allergen Ber e I: a chimaeric and protein microarray approach. J. Mol. Bioi.
343(3),759-769.

71. Ridgway, W. M., Weiner, H. L., and Fathman, C. G. (1994) Regulation of autoim
mune response. Curr. Opin. Immunol. 6(6), 946-955.

72. Mattoon, D., et al. (2005) Biomarker discovery using protein microarray tech
nology platforms: antibody-antigen complex profiling. Expert. Rev. Proteomics
2(6),879-889.

73. Robinson, W. H., et al. (2003) Protein microarrays guide tolerizing DNA vaccine
treatment of autoimmune encephalomyelitis. Nat. Biotechnol. 21(9), 1033-1039.

74. Hueber, W., et aL (2005) Antigen microarray profiling of autoantibodies in
rheumatoid arthritis. Arthritis Rheum. 52(9), 2645-2655.

75. Quintana, E J., et al. (2004) Functional imrnunomics: microarray analysis of IgG
autoantibody repertoires predicts the future response of mice to induced diabetes.
Proc. Natl Acad. Sci. U. S. A. 101(Suppl 2), 14,615-14,621.

76. Lueking, A., et al. (2005) Profiling of alopecia areata autoantigens based on pro
tein microarray technology. Mol. Cell. Proteomics 4(9), 1382-1390.

77. Lueking, A.. et aL (2003) A nonredundant human protein chip for antibody
screening and serum profiling. Mol. Cell. Proteomics 2(12), 1342-1349.

78. Gutjahr, C., et aL (2005) Mouse protein arrays from a THI cell cDNA library for
antibody screening and serum profiling. Genomics 85(3),285-296.

79. Canto, E. I., Shariat, S. E, and Slawin, K. M. (2003) Biochemical staging of
prostate cancer. Urol. Clin. North Am. 30(2),263-277.

80. Segal, N. H., et aL (2005) Antigens recognized by autologous antibodies of
patients with soft tissue sarcoma. Cancer Immun. 5, 4.

81. Cekaite. L., et aL (2004) Analysis of the humoral immune response to immuno
selected phage-displayed peptides by a microarray-based method. Proteomics
4(9), 2572-2582.

82. Wang, X., et al. (2005) Autoantibody signatures in prostate cancer. N. Engl. J.
Med. 353(12), 1224-1235.

83. Chan, S. M., et al. (2004) Protein rnicroarrays for multiplex analysis of signal
transduction pathways. Nat. Med. 10(12), 1390-1396.

84. Liotta, L. A., et al. (2003) Protein rnicroarrays: meeting analytical challenges for
clinical applications. Cancer Cell 3(4), 317-325.

85. Calvert, Y. Tang, Y, Boveia, V., et al. (2004) Development of multiplexed protein
profiling and detection using near infrared detection of reverse-phase protein
microarrays. Clin. Proteomics J. 1, 81-89.



86. Geho, D., et al. (2005) Pegylated, steptavidin-conjugated quantum dots are effec
tive detection elements for reverse-phase protein microarrays. Bioconjug. Chern.
16(3), 559-566.

87. Nishizuka, S., et al. (2003) Proteomic profiling of the NCI-60 cancer cell lines
using new high-density reverse-phase lysate microarrays. Proc. NaIL Acad. Sci.
U. S. A. 100(24), 14,229-14,234.

88. Gulmann, c., et al. (2005) Proteomic analysis of apoptotic pathways reveals prog
nostic factors in follicular lymphoma. Clin. Cancer Res. 11(16),5847-5855.

89. Belluco, c., et al. (2005) Kinase substrate protein microarray analysis of human
colon cancer and hepatic metastasis. Clin. Chirn. Acta 357(2), 180-183.

90. Qiu, J., et al. (2004) Development of natural protein microarrays for diagnosing
cancer based on an antibody response to tumor antigens. J. Proteome Res. 3(2),
261-267.

9]. Bouwman, K., et al. (2003) Microarrays of tumor cell derived proteins uncover a
distinct pattern of prostate cancer serum immunoreactivity. Proteomics 3(11),
2200-2207.

92. Nam, M. J., et al. (2003) Molecular profiling of the immune response in colon
cancer using protein microarrays: occurrence of autoantibodies to ubiquitin C
terminal hydrolase L3. Proteomics 3(11), 2108-2115.

93. Janzi, M., et al. (2005) Serum Microarrays for Large Scale Screening of Protein
Levels. Mol. Cell. Proteomics 4(12), 1942-1947.

94. Espejo, A., et al. (2002) A protein-domain microarray identifies novel protein
protein interactions. Biochem. J. 367(Pt 3), 697-702.

95. Newman, J. R. and Keating, A. E. (2003) Comprehensive identification of human
bZIP interactions with coiled-coil arrays. Science 300(5628), 2097-2101.

96. Jones, R. B., et al. (2006) A quantitative protein interaction network for the ErbB
receptors using protein microarrays. Nature 439(7073), 168-174.

97. Boutell, J. M., et al. (2004) Functional protein microarrays for parallel character
isation of p53 mutants. Proteornics 4(7), 1950-1958.

98. Merkel, J. S., et al. (2005) Functional protein microarrays: just how functional are
they? Curro Opin. Biotechnol. 16(4),447-452.

99. Michaud, G., Bangham, R., Salcius, M., and Predki, P. (2004) Functional protein
microarrays for pathway mapping. DDT: Targets 3(6), 238-245.

100. Satoh, J. 1., Nanri, Y., and Yamamura, T. (2006) Rapid identification of 14-3-3
binding proteins by protein microarray analysis. J. Neurosci. Methods. 152(1-2),
278-288.

101. MacBeath, G., Koehler, A., and Schreiber, S. (1999) Printing small molecules as
microarrays and detecting protein-ligand interactions en masse. J. Am. Chem. Soc.
121(34),7967-7968.

102. Hergenrother, P. J., Depew, K., and Schreiber, S. L. (2000) Small molecule
microarrays: Covalent attachment and screening of alcohol-containing small mole
cules on glass slides. J. Am. Chern. Soc. 122(32),7849-7850.

103. Kuruvilla, F. G., et al. (2002) Dissecting glucose signalling with diversity-oriented
synthesis and small-molecule microarrays. Nature 416(6881), 653-657.



Microarray Technology 95

104. Koehler, A N., Shamji, A F., and Schreiber, S. L. (2003) Discovery of an
inhibitor of a transcription factor using small molecule microarrays and diversity
oriented synthesis. J. Am. Chern. Soc. 125(28), 8420-8421.

105. Fang, Y., Frotos, A G., and Lahiri, J. (2002) Membrane protein microarrays. J. Am.
Chern. Soc. 124(11),2394-2395.

106. Huang, J., et al. (2004) Finding new components of the target ofrapamycin (TOR)
signaling network through chemical genetics and proteome chips. Proc. Natl Acad.
Sci. U. S. A. 101(47), 16,594-16,599.

107. Michaud, G., Samuels. M. L., and Schweitzer, B. (2006) Functional protein arrays
to facilitate drug discovery and development. [Drugs, 9(4), 266-272.

108. Hall, D. A, et al. (2004) Regulation of gene expression by a metabolic enzyme.
Science 306(5695), 482-484.

109. Wenschuh, H., et al. (2000) Coherent membrane supports for parallel microsyn
thesis and screening ofbioactive peptides. Biopolymers 55(3),188-206.

110. Lee, S. J. and Lee, S. Y. (2004) Microarrays of peptides elevated on the protein
layer for efficient protein kinase assay. Anal. Biochem. 330(2), 311-316.

111. Rychlewski, L., et al. (2004) Target specificity analysis of the Ab1 kinase using
peptide microarray data. J. Mol. BioI. 336(2), 307-311.

112. Panse, S., et al. (2004) Profiling of generic anti-phosphopeptide antibodies and
kinases with peptide microarrays using radioactive and fluorescence-based
assays. Mol. Divers 8(3), 291-299.

113. Zhu. Q., et al. (2003) Enzymatic profiling system in a small-molecule microarray.
Org. Lett. 5(8), 1257-1260.

114. Salisbury, C. M., Maly. D. J., and Ellman, J. A (2002) Peptide microarrays for the
determination of protease substrate specificity. J. Am. Chem. Soc. 124(50),
14.868-14,870.

115. Ptacek, J., et al. (2005) Global analysis of protein phosphorylation in yeast
Nature 438(7068), 679-684.

116. Feilner, T., et al. (2005) High Throughput Identification of Potential Arabidopsis
Mitogen-activated Protein Kinases Substrates. Mol. Cell. Proteomics 4( I () l.
1558-1568.

117. Lee, J. and Bedford, M. T. (2002) PABP1 identified as an arginine methyltrans
ferase substrate using high-density protein arrays. EMBO Rep. 3(3), 268-273.

118. Funeriu, D. P.• et al. (2005) Enzyme family-specific and activity-based screening
of chemica11ibraries using enzyme microarrays. Nat. Biotechnol. 23(5),622-627.

119. Zhu, H., et al. (2000) Analysis of yeast protein kinases using protein chips. Nat.
Genet. 26(3), 283-289.

120. Cha, T.. Guo, A. and Zhu, X. Y. (2005) Enzymatic activity on a chip: the critical
role of protein orientation. Proteomics 5(2), 416-419.

121. Jung, G. Y. and Stephanopoulos, G. (2004) A functional protein chip for pathway
optimization and in vitro metabolic engineering. Science 304(5669), 428-431.

122. Lee, M. Y.• et al. (2005) Metabolizing enzyme toxicology assay chip (MetaChipl
for high-throughput microscale toxicity analyses. Proc. Natl Acad. Sci. U. S. A.
102(4),983-987.



96 Samuels

123. Sieber, S. A., et al. (2004) Microarray platform for profiling enzyme activities in
complex proteomes. J. Am. Chern. Soc. 126(48), 15,640-15,641.

124. Lin, Y., Patricelli, M. P., and Cravatt, B. F. (1999) Activity-based protein profil
ing: the serine hydrolases. Proc. Natl Acad. Sci. U. S. A. 96(26), 14,694-14,699.

125. Winssinger, N., et al. (2002) Profiling protein function with small molecule
microarrays. Proc. Natl Acad. Sci. U. S. A. 99(17), 11,139-11,144.

126. Speers, A. E. and Cravatt, B. F. (2004) Chemical strategies for activity-based pro
teomics. Chembiochem. 5(1),41-47.

127. Russ, A. P. and Lampel, S. (2005) The droggable genome: an update. Drug
Discov. Today 10(23-24), 1607-1610.

128. Chen, G. Y., et al. (2003) Developing a strategy for activity-based detection of
enzymes in a protein microarray. Chembiochem. 4(4), 336-339.

I29. Angencndt, P., et al. (2005) Subnanoliter enzymatic assays on microarrays.
Proteomics 5(2), 420-425.

130. Gosalia, D. N. and Diamond, S. L. (2003) Printing chemical libraries on microar
rays for fluid phase nanoliter reactions. Proc. Natl Acad. Sci. U. S. A. 100(15),
8721-8726.

131. Ma, H., et al. (2005) Nanoliter homogenous ultra-high throughput screening
microarray for lead discoveries and IC50 profiling. Assay Drug Dev. Technol.
3(2),177-187.

132. Albrecht, D. R., et al. (2005). Lab Chip 5(1),111-118.
133. Flaim, C. J., Chien, S., and Bhatia, S. N. (2005) An extracellular matrix microar

ray for probing cellular differentiation. Nat. Methods 2(2),119-125.
134. Bailey, S. N., Sabatini, D. M., and Stockwell, B. R. (2004) Microarrays of small

molecules embedded in biodegradable polymers for use in mammalian cell-based
screens. Proc. Natl Acad. Sci. U. S. A., 101(46), 16,144-16,149.

135. Ziauddin, J. and Sabatini, D. M. (2001) Microarrays of cells expressing defined
cDNAs. Nature 411(6833), 107-110.

136. Mishina, Y. M., et al. Multiplex GPCR assay in reverse transfection cell micro
arrays. J. Biomol. Screen 9(3),196-207.

137. Conrad, C., et al. (2004) Automatic identification of subcellular phenotypes on
human cell arrays. Genome Res. 14(6), 113~1136.

138. Redmond, T. M., et aI. (2004) Microarray transfcction analysis of transcriptional
regulation by cAMP-dependent protein kinase. Mol. Cell. Proteomics 3(8), 770-779.

139. Delehanty, 1. B., Shaffer, K. M., and Lin, B. (2004) Transfected cell microarrays
for the expression of membrane-displayed single-chain antibodies. Anal. Chem.
76(24),7323-7328.

140. Silva, J. M., et al. (2004) RNA interference microarrays: high-throughput loss-of
function genetics in mammalian cells. Proc. Natl Acad. Sci. U. S. A. 101(17),
6548-6552.

141. Vanhecke, D. and Janitz, M. (2004) High-throughput gene silencing using cell
arrays. Oncogene 23(51), 8353-8358.

142. Wheeler, D. B., et al. (2004) RNAi living-cell microarrays for loss-of-function
screens in Drosophila melanogaster cells. Nat. Methods 1(2),127-132.



Microarray Technology 97

143. Paddison, P. J., et al. (2004) A resource for large-scale RNA-interference-based
screens in mammals. Nature 428(6981), 427---431.

144. Kononen, J., et al. (1998) Tissue microarrays for high-throughput molecular pro
filing of tumor specimens. Nat. Med. 4(7), 844-847.

145. Zu, Y., et al. (2005) Validation of tissue microarray immunohistochemistry stain
ing and interpretation in diffuse large B-celllymphoma. Leuk. Lymphoma 46(5),
693-701.

146. Hoos, A., et al. (2002) Clinical significance of molecular expression profiles of
Hurthle cell tumors of the thyroid gland analyzed via tissue microarrays. Am. 1.
Pathol. 160(1), 175-183.

147. Rubin, M. A., et al. (2002) Tissue microarray sampling strategy for prostate can
cer biomarker analysis. Am. J. Surg. Pathol. 26(3),312-319.

148. Hendriks, Y., et al. (2003) Conventional and tissue microarray immunohistochem
ical expression analysis of mismatch repair in hereditary colorectal tumors. Am.
J. Pathol. 162(2),469---477.

149. Brasch, M. A., Hartley, J. L., and Vidal, M. (2004) ORFeome cloning and systems
biology: standardized mass production of the parts from the parts-list. Genome
Res. 14(10B), 2001-2009.



6 _

Pharmacogenetic Issues in Biopharmaceutical
Drug Development

Robert L. Haining

Abstract
Several converging factors, including the sequencing of the human genome, fine

manufacturing and chemical synthesis processes, and the advent of targeted biothera
peutic molecules, make this an exciting era in personalized medicine. Pharmacogenetics,
the term used to describe idiosyncratic responses to drug therapy having a genetic basis.
has become much more than a few SNPs in some drug-metabolizing enzymes. With the
advent of biopharmaceutical drugs such as monoclonal antibodies, cytokines, and pep
tidomimetics, the term "pharmacogenetics" must be interpreted in a much broader sense.
Indeed, biopharmaceutical agents are often subject to traditional pharmacogenetic
polymorphisms. But much more than that, pharmacogenetics encompasses the use of any
and all genetic information available or obtainable from an individual and/or pathogenic
organisms that can be put into use in clinical practice. By their very nature, many of the
diseases in question are multigenic and do not lend themselves to simple pharmacogenetic
analysis. Some key examples of these and other issues surrounding the use of genetic
information to combat human diseases are presented.

Key Words: Pharmacogenetics; polymorphism: immunogenicity: biopharmaceuticals:
dmg development: antibodies; cytokines: subsets of disease.

1. Introduction and Chapter Scope

1.1. Introduction

With the completion of the human genome sequencing project, our under
standing of the genetic basis underlying idiosyncratic reactions to small-molecule
drug therapy has expanded exponentially. Combined with over four decades of
research into the enzyme families responsible for drug metabolism, it is now
common to see commercially available "gene chips" designed for the purpose
of identifying common single nucleotide polymorphisms (SNPs) and other
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genetic alterations which can result in a "poor metabolizer" phenotype because
of missing or altered enzymatic activity. At this early stage, it is still unusual to
perform genotyping studies prior to initiating drug therapy. In the coming decades,
however, as gene chips and clinical correlations become established, it will
become ever more common for a person to prospectively know what adverse
reactions and diseases they are susceptible to. More so, our understanding of the
genetic basis behind distinct subsets of a disease, and how an individual will
respond to drug, opens the door to individualized therapy.

In the strictest sense, a true pharmacogenetic polymorphism, unlike an
inborn error of metabolism, is defined as a phenotype which is only observed
in a subset of the population following exposure to the drug. In the case of
biopharmaceuticals, however, we must interpret pharmacogenetics in a much
broader sense. That is, the advent of biopharmaceuticals opens the door to truly
individualized medicine based on genetic makeup. Already certain cancers are
treated using the patient's own immune cells, temporarily removed from the
body for supplementation prior to reintroduction. Pharmacogenetics in terms of
biopharmaceuticals may be taken to mean the use of a person's individual
genetic makeup to tailor drug therapy. The distinction lies in the inclusion of
genetic disorders and disease subset, which have a known cause and which may
be treated with biopharmaceuticals.

1.2. Types of Biopharmaceutical Agents Considered

Biopharrnaceuticals too is a term that may take on many meanings and is
undoubtedly defmed in several places throughout this work. From a biotechno
logy standpoint, a "biopharmaceutical" may be defined as any drug that is
produced using biological methods as opposed to strictly chemical methods.
The term can therefore include small molecules produced by biotechnological
as opposed to chemical means. In the following article, however, I will restrict
the definition of biopharmaceuticals largely to macromolecular drugs which
mimic naturally occurring substances. In particular, I will limit discussion to
proteinaceous biopharmaceuticals, up to and including peptidomimetics drugs
which mayor may not contain biologically cleavable peptide bonds. The reader
interested in nucleic acid-based therapies such as RNAi will unfortunately be
disappointed, as only one example is mentioned (asthma). The decision to
limit discussion to protein-based drugs is based on the realization that the term
"pharmacogenetics" becomes substantially blurred when referring to drugs
that are, in fact, genetic material. The author recognizes, however, that nucleic
acid-based therapies are a tremendous potential source of biopharmaceutical
agents which open the door to truly individualized medicine based on genetic
makeup. However, in the interests of highlighting more traditional pharmaco
genetic aspects of biopharmaceutical agents, it was felt that inclusion of nucleic
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acids was beyond the current scope. In this chapter then, I shall consider several
examples which illustrate some of the successes and failures in a pharma
cogenetic approach to protein-based biopharmaceutical drug development
and utilization.

2. Overarching Pharmacogenetic Issues Regarding Biopharmaceuticals
2.1. Which Polymorphisms Are Important? Clinical Correlations
and Statistics

Beyond cataloguing the extent of genetic variability in the human popu
lation, many hurdles remain before we can put the information gleaned from the
human genome sequencing project into clinical practice. Once the polymorphisms
are identified, genetic information must then be obtained in a high-throughput
manner so that enough data exist to confirm clinical correlations in a statistically
meaningful manner. The enormous amount of information this entails means
that the field of bioinformatics is critical to the success of pharmacogenetic
applications (1). Several online databases exist for this purpose, such as LocusLink
(http://www.ncbLnlm.nih.govlLocusLinkI), dbSNP (http://www.ncbi.nlm.nih.gov/
SNP/) , and RefSeq (http://www.ncbLnlm.nih.gov/LocusLinklrefseq.html).
Go!Poly is a recent addition which extracts human gene-linked sequence
variations of all common types (SNP, insertion-deletion, simple tandem repeat.
and complex nucleotides variations) from public resources. Polymorphism data
are then categorized into different genetic loci, and the reference sequences
given by LocusLink are used for positioning (2) . Tools such as these along with
many more clinical correlation studies are needed to realize the full potential of
pharmacogenetics.

2.2. Immunogenicity and the HLA Locus

Without doubt, one of the largest and most consistent sources of interindividual
variability in response to biopharmaceutical drugs lies in the patient's immune
response. This can take the form either as a desired course of the drug pharma
cology, as with cytokines and monoclonal antibodies (MAbs), or of an unwanted
host response to the introduction of a foreign antigenic protein. By definition, a
polymorphic pharmacogenetic response is idiosyncratic, Le., not within the
normal range of response. In the case of the immune system, many factors may
contribute to natural, nongenetic variability including health, diet, smoking his
tory, coadministered drugs, and so on. From what we have learned from the
pharmacogenetics of nonbiopharmaceutical agents affecting the immune system,
the classic case of polymorphism involves the major histocompatibility complex
(MHC) proteins. These proteins, also known as human leukocyte antigens
(HLA), are encoded by a cluster of genes residing at the HLA locus of human
chromosome 6. They were named based on their heavy involvement in tissue
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graft rejection. Note the word "histocompatibility" literally means the ability of
tissues to get along with each other. This process of self- vs nonself-recognition
and subsequent rejection of nonself-tissue is mediated by cells of the immune
system, Le., human leukocytes, thus the name human leukocyte antigens and
the nomenclature for the genetic locus encoding these proteins.

Early examples exist in which HLA mutations were found to be important
in the pharmacogenetics of disease, one of the earliest being the role these
antigens play in the treatment of rheumatoid arthritis (RA) (3). Even before
that, it was known that polymorphisms within the HLA locus were related to the
development of complex diseases such as juvenile diabetes (4). It is now known
that several alleles make up the HLA locus, and that the complex pattern of
inheritance of these alleles determines an individual's response to a particular
antigen. More important to future drug development is an overall general under
standing of why the HLA gene products are important in pharmacogenetic
polymorphism. Such an understanding is crucial to our discussion of the real
and possible ramifications of the use of biopharmaceutical agents. For starters,
small-molecule drugs are themselves frequently reactive or may be bioactivated
by human drug-metabolizing enzymes which are then capable of conjugation
with normal cellular macromolecules, including proteins. This process can directly
alter the functional properties of the protein, for example, in the case of drugs
that are known suicide inhibitors of enzyme activity. Alternatively, the direct
effect on the modified protein may only be marginal, yet the modification may
introduce an antigenic determinant which is foreign to the host immune system
in a process known as haptenization, which can then cause the host to elicit an
immune response against the modified protein. In the worst cases, this immune
response is not specific to the hapten in question but can extend to the normal
protein as well causing unwanted side effects. Cells and organs which are most
highly exposed to drug are naturally the most affected by haptenization, thus
hepatotoxicities and/or disorders of red blood cells are often apparent in drug
induced autoimmune disorders (5).

On a philosophical level, the job of the MHC proteins in a cell is to conti
nually sample all of the antigens in the cell's environment, from both the inside
and the outside, in order to make a determination regarding its own health that
it is able to convey to the immune system. Should the cell be infected with a
virus or vastly overexpress a given protein, this sampling in effect means the
cell is continually offering itself up for examination and potential elimination
by the immune system. It achieves this through the natural recycling processes
that must occur in order for a cell to regenerate itself. That is, during its life
time, oxidative damage and toxic insults continually damage cell components,
often causing them to act in a defective or abnormal manner. These proteins and
other cell components must therefore be replaced. In the case of proteins, this
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process often first involves ubiquitination (see below) in order to tag the pro
teins for degradation. Once tagged, they can be more efficiently shuttled about
and hydrolyzed by cellular proteases into smaller "chunks" of amino acids.
Peptides of 8-10 amino acids in length fit a binding pocket in the MHC protein,
whose job is then to display this peptide antigen on the surface of the cell. A
complementary binding protein found on the surface of immune cells is then
able to recognize the displayed antigen. If it recognizes the displayed antigen
as a part of a viral protein or an excess amount of normal protein (as in many
cancers), a cascade of immunologic events leading to target cell death may be
initiated. It is the specificity of the relationship between MHC protein and
processed antigen which determines how tightly the two will bind and thus how
strongly they will be held on the cell surface. This interaction is therefore
unique to both antigen and MHC protein and is crucial for the recognition of
this antigen as natural or foreign in origin.

As most biopharmaceuticals drugs approved to date are proteinaceous in
nature (MAbs, cytokines, and enzyme replacement therapies), they too are
subject to proteolytic processing and antigen display. Thus we can expect poly
morphisms to arise in the display of novel antigens found in biopharmaceutical
drugs. In the case of MAbs, the hope is for the MAb to stimulate a specific
immune response without itself eliciting an immune response from the host.
However, in practice, even very minor differences between recombinant
immunoglobulin molecules and normal human antibodies will eventually be
recognized and become limiting to use, the only real question appears to be
"when?" The formation of neutralizing antibodies may make subsequent doses
ineffectual at best or cause a severe hypersensitivity reaction to the drug. If the
immune response can be effectively slowed, however, several courses of MAb
therapy may be tolerated before the host response to foreign antigen (MAb)
becomes limiting.

Complicating the above is the realization that other components of the bio
pharmaceutical formulation may also have the ability to trigger an immune
response. For example, the agent may be contaminated by other protein antigens
arising from the organism used to produce it. Unlike small-molecule drugs
which lend themselves to entirely chemical synthesis methods, biopharma
ceutical drugs are more practically synthesized in a "bioreactor"- a nonhuman,
cell-based approach to the overexpression of a therapeutic protein, typically
Escherichia coli, yeast, or plant-based bioreactors. Contaminant protein antigens
can be extremely difficult to remove and under the proper genetic background
conditions, idiosyncratic hypersensitivities may result. The clinical end result
may then be the stoppage of treatment because of toxic side effects. In the case
of a biopharmaceutical derived from a bacterial source, for example, the pres
ence of contaminating bacterial proteins or other components can profoundly



104 Haining

influence the overall immune response. An immune system primed by bacterial
components into hyperactivity will more readily overact to the foreign antibody.
A further potential contributor to immunogenicity lies in posttranslational
modifications. Such alterations may be unique to the bioreactor cell type,
potentially resulting in unexpected or otherwise unwanted, nonhuman epitopes,
similar to the process ofhaptenization. Particularly in the case of generic versions
soon developed from existing biopharmaceuticals which are destined to go off
patent in the coming years, the immunogenicity of the formulation itself
becomes extremely important. Any such generic agents in development would
be wise to take this into consideration. Along these lines, many biopharma
ceutical drug developers are moving to the use of the plant bioreactors rather
than yeast or bacterial versions which reduce some of these contamination and
immunologic issues.

2.3. Ubiquitination

Another process common to many proteins within the cell during recycling
and regeneration of cellular components is that of ubiquitination. One of the
first steps in eliminating a normal protein gone bad is the recognition of insta
bility. Often, cell components can be salvaged by refolding upon a "chaperonin"
or so-called heat shock protein, so named because of their expression during
times of cellular stress. However, beyond a certain point, the protein itself may
be designated as unsalvageable and therefore relegated for parts. This is what
ubiquitination does-marks the protein for destruction and parting out.
However, polymorphisms can exist within the enzymes which carry out this
process, resulting in interindividual variability in the ability to clear unwanted
proteins. In the case of biopharmaceuticals, what this means is that for every
novel protein or protein-like substance introduced into a human, part of its
clearance pathway may involve ubiquitination, and this process is subject to
genetic variation. Variations in such ubiquitin-related genes have been implicated
in a number of diseases, such as cancer and viral infections. Hence, in addition
to its potential for general defects in the clearance of biopharmaceutical agents,
this pathway is itself a target for new drug discovery (6).

2.4. Drug Targeting: Tissue Issues

Because of their typically macromolecular nature, biopharmaceutical drugs
generally either are unable to effectively penetrate to the interior of cells or do
not retain their antigen-binding characteristics in the cellular environment.
Recently, a class of antibody-derived therapeutic molecules termed "intrabodies"
has been investigated and found to possess the ability to enter cells (7). This
raises the possibility of monoclonal intrabodies targeted to internal cell compo
nents, a potentially very useful therapeutic approach. However, these drugs have
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yet to realize any real benefit in humans. Related to the inability of biopharma
ceuticals to enter cells is the fact that they do not readily cross the blood-brain
barrier. Despite an explosion in our understanding of the genetic basis behind
many common neurological disorders and the identification of many new drug
targets, the usefulness of biopharmaceuticals in this regard has therefore hitherto
been extremely limited. For this reason, despite an intense personal interest in
eNS disorders, discussion of the pharmacogenetics issues surrounding them
has been omitted from the current work.

The fact is that most biopharmaceutical drugs must be administered by direct
injection. Nonetheless, imaginative approaches are being explored whenever
feasible, as illustrated by a new class of antiasthma drugs based on the concept
of RNA interference. Because the target organ in this case is accessible from the
atmosphere, an inhalant form of RNAi drug has been developed in which a
solution of the RNA molecule drug is first dispersed into tiny droplets (8).
Though limited in this case to the lung, the ability to target a very specific gene
product has obvious and exciting ramifications which may well be termed
"pharmacogenetic". For example, an allelic variant of the Alzheimer's beta
amyloid precursor protein which is unstable and lends itself to aggregation and
the carrier individual to Alzheimer's disease could potentially be shut off using
an RNAi molecule specific for the allelic variant, whereas leaving the expression
of the nondisease-related allele(s) untouched. This idea cannot be considered
revolutionary in this era; the revolution required is getting the drug molecule to
the site where it can be effective. Though experimentally proven feasible in
rodents to introduce an RNAi molecule directly into the brain and have it produce
a desired effect (9.10), these techniques are not suited for human use. However,
because of its tremendous promise, this is likely to be a hot area of research in
the coming decades.

3. Selected Examples of Biopharmaceuticals Exhibiting Clinically
Observable Pharmacogenetic Polymorphisms
3.1. Agammaglobulinemia

Despite the above discussions of MAbs, an even earlier clear-cut case of a
pharmacogenetic polymorphism involving a biopharmaceutical agent has
been in use in clinical practice for many years. That is, approximately 50
years ago, Ogden Bruton, considered the father of the study of genetically
determined immune deficiency syndromes, discovered a young patient who
was abnormally sensitive to bacterial infection (for a review, see [11J). Although
the newly discovered antibiotic wonder-drugs (at that time) cured each infec
tion, the boy would subsequently relapse with another infection. Eventually,
periodic injection of nonspecific human gamma globulin was found to "cure"
this patient.
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The genetic basis for the low levels of circulating gamma globulin which
characterizes this disorder was traced back to mutations on the X-chromosome,
now known to be highly varied (12), and this disorder became known as
Bruton's agammaglobulinemia. However, other genetic loci can result in an
identical phenotype as evidenced by forms of this disease which do not carry
X-chromosome mutations (13). Such autosomally inherited defects have been
found in genes encoding the immunoglobulin mu heavy chain, the immuno
globulin alpha chain, and the lambdaS component ofpre-B-cell receptors (14).
Thus, this polymorphic disorder, having distinct genetic subsets with the same
phenotype, resulting in an idiosyncratic response to bacterial infection and
antibiotic therapy and subsequently treated with a biopharmaceutical agent
(IgG), may well be the first documented case of a pharmacogenetic polymor
phism involving a biopharmaceutical agent.

3.2. Rituximab and ADCC Fe Polymorphisms

MAbs are front-line biopharmaceutical agents that have shown tremendous
potential and growth. Originally of mouse origin, the first MAbs were fraught
with complications centering on their unfortunate ability to generate an immune
response in the host against the therapeutic agent itself. Technological advances
(15), including the use of chimeric and humanized MAbs, as well as the masking
of epitopes and stabilization of the molecule through polyethylene glycol con
jugation (pegylation), have overcome many of these obstacles to make MAbs
viable therapeutic alternatives. Nevertheless, on widespread application in the
general population, some of these nontraditional drugs have been shown to
exhibit very traditional polymorphic multimodal behavior characteristic of a
genetic effect.

Rituxan™ (rituximab) was the first MAb available in the United States for
the treatment of cancer. It was approved in 1997 for the treatment of non
Hodgkin's lymphoma (NHL), a B-cell-proliferative defect, in particular low-grade
or follicular NHL in which the causative cell type is shown to carry the CD20
cell surface marker. Already arguably a case of pharmacogenetics at work,
given the subset of NHL known to respond to rituximab therapy (CD20 posi
tive or CD20+), the more traditional pharmacogenetic point I wish to illustrate
concerns the efficacy of Rituxan in that subset for which it is used. A bit of
understanding regarding the pharmacological mechanism of rituximab is in
order. Like many MAbs, the idea behind using a tight binding antibody is often
to stimulate the body's own immune system into better recognizing the target
antigen. In the case of CD20+ NHL, the binding of Rituxan to the CD20 surface
antigen results in both complement-mediated cell lysis and antibody-dependent
cellular cytotoxicity (ADCC), processes which rely entirely on the immune sys
tern's recognition of the antigen-antibody complex.
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Despite its remarkable success in tumor response (16-18), a certain subset of
patients who are CD20+ still do not respond to rituximab. In 2003, a major
cause of nonresponse was discovered in a study examining the effectiveness of
rituximab in reducing the CD20+ B-cell population in systemic lupus erythe
matosus (19). These authors examined genetic polymorphisms encoding the Fe
receptors (FeR) on effector cells involved in the recognition of the antigen
antibody complexes required for drug efficacy. In particular, an isoform of the
FcRIlla receptor exists which is a poorer binder of the Fc portion of the rituximab
molecule than the "normal" receptor. This receptor is found on the surface of
natural killer cells, thus a poorer binding variant reduces the ability of these
cells to carry out the ADCC necessary for drug effectiveness. Moreover, it was
determined that a single amino acid change at position 158 of this receptor
appears to be the major culprit in this polymorphic response.

Not to detract from the success story that is Rituxan, however, combination
therapy with immune response stimulators appears able to overcome the limi
tations inherent in homozygotic carriers of the 158F FcRIlla allele. In June
2004 at a meeting of the American Society of Clinical Oncology (ASCO),
Chiron BioPharmaceuticals Corporation announced the initiation of a new
Phase II study of ProleukinR (aldesleukin) interleukin-2 (IL-2) plus rituximab
in rituximab-naive patients with low-grade NHL. Based on their data, a 31 %
response rate to rituximab combination therapy was achieved in carriers of the
reduced-binding FcRIIla allele. Clearly, other factors are at play, many of which
undoubtedly have a genetic basis. Nonetheless, this is an exciting development
in our understanding of the pharmacogenetic issues surrounding the effectiveness
of biopharmaceutical agents. Because of its success, Rituxan is also now used
widely for other CD20+ problematic cell disorders, including Waldenstrom's
macroglobulinemia (20,21), RA (22,23), SLE (19), posttransplant lympho
proliferative disorder (24), Sjogren's syndrome (25), opsoclonus-myoclonus
syndrome (26), and the list keeps growing (27,28).

3.3. Herceptin and fGFR Polymorphisms

Like rituximab, the story of Herceptin, which goes by the generic name
trastuzumab, is one without which any discussion of pharmacogenetic issues in
biopharmaceutical drug development would be incomplete. Both agents recognize
protein antigens found on the surface of cancerous cells in greater abundance
than on normal cells. But this is where the similarities stop. Herceptin is a
humanized antibody developed by Genentech BioOncologyTM and approved for
use in the United States in 1998. Unlike rituximab, the mechanism of action
behind Herceptin is not the induction of cell killing via complement-mediated
lysis or ADCC but rather the disruption of the normal cellular signaling processes
which are involved in the abnormal rate of cell division characteristic of cancer.
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In a certain subset of breast tumors, an overabundance of the human epidermal
growth factor receptor, HER2, is associated with aggressive tumor growth and
a poor response to traditional chemotherapy. Following Herceptin's discovery
and widespread usage, breast tumors are now routinely screened for HER2 status.
Originally done by immunohistochemical means, Genentech BioOncologyTM
codeveloped the OAKO HercepTest@ to help identify those patients most likely
to benefit from Herceptin therapy. Additional studies confirmed a chromosomal
abnormality common to patients overexpressing HER2 which could then be used
in a genetic screen for Herceptin sensitivity via fluorescence in situ hybridi
zation (http://www.herceptin.coml).

The HER2 gene is considered an oncogene, i.e., one which is found in
normal cells but which can then become associated with cancer progression.
Early in the search for the underlying genetic basis for cancer, systems involving
growth factors were of special interest for obvious reason. Thus it is perhaps not
surprising that the family of genes encoding for receptors of these growth factors,
the so-called epidermal growth factor receptors or EGFRs, are now prime targets
of biopharmaceutical agents. The use of Herceptin in combination with tradi
tional chemotherapy has shown a survival benefit in women with metastatic
HER2-positive breast cancer when compared to women treated with chemo
therapy alone (29), a feat which very few therapies have been able to demonstrate
in this type of breast cancer.

Interestingly, the pharmacogenetic aspects of Herceptin therapy are still
being discovered, in large part because of its relative infancy compared with
traditional chemotherapeutic agents. For example, a small percentage of patients
administered Herceptin develop ventricular dysfunction and congestive heart
failure. However, on coadministration of Herceptin with anthracyclines, this
small percentage with heart problems jumps to a much higher level (-25%)
(30), thus it is important to monitor the cardiac function of patients undergoing
Herceptin therapy. At this time, it is unknown why a certain subset of patients
are subject to this polymorphic response, but the cause can and will almost
certainly be traced back to genetics in the not-too-distant future.

3.4. Imatinib Mesylate (Gleevec) for Patients with bcr/abl-Positive
Chronic Myelogenous Leukemia

Of the examples examined herein, Gleevec is arguably the least "biopharma
ceutical" of them all, being much more like a small molecule than a protein.
Nonetheless, given the amide bond and activity of this drug as an antagonist of a
protein phosphorylation enzyme, it may still be characterized as a peptidomimetic
agent, defined as any compound that mimics the biological activity of a
peptide but not necessarily containing enzymatically cleavable peptide bonds
(http://www.chemicool.comldefinitionlpeptidomimetic.html). Definitions aside,
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the clear-cut case of pharmacogenetic polymorphism makes it an attractive
story for presentation here. As a cytochrome P450 3A4 substrate, polymor
phisms within this enzyme are likely to affect its pharmacokinetics (31).
However, this is not where our current story lies.

Notably, the genetic alteration behind the pharmacological action of Gleevec
is relatively large as opposed to comparatively minor SNPs or exon deletions.
In this instance, portions of chromosomes 9 and 22 in fact undergo a reciprocal
translocation, i.e., whole chunks ofthese two human chromosomes are swapped.
As is the case with many cancers, such chromosomal rearrangements are not at
all uncommon. However, in this instance, the "new" chromosome 22 encodes
for an aberrantly regulated enzyme with tyrosine kinase activity from the newly
formed BCR-ABL oncogene. Unfortunately, this arrangement allows certain
white blood cell types to divide uncontrollably resulting in chronic myelogenous
leukemia (CML), among other disorders. This tyrosine kinase is connected
through cell-signaling pathways involving phosphoinositide 3-kinase (32), among
others, which directly results in the cancerous phenotype. Thus Gleevec is the
first drug to directly target a cancer-causing protein.

Though truly a pharmacogenetic polymorphism in that only those leukemia
patients who have this chromosomal rearrangement (termed the "Philadelphia
chromosome") are likely to benefit from Gleevec therapy in the first place,
this is not where the pharmacogenetic polymorphism story of Gleevec ends.
That is, 60-70% of patients treated in the blast phase of the disease (char
acterized by rapid proliferation and numerous circulating blast cells) become
resistant to the drug, whereas resistance is only rarely seen during treatment
in chronic phase patients. As reported by Gorre and others (33), one cause for
this resistance is a further mutated form of the Bcr-Abl gene that is less able
to bind Gleevec.

3.5. Kineret (Anti-IL-l) for Rheumatoid Arthritis

Kineret (generic name anakinra) is a biopharmaceutical agent with tremendous
potential and power in inflammatory disorders such as RA which targets the
inflammatory mediator interleukin I (lL-I). This cytokine has numerous functions,
not the least of which is the induction of a local loss in proteoglycans, a class
of cell surface proteins conjugated to complex sugars. This loss of proteo
glycans is mediated normally through the binding of IL-I to the IL-I receptor
IL-IR1, in tum leading to the cartilage degradation characteristic of RA. IL-I is
found in the joints of RA patients at much higher levels than normal (34), too
high for the naturally occurring receptor antagonist IL-IRa to cope (35,36).
Thus, the strategy behind Kineret is to add exogenous IL-I receptor antagonist
in an effort to stop the damaging activities caused by excess IL-I (37) Approved
in November 2001, Kineret is the first such drug to employ this strategy and can
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be used alone or in combination with strategies which employ an antitumor
necrosis factor (anti-TNF) approach (38). Anakinra itself differs from native
IL-IRa only in the addition of a methionine residue at the N terminus to its
normally 152 amino acid length as a result of the E. coli expression system used
to produce it. For this reason, persons sensitive to proteins produced in E. coli
are advised to avoid this product (http://www.kineretrx.com/) and this known
sensitivity will present extra concerns for future generic equivalents.

Soon after its introduction it was noted that the response to Kineretlanti-TNF
therapy varied substantially between individuals, leading to the search for a
genetic polymorphism behind this response. And indeed, much progress has
been made in understanding the result of polymorphism in genes of the IL
variety, found on human chromosome 2. For illustrative purposes of the pharma
cogenetic aspects of biopharmaceutical agents, we focus on a point mutation at
position +4845 of the IL-IA which was associated with this response. As reported
at the 66th Annual Scientific Meeting of the American College of Rheumatology,
the overall response rate of 91 patients to analdnra was 48% (44/91 patients).
However, carriers of the rarer allele at ILIA (+4845) responded 63.4% of the
time vs only 26.3% in noncarriers (39). Perhaps even more important in terms
of pharmaceutical development, Bansback et al. (40) showed that PG testing
was economically feasible and practical to consider prior to initiation of therapy
against RA.

3.6. Human Growth Hormone Therapy and Receptor Gene
Polymorphism

Human growth hormone (GH) is a protein normally expressed in the human
pituitary gland throughout a person's lifetime in response to signals from the
hypothalamus region of the brain. Of the many other hormones and growth
factors found in the body, GH is the major regulator of growth. In childhood,
this translates into stimulation of bone elongation and tissue growth. In adult
hood, GH continues to be important by regulating not only bone density but
also cholesterol levels, roles extremely important in preventing osteoporosis
and heart disease, respectively (http://www.gene.comlgene/products/educationl
biotherapeutics/growthhormone.jsp). For children with short stature because of
GH deficiency (GHD), GH replacement therapy with the biopharmaceutical
equivalent is now standard therapy.

Studies of interindividual variability to GH therapy have revealed many
numerous variables but only partially explain the clinical observations. As with
other examples herein, an obvious place to look for a pharmacogenetic response
to GH would be in the receptor(s) which mediate its action. Not surprisingly, a
report in 2005 from Jorge et al. (41) reveals an association between response to
GH and a polymorphism within the GRR gene. These authors found a significant
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correlation between patients carrying at least one copy of an exon-3-deleted
allelic version of GHR and those without to growth velocity in 58 children in
their fIrst year of GH replacement therapy, as well as a correlation to adult height
in 44 patients who had been receiving GH therapy indiscriminate of genotype
after 7.5±3.0 yr of therapy. Apparently, the growth abnormalities in those indi
viduals who do not have two normal copies of the GHR gene (exon-3 inclusive)
may partially be explained by GHR polymorphism.

4. The New Pharmacogenetics Paradigm: HosVPathogen Interactions
Like disease susceptibility genes within our own genomes, a large source of

genetic variability arises because of the genomes carried within the infectious
organisms which are external causes of disease. Application of pharmacogenetic
knowledge to the treatment of infectious diseases thus requires consideration of
both the host and pathogen genomes (42). With our increased knowledge in the
fIeld of comparative genomics, scientist are becoming ever more aware that
pharmacogenetic polymorphism with the use of biopharmaceuticals and small
molecule drugs alike is not an isolated phenomenon. Genetic variability exists
at all levels of the disease process as well as the intervention process. Often the
task lies in sorting out the complexities behind genetic vs environmental variables
and clinically important vs useful vs unimportant differences in DNA sequence
between individuals. The following are instances in which PG knowledge has
been applied to explain and understand observed polymorphisms in response to
drug therapy against infectious organisms.

4.1. Response of Hepatitis C Virus to Interferon Therapy

Interferon (IFN) is a human cytokine that is used as a biopharmaceutical agent
for a number of diseases involving the immune system and, as is seemingly the
norm, exhibits a polymorphic response. Within a population, responders and
nonresponders are the most often recognized outcome. All hepatitis C virus
(HeV) treatment protocols currently in use are based on IFN products, generally
in combination with nucleoside analog viral inhibitors owing to the low sustained
responses observed with IFN alone. At least fIve IFN preparations have been
approved in the United States for the treatment of chronic hepatitis C in adults,
including interferon alpha-2a (Roferon-A; Hoffmann-La Roche), inteferon alpha
2b (lntron-A; Schering-Plough), interferon alfacon-l (Infergen; Intermune).
peginterferon alpha-2b (peg-Intron; Schering-Plough), and peginterferon alpha-2a
(Pegasys; Hoffmann-La Roche). The latter are examples of biopharmaceutical
agents improved via conjugation of a polyethylene glycol moiety to the drug in
question. Advantages of the pegylated forms include higher stability and lower
immunogenicity, making them more suited for long-term therapy with less
frequent injections required.
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But the pharmacogenetic story does not begin here. In the first place, most of
us are already familiar with the fact that hepatitis is not a single human disease
but rather a broad classification of disease within a given organ (the liver),
exhibiting shared symptoms but having varied causes. Thus it only needs point
ing out because it is so familiar and in fact old, the reader may not recognize it
as a case of the "new pharmacogenetics": disease subsets which can be targeted
individually for maximum pharmacological response. One cause of human
hepatitis is infection with the blood-borne pathogen HCV. The next level of
pharmacogenetics of this story lies in the subsets of HCV. That is, through
today's technology, it is not at all beyond reason (though easily beyond cost!
benefit in most cases) to individually sequence the entire genome of an infectious
organism; thus for smaller genomes typically carried by viruses such as HCV,
several subtypes are recognized in the causation of human liver disease.

4.1.1. Hepatitis C Virus Type 1 and IFN/Ribavirin Combination Therapy

In 2003, Yee et al. reported on a pharmacogenetic response to interferon
alpha (IFN-a) treatment in a subset of Caucasian hepatitis sufferers carrying the
HCV type 1 virus. Within the HCVl subtype, these authors examined two SNPs,
one at nucleotide position -318 in a viral gene promoter region and another at
+49 in a coding region (exon 1) of that gene. The gene in question is called the
cytotoxic T-Iymphocyte (CTL) antigen 4 gene and, as its name implies, encodes
a protein recognized by CTLs. Patients infected with HCV1 were first separated
into two groups of equal size, strong responders (SR) vs nonresponders (NR),
following treatment with IFN-a in combination with ribavirin. SRs were found
to have a much higher frequency of the +49G polymorphism both alone and in
haplotype combination with the -318C promoter polymorphism than NRs.
Importantly, these associations persisted after multivariable analysis. In addition,
no relationship was found with nontype 1 HCV viruses. Thus in the HCVl sub
type, it appears that two SNPs in a single gene carried by this virus largely
determine the response to IFN-a combination therapy (43).

4.1.2. Hepatitis C Virus Type 2b and IFN Monotherapy

More recently, Tanabe et al. reported on real-time pharmacogenetic poly
morphisms of the viral genome in carriers of the hepatitis C virus 2b subtype
(HCV2b) in response to IFN monotherapy in a Japanese population. That is,
some viral genomes have long been known to undergo rapid mutation during
the course of an infection in order to evade the host immune response. These
authors sequenced the complete genome of the HCV2b virus in a group of hepa
titis patients before, during, and after IFN treatment over a period of years to
scan for all genetic changes that occurred during the infection and subsequent
treatment. In particular, they were interested in those alterations that resulted
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not in a sustained viral response (sVR), but rather in a sustained biochemical
response (sBR) but with persistent viral loads. A set of five such patients, along
with a set of five patients exhibiting no measurable response at all (NR), was
examined for comparison. Interestingly, these investigators found that the over
all substitution rate of amino acids in the full-length HeV genome was higher
in the sBR group than in the NR group. Furthermore, these authors were able
to pinpoint the major proteins affected by these genetic coding changes and
found that the amino acid changes cluster to those regions of proteins, in par
ticular the NS4A antigen, which are normally recognized by the HLA class I
proteins of the human immune system. The flip side of the coin mentioned in
Section I, in which HLA genetic polymorphisms result in variable susceptibility
to hypersensitivities and other disorders, in this case, the viruses in the sBR group,
appears to have undergone more rapid mutation in the antigens which cause
them to be recognized by the immune system via HLA, thus evading it (44).

4.2. HIV

Owing to the intensive investigations over the last decades, a comprehensive
review of the pharmacogenetic issues surrounding HIV-AIDS progression and
treatment would fill volumes. Thus I have little hope of serving the topic justice
here. Beyond the variability within host and pathogen genomes as with HCV
discussed above, the treatment of HIV involves multiple drugs of differing classes
administered simultaneously. Overlapping resistances to one or more classes of
drug are not uncommon. At least one commercially available test is designed to
screen HIV genomic mutations known to confer resistance to specific antiretro
viral drugs. The TRUGENETM HIV-I Genotyping Kit and OpenGene™ DNA
Sequencing System were approved by the FDA in 200 I as an integrated system.
Using this system, a patient's blood sample is simply sent to one of the scores
of laboratories qualified to carry out the test, which is continually updated with
new pharmacogenetic polymorphisms as they are discovered and verified.

Some of the more important traditional pharmacogenetic polymorphisms
that have appeared following widespread application of highly active anti
retroviral therapy (HAART) include differences in drug metabolism through
cytochrome P450, as exemplified by CYP2D6, and clearance through the
p-glycoprotein drug transporter (mdr gene product) (45). Other polymorphisms
have become apparent within the HIV pathogen which relate to small-molecule
pharmacogenetics. For example, strains of HIV more prominent in Africa
(HIV-A and HIV-C) have been shown to carry HIV-protease genes containing
mutations within the protease inhibitor binding site which decrease their bind
ing potential to protease inhibitor drugs as compared to the HIV-B strains to
which the drugs were developed (46). However, HAART therapy appears
to be just as effective in African patients carrying non-B strains of HIV (47).
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In addition, known pharmacogenetic polymorphisms in human lILA genotypes
influence potentially fatal hypersensitivity to some AIDS drugs such as abacavir
(reviewed by Martin) (48). In particular, patients carrying the lILA-B*570l
allele are over loo-fold more likely to exhibit this response (49).

Some of the earliest applications of biopharmaceutical agents aimed at HIV
AIDS followed the discovery of the gp120/CD4link:, in which it was learned of
the specific binding requirement between viral coat glycoprotein (gp120) and a
surface marker on white blood cells that initiated the entry of the HIV genome
into the host cell. Early strategies to block this interaction via MAbs and/or
soluble CD4 antigens were met with much hope but little success. However,
one of the currently hot drug targets in anti-HIV therapy involves the human
chemokine 5 coreceptor (CCR5), a surface molecule found on human T cells
that is used in conjunction with CD4 by the mv coat proteins to recognize and
enter their host. Numerous strategies are being developed that attempt to disrupt
this interaction, including small molecules and biopharmaceuticals alike. At
least three new small-molecule drugs are in phase II or m clinical trials at this
time designed to specifically disrupt the CCR5-virus interaction by binding to
CCR5 (50). And already, a number of pharmacogenetic issues have arisen sur
rounding the potential clinical application of CCR5 inhibitors. Notably, an allele
of CCR5 exists in the human population containing a 32 nucleotide basepair
deletion as compared to the more common full-length gene. Homozygotic carriers
of this allele (CCR5-delta32) have been shown to be resistant to HIV infection
(51), apparently because of an inability of HIV to then utilize this binding
protein for entry into CD4+ T cells. The protective effect afforded by the CCRS
delta33 allele has lately been subjected to intense scrutiny in tenns of evolutionary
pressure, natural selection, and geographic spread (52-54).

Recently, an HIV-l clonal isolate was found to be resistant to several small
molecule inhibitors targeting entry via CCR5, yet was still unable to enter
CCR5-delta32 homozygous cells. In addition, MAbs against CCR5 were able
to block viral entry, and a specific inhibitor for an alternate corecognition protein
(CXCR4) was ineffectual, indicating that the viral isolate was in fact still utili
zing the CCR5 protein as an entry point. Not surprisingly, amino acid changes
in these "escape mutants" were traced back to the HIV gp120 surface protein
which binds to CCR5 + CD4 (or CXCR4 + CD4) (55), illustrating the flip side
of pharmacogenetic complications in antiviral therapy- real time changes in
pathogen DNA sequence.

Finally, at least two novel biopharmaceutical approaches against HIV are
being tested to disrupt the CCR5 interaction. In one approach, a bifunctional
fusion protein containing a CCR5 binding domain and the Fv portion of an anti
CD4 antibody are combined in order to simultaneously disrupt both proteins
required (CD4 and one of several chemokine coreceptors, CCR5 being one) for
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HIV entry into the host cell. Using in vitro tests, the fusion protein was shown
to be superior to the use of either protein binding agent alone (56). The other
approach utilizes a sort of molecular evolution of anti-CCR5 peptides through
exon shuffling of a phage display library. Using this approach, a peptide with
an IC-50 of 5 /-lM was generated which will need further testing to determine
its therapeutic potential (57).

4.3. Influenza Vaccination

The last example presently examined of the role viral genomics plays in
pharmacogenetics is influenza, which despite its familiarity and perhaps lack of
fear-invoking potential has in fact been one of the most devastating illnesses
throughout history. We are of course familiar with the influenza epidemics
which sweep the globe every year, making noses run and fevers rise. But these
symptoms are mild in comparison to the influenza's true potential and only so
because of our long history of exposure to the virus- we are survivors. Like
other viruses, influenza mutates rapidly in the host, hence the need to develop
strain-specific vaccines each year. But these mutations (termed antigenic drift)
are minor in comparison - just enough to evade the immune system for yet
another year and cause worldwide misery-enough even to kill the weak and
elderly. Every so often, a more substantial change occurs in the architecture of
the influenza virus, making it one that very few individuals have natural immunity
to. The result is a pandemic-millions of deaths worldwide, and the next one
could be just around the corner. Prudent governments worldwide are making
preparations for combating the avian flu virus in an attempt to ensure it is not
the source of the next human pandemic. Therefore, biopharmaceuticals used to
combat or prevent influenza infection will undoubtedly be key players for
decades and centuries to come.

Neutralizing antibodies against two influenza virus coat proteins, hemag
glutinin and neuraminidase, are the body's chief defense against influenza. These
antigenic determinants are the basis for influenza nomenclature, HIN5, for
example, corresponding to the particular combination of these two coat proteins
carried by a given strain. Likewise, vaccination strategies generally rely on the
injection of a combination of these two proteins to induce antibodies against
viral coat proteins prior to actual viral exposure. However, even when all non
genetic variables are taken into account, some individuals still do not mount an
efficient immune response following vaccination. In other words, there is an
apparent pharmacogenetic polymorphism in response to vaccines, as with other
drugs and biopharmaceuticals, resulting in a class of nonresponders separating
out from the main patient group.

Given the role of the HLA (Section 2.1.) in the display of peptides as a requi
site step in the development of immunity, Lambkin et al. decided to look for
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polymorphisms within the HLA locus which might explain the lack of influenza
vaccination response. That is, perhaps some individuals carry changes within
their HLA Class II DNA sequences which encode for HLA/MHC proteins
which disallow the efficient binding of peptides derived from the hemagglutinin
and neuraminidase of the vaccine, thus preventing the desired antibody response
to these proteins. What they found is evidence indicating that the HLA
DRB 1*0701 allele is overexpressed in those individuals who fail to mount a
neutralizing antibody response following influenza vaccination (58). Other vac
cine strategies have been shown to be subject to similar HLA polymorphisms,
and future strategies would be wise to take this into consideration. Much more
work needs to be done before we will fully understand the relationship between
the protein antigenic structures and the HLA binding determinants which control
this response before we can hope to prevent the next pandemic.

4.4. Bacterial Genomes: Future Prospects

Antibiotics today seemingly have as much potential for harm as good, as
resistances to whole classes of drugs become widespread. Though no specific
biopharmaceutical agents have been approved that take advantage of knowledge
gained through comparative genomics, the potential of this arena makes it one
that cannot be left without mentioning here. Gene expression profiling and
the rapid DNA analysis technique of pyrosequencing (59) are just some of the
mechanisms making it practical to predict the protein/antigen expression patterns
of pathogenic microorganisms based on genetic sequence (42). By targeting
the right protein or combination of proteins and knowing in advance which ones
are likely to be overexpressed by a pathogenic organism, we can better hope to
eliminate unwanted bacteria while leaving the normal intestinal flora intact.
With the inclusion of genomic information from the patient in the clinic, anti
biotic therapy tailored to both host and pathogen may be achieved. When this
becomes a reality, the term pharmacogenomics will truly apply.

5. Conclusions
In the preceding pages, I have attempted to collate and present some of the

more well-known pharmacogenetic polymorphisms which occur with the use of
biopharmaceutical agents, as well as to highlight some of the important over
riding issues involved. Though we have gained much knowledge in the last 10 yr,
the use of pharmacogenetic information in drug development and clinical practice
is still in its infancy. Large-molecule drugs are becoming ever more practical;
however, new approaches are still needed to overcome the limitations imposed
by current delivery protocols. As evidenced by the growing body of literature,
an understanding of pharmacogenetics is crucial for all aspects of drug discovery
and clinical practice of biopharmaceutical agents. Unfortunately, a quick jump
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from "bench to bedside" or "genes to drugs" cannot be expected: the early history
of biopharmaceutical drug development has made us realize that the biology of
disease can be extremely complex. Only with an insight into the organism as a
whole can we hope to properly target new drug entities. This then becomes the
arena of pharmacogenomies and systems biology approaches-the studies of
system- and organism-wide change that takes place in response to a drug or
disease process. However, our ability to handle large amounts of information is
ever increasing, and the arena of pharmacogenetics promises to expand with it.
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Development and Applications of Transgenics
in Biotechnology and Medicine

Wagner Dos Santos and Helen L. Fillmore

Abstract
The possibility of expressing foreign genes in mammals and plants by gene transfer

has opened new dimensions in the genetic manipulation of these organisms. The use of
transgenic animals as an experimental system for the study of gene regulation, genetic
modeling of diseases, and testing of novel therapies or as a way to produce important
bioactive drugs has provided great advances in agriculture and medicine. Transgenic
technology has been used successfully to generate animals exhibiting features associated
with human diseases or genetic disorders such as hemoglobinopathies, diabetes, cystic
fibrosis (CP), Huntington's and Alzheimer's diseases providing significant advances in
understanding the development and pathophysiological aspects of these diseases. Plants
have been generated to produce therapeutic proteins such as antibodies, blood products.
cytokines. growth factors. hormones, and a variety of human and veterinary vaccines. In
this chapter. we discuss the technology associated with the generation of transgenic animals.
the new developments. and applications where transgenics have proven invaluable and
promising.

Key Words: Transgenic; gene transfer; molecular farming; biotechnology; gene
expression.

1. Introduction

Transgenic technology, which has the ability to introduce functional genes into
animals, is a powerful and dynamic tool for dissecting complex biological
processes. The potential applications and questions that can be addressed by using
this technology are vast, encompassing scientific spectrum ranging from bio
medical and biological mechanisms to production of bioactive drugs. Here we aim
to give an overall discussion on transgenic technology development, the techniques
involved, and its impact and applications in biotechnology, medicine, and pharmacy.
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2. Background

2.1. The Origins of Transgenic Technology

The term transgenic was used for the first time by Gordon & Ruddle (1982)
(1,2) to describe animals harboring new genes within their genomes. Now the
term is more generally applied to the characterization of certain variants of species
whose genome has been altered by the transfer of genes. Although several steps
in the development of transgenic technology had been performed before 1970s,
transgenesis was not widely recognized until the pioneer work by Palmiter et al.
(3) in 1982. In this work they introduced the human growth hormone gene into
mouse zygotes using a pronuclear microinjection method and the resulting
transgenic offspring demonstrated a dramatic change in growth. Along with this
work, other laboratories reported success at gene transfer (4-8). Following these
studies the transgenic technology was further improved and reached a status of
extreme importance in biomedical and biopharmaceutical research allowing
advances over general cell culture techniques. The manufacture of large quantities
of complex bioactive proteins like hormones or growth factors for therapeutic
purposes is only one example of a wide range of different applications that can be
realized by transgenic technology. For this purpose, foreign DNA is introduced
into fertilized oocytes or embryos of mice, rats, and other mammals (9-11).

2.2. Methods Used for Gene Transfer

Transgenic methodologies that are currently utilized in laboratories have
been pioneered using the mouse model. Today the mouse continues to serve as
a starting point for implementing gene transfer procedures and is the standard
for optimizing experimental efficiencies for other species. The production of
transgenic mice has been paramount for the development of animal biotechnology.
A close look in the early events leading to the first genetically engineered mice
demonstrate that the procedure for DNA microinjection was described 25 years
ago (12,13). Since then, advances and numerous strategies have been made for
producing genetically engineered animals which extend from mechanistic pro
cedures (DNA microinjection, embryonic stem cell- or retrovirus-mediated
transfer) to molecular (cloning) techniques.

There are essentially two ways of generating animals with the capacity to
transmit a genetic element through the germline to their offspring. These are (1)
injection of DNA into the pronucleus of a newly fertilized egg and (2) genetic
manipulation of embryonic stem cells. Both methods have been employed to
generate transgenic mice.

The goal in transgenic technology is to deliberately insert a gene into a host
genome. This gene is prepared by recombinant DNA methodology and includes
not only the DNA sequence of the gene itself but also other sequences that help the
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gene incorporate into the host DNA, as well as sequences needed for the gene to
be expressed by the cells of the host. There are many considerations for DNA
preparation for gene transfer technologies and include either the use of genomic
DNA or cDNA or inclusion of a polyadenylation signal. Another consideration
depending on the application is the selection of a desired promoter that can, for
example, drive tissue/cell-specific expression of the transgene.

2.2.7. Pronuclear Injection

Pronuclear injection has been the major method used for generating trans
genic animals. The pronucleus is the nucleus of either an egg cell or a sperm
during the process of fertilization. Usually the male pronucleus is used for the
injection, as it is normally larger than the female pronucleus. Fertilized eggs are
collected from superovulated donors. The egg is held securely with a glass
pipette, and the DNA solution is injected into a pronucleus by insertion of a fine
glass injection needle. The injected DNA is integrated into the genome of
10-40% of surviving embryos. The injected zygotes are then transferred into
foster mothers and allowed to develop to term. Carrier transgenic animals can
pass the transgene through the germline as stable genetic information. In this
way, transgenic mice, rats, pigs, and other animals have been generated. The
advantage of this method is that large fragments of DNA can be injected into
the pronucleus, thus allowing complete genes with their associated regulatory
regions to be introduced into the zygote.

Many criteria considered important for successful production of transgenic
mice using pronuclear injection were defined two decades ago (14). Some
considerations are: (1) linear DNA fragments integrate with greater efficiency than
supercoiled DNA and the DNA fragment size or length does not affect integration
frequency; (2) use of a low ionic strength microinjection buffer consisting of 10 mM
Tris, pH 7.4, with 0.1-0.3 mM EDTA provides good results; (3) the DNA con
centration between 1.0 and 2.0 ng/~L appears to be the most efficient range to
produce transgenic mice (DNA integration and development of microinjected
eggs to term); (4) linear DNA fragments with blunt ends have the lowest
chromosomal integration frequency; (5) injection of DNA into the male pronucleus
is slightly more efficient than injection into the female pronucleus; and (6) nuclear
injection of foreign DNA is dramatically more efficient than cytoplasmic injection.

2.2.2. Embryonic Stem Cell-Mediated Gene Transfer

Embryonic stem (ES) cells are derived from a preimplantation-stage embryo,
usually at the 3.5-d blastocyst stage. Early embryos are flushed from the uterine
horns and maintained in cell culture medium in order to harvest ES cells from
the inner cell mass of the blastocysts. Foreign DNA is added to the ES cells and
transformation methods are used to promote the incorporation of the foreign
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DNA to the host genome. Successfully transformed cells are selected and
injected into the host inner cell mass of a blastocyst and then implanted into a
pseudopregnant mouse. The transformed ES cells will combine with the inner
cell mass component and contribute to the developing embryo (15). Offspring
have somatic tissue composed of both ES cell-derived cells and host blastocyst
derived cells. Offspring DNA is tested for the presence of the foreign DNA.
Typically 10-20% of the offspring will be heterozygous for the gene. These
mice can be mated and screened for homozygosity for the transgene.

Retroviruses have also been utilized in the production of transgenic animals.
Retroviruses carrying recombinant genes have been used in gene transfer for a
wide range of purposes since the early 1980s (16-19). The major driving force
stimulating the development of this procedure was the desire for a highly efficient
gene transfer method for potential gene therapy applications in human diseases.
Soon this technology was applied to the production of transgenic animals. By
using this method in 4- to 16-cell stages of mouse embryos it is possible to produce
mosaic transgenic mice, where not all somatic cells will contain the proviral
insert. When preimplantation embryos are exposed to a retrovirus, a proportion
of embryonic cells will stably integrate proviral sequences into their genome,
usually as one copy per cell. Jaenisch (20,21) showed that adult mice derived after
Moloney murine leukemia virus (M-MuLV) infection could transmit integrated
proviral sequences through the germline. Unfortunately, preimplantation mouse
embryos are not permissive for M-MuLV expression because of its promoter,
the long terminal repeat promoter (LTR). Genes driven by this promoter are not
expressed in the embryo. On integration, the provirus is subject to de novo
methylation (22,23), effectively shutting off proviral transgene expression even
in cell lineages derived from the original infected cells. This problem has been
circumvented at some extent by the use of an internal promoter to drive the
expression of the transgene. Such a promoter can be aimed at providing either
ubiquitous expression of a transgene as in the case of herpes simplex virus
thymidine kinase promoter (24) or cell-specific expression as reported for ~

globin promoter driving expression in hematopoietic tissues (25). The major
advantages of retroviral infection as a method of gene transfer include the fact that
the recombinant proviral sequence transferred is integrated stably into the genome
of the recipient cell as a single, randomly located integrant with predictable
molecular structure and no subsequent cytopathy. Another advantage relates to the
fact that the efficiency of gene transfer is very high compared to other nonviral
methods. However, some limitations on the use of retroviruses to generate
transgenic mice exist. One of them is the packaging limits of the virus, which
restrict the insert size to approximately 9 kb. If the insert is much larger than
this, the viral RNA cannot be packaged into the viral capsid. Also, the production
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of mosaic transgenic animals may occur depending on the developmental stage
at which the cells are infected by the retrovirus and the number of embryonic
cells infected. Therefore, only when the provirus is transmitted through the
germline, the animal can truly be considered a transgenic.

3. Transgenic Technology Applications

Transgenic technology in biomedicine and pharmacy has opened a new era
for animal model creation and drug testing. The successful development of
transgenic animal models for human diseases has led to remarkable break
throughs that have significantly influenced approaches to the diagnosis, treatment,
and intervention of human diseases. Moreover, transgenic animal models have
clarified and shed light on our understanding of disease mechanisms and the
onset and course of pathology associated with the disease.

For several reasons, the transgenic mouse has been the most commonly used
animal model. Some of these reasons include the availability of extensive infor
mation for particular strains, well-developed techniques in handling the gametes,
embryos, and surrogates, inexpensive and relatively limitless supplies, and short
generation times. The transgenic mice will continue to playa critical role in the
development of models for human diseases. However, transgenic technology
has not been limited only to mice but also been extended to a variety of species
including rats, rabbits, swine, ruminants (sheep, goats, and cattle), poultry, and
fish. Furthermore, not only have animals been genetically engineered, but plants
have also become more and more an attractive model for generating transgenics
aimed at the development ofpharmaceutical products or production of new varieties
more resistant to infection (26,27). All the applications this exciting technology
has offered as well as all the transgenic animal models are out of scope of this
chapter. Therefore among the numerous applications that transgenic technology
has been successful, some will be discussed below in different categories.

3.1. Determination of Normal Gene Function

Deregulation of transgene expression in a whole animal environment has
proven to be a useful tool to assess the normal function of a gene product. For
example, deregulation of cjos expression under the control of the metallothionein
I promoter interfered with normal bone development, suggesting a role for this
protein in bone modeling (28). On the other hand, under the control of the H-2K
promoter, expression of c-fos specifically interfered with thymus development
even though the transgene was also expressed in other tissues (29). Transgenic
mice with inappropriate expression of the v-mos proto-oncogene develop neuro
pathological changes in the brain, suffer progressive limb paralysis, and show
aberrant eye lens fiber differentiation (30,31 ). However, it is worthwhile to note
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that when a transgene is expressed in many tissues, including those where the
endogenous version of the gene is not normally expressed, it is questionable
whether abnormalities in growth and development are directly related to the
normal function of the gene.

The activity of an individual gene may also be neutralized by the transfer of
a gene construct which contains a structural gene encoding an antisense RNA
for the corresponding endogenous transcript. Intracellular hybridization of anti
sense RNA with the mRNA (sense RNA) encoded by the endogenous gene
under study either effectively inhibits translation or leads to the synthesis of
functionally impaired protein fragments. The efficiency of the inhibition of the
endogenous gene expression primary depends on the synchronous or overlapping
expression of the antisense transgene and the endogenous gene. It also depends
on the relative excess of the antisense transcript because only this will guarantee
that some of the endogenous RNA molecules of the structural gene in question
will indeed be bound to the antisense RNA.

Integration of exogenous DNA fragments, such as transgenes or viruses, can
induce a mutation in the gene the function of which is to be determined. The
gene function characterization should be easy to determine because the exogenous
DNA fragment has a known sequence or structure and can therefore act as a
"molecular tag". These so-called insertional mutants have been generated by
the methods discussed earlier to generate transgenes. Probing the mutant
genome with the exogenous sequence has greatly facilitated the cloning and
identification of the gene involved in each case.

3.2. Animal Models of Human Diseases and Disorders

Undoubtedly the most important use of transgenic animals has been in the
identification of genes associated with human diseases and the understanding of
the role of these genes in pathology associated with the diseases. Transgenic
animals have been generated that show some of the physiological and pathologi
cal changes associated with human genetic disorders or diseases. These animals
can be used to study disease progression or to test potential pharmaceuticals for
pharmacologic potential. Behringer and coworkers (32) demonstrated that a- and
13-globin genes could be correctly coexpressed in erythroid tissues of transgenic
mice setting the foundation for attempts to generate mouse models of various
hemoglobinopathies such as sickle cell disease and thalassemias. Expression of
the sickle hemoglobin transgene in 13-thalassemic mice produced partially anemic
animals with erythrocytes presenting sickle shape when subjected to low oxygen
tension (33.34).

Diabetes mellitus is another disease that has been studied in transgenic animal
models. The overexpression of class I histocompatibility antigen (H-2K) in the
pancreatic 13-cells of transgenic mice induces insulin-dependent diabetes without
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an autoimmune response (35). In another study, overexpression of calmodulin.
a Ca2+wbinding protein involved in signal transduction, induces early onset of
diabetes within hours after birth (36,37).

Alzheimer's disease (AD) is characterized clinically by progressive memory
loss that leads eventually to dementia. The neuropathology of AD involves
neuronal and synaptic loss and also the development of two lesions: extracellular
senile plaques, which are composed mostly of amyloid formed from the amyloid
~ peptide, and intraneuronal neurofibrillary tangles, composed ofhyperphospho
rylated forms of the microtubule·associated protein tau (MAPT) (38). Several
genes have been implicated in AD in humans, most notably, those encoding
f}A4 precursor protein (APP), presenilin I (PSENl) and presenilin 2 (PSEN2).
The first mouse models that developed amyloid plaque pathology were generated
by expressing human APP containing mutations associated with early-onset
AD. The first published AD transgenic mice (39) named PDAPP overexpressed
a minigene construct encoding a V717F mutant form of the amyloid f3 precursor
protein. These animals developed a robust amyloid plaque pathology by 6-9
months. The Tg2576 model, which overexpresses a human APP cDNA trans
gene with the K670MIN671L double mutation, developed amyloid plaque
pathology in an age-dependent manner and was also shown to have correlative
memory deficits as detennined by Moms water-maze testing (40-42). Since the
reports showing that APP mutant transgenic mice develop amyloid plaques,
additional novel models have been developed. Notable is the result of crossing
APP mutant mice with PSEN1 transgenics (named PSAPP mice). These mice
dramatically accelerate amyloid deposition because of the increase in Ab42
production mediated by PSENI mutations. The pathology in these transgenic
mice include diffuse amyloid deposits and dense fibrillar plaques that resemble
the senile plaques in human AD (41,43,44). Despite the robust amyloid deposi
tion observed in these models none of them develop a widespread neuronal loss
or MAPT pathology. This observation may reflect the limitations of using
rodent system to reproduce a human disease process that takes several decades
and primarily involves higher cognitive function (45).

Gene transfer technology has also been applied to generate mouse models of
human genetic disorders. Several genes involved in human genetic syndromes have
been mapped and the causative mutation identified. This has enabled engineering
of analogous mutations into the murine homologue of that specific gene. One
of the first mouse loci to be mutated was the hypoxanthine phosphoribosyl
transferase (hprt) gene in an attempt to create an animal model for Lesch-Nyhan
syndrome, a sex-linked recessive disease causing neurological and behavioral
problems (46,47). Surprisingly, HPRT-deficient mice are relatively Donnal and
show no major metabolic or neurological characteristics associated with the
syndrome. The lack of a phenotype in these mutant mice appears to be caused by
the purine metabolism differences between rodents and humans. HPRT is the key
enzyme for purine salvage in humans whereas adenine phosphoribosyltransferase
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(APRT) is more important in rodents. However, the administration of an APRT
inhibitor to HPRT-deficient mice induces persistent self-injurious behavior, which
is one of the behavior alterations associated with the Lesch-Nyhan syndrome (48).
Although this model was not completely perfect, this work was a landmark in
showing that human disorders may be produced in animals.

A model for Gaucher's disease, characterized by a lysosomal storage dis
order, was generated by disrupting the glucocerebrosidase gene. This disease
results from an autosomally inherited deficiency of the enzyme glucocerebrosidase
or beta-D-glucosyl-N-acylsphingosine glucohydrolase (49). Mice homozygous
for the mutation have less than 4% of normal glucocerebrosidase activity, fail
to degrade the sphingolipid glucocerebroside, and die within 24 hr of birth. In
an attempt to generate a mouse model for arteriosclerosis, Maeda and coworkers
tried to inactivate genes involved in lipid metabolism. Apolipoprotein A-I (apoA-I)
is the major protein complexed with HDL in mammals and also participates in
cholesterol metabolism. In humans, mutations of the gene encoding apoA-1 are
correlated with predisposition to arteriosclerosis. Mice lacking apoA-1 protein
show a marked reduction of plasma HDL cholesterol (50). Because a reduction
in plasma HDL levels in humans is associated with an increased risk of arterio
genesis it was expected that these animals would develop arteriosclerotic
plaques with age. Apolipoprotein E (ApoE) is a glycoprotein that forms aggre
gates apart from low-density lipoprotein and is also involved in lipid metabolism.
It functions primarily as a ligand for specific receptor containing particles to be
removed from the circulatory system by the liver for further processing. Mice
lacking ApoE protein have been generated. These animals show elevated chole
sterol levels and develop spontaneous arterial lesions that gradually occlude the
coronary and pulmonary arteries (51).

The gene mutation associated with the genetic neurodegenerative disorder
Huntington's disease (HD) has been known for over a decade but still no
effective treatment is available. Attempts to generate transgenic models with
the aim to develop novel therapeutic strategies have been made. The first
transgenic mouse models for HD, named R6/1 and R6/2, were developed in
1996 (52). These models were followed by many new HD transgenic lines of
mice differing in the type of mutation expressed, portion of the protein
included in the transgene, promoter employed, and level of expression of the
mutant protein (53,54).

CF is the most common autosomal recessive genetic disorder among Caucasians
and is characterized by several symptoms, including elevated salt levels in
sweat, hyperaccumulation of mucus in the airways and gastrointestinal tract,
pancreatic enzyme insufficiency, deregulated absorption of intestinal contents,
intestinal obstructions, and male sterility. CF transmembrane conductance
regulator (cftr) gene was identified as the gene responsible for this genetic disorder.
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Successful generation of mice carrying a disrupted cftr gene has been reported
almost simultaneously (55-58). These mice obtained by different procedures
presented different phenotypes but essentially correlated to CF.

The list of human genetic diseases reproduced in transgenic mice continues
to grow as well as improvement of old models to resemble more the clinical and
pathological symptoms.

3.3. Oncogenes

Proto-oncogenes are important during normal development; however, when
they are mutated and become oncogenes they may induce uncontrolled prolife
ration that is characteristic of cancer. Transgenic animals expressing activated
oncogenes that predictably develop specific types of tumors are very useful in
many fields of cancer research including pathogenesis studies, testing of carcino
genicity of certain compounds, and screening of anticancer compounds.

Oncogene transgenics may be used for studying the effects and consequences
of its expression in animals. Both viral and cellular oncogenes have been used
for generating transgenic mice. Analysis of such mice has increased our under
standing of the mechanisms of oncogene function during normal and malignant
development at the molecular level.

A variety of viral oncogenes, including the large T-antigen gene of SV40 virus.
polyoma virus large and middle T genes, bovine papilloma virus, human JC and
BK viruses, human T-cell leukemia virus tat oncogene, and human hepatitis B
virus as well as cellular oncogenes such as ras, myc, and abl have been used for
generating transgenic mice. One of the first transgenics, the so-called Onco
mouse, was created by Leder et al. (59). This mouse strain was generated by using
a mammary tumor virus LTRlc-myc fusion gene and was expressed in a wide
variety of tissues. Transgenic females expressing activated ras oncogene by the
mammary tumor virus (MMTV) promoter and under hormonal control typically
develop breast cancer on sexual maturation. Transgenic mice expressing an
MMTV-TGFa fusion gene developed mammary gland hyperplasia culminating
in adenocarcinoma development (60). This tumor was shown to be accelerated
and more dramatic after treatment of these transgenic with 7,12-dimethylbenzan
thracene (DMBA) (61), a chemical carcinogen used to induce tumors in mice.

SV40 viral-induced oncogenesis has also been the subject of much research.
Use of SV40 (Simian virus) genes and the murine metallothionein promoter to
produce transgenic mice caused papillomas and carcinomas of the choroid plexus
(62). Further investigations have identified a 72 bp element of the SV40 promoter
as the crucial sequence for the genesis of these tumors (63). Transgenic mice express
ing SV40 T antigen in the retina develop heritable ocular tumors with histological,
ultrastructural, and immunohistochemical features identical to those of human
retinoblastoma, an autosomal recessive eye malignancy (64).
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4. Biotechnology

4.1. Transgenic Animals in the Production of Therapeutic Proteins

The possibility of expressing foreign genes in mammals by gene transfer has
opened new dimensions in the genetic manipulation of animals. The techniques
developed in mice were soon applied to larger animals offering the prosPeCt of
completely new breeding strategies and other novel applications focused on the
use of animals as bioreactors and extending the transgenic technology to the
so-called gene or molecular farming.

The major goal of gene farming is the production of recombinant proteins
in the milk: of transgenic animals (65). The production of human pharmaceuticals
in farm animals has been gaining application and becoming more popular
particularly after the development of the first mice to produce a human drug
tPA (tissue plasminogen activator) to treat blood clots in 1988 (66). The strategy
used to achieve these objectives is still being used today and consists of coupling
the DNA gene for the protein drug of interest with a DNA signal (promoter
sequence) directing production in the mammary gland. The new gene, although
present in every cell of the animal, functions only in the mammary gland, so the
protein drug is made only in the milk. Because the mammary gland and milk: are
essentially "outside" the main life support systems of the animal, there is virtually
no danger of disease or harm to the animal in making the "foreign" protein drug.
Production of recombinant proteins in the milk of transgenic farm animals has
been well documented for goats (67.68), rabbits (69,70), pigs (71), cattle (9,72),
and sheeps (73-75).

Applications of gene transfer into farm animals from the biotechnology point
of view fall basically into three groups: (1) the improvement of production effi
ciency and quality of animal products, (2) the production of new proteins of
high quality, and (3) the creation of animal models for human diseases and
organs for xenotransplantation. The first group is the most obvious application
not only for economic reasons but, more important, for satisfying the ever
growing requirement for food as the word's population increases exponentially.
The second group of applications that has been used in farm animals is the
synthesis of proteins that is impossible or very difficult to produce at high purity,
as raw materials for industrial processing; pharmaceuticals for human and vete
rinary medicine such as vaccines, growth factors, blood coagulation factors,
antibodies, and so on; enzymes; or nutrients.

Another aspect that is potentially of great importance for medicine is the
genetic alteration of animal organs so that they can be used for transplantation
(xenotransplantation) into humans without being rejected by the recipient.
Although much progress has been achieved in gene farming the methods of



Development and Applications ofTransgenics 137

gene transfer in large mammals are still expensive. However, once technical
optimizations are overcome, substantial reductions in cost should be expected.

4.2. Transgenic Plants as Pharmaceutical Factories

So far we have been focusing exclusively on gene transfer applied to animals:
however, this technology has also been applied to generate transgenic plants.
Plants have been used for medicinal purpose since the earliest stages of civilization.
The active ingredients of many plants have now been identified, and close to
one quarter of prescription drugs are still of plant origin. Gene transfer to generate
transgenic organisms has extended the use ofplants beyond its original boundaries.

The first recombinant plant-derived pharmaceutical protein was human
serum albumin, initially produced in 1990 in transgenic tobacco (76). Sixteen years
have passed and many proteins produced in transgenic plants are on the market,
and proof of concept has been established for the production of many therapeutic
proteins including mammalian antibodies (77,78), blood substitutes, cytokines,
growth factors (79,80), hormones, and vaccines (81-88). Furthermore, several
plant-derived pharmaceutical products for the treatment of human diseases are
approaching commercialization including recombinant gastric lipase for the
treatment of CF (Meristem Therapeutics), antibodies for the prevention of dental
caries (planet Biotechnology Inc.) and the treatment of non-Hodgkin's disease
(Large Scale Biology Corp.). There are also several veterinary vaccines in the
pipeline. Dow AgroSciences (Indianapolis, IN) recently announced their intention
to produce plant-based vaccines for animal health industry.

Historically, bacteria were often the protein expression system of choice and
yeast cells or baculovirus-infected insect cell systems were of lesser importance
(89.90). Whereas bacteria are an inexpensive, convenient production system,
they are incapable of most of the posttranslational modifications necessary for
the activity of many mammalian proteins. This limitation and the cost of expression
of proteins in mammalian cells prompted the exploration of plants as cheap, safe.
and efficient alternative. The successful expression of functional antibodies in
plants represented a significant breakthrough showing that plants had the potential
to produce complex mammalian proteins of medical importance. By analogy to
the production of insulin in bacteria, which became the first recombinant protein
to be approved for therapeutic use, the production of antibodies in plants had the
potential to make large amounts of safe, inexpensive antibodies available.

Plant expression systems became attractive because they offer significant
advantages over the classical expression systems. First, they have higher eukaryote
protein synthesis pathway, very similar to animal cells with only minor differences
in protein glycosylation (91). In contrast, bacteria cannot produce full size
antibodies or perform most of the important mammalian posttranslationaI
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modifications. Second, proteins produced in plants accumulate to high levels (92)
and plant-derived antibodies are functionally equivalent to those produced by
hybridomas (77). Third, concerns about contamination of expressed proteins with
human or animal pathogens (HIV, hepatitis viruses) or the copurification ofblood
borne pathogens and oncogenic sequences are entirely avoided by using plants.

Transgenic plants producing high levels of safe, functional recombinant pro
teins can be cultivated on an agricultural scale and require only a virus-infected
or transgenic plant, water, mineral salts, and sun light. The ease with which
plants can be manipulated and grown in single cell suspension culture or scaled
up for field-scale production is a great advantage over the more commonly used
microbial methods, mammalian culture, and even transgenic animal technology.

Plant transformation involves the chromosomal integration of a heterologous
gene, a process which is becoming straightforward. There are still technical and
logistical hurdles to be overcome, such as developing efficient transformation
for all major crop species. Developing plant lines expressing recombinant
proteins is time intensive and expensive. Approximately 8-12 wk are needed
for transgenic plants to be available, but the time required depends on the plant
species. Though this is slower than some classical expression systems, the
development of transient expression is rapid and results on protein expression
can be obtained in days. This makes transient expression suitable for verifying
that the gene product is functional before moving on to large-scale production
in transgenic plants.

There are three major transient expression systems used to deliver a gene
to plant cells: delivery of projectiles coated with "naked DNA" by particle
bombardment, infiltration of intact tissue with recombinant agrobacteria
(agroinfiltration), and infection with modified viral vectors. The overall level
of transformation varies between these three systems. Particle bombardment
usually reaches only a few cells and for transcription the DNA has to reach
the cell nucleus (93). Agrofiltration targets many more cells than particle
bombardment and the T-DNA harboring the gene of interest is actively trans
ferred into the nucleus with the aid of several bacterial proteins. A viral vector
can systemically infect most cells in a plant. Transcription of the introduced
gene in RNA viruses is achieved by viral replication in the cytoplasm, which
transiently generates many transcripts of the gene of interest. However, when
long-term production of recombinant proteins, such as antibodies, is necessary;
stable transgenic plants are undoubtedly the most attractive strategy. The gene
ration of transgenic plants uses two principal technologies: Agrobacterium sp.
mediated gene transfer to dicots, such as tobacco and pea (94,95), or biolistic
delivery of genes to monocots, such as wheat and com (93). Agrobacterium
sp. has a restricted host range and does not efficiently infect monocots but is
the most widely used technique for dicot transformation. For transforming
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plants, the gene of interest is cloned into a binary vector that can be moved
between Escherichia coli and Agrobacterium sp. The transformed Agrobacterium
sp. itself delivers the target gene into the host cell genome. Transformation is
followed by selection of cells with stably integrated copies of the target gene
by following a selectable resistance gene that is introduced in the expression
vector. The quantity of recombinant protein that can be harvested after success
ful transformation and selection is only limited by the number of hectares that
can be planted with transgenic.

In conclusion, the number of mammalian proteins expressed in plants is expand
ing and include antibodies, plasma proteins, human enzymes, and recombinant
vaccines. Another application of transgenic technology in plants is the production of
vaccine antigens and edible vaccines (85), which may be an important technology
in the future. There are still technical challenges that need to be overcome but plants
may become a leading expression system for production of pharmaceutically
important, commercially valuable proteins.

5. Concluding Remarks

The application of gene transfer techniques has provided us with new
insights in developmental biology and the principles underlying tissue-specific
gene expression. It has also furnished oncologists, immunologists, and medical
geneticists with a plethora of important useful and detailed information. Conside
ring animal production for modeling diseases, gene transfer has acquired an
important status and shown to be a promising technique for improving our
understanding on gene function, mechanisms. and pathology of many diseases
including cancer as well as improvement of performance and quality of animal
products. In addition, gene transfer has also allowed the development of new
production systems for pharmaceutically important proteins (gene fanning).
However, production of human pharmaceuticals in farm animals still has many
technical barriers to overcome. although most researchers in the field agree
that these technical difficulties will be eventually resolved. As a production
method. animal farming is entirely unprecedented and as expected must
undergo significant evaluation by the Food and Drug Administration. Human
drugs purified from animal milk or blood are required to have exceptional levels
of safety testing before animal and human health concerns are addressed to the
satisfaction of consumers. The future of these applications needs to be balanced
with concerns on issues such as animal welfare and biotechnology's redefinition
and the relationship between humans and animals. Genetic engineering and
transgenic animal research are essentially human endeavors to improve the
availability, quality, and safety of drugs; to enhance human health; and to improve
animal health. Animal breeding has gone on for centuries, but the ability to
change the DNA of the animal brings breeding to a revolutionary new level.
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Viral, Nonviral, and Physical Methods for Gene Delivery

Jingjiao Guan, Xiaogang Pan, L. James Lee, and Robert J. Lee

Abstract
Gene transfer is an emerging therapeutic modality for a wide spectrum of diseases. Its

clinical adoption is, however. limited by the lack of safe and efficient gene delivery methods.
Three classes of methods are currently under evaluation. The first class consists of geneti
cally modified viruses, which include retroviruses, adenoviruses, adeno-associated viruses,
and several others. These vectors are relatively efficient. However, their clinical application
is associated with significant safety concerns, such as oncogenesis and acute inflammatory
response. The second class is nonviral vectors, which are composed of synthetic components.
These include complexes of DNA with lipids. polymers, or their combination. Many non
viral vector formulations, which incorporate functional components to facilitate nuclease
protection, cellular/tissue targeting, endosornal release, and nuclear localization, have been
investigated, mostly in vitro. These efforts have resulted in incremental advances in gene
transfer efficiency, requiring further improvements for clinical applications. The third class
ofmethods is based on the use of physical energy or force. Ex.amples are gene gun, electro
poration, and magnetofection. These methods are suitable for locoregional gene delivery.
In this chapter, we will provide an overview of the state-of-the-art gene transfer methods.
their strengths and weaknesses, and challenges and opportunities in this critical area of
research. which will. to a large ex.tent, determine the future prospect of gene therapy in
the clinic.

Key Words: Gene therapy; gene delivery; viral vector; nonviral vector.

1. Introduction to Gene Therapy
Gene therapy can be defined as the treatment of diseases through gene transfer.

Genes are deoxyribonucleic acid (DNA) sequences encoding proteins, which
are the building blocks of all living species and are involved in all biological
processes. As a result, a single defective gene can lead to devastating disorders
such as sickle cell anemia, hemophilia, and cystic fibrosis. Indeed, substitution
of a defective or missing gene with a healthy one is the original and most
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straightforward goal of gene therapy. Furthermore, common diseases such as
cancer, neurological disorders, arthritis, cardiovascular diseases, and diabetes
all have a genetic basis.

Exogenous genetic materials must be transferred into cells in gene therapy, for
the production of therapeutic proteins. In contrast to therapeutic protein delivery,
production of proteins from transgenes can last from days to the entire life span
of a person. This is desirable for treating many chronic diseases. In addition,
transgenes are expressed inside the cells whereas exogenous proteins have diffi
culty entering cells because of their high molecular weight. Gene therapy is thus
potentially superior to protein therapy when the site of action is intracellular, e.g.,
for elicitation of cellular immunity during immunotherapy (1). Suicide gene
therapy is also based on the transgene expression within cancer cells (2).

Despite potential benefits, gene therapy remains in an early stage of deve
lopment 15 yr after the first human clinical trial (3). A limiting factor for clinical
success of gene therapy is the lack of efficient and safe methods for the delivery
of genes into target cells. This is exemplified by the lack of success in gene
therapy for monogenic diseases. Depending on how DNA is introduced, gene
therapy can be divided into ex vivo and in vivo. For ex vivo gene therapy, cells
are removed from the patient, genetically modified, and reintroduced into the
patient. For in vivo gene therapy, DNA is delivered directly into the body. In
both cases, the therapeutic DNA must enter the cells by passing through a
series of barriers. For ex vivo gene transfer, the cellular (endosomal) membrane,
nucleases, and the nuclear envelope constitute formidable barriers to transgene
expression. To achieve long-term gene expression, integration of the transgenes
into the host chromosome is usually required, which is relatively inefficient
and might cause unintended mutagenesis. For in vivo gene transfer, additional
barriers must be overcome. To reach the target cells, DNA may have to pass
through various tissues such as skin, blood vessel, and extracellular matrix, in
which macromolecules and nanoparticles, such as DNA vector, have extremely
low diffusivity. DNA is also prone to degradation by nucleases in extracellular
matrix and in plasma, and gene vectors are subjected to clearance by the reticulo
endothelial system (RES). Various gene delivery strategies have been developed
to overcome these barriers. DNA is frequently formulated into vectors, with
properties designed to enhance gene transfer via more efficient interaction with
the target cells and tissues. The vectors are classified as viral and nonviral based
on their composition. Vrral vectors are viruses engineered for gene delivery and
nonviral vectors are constructed from synthetic materials. A third strategy is based
on the use of external energy or force to shuttle the genetic materials across bio
logical barriers. All methods using this strategy are thus called physical methods.
In the following sections, viral and nonviral vectors and physical methods will
be separately reviewed.
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2. Viral Vectors
2.1. Introdudion

Viruses are submicron particles that can infect cells and self-replicate. It
contains nucleic acid, either DNA or RNA. encoding viral proteins and regu
latory sequences. The nucleic acid is enclosed in a coat that possess multiple
functions, including protecting the nucleic acid against enzymatic degradation,
targeting cells, and mediating viral entry into the cytosol. From the point of
view of gene delivery, a virus is a naturally evolved machine for gene delivery
into cells. To use viruses for the delivery of therapeutic DNA, parts of the viral
genome are replaced with therapeutic genes. Viral vectors are engineered to be
replication deficient so that they do not cause diseases, except in the case of
oncolytic viruses, in which viral replication is part of the therapeutic strategy.
Many viruses have been used for the production of viral vectors with different
gene delivery characteristics, including retrovirus, adenovirus, adeno-associated
virus (AAV), herpes simplex virus (HSV), and vaccinia virus. These are briefly
reviewed below.

2.2. Retrovirus

A retrovirus is a spherical particle approximately 100 nm in diameter. It
contains a lipid bilayer envelope and a protein capsid enclosing two copies of
single-stranded RNA and enzymes, including reverse transcriptase, protease.
and integrase. The viral genome consists of two noncoding long terminal repeats
(LTRs) at each end that are important for regulation ofgene expression. Between
the LTRs are the genes encoding viral proteins. Thesc sequences can be deleted
for the incorporation of therapeutic genes.

Retroviral vectors enter cells via receptor-mediated endocytosis. In the cyto
plasm. the outer protein capsid is shed and the transgene undergoes reverse
transcription by viral reverse transcriptase to fonn a double-stranded DNA
intennediate. which can then be integrated into the host genome facilitated by
the viral integrase. The integration results in sustained transgene expression.
desirable for treating hereditary and chronic diseases. However, the integration
site randomly favors active genes and may lead to insertional mutagenesis by
accidentally disrupting a twuor suppressor gene or activating an oncogene (4.5J.

Retroviruses are historically classified into three subgroups, onco-retrovirus.
lentivirus, and spumavirus. Vectors based on onco-retroviral viruses, represented
by murine leukemia virus (MLV), are extensively used in gene therapy strate
gies requiring long-lasting gene expression. A rare success story in the history
of gene therapy research is the apparent cure of patients with X-linked ~vere

combined immune deficiency using onco-retroviral vectors (6). However, the
application of the onco-retroviral vectors is limited because they can only
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transfect dividing cells and have a relatively small packaging capacity of approx
imately 8 kb. Lentiviral vectors have recently attracted considerable interest
because they can efficiently transfect nondividing cells and have a larger pack
aging capacity of up to 18 kb (7,8). Numerous in vitro and in vivo studies have
demonstrated efficient transduction and stable expression of either reporter
genes or therapeutic genes delivered by lentiviral vectors in various cells such
as endothelial cells (9,10), neural stem cells (11), embryonic stem cells (12),
and hematopoietic stem cells (13), and tissues such as liver (10,14,15), artery
(16), and brain (11,17). A major concern for the clinical use of the lentiviral
vectors is safety because the most widely used lentiviral vectors are derived
from the human immunodeficiency virus type 1 (RN-l), which causes acquired
immunodeficiency syndrome. One strategy to address this issue is to construct
vectors based on nonprimate lentiviruses that are not infectious to humans (18).
Use of self-inactivating vectors, in which the viral enhancer and promoter sequ
ences are blunted, also significantly improves the safety profile of the lentiviral
vectors (19).

2.3. Adenovirus

An adenovirus is a nonenveloped particle approximately 70-100 nm in
diameter with a linear, double-stranded DNA of approximately 36 kb encap
sulated in a protein capsid. Adenoviruses bind to cells via high-affinity interaction
between the viral capsid proteins and cell surface receptors. Following the bind
ing, the virions enter the cells via endocytosis, escape from the endosome into
the cytoplasm, move towards and reach the nucleus, and eventually deliver the
viral DNA into the host nucleus, where the viral DNA remains largely episomal
(20). Adenoviruses can efficiently infect a variety of cell types independent of
cell cycle. Production of adenoviral vectors at high titer is relatively easy. Given
these desirable features, adenoviral vectors are widely used in gene therapy
studies. First generation of adenoviral vectors was constructed by deleting a
small portion of the viral genome and incorporation of transgenes and regula
tory sequences of up to 8 kb. Major limitations of these vectors include severe
cytotoxicity and immunological reactions, rapid clearance of the vectors and
transfected cells by the immune system, and relatively small DNA payload
capacity. As a result, these vectors are only useful if long-term gene expression
is not required or induction of immune responses is the therapeutic goal. By
deleting the entire viral genome except the inverted terminal repeats (ITRs) and
the packaging signal, a new generation of adenoviral vectors, helper-dependent
adenoviral (HD-Ad) vectors (also referred to as high-capacity adenoviral and
"gutless" adenoviral vectors), has been developed (21). The vectors have a
packaging capacity of up to 35 kb, allowing for the incorporation of multiple
genes containing regulatory sequences. The safety profiles of the vectors are
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also significantly improved by avoiding the immunological responses provoked
by the proteins encoded by the deleted viral genes. It has been shown that a
single intravenous injection of HD-Ad vector completely and stably corrected
a genetic disease, hypercholesterolemia, in mice for their entire natural life
span up to 2.5 yr (22). Another study using HD-Ad shows stable expression
of a transgene encoding for dystrophin, a large protein for treating Duchenne's
muscular dystrophy, in mice for a year (23).

2.4. Adena-associated Virus

AAVis a nonpathogenic human virus. It is nonenveloped, approximately 20 nm
in diameter, and contains a linear, single-stranded DNA genome of approximately
4.7 kb. AAV genome contains two ITRs at each end, encoding the origin of
replication and the packaging signal. Between the ITRs are two AAV-specific
genes, rep and cap. Rep encodes proteins which control viral replication, struc
tural gene expression, and integration into the host genome, and cap encodes
capsid structural proteins. Wild-type AAV can integrate viral genes at a specific
site in human chromosome 19 (24). This ability is highly desirable for long-term
gene therapy to reduce the risk of insertional mutagenesis, but AAV-derived
vectors do not retain this ability because all viral genes are replaced by foreign
sequences because of the very limited packaging size of AAV (25). The size
constraint can, however, be partially overcome by coadministration of two AAV
vectors carrying different DNA sequences which can then recombine to form a
functional transgene cassette (26). Used as gene delivery vectors, AAV infects
both dividing and nondividing cells of various types with low toxicity and
immunogenicity. They have thus been used in numerous gene therapy studies
for treating various diseases such as lung diseases (27), hemophilia (28), mus
cular dystrophy (29), neurological disorders (30), ophthalmic diseases (3/ ), and
rheumatoid arthritis (32).

2.5. Herpes Simplex Virus

HSV is an enveloped, double-stranded linear DNA virus. It contains a large
genome size of 152 kb of which up to 40 kb can be replaced by transgene cassettes
(33). This large carrying capacity allows for the incorporation of multiple small
genes or a single very large gene with requisite regulatory sequences. HSV can
infect a wide variety of mammalian cell types and has a natural preference for
neurons independent of cell cycle. It can travel retrograde along neuronal axons
from the periphery to the central nervous system. After entering the nuclei of
the host cells, the nonintegrated viral genome can assume a latent state without
damaging the neurons. HSV-mediated gene therapy has been used to treat cancer
(34), chronic pain (35), and neurological disorders and injury (36,37). A major
disadvantage of HSV vectors is their potential pathogenicity.



146 Guan et al.

2.6. Vaccinia Virus

Vaccinia virus, also called poxvirus, was used as vaccines to eradicate small
pox worldwide. Among all viruses, it has been used most extensively in humans
and has an excellent record of safety and effectiveness. Vaccinia virus has a
double-stranded linear DNA genome of 192 kb, allowing incorporation of at
least 25 kb of transgenic sequence (38). It can infect almost all human cell
types with high efficiency independent of cell cycle. Moreover, vaccinia virus
is highly immunogenic, rendering it particularly attractive for immunotherapy
against cancer. P53 tumor suppressor gene, cytokine genes, and gene encoding
tumor-specific antigen have been delivered using vaccinia viral vectors and
demonstrated therapeutic effectiveness in both animal studies and human clini
cal trials (39-42).

2.7. Summary

Viral vectors are engineered viruses carrying therapeutic genes. A variety of
viral vectors have been developed with different characteristics applicable to
different conditions. They are currently used in a majority of gene transfer
studies and have shown promising therapeutic effectiveness in numerous animal
studies and human clinical trials. However, use of the viral vectors is restricted
by a number of factors. Most notable among them are cytotoxicity, immune
responses, and insertional mutagenesis that have been observed in human clinical
trials. Others include the limited packaging capacity and difficulty and high cost
associated with the vector production. These limitations have led to the use of
synthetic materials for the construction of nonviral vectors that will be reviewed
in the following section.

3. Nonviral Vectors
3.1. Introduction

Nonviral vectors are constructed from synthetic materials. As a result, they are
free of some problems associated with viral vectors, e.g., potential infectivity,
limited packaging size, and unwanted immunogenicity caused by viral proteins.
Moreover, unlike viral vectors that must be produced from existing viruses, use
of nonviral vectors offers an opportunity for constructing a system from the
scratch by rational design. However, viruses consist of multiple components
constructed in highly sophisticated structures that specifically evolved for over
coming various physiological barriers for gene delivery. It is not surprising that
low efficiency is the major drawback of current nonviral vectors. A key issue in
the development of nonviral vectors is thus the design strategy for overcoming
various physiological barriers.
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The functionalities of a nonviral vector come from the materials used for the
construction of the vector. Among various types of materials used, polymers
and lipids are the two major classes. Based on the material (or materials) used,
the vectors are divided into lipid based, polymer based, and combined lipid!
polymer based. These systems are included in the following sections.

3.2. Design Strategies for Overcoming Physiological Barriers

A gene delivery system must overcome a series of barriers from the point of
administration to the nuclei of a target cell. Overcoming these barriers is the
main design goal of nonviral vectors.

3.2.1. Extracellular Barriers

Nuclease degradation is a major barrier to in vivo gene delivery. To over
come this obstacle, DNA can be condensed into small and compact structure
through electrostatic interaction between negatively charged phosphates on the
DNA backbone and positively charged cationic lipids or polymers. Polycationic
polymer-condensed DNA usually exhibits toroidal or spherical structures with size
ranging from 20 to several hundred nanometers (43) and can remain stable for
hours in the presence of DNase (44). Monovalent cationic lipid-condensed DNA
has been shown to exhibit a "spaghetti-meatball" structure (45). The condensation
process is believed to be kinetically controlled and is highly dependent on the
properties of cationic lipids/polymers and the ionic strength of the buffer. It is
important to note, however, that excessively high affinity of DNA with vector
components may hinder intracellular release of DNA, which is required for
gene transcription (46).

Another barrier to gene delivery is clearance of the vector by phagocytic
cells of the RES (47). This can be partially overcome by coating the surface of
the vector with hydrophilic polymers such as polyethylene glycol (PEG) (48),
oligosaccharides (49), or proteins (50), which also enhances the colloidal stabi
lity of vector particles. However, this may reduce the gene delivery efficiency
by inhibiting endosomal escape of the vector (51).

Another barrier to effective gene therapy is the lack of target cell selectivity.
The requirement for specific cell targeting in gene therapy varies by therapeutic
applications. In the case of hemophilia, gene delivery to specific cells is not
required as long as sufficient levels of secreted therapeutic proteins can be pro
duced. In most other disease types, gene delivery to cells of interest, such as
cancer cells, is required for therapeutic effectiveness. Several strategies have been
evaluated to increase cellular selectivity and uptake. A number of membrane
bound receptors, such as EGFR (52), HER-2 (53), folate receptor (54), have
been explored for targeted gene delivery via receptor-mediated endocytosis.
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3.2.2. Intracellular Barriers

Generally, nonviral vectors are internalized via either nonspecific pinocytosis
(55) or a specific receptor-mediated endocytosis pathway, followed by endosomal
escape, then eventually reach the nucleus and release the DNA. Nonviral vectors
must overcome numerous intracellular barriers in this process. Only a small frac
tion of internalized vectors can reach their eventual target (56). Thus, a thorough
understanding of intracellular trafficking of nonviral vectors is essential for
rational design of vectors.

3.2.2.1. INTERNALIZATION AND ENDOSOMAl ESCAPE

In the internalization pathway, vectors are engulfed in the endocytic vesicles
that are en route to lysosomes filled with digestive enzymes. Escape from the
endosome has been demonstrated as one of the major barriers for effective gene
delivery. The vectors travel from early endosomes to late endosomes with an
acidic pH (57). Only a small portion of DNA complex can escape into cytoplasm
and reach the nucleus. It has also been suggested that DNA can be released
from vectors during the endosomal escape process, leaving naked DNA in the
cytoplasm (58).

Several strategies have been applied for improving endosomal escape. Incor
poration of a helper lipid, such as dioleoyl phosphatidylethanolamine (DOPE),
a cone-shape lipid favoring transition to a non-bilayer lipid phase, in the vector
formulation could promote DNA release by facilitating endosomal disruption
(59). In addition, attaching a fusogenic peptide to the vector has been shown to
increase gene transfection efficiency (60,61). The cationic polymer polyethylene
imine (PEl) can facilitate endosomal release by acting as a "proton-sponge".
PEl has a large amount of secondary and tertiary arnines with pKa in the range
of endosomal pH (20). Accumulation of protons and counterions eventually
leads to osmotic swelling of endosome and rupture of the endosomal membrane
(62,63). Some special fusogenic liposomes and pH-sensitive liposomes have
also been designed for facilitating endosome escape, with varying degree of
success (64).

3.2.2.2. TRANSPORT IN THE CYTOPLASM

On escaping the endosome, the vectors or released DNA must travel through
cytoplasm to gain access to the nucleus, where transcription would take place.
Vectors face two major challenges in the cytoplasm: the diffusion barrier and the
enzymatic barrier. The cytoplasm is rich with proteins, microtubules, and many
other organelles. All of them can hinder vector diffusion and decrease gene
transfection efficacy. Diffusion of DNA in cytoplasm is also size dependent
the diffusion coefficient of DNA larger than 2000 base pairs in length is only less
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than 1% of that of DNA in water, and DNA larger than 3000 base pairs is essen
tially immobile in cytoplasm (65). There is also no evidence of active transport of
DNA in the cytoplasm to date, thus it is a reasonable consideration to use smaller
and more condensed DNA. Besides the physical diffusion barrier, the richness
of nucleases in the cytoplasm poses another significant barrier as well (66).

3.2.2.3. NUCLEAR LOCALIZATION

The ultimate destination for delivered DNA inside the cell is the nucleus
where the gene can be transcribed. Nature has enclosed the nucleus with a
nuclear envelope that displays tightly regulated pores. Unlike the virus that has
evolved methods to transport its gene into the nucleus of the host cell, the mecha
nism of nuclear transport of DNA by nonviral vector is still poorly characterized,
though some possible routes have been proposed for transporting DNA into the
nucleus. The nuclear pore complex allows the passage of small particles with sizes
less than 9 nm in its closed state and can facilitate transport of particles with
sizes less than 26 nm in its open state (67). Clearly, typical nonviral vectors
cannot pass through the nuclear pore by simple diffusion.

A more widely proposed mechanism of nuclear transport is that DNA gains
access to the nucleus during cell mitosis in which the nuclear membrane is
broken down. Transfection efficiency of polymer or lipid-based systems in
cells undergoing division (S or G2 phase) was 30 to 500-fold higher than that
in cells entering the cell cycle (G1 phase) (68). Therefore, nuclear translocation
for nondividing cells seems to be a formidable obstacle.

The nuclear localization sequence (NLS), a short cationic peptide, is respon
sible for the nuclear localization of many proteins. Covalently linking NLS to
DNA or noncovalent association of NLS to DNA complex has been shown to
enhance their nuclear translocation (69,70). It is quite possible that the posi
tively charged vector serves itself as a NLS to target the nucleus, but it may only
work to some extent because of its low nuclear transport ability (71-73).

3.2.2.4. IMMUNOlOGICAL FACTORs-THE ROLE OF epG MOTIF

Contrary to early expectations, nonviral vectors frequently induce a highly
potent inflammatory response. It has been found that both systemic and local
administrations of lipoplex evoke rapid activation of the innate immune system
that induces a large amount of proinflamrnatory cytokines, such as tumor necro
sis factor-a (TNF-a), interferon-y (IFN-y), and interleukins (74,75). These
inflammatory cytokines inactivate transgene expression because of inhibition of
transcription and destabilization of mRNA (76). This may be caused by unmethyl
ated CpG motifs in plasmid DNA, which is produced in bacteria (77.78). Further
understanding of nonviral vector-induced immune response is important for
improving vector design for its minimization.
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3.3. Lipid-Based Vedors

Lipid-based systems (liposomes, micelles, etc.) are attractive for drug
delivery because of their favorable characteristics, such as being biodegra
dable, nontoxic, and easy to scale-up. Conventional liposomes were used
for gene delivery in as early as the early 1980s. In 1987 FeIgner et al. (79)
demonstrated efficient in vitro gene delivery by cationic liposomes. To date,
numerous studies have been performed to investigate lipid-based gene
delivery vectors.

DNA can either be entrapped into or complexed with cationic liposomes to
form a complex known as lipoplex. Based on the structural differences, cationic
lipids can be categorized into three groups: single-chain lipids, double-chain
lipids, and cholesterol-based lipids. Single-chain cationic lipids are generally
less efficient than the other two. A majority of cationic lipids for gene delivery
belong to double-chain lipids. Ever since the pioneering development of N-[l
(2,3-dioleyloxy)propyl]-N,N,N-trimethylammonium chloride (DOTMA), a gly
cerol backbone lipid, many other glycerol or nonglycerol-based cationic lipids
have been developed, such as DOTAP, DMRIE, and so on (79). The first effective
cholesterol-based cationic lipid, DC-Chol, was designed and synthesized by
Huang and coworker (80). Many studies have since suggested that there is
little structure-activity correlation of cationic lipids between in vitro and in vivo
systems (81). Thus, the design of cationic lipids still largely relies on a trial-and
error approach.

Toxicity encountered by lipoplexes is mostly associated with the excess of
positively charged lipids. Highly positively charged lipoplexes are generally more
toxic to cells. In addition, toxicity associated with nonspecific gene delivery by
lipoplexes (as well as polymer-based vectors) has to be considered.

Lipoplexes have been investigated in both preclinical experiments and clinical
trials. They have been shown to transfect endothelial cells of lung of mice with
reasonable efficiency by intravenous administration. A clinical trial carried out
in late 1990s showed gene expression after lipoplex delivery of cystic fibrosis
transmembrane conductance regulator (CFfR) gene to the nose of patients with
cystic fibrosis (82-84). However, a number of limitations for lipoplexes will need
to be overcome for therapeutic applications of these vectors, such as toxicity at
high doses and low transfection efficiency.

3.4. Polymer-Based Vedors

Cationic polymers (polycations) designed for gene delivery are comprised of
a variety of positively charged DNA-binding moieties, such as arnines (primary,
secondary, tertiary, or quaternary), amidines, and so on. The structure of poly
mers can be divided into linear, branched, or dendritic. Polymers are also
designed for overcoming specific barriers to gene delivery, such as poor stability,
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biocompatibility, and inefficient endosomal escape. These polymers associate
with DNA to form complexes known as polyplexes (63).

3.4.1. First Generation-Polylysine, Polyethyleneimine,
and Polyamidoamine (PAMAM)

Polylysine (PLL), polyethyleneimine (PEn, and polyamidoamine (PAMAM)
are among the first polycations used in nonviral gene delivery systems (62,85).
Positively charged PLL can efficiently condense DNA to form polyplexes.
However, these polyplexes have poor transfection efficiency because of the lack
of efficient endosomal escape (86,87). Addition of chloroquine, an endosomolytic
agent, improved the gene transfer activity (88). Conjugation ofPLL with target
ing moieties, such as antibody (89), folate (90), peptide (91), and transferrin (92),
have shown to significantly enhance in vitro and in vivo transfection efficiency.
PLL has relatively high cytotoxicity: the PLL polyplexes kill 40-60% cells in
vitro (93). Conjugation of PEG or introduction of degradable bonds to PLL has
been employed to reduce cytotoxicity (94).

PEl has branched and linear forms and is among the most effective and
widely used polycations in gene delivery since its introduction as a gene delivery
agent in 1995 (62). PEl can effectively condense DNA and has endosomolytic
activity because of the high density of arnines and the associated proton buffer
ing capacity (62). PEl-based polyplexes have also been designed for targeting
specific cells by coupling with different ligands, such as antibody (53), folate
(95), and transferrin (96). Both local and systemic administrations of PEl-based
vectors have been applied to deliver gene to different organs, including brain.
lung, and tumor. Like PLL, PEl also suffers from high cytotoxicity.

PAMAM dendrimer is characterized by its dendritic symmetric structure.
whose size and surface charge are governed by generation numbers in the syn
thesis process. The abundance of amine groups and good biocompatibility of
the PAMAM make it an attractive gene delivery polymer. Haensler and Szoka
(97) first demonstrated in vitro transfection mediated by PAMAM dendrimers.
PAMAM dendrimers are efficient gene transfection polymers and able to trans
feet primary human fibroblasts, which are generally difficult to transfect. The
transfection efficiency of PAMAM dendrimers is related to the generation of
the dendrimers and DNA to dendrimer charge ratio.

3.4.2. Other Polymers

Promising initial results from the first generation commercial polymers
provided the inspiration for the design and synthesis of new polymers for
gene delivery. Generally, these new polymers were designed to address
specific barriers, such as endosomal escape, biodegradability, biocompatibility.
and stability.
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As discussed previously, endosomal escape is a critical step for efficient
gene delivery. Hoffman and coworkers (98,99) have evaluated a series of
membrane-disruptive polymers based on pH-sensitive a-alkyl acrylic acids, such
as polyethylacrylic acid and polypropylacrylic acid. Moreover, they have further
functionalized the membrane-disruptive polymers by incorporating grafts such
as serum-stabilizing PEG through acid-degradable linkers (100).

Biodegradable polymers were also designed to address cytotoxicity and gene
releasing barriers. A class of spontaneously biodegradable polymers was reported
for DNA condensation and gene delivery based on cationic polyesters, including
poly(a-[4-aminobutyl]-L-glycolic acid)] (94), poly(4-hydroxyl-l-proline ester)
(101), hyperbranched poly(amino ester)] (102). These polymers showed efficacy
for delivery of DNA both in vitro and in vivo with minimal toxicity. Another
application of degradable polymers is the crosslinked low molecular weight
(LMW) PEl «2000 Da). High molecular weight PEl is highly efficient for
gene delivery, but very toxic to many cell lines; however, LMW PEl is essenti
ally nontoxic but very ineffective for gene delivery. In a study, PEl (800 Da)
was crosslinked with diacrylates to generate degradable PEl (14-30 kDa),
which was more efficient and less toxic than nondegradable commercial PEl
(25 kDa) (103). Many biocompatible and FDA-approved pharmaceutical excip
ients were also investigated as gene delivery agents, such as cyclodextrins (104)
and chitosan (105).

3.5. Combined Lipid/Polymer-Based Vectors

Another unique nonviral vector consists of a polycation-condensed polyplex
core coated with a lipid outlayer, which was named LPD (liposome/poly
lysine/DNA) (54,106). Depending on the charge of the lipids, LPD can be
characterized as LPDI and LPDII coated with positively and negatively charged
lipids, respectively.

LPDI was fust developed based on the different DNA condensing ability
between monovalent cationic lipids and multivalent polymers. In Gao and
Huang's study, DNA was fust condensed with PLL and coated with various
cationic lipids. The resulting LPDI demonstrated higher transfection efficiency
than corresponding lipoplexes and had the ability to transfect some difficult cell
lines (106). The structure of LPDI appeared to be more compact and spherical
with a size of 100 nm or less compared to the lipoplexes' spaghetti-meatball
structure with large and heterogeneous size. LPDII has a condensed DNA core
with moderate excess of positive charges, which is coated with anionic lipids
resulting in an overall negatively charged particle. Lee and Huang designed
folate-targeted LPDII composed of PLL-condensed DNA and pH-sensitive
liposomes (DOPEICHEMS/folate-PEG-DOPE). The LPDII showed 20-30 times
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greater gene transfer activity than DC-Chol-based lipoplexes in KB cells and
had much less cytotoxicity (54).

3.6. Summary

Nonviral vectors are receiving considerable interest mainly because of their
safety advantages over viral vectors. Significant progress has been made in this
area during the past decade with a variety of lipids and polymers being created
to construct nonviral vectors. However, current nonviral vectors are much less
efficient than viral vectors in delivering genes, limiting their use mainly to in vitro
gene transfer studies. An ongoing trend of nonviral vector development is to
design lipid and polymer molecules and build the multiple functional compo
nents into single nanometer-sized vehicles that are able to overcome a series of
barriers for gene transfer.

4. Physical Methods for Gene Delivery
4.1. Introduction

Viral and nonviral vectors enhance gene uptake and expression by inter
acting with the cells and/or other biological entities passively. Alternatively.
external physical energy or force can be used to actively facilitate the passage
of the genes across various barriers for gene transfer. Such approaches are
collectively called physical methods. Based on the type of the physical energy/
force employed and how they are used for gene delivery, they are categorized
into injection, projectile gene delivery, hydrodynamic gene delivery, electro
poration, ultrasound-mediated delivery, laser irradiation, magnetic force-mediated
delivery, and electrical field-induced molecular vibration.

4.2. Injection

Injection works by mechanically inserting a hollow needle into the target and
pushing the agent of interest in through the needle. This technique has been
used in both in vitro and in vivo gene delivery. To transfect cultured cells, injec
tion must be performed on individual cells at a one-by-one mode. Because of
the micrometer size of the cells and the scale of operation, this technique is
termed as microinjection. Genes can be microinjected into either the cytoplasm
or the nucleus of any cells with transfection efficiency up to 100% (107).
Microinjection also allows semiquantitative introduction of DNA into the cells
and specifically monitoring individual cells for expression of the exogenous
DNA, rendering it highly valuable for studying the basic mechanism of gene
transfer (108). However, microinjection is a fastidious and time-consuming
operation. Typically, only a few hundred cells can be transfected per experiment
by an experienced experimenter. It is therefore traditionally used to transfect
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embryonic cells for creating transgenic animals (109). In an effort to overcome
the drawbacks of this technique, a robot system has been developed to increase
its throughput and make the operation easier (110).

Although microinjection is not applicable to in vivo gene delivery, conven
tional parenteral injection is the most reliable, simple, and efficient way for the
delivery of agents of high molecular weight and high hydrophilicity among all
drug delivery approaches such as oral and transdennal administration. As a
result, injection is used in the majority of gene transfer studies to deliver DNA
in vivo, no matter whether they are naked or carried in viral/nonviral vectors.
Furthermore, injection is a necessary procedure required by some other physical
approaches for in vivo gene delivery.

4.3. Projectile Gene Delivery

Projectile gene delivery is based on the use of kinetic energy to enhance
gene transfer by accelerating DNA with its carrier to a high speed and shoot
ing them into the cells or tissues. Depending on either solid or liquid DNA
carriers used, this technology is divided into gene gun and jet injection,
respectively.

4.3.1. Gene Gun

Gene gun is also referred as particle-mediated or bioballistic gene delivery.
The "bullets" are typically made of metal microparticles of 1-5 ~m in diameter
coated with plasmid DNA and propelled by high-pressure helium gas. Gold is
the most commonly used carrier material because of its high density and chemi
cal inertness. Gene gun was originally developed for creation of transgenic plants.
Recently, this technique is applied to mammalian cells with high efficiency
(111-113). More importantly from a clinical point of view, gene gun has been
used in vivo to transfect different organs and tissues including skin (111), liver
(111,114), muscle (115), brain (116), heart (117), bladder (118), and tumors
(119). This technique is generally safe. The major drawback is the shallow pene
tration of the particles into tissues. Surgical exposure would thus be needed for
transfecting internal tissues. Moreover, a relatively small amount of cells is
transfected per treatment. As a result, genetic vaccination is currently the major
clinical application of gene gun technology with the skin as the primary target
because it contains a large number of resident antigen-presenting cells and is
easy to access. Strong immune responses have been elicited in various animals
against diseases such as hepatitis B, malaria, and mv, leading to human clinical
trials of this technology (1,120). Encouraging results have also been obtained
in the studies using gene gun to treat cancer (119,121), bladder disease (118),
and promote wound healing (122).
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4.3.2. jet Injection

Jet injection works by shooting high-speed liquid jets of DNA solution or
suspension rather than solid particles into a target tissue. Compared to gene
gun, jet injection can have deeper penetration of up to 2 em under the skin
(123). Because preparation of the DNA/metal microparticles is not needed, jet
injection is also simpler and of lower cost than gene gun. The effectiveness of
this technique has been demonstrated via gene transfer of the skin (124), mucosa
(125), muscle (126), and tumors (127-129) in various animals including monkeys
(124). Similar to gene gun, jet injection is also limited by the relatively small
amount of cells that can be transfected in a treatment.

4.4. Electroporation

Electroporation uses short, intense electrical pulses across cells to promote
the entry of macromolecules into cells. Increased permeability is believed to
result from the formation of transient and reversible pores in the cell mem
brane as an applied external field exceeds its capacity. Presence of DNA may
assist the perforation process (130). Pores of 20--100 nm diameter in red blood
cells have been observed following electroporation by freeze-fracture electron
microscopy (131). Entry of DNA into the cells through the pores is driven by
electrophoretic force and influenced by a number of factors including the pulse
duration, number of pulses, and electric field strength, concentration of DNA,
composition of membrane, and type of cells (132). Electroporation has been widely
used for in vitro gene delivery. A commercially available electroporation-based
gene transfer technology, Nucleofector™ (Amaxa Biosystems, K51n, Germany),
has been shown to be able to transfect a wide range of hard-to-transfect cells
such as human primary cells and stem cells with high efficiency and high
viability (133-135J.

In vivo electroporation-based gene transfer is advancing rapidly. Skeletal
muscle is the major target tissue because of its large mass, high degree of vas
cularization, and ease of access. Moreover, skeletal muscle cells have a lengthy
life span and do not undergo cellular division, potentially allowing for long-term
transgene expression even though the transgene does not integrate into the host
genome. Gene therapy based on electroporation on skeletal muscle is used for
either correction of muscle disorders or using muscle as bioreactor for secretion
of therapeutic proteins. Electroporation usually starts with intramuscular injection
of plasmid DNA into the muscle and is followed by electrical discharge from
either needle electrodes or plate electrodes, which can be placed externally. A
typical pulse condition used for in vivo electroporation in skeletal muscle is
several 1 Hz square-wave pulses at 200 V/cm voltage intensity and 20 ms
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duration (132,136,137). A variety of proteins such as Factor VIII and IX, inter
leukins, growth factors, monoclonal antibodies, and erythropoietin for various
pathologies have been successfully produced via in vivo electroporation gene
transfer in the skeletal muscles (137-140). Electroporation has been shown to
increase the transgene expression by about 100 to lOOO-fold over the simple
intramuscular plasmid injection and can last for several months or even over a
year (132,137,140,141).

Delivery of large DNA with electroporation has also been demonstrated. A
full-length 12.5 kb mouse dystrophin DNA, which is beyond the packaging
capacity of onco-retroviral vector, ftrst-generation adenoviral vector, and AAV
vector, was successfully delivered and expressed in mice (142,143). Besides
skeletal muscles, electroporation has been used for transfecting other organs
and tissues including the skin (144), liver (145), heart (146), lung (147), eye
(148), brain (149), and solid tumor (150) in animals from mice and rats to pigs
(151). Whereas electroporation on the skeletal muscle can be perfonned with
needle electrodes or external plate electrodes, this approach becomes more inva
sive as accessibility to the target tissue decreases. Surgical exposure is needed
for accessing the internal organs for electroporation such as liver (145) and lung
(147). Furthennore, the current eletroporation methodology seems not suitable
for transfecting tissues over a large region such as a whole limb ofhuman because
of the extremely high voltage required to achieve enough voltage intensity. In
spite of these drawbacks, electroporation is a relatively simple, safe, efficient
approach and has shown great potential for many therapeutic applications.

4.5. Ultrasound-Mediated Gene Transfer

Acoustic energy in the fonn of ultrasound at megahertz frequencies can
enhance both in vitro and in vivo gene transfer. The mechanism is not well under
stood but cavitation, the dynamic fonnation and destruction of gas microbubbles
caused by an acoustic fteld, is believed to play an important role (152). Several
processes involved in the cavitation can contribute to the enhanced cellular
uptake of the genes. The most important one may be the formation of pores in the
cell membrane induced by the oscillating gas microbubbles (153). The entry of
the genes into the cells via the pores may be facilitated by local microstreaming
also caused by the oscillating bubbles (154). Moreover, high-velocity fluid micro
jets towards the adjacent cell membrane (155), local high temperature (156),
shear stress (154), and shock waves (157) generated during the violent collapse
of the bubbles may also assist the DNA to enter the cells. This cavitation mecha
nism is supported by the signiftcant enhancement of gene transfer efficiency
with the use of microbubble-based contrast enhancing agents, which can promote
acoustic cavitation by acting as cavitation nuclei and lower the threshold of
energy for cavitation (158-162).
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Enhanced gene transfer by ultrasound has been demonstrated with various
cell types in vitro (158,161,163). Furthermore, this technique has shown encourag
ing results in increasing the transfer of therapeutic genes in animal models. One
study showed significantly increased capillary density, blood flow, and blood
pressure ratio in the skeletal muscles of rabbits with limb ischemia following
ultrasonic delivery of hepatocyte growth factor gene (159). Similar results were
also observed in rat models of acute myocardial infarction (164). In another
study, delivery of a tumor suppressor gene, p53, into the rat carotid artery after
balloon injury has shown considerable antirestenosis effect (160). The potential
of ultrasonic gene transfer for the treatment of cancers was also demonstrated by
the high-level tumor-specific expression of interleukin 2 (IL-2) gene following
systemic administration (165).

Ultrasonic gene delivery offers many favorable characteristics. First, ultra
sound at megahertz frequencies is used for medical diagnostics and has excellent
record of safety in clinical practice. Microbubbles have also been approved for
clinical use as contrast agents by FDA. Second, this technique allows for trans
fection of internal organs noninvasively as an external transducer is used. Third,
the transfection area can be controlled by either focusing ultrasonic field on a
small region or scanning it over a large area. Finally, ultrasonic treatment is easy
to perform, and imaging can be conducted in real time, using a single piece of
equipment. Despite these attractive features and the proof-of-principle results,
however, ultrasound-mediated gene delivery is at a rudimentary stage. Much
more work such as proving its efficacy in larger animals would be needed to
deliver its promise.

4.6. Magnetic Force-Mediated Gene Delivery

Magnetic force-mediated gene delivery is also named magnetofection (166).
DNA is first associated with magnetic particles to form DNA-magnetic particle
complexes. Magnetic force can thus be exerted on the complexes to influence
their interactions with cells and tissues for enhancing the gene transfer. To trans
feet cultured cells, a magnet is placed under the cells to generate a pulling force on
DNA-magnetic particle complexes suspended in culture medium, resulting in
rapid deposition of the complexes on the cell surface. With a relatively small
amount of DNA, a high local DNA concentration at the vicinity of the cells can
thus be quickly generated, leading to a fast and high level of uptake by nonspecific
endocytosis (167). The high transfection efficiency of magnetofection has been
demonstrated with various cell types including hard-to-transfect cells such as
primary human airway epithelial cells, as well as a dissected airway epithelium
organ model (168-170). However, an ex vivo test on a dissected lamb's heart
showed insignificant increase of transgene expression mediated by magnetic
force (171).
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High level and localized magnetofection has also been observed in vivo in
the gastrointestinal tract of rats and blood vessels of pigs (166). Another study
demonstrated the successful use of vascular endothelial growth factor, a thera
peutic gene, to promote angiogenesis and arteriogenesis in rabbit models of
limb ischemia by magnetofection (172). Encouraging results ofmagnetofection
for treating feline cancer have also been obtained in a veterinary clinical trial
but the detailed information was not revealed (170). In this study, the DNA
magnetic particle complexes were injected into the tumors and magnetic force
was used to retain the genes within tumor rather than cause sedimentation. In
spite of these positive results, an in vivo study showed that the magnetic force
did not improve transfection efficiency in airway epithelial cells (173). Many
more investigations are thus needed, especially with large animals, to fully exploit
the potential of this technology.

4.7. Hydrodynamic Gene Delivery

Transfection efficiency of naked DNA delivered by conventional intravascular
injection is low because of multiple biological and physical barriers. However,
the efficiency can be significantly enhanced by controlling the hydrodynamic
behavior of the blood, specifically, by temporarily increasing the blood pressure
and/or blocking the blood flow (174). The mechanism for enhanced DNA
uptake is not clear. One hypothesis states that enlarged fenestrae in the liver
sinusoids and the formation of transient pores in the membrane of hepatocytes
caused by elevated blood pressure in the liver are responsible (175-177). This
mechanism is supported because a rapid injection of a large volume of DNA
solution in occluded limb muscles is necessary for high-level gene expression
(178-181). However, efficient gene transfer was also observed without increasing
blood pressure in both liver and diaphragm muscle, suggesting that other cellu
lar mechanisms enhanced by prolonged, static presence of the plasmid in the
blood may playa major role for gene uptake (182-184).

Results of hydrodynamic delivery of therapeutic genes in the liver are
highly encouraging. Following a rapid injection of a large volume of DNA
solution in the tail vein of mice or rats, sustained production of human factor
IX in hemophilia B mice for 1 yr and erythropoietin in rats for at least 12 wk
was observed (185,186). To be more relevant for human use, local DNA deli
very and blood blocking have been demonstrated in the liver of rabbits with the
use of a catheter and balloon cuff (187). A therapeutic gene encoding full
length dystrophin has also been efficiently delivered and expressed in the
muscles of both limbs (180) and diaphragm (183) in dystrophic mice follow
ing surgical blood occlusion and local intravascular gene delivery. For larger
animals, the procedure can be even simpler and minimally invasive by the use
of a tourniquet or blood pressure cuff to block blood flow and a catheter to
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deliver DNA solution into the blood. The effectiveness of this technique has
been demonstrated in monkeys (179,181). In summary, hydrodynamic deliv
ery is unique among all gene transfer techniques for its ability to efficiently
and safely transfect a whole organ or muscles over a large region with either
transient or long-term gene expression. It thus holds considerable potential for
treating human conditions such as Duchenne's muscular dystrophy, peripheral
artery disease of distal limbs, liver diseases, and diseases requiring sustained
secretion of proteins.

4.8. Laser Irradiation

Laser is a highly focused beam of light. When irradiated on a cell, it can
perforate the cell membrane, allowing the entry of genes in the surrounding
medium into the cell (188,189). In one study, cultured cells were illuminated
at a one-by-one mode by a femtosecond laser with each cell taking 10-15 s,
resulting in a transfection efficiency of 100% (190). Suspended cells can also
be transfected by using a laser beam to optically trap a cell and a second beam
to perforate it (191). Enhanced gene uptake can also be obtained without direct
laser irradiation on cells but by exposing the cells to shock waves induced by
laser (192). Moreover, laser-mediated transfection can be potentiated by ele
vated temperature and presence of light absorbents in the cell culture medium
(192-194). In vivo studies showed that expression ofa reporter gene injected in
the rat skin was enhanced by the shock waves induced by laser without major
side effects (195). In another study, illumination with infrared laser focused in
the muscle 2 mm below the skin of mice has induced high and persistent
expression of erythropoietin gene without tissue damage (196). However, the
mechanism for laser-enhanced in vivo gene transfer is not well understood.

4.9. Molecular Vibration

Molecular vibration is a recently developed technique for gene transfer based
on the use of a vibrating ultrahigh-voltage electric field (197). Different from
electroporation, which also uses electrical energy, the electrodes used in mole
cular vibration are not in contact with suspension-containing cells and DNA
and there is thus no current through the suspension during transfection. The
vibrating ultrahigh-voltage electric field can drive all molecules in the suspen
sion of cells and DNA to vibrate, converting the electrical energy to vibrational
energy of the molecules. When the vibrational energy exceeds the hydrophobic
bonding energy of phospholipids constituting the cell membrane, exogenous
macromolecules including DNA can penetrate the membrane and enter the cells.
Molecular vibration has demonstrated high transfection efficiency and cell via
bility with a variety of cell types, as well as tissue explants. However, whether
this approach can be used for in vivo gene transfer remains unknown.
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4.10. Summary

Compared to the vector-based gene delivery methods, physical methods
offer unique advantages for gene transfer. Assisted by the external physical
energy or force, enhanced gene transfer can be obtained with naked DNA,
eliminating many problems associated with the preparation, toxicity, and immuno
genicity of viral and nonviral vectors. The transfection efficiency of physical
methods is also relatively less dependent on cell cycle and type and DNA size.
Particularly valuable for in vivo gene transfer, physical methods have excellent
targeting ability at the tissue and organ level. With these advantages, efficient
gene transfer to various hard-to-transfect cells as well as a variety of animals has
been observed using the physical methods.

Physical methods are relatively new in gene delivery technologies. The
fundamental physics and biology involved in the transfection processes are
generally not well understood. Side effects such as tissue damage are inherent
to some methods because enhanced gene uptake is based on the perturbation
of integrity of cells. Moreover, most physical techniques are at rudimentary
stage of development and much work has to be done before they can reach
human clinical trials. Nonetheless, physical methods for gene delivery have
demonstrated encouraging results and hold great potential for further
improvement.

5. Concluding Remarks

Gene therapy promises to revolutionize medicine. Realization of the promise
must, however, be established on safe and efficient gene delivery technology.
Viral vectors are dominant tools for therapeutic gene transfer at present. They
are efficient in gene transfer but suffer from high toxicity and immunogenicity.
Improving their safety profiles is one focus of current research on viral vectors.
Progresses are continuously being made in this area and viral vectors are projected
to remain as the major gene delivery tools in the foreseeable future. Nonviral
vectors are receiving increasing attention in recent years. They are safer than
viral vectors and offer great design flexibility. Although current nonviral vectors
have unacceptably low transfection efficiency, advance in this direction may
eventually lead to virus-like, multifunctional nanodevices capable of efficient
and safe gene transfer. Physical gene delivery methods enhance gene transfer
by employing external energy or force. This group of methods is at its early
stage of development, but is likely to play a more important role in the future.
Currently, none of the three classes of gene delivery techniques is satisfying for
routine practical use but this area is under intense investigation and progressing
rapidly. Development of clinically useful gene delivery technology is thus, we
believe, challenging but highly promising.
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Stem Cell Technology and Drug Development

Helen L Fillmore and Susanna Wu-Pong

Abstract
Stem cell technology holds the potential to offer new therapeutic options for poorly

treated and debilitating diseases either by cell replacement therapies or by identification of
drugs using high-throughput stem cell cultures differentiated into specific mature cell
types. This promising technology is based on isolation of pluripotent cells that can be
expanded in culture and differentiated into a mature phenotype. In addition to the social
and political considerations, many methodological issues, such as choice of cell type.
culture and differentiation methods, stability of cells in culture, and transplantation
techniques, remain. This chapter reviews these issues and presents some novel potential
applications.

Key Words: Stem cells; drug development; embryonic stem cells; toxicology; nuclear
reprogramming; culture; differentiation; adult stem cells.

1. Introduction

Stem cells obtained from embryos and adult tissue hold great promise for
drug development, cell replacement therapies, and basic science discoveries in
areas such as developmental biology and cancer. The use of human embryonic
stem (ES) cells for research has generated nationwide debate in scientific.
political, and consumer groups for several reasons. Currently the technology
requires the destruction of human embryos to obtain ES cells. This has led to a
ban on federally funded research monies on new ES cell research in the United
States. However, in 2001 President Bush allowed federal funding for continued
research involving 21 established stem cell lines (Human Embryonic Stem
Cell Registry: http://stemcells.nih.gov/research/registryl). Recently, the United
Kingdom has also created the UK Stem Cell Bank, a British resource for stem
cell lines (http://www.ukstemcellbank.org.ukI).
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Stem cells can also be obtained from adult tissue, and although lagging behind
in research compared to the ES cells, these cells are being aggressively studied
for their potential applications. This chapter will examine the scientific and
therapeutic applications of both cell types, including the potential for indivi
dualized cell therapy, then review predictions for promising new applications
for this powerful technology.

2. Background

The power of stem cell technology resides in their ability, unlike mature cells,
to differentiate into a variety of cell types. Stem cells can be derived from
embryonic, fetal, or adult tissues. Stem cell differentiation is critical to their
potential as therapeutic entities, with ES cells currently believed to hold great
potential for medical advancement and therapies. Stem cells exhibit unlimited
or prolonged self-renewal capacity, have the ability to differentiate into one or
more cell types, and are regulated in vivo by extrinsic and intrinsic factors.

Clearly these unique properties require that stem cells have important biologi
cal functions. The ability of stem cells to differentiate is critical to the correct
morphologic development of the fetus. ES cells are considered pluripotent in
that they are self-replicating and can differentiate into cell types that comprise
the three germ layers of an embryo. In contrast, totipotent stem cells give rise
to pluripotent cells and cells of extraembryonic tissue (Le., placental cells).

In addition to fetal development, stem cell differentiation enables main
tenance of organs and tissues in the adult. Somatic or adult stem cells (ASCs),
considered multipotent, are present in low numbers within mature tissues
throughout the body and usually reside in specialized rnicroenvironments or
'niches'. ASCs have been identified in several adult tissues, for example, in skin,
bone marrow stroma, and brain (reviewed in ref. [l J). The earliest identified
and most studied ASC is the bone marrow hematopoietic stem cell which can
differentiate into the many types of blood cells. Asymmetrical division ofASCs
leads to pools of transient amplifying cells that differentiate into mature cells
via both extrinsic and intrinsic regulatory control mechanisms (2). This stem
pool in adult tissues provides a continuous source of cell precursors required for
tissue renewal and replenishment.

In terms of drug discovery and cell replacement strategies, both ASC and ES
cell technology hold great potential. Both cell types have relative advantages and
disadvantages, and key differences exist between the two. Compared to ASCs,
the major advantage of ES cells is pluripotency and the ability to differentiate
into all mature cell types. ES cells are also relatively easy to grow in culture
and, because of significant technical advances, can be grown without the use of
nonhuman feeder cell layers (3). A major disadvantage of using ES cells is the
potential of rejection by the host immune system as discussed below. In terms
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of drug discovery, however, the main concern is the long-term maintenance in
culture and risk of genomic instability.

In contrast, the major advantage of ASCs is the potential for using a patient's
own cells for transplantation thereby avoiding potential of rejection by the
patients' immune system. However, the primary disadvantage of ASCs is that
currently the methods for isolation, expansion, and controlled differentiation
lag behind that of ES cell technology.

Whereas the mouse has proven to be a useful model in studying the complex
cellular mechanisms involved in the control of pluripotency and differentiation,
hES (human ES) cells will be used for human cell therapy. Progress with hES
cells has lagged behind mouse models, although significant success has been
achieved in differentiating the cells into mature somatic cells, such as cardio
myocytes, hematopoietic. and endothelial cells (Table 1). However, for use in
cell replacement therapies, hES cells must be developed with minimal foreign
additives and cells to reduce the possibility of immune response (2,25).

3. Stem Cell Methodology

3.1. Isolation and Propagation

3.1.1. ES Cells

ES cells are obtained from the inner cell mass of a blastocyst which is a
tissue structure formed 4--5 d after fertilization. Standardized procedures are
used to create ES cell cultures. The outer trophectoderm layer of the blastocyst
is removed, leaving the inner mass of 30-34 cells. The cells are typically plated
in serum-containing media onto irradiated mouse embryonic fibroblast cells.
Mouse ES cells then grow in aggregates which can be removed, mechanically
dissociated, and replated. Homogenous cells are then selectively replated.
expanded, and passaged (reviewed in ref. [4J).

Mouse ES cells are relatively simple to grow in culture and will expand readily
in the presence of leukemia inhibitor factor (LIF) and serum. hES cells generally
require cell feeder layers, such as embryonic fibroblasts, to grow in serum-free
culture supplemented with bFGF. The presence of feeder layers complicates the
use of ES cells in humans because of the potential risk of contamination by
feeder cell proteins. Human feeder cells have also been tested; the primary draw
back is the risk of contamination of human feeder cells with infectious agents
and possible transfer of these agents to the ES cells (see ref. [5J).

Because of the drawbacks of using feeder cells, feeder-free systems are bcing
developed for ES cell culture (3). These systems still require bFGF and possi
bly other elements like TGF~ or conditioned media. Despite efforts to maintain
cells in their undifferentiated state, spontaneous differentiation can occur, espe
cially with feeder-free systems.
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Table 1
Examples of Therapeutic Use of Stem Cells

Differentiation- Markers of
induction differentiation Applications

Neural Removal of LIF Neurotransmitter Neuro-
production degenerative

disorders
Forced expression Electrophysiologic Brain/spinal cord

of genes such as properties trauma
Sox!, Nurrl

Stromal feeder cells Response to Multiple sclerosis
neurotransmitters (oligodendro-

cytes)
Growth factors Dopamine, GABA,

(FGF2,EGF, serotonin receptors
PDGF, NGF, etc.)

Low MW agents Neuron cell adhesion
molecule

Production of myelin
(oligodendrocytes)

Mesenchymal Removal of LIF Electrical properties Heart disease
Ascorbic acid Cardiac alpha myosin (cardiomyocytes)
Cardiogenol Cardiac troponin Iff Bone fractures
5-Aza-deoxycytidine Atrial natiuretic factor and
Retinoic acid osteoarthritis
Vitamin D (osteoblasts,
Vitamin C chondrocytes,

osteoclasts)
Epidermal BMP4 Keratins Skin substitutes

Ascorbate Involucrin
Hematopoietic Hematopoietic Hemophilias,

cytokines anemias, etc.
Bone morphogenic

proteins
Plating on

methylcellulose
Hepatocyte Sodium butyrate Albumin In vitro drug

ActivinA P450 activity metabolism
Acidic fibroblast Glycogen storage assays

growth factor Tyrosine Hepatitis, cirrho-
Hepatocyte growth aminotransferase sis, hepatic

factor Glucose 6 phosphatase injury, etc.

(Continued)
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Table 1 (Continued)

Differentiation
induction

Markers of
differentiation

179

Applications

Endothelial
and
vascular
smooth
muscle

Pancreatic Force Pax4
expression

PI3-K inhibitors
Activin
Exendin-4
Nicotinamide
Random

differentiation

LDLuptake
Angiogenesis

like activity

c-Peptide
Insulin expression or

secretion
Glucagon
Somatastatin
Pdxl
Tyrosine

aminotransferase
Glucose 6 phosphatase

Diabetes

Data from refs. (5,15,26)

As mentioned earlier, ES cells may also exhibit genomic instability in culture.
particularly in feeder-free systems, and will therefore require periodic monitoring
of genomic integrity (6). The observed genomic instability has implications for
the preservation of the ES cells in the NIH registry in terms of their utility
for stem cell development. The NllI Human Embryonic Stem Cell Registry
lists stem cell lines that are eligible for federal research funding, and contact
information on how to obtain the cell lines. However, the lines available in the
past have reported genetic mutations, and to date the majority of the lines listed
on the site are no longer available for shipping (7).

Another challenge for ES cultures is retention of pluripotency in vitro. ES
cell pluripotency relies on both intracellular and extracellular signaling pathways
and appears to include proteins involved in gene silencing. One such group of
proteins is the polycomb family members which are involved in inhibiting
differentiation pathways by silencing critical transcription factor genes. These
proteins transcriptionally repress developmental genes in concert with pluri
potency proteins (for review, see ref. [8]).

3.1.2. Adult Stem Cells

ASC isolation or enrichment is obviously more difficult compared to ES
cells because tissues tend to be comprised of several cell types. Many methods
are used for obtaining and preparing cells; the methodology varies from one
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study to another. In general, the tissue is either mechanically or enzymatically
dissociated to obtain single cells. Depending on the tissue, unique properties
of resident stem cells can be utilized to attempt separation from the more
mature cell types. For example, somatic stem cells from specific tissues express
different proteins than their more mature counterparts including cell surface
proteins which scientists have taken advantage of to isolate the stem cells.
Antibodies to differentially expressed cell surface proteins can be used to sort
stem cells from the other cell types by using technologies such as fluorescence
activate cell sorting (FACS), magnetic cell sorting, or buoyancy gradient
centrifugation (i.e., Percoll). Although these are powerful tools for stem cell
isolation, these methods may poorly affect cell survival (9).

Other methods have also been successfully used to improve cell yield. For
example, the isolation of mesenchymal stem cells from bone marrow can be
accomplished using adhesion to culture plates followed by a series of expansion
and preferential passaging to reduce contaminating cells. In the case of neural
stem cells, there are several methods used to isolate adult neural stem/progenitor
cells including antiadhesive reagents that may be used to aid in the separation
of the attached cells from the 'neurospheres' which contain neural 'stem' cells
(reviewed in ref. [10]). Recently, isolation of an attached population of adult
neuronal stem cells was described by Walton et al. (11) (described below in
Section 2.4).

For ASCs to be useful clinically, a stable and sufficient supply of cells must
be available. Like any other primary cell line, the life span of any cell in culture
is limited because of senescence-associated growth arrest. For example, human
mesenchymal stem cells (hMSCs) isolated from young donors can normally
undergo 24-40 population doublings. Kassem et al. (reviewed in ref. [12]) has
studied telomerase-dependent senescence to determine whether cultured hMSCs
life span could be extended in culture. The authors forced expression of human
telomerase reverse transcriptase to restore telomerase activity and, thus, prevent
telomere shortening. The modified cells not only showed extended life span, but
also exhibited genetic instability and cell transformation. In general, senescence
could be a limitation for cultivation of ASCs and progenitor cells derived from
either ES or ASCs.

3.2. Differentiation

The ability to selectively and efficiently differentiate ES cells into specific
lineages and tissue specific cells will determine their usefulness as research and
therapeutic tools. Mouse ES cells have been successfully used to study differ
entiation, gene function, and molecular pathways (Table 1). One of the primary
challenges facing ES cell development involves obtaining purified colonies of
mature cells following in vitro differentiation. Several techniques are available
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Fig. 1. Differentiation of human tissues. (Source: bttp://www.ncbi.nlm.nih.gov/About/
primer/genetics_cell.html.).

for population enrichment and can include targeted introduction of stem cell
specific genes fused with a reporter gene that allow easy detection and/or
isolation of specific cells. Cell selection using cell surface markers and FACS
can also be used to purify differentiated stem cells (9).

ASC differentiation in culture has also been studied but to a lesser extent
compared to ES cells (reviewed in refs. [8,12/). The focus of many papers has
been to determine whether ASCs can be induced to differentiate into the desired
cell type. Studies have shown that ASCs are indeed pluripotent: ASCs derived
from multipotent adult progenitor cells and unrestricted somatic stem cells from
human umbilical cord blood can differentiate into cell types consistent with the
three germ layers of a blastocyst. In addition, hMSCs can be induced to differen
tiate into osteoblasts in culture using hormones, growth factors, and extracellular
matrix proteins.

The mechanisms of hMSC cell differentiation in culture were also examined
(12). The authors discovered that expression of Dlkl/Pref-l, an EGF-like
(epidermal growth factor) protein, maintains the undifferentiated phenotype of
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the cell in culture. The authors also used proteomic methods to compare the
proteins involved in EGF- vs platelet-derived growth factor (pDGF)-induced
differentiation of hMSCs. The proteins involved in EGF- and PGDF-induced
differentiation are 90% similar and differ only by the PGDF-induced activation
of the PI3K pathway. Identification of such control points can conceivably be
used to finely control differentiation pathways.

3.3. Transdifferentiation

Transdifferentiation is defined as the differentiation of a pluripotent cell
type from one organ to a specific cell type of another organ. The field of trans
differentiation is still in its infancy and well-accepted protocols are yet to be
developed. Some contend that observed reports of transdifferentiation in the
literature are actually the result of contamination or ASC fusion with a mature cell.

A recent example of transdifferentiation has been described by Harris et al.
(13), who report that bone marrow-derived cells (BMDC) appear to transdiffer
entiate into epithelial cells. The authors demonstrate that epithelial cells develop
from mature BMDC in the absence of cell fusion, using a ZlEG Cre-reporter
mouse. Male ~ actin Cre mice were used to collect BMDC donor cells which
were then transplanted into irradiated females who ubiquitously express Cre
recombinase. In this mouse strain, if fusion between male donor and female
acceptor cells occurs, then Cre recombinase (from the female) induces recombi
nation in the male genome, and EGFP expression is permitted. Thus the presence
of the Y chromosome concurrent with the absence of EGFP expression in cells
of the recipient mouse was used to demonstrate the absence offusion. The authors
suggest that transdifferentiation occurs in their system because of minimal tissue
injury or immunodepletion prior to transplant.

3.4. Transplant

Individualized cell therapy is dependent on the ability of hES cells to be
successfully transplanted into the recipient and results in functioning cells that
will integrate into the desired tissue. Transplants of differentiated mouse stem
cells into a mouse model have demonstrated successful integration into host
tissue (for reviews see refs. [14,15]). Experimental efforts to transplant hES
cells into a mouse recipient have produced some success. Although some report
very poor reconstitution in the target tissue, others report distribution through
out the host tissue and differentiation in a region-specific manner.

A recent report by Walton et al. (11) discusses the identification and selection
of adult human neural progenitor (AHNP) cells that are stably grown in culture
and generate glial and neuronal cell types both in vitro and in vivo. The cells
are isolated from surgical samples by plating onto uncoated plastic dishes and
propagating in the presence of bovine pituitary extract, fetal calf serum, epidermal
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and basic fibroblast growth factors. The cultured cells are stable in morphology
and size in culture for over 60 population doublings. The cells remain growth
factor dependent for growth and show no signs of indefinite growth or gross
cytogenetic abnormalities. Cells transplanted into the right ventricle of C56/B6
mice were detectable after 30 d, adopted neuronal morphologies, but mainly
concentrated along the injection site. Therefore, Walton et al. demonstrate success
ful transplant of human ASCs into a mouse modeL

4. Scientific Applications
Stem cells can be used as an in vitro model to facilitate drug development or

for the creation of more sophisticated transgenic models to study normal function
and disease. Stem cell and transgenic models can be used in many phases of
drug discovery. One of the major advantages for using stem cells for drug devel
opment and testing, in terms of their pharmacological or toxicological effects,
is the ability of using differentiated cells of specific organs without the use of
transforming factors. In addition, stem cells are invaluable tools that are used to
pursue a more detailed understanding of complex processes such as differentiation
and gene function. In summary, these models can be used for the identification
of new drug targets and therefore lead to novel drug compounds.

4.1. Nuclear Reprogramming and Genetic Manipulation

Genetic manipulation in an in vitro or in vivo model may be necessary to
improve the predictive ability or relevance of the modeL For example, an investi
gator may wish to control or add expression of genes that are critical to the
phenotype or hypothesis in question. Isolated ES cells can be genetically
manipulated like any other cultivated cell (see Chapter 7). New genes can be
introduced into the ES cell genome, existing genes can be silenced, or some
combination can be used. Such approaches are useful for studying gene function
and expression, particularly in differentiation, or to improve cell properties for
cell transplantation therapy.

Nuclear transfer is a process in which an entire nucleus from a somatic cell
can be transferred into an enucleated oocyte. The resulting ES cells contain the
genome of the donor, but by some mechanism reprogram the cell back to an
undifferentiated state. This technique, called nuclear reprogramming, has been
effectively used to study the genetic changes in differentiation and their role in
totipotency and cancer (for review see 18}). Nuclear reprogramming could also
provide a new source of cells for cell replacement therapy that involves har
vesting of adult somatic cells and oocytes for the creation of a pluripotent.
undifferentiated celL

Nuclear reprogrammed cells may be developed for use in cell transplant.
Reprogrammed cells derived from the patient would be syngeneic and compatible
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with the patient's immune system. Besides the usual ethical questions that arise
from nuclear or gene manipulation for human therapeutics, this approach is
labor intensive and expensive and therefore may not be conducive to widespread
use. Other problems are also associated with the methodology used: nuclear
transfer into an oocyte can result in abnormalities during development; fusion
with ES cells generates tetraploid cells; oocyte or ES cell extracts exposed to
permeabilized somatic cells result in no functional reprogramming; explantation
of germ cells (which become reprogrammed to the new host tissue) requires, of
course, the use of germline cells (8).

4.2. Pharmacokinetics, Pharmacodynamics, and Toxicology

Currently, drug metabolism studies employ some combination of in vivo or
in vitro models to determine the likely metabolic pathways of drugs. Animal
models are suitable for preclinical studies, but drugs must eventually be tested
in humans during clinical trials. Pharmaceutical companies prefer to obtain as
much preclinical information as possible to minimize the risk of severe adverse
reactions in Phase I clinical studies. Therefore, when available, human liver
tissue is used to assess drug metabolism and toxicity. ES cell sources of hepato
cytes could produce a more readily available and reproducible source of cells
for metabolism studies. Selective differentiation of ES cells into hepatocyte-like
cells has been demonstrated (Table 1).

Similarly, absorption and transport studies initially are executed using cell or
animal models. Whereas intestinal absorption models using a human cancer cell
line, Caco-2 colonic adenocarcinoma cells, is considered adequate, human cell
transport models for other epithelial or endothelial cell barriers are of variable
quality and availability (16,17). Such models, if optimized and made available
using ES technology, can be useful tools for elaborating the mechanisms of
drug transport and metabolism at the cellular level. Optimization of drug trans
port across these biological barriers can also be a useful application of such
in vitro models.

Though ES-based model for pharmacokinetics is still in its infancy, ES cells
are currently in use for toxicology testing. Embryotoxicity of compounds is
tested by measuring the effect of the agent on ES cell differentiation. Single cell
models can be used. For example, Buesen et al. (18) measure the impact of
compounds on ES cell differentiation into cardiomyocytes as a toxicological
end point for determining teratogenicity.

Multiple end points can also be used for greater predictive ability of toxicity
and mutagenicity tests, such as the validated embryonic stem cell test (EST).
EST uses an embryoid body (aggregates of ES cell) rather than the ES cell
culture model (19,20). In the EST, mouse ES cell and 3T3 fibroblast cells are
used to test compounds' effect on differentiation as a predictor for embryotoxicity.
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The three measures are: (I ) influence on ES cell differentiation into myocardium
cells, (2) ES cell cytotoxicity, and (3) 3T3 cell cytotoxicity. The combined use
of these assays improves the predictability of in vivo embryotoxicity when
compared to the use of a single test alone. The primary limitation of the EST is
its labor-intensive nature and the limited number of cell lineages represented in
the test.

In addition to embryotoxicity, tests for cytotoxicity and mutagenicity are also
in development using ES cells, embryonic carcinoma, and embryonic germ cells.
Nonhuman ES cell models have also been tested for embryotoxicity, including
Xenopus or chicken embryos, whole embryos, and other vertebrate and inverte
brate cell lines (for review see ref. [21]).

ASCs can also be used to develop in vitro models for disease. For example,
the ASC from diseased tissue may retain physiologic dysfunction when induced
to differentiate into the respective somatic cell. The cell can then be used to
study disease processes or treatment in vitro, or further developed into a trans
genic animal model. The success of using stem cells for in vitro disease models
has been mixed. However, important insights into hematopoiesis, vascular and
angiogenesis, as well as cardiovascular, renal, pancreatic systems have been
obtained. Thus, ASCs from diseased tissue and their differentiated somatic cells
could provide a renewable source of cells to examine the biochemistry and
treatment of disease (see refs. [14,22]).

The availability of an unlimited pool of virtually any cell type can also be
an invaluable research tool. Within a single individual, hundreds of cell types
coexist harmoniously, several even within a single tissue. Each of these cell
types has unique properties despite a common genome. Therefore, using ASCs
to create separate arrays of cell types from an individual patient could be used
to improve our understanding of the fundamental concepts of biological vari
ability and differentiation.

A variation on the theme of ASCs obtained from individual patients. should
the technology one day become routine and cost effective, is individualized drug
optimization studies. Each human DNA sequence is unique; thus each person is
also unique in how they respond to drugs. Therefore, advanced knowledge of a
patient's response to a drug, whether the response is toxicity, drug efficacy, or
no effect, would allow dosing regimen optimization before actually starting the
treatment regimen. Furthermore, because tissues differ in their expression of
transport and receptor molecules, metabolic capabilities, blood flow, intracellular
protein expression, one could hypothesize that different cell types even from the
same patient could require different drug concentrations to produce either a
therapeutic or toxic effect Individualized cell arrays could conceivably be used
to screen for ideal drug and concentration combinations for an individual patient.
This approach may be especially useful when certain cells are particularly
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vulnerable to toxicity, such as dividing cells' susceptibility to chemotherapeutic
agents. An emerging example of this concept is illustrated by Torrance et al.
(23) who altered oncogene expression in cancer cell line, then compared suscepti
bility of the different cells to antitumor agents. Another example would be the
isolation of "cancer" stem cells from individual patient tumors which could
then be used to identify individualized drug treatment regimens.

Arrays of the same cells from different individuals could also be an invaluable
research tool. For example, arrays of hepatocytes that express different cyto
chrome enzyme polymorphisms could be used to rapidly determine the enzymes
responsible for drug metabolism. The advantage of using a hepatic cell array
instead of purified enzyme arrays may be the provision of a more relevant
biomatrix for metabolic assessment.

5. Therapeutic Applications - Cell Replacement Therapy

Because differentiation into neuronal cells appears to be the default pathway
for ES cell on removal of LIP, neurological applications are the logical starting
point for ES cell therapeutic development (see ref. [5J). The process of neuronal
differentiation into specific subtypes is facilitated by the addition of growth
factors and plating with feeder cells. If successful, neuronal cells can be used to
treat degenerative disorders such as Parkinson's or Alzheimer's or brain and spinal
cord injuries (Table 1).

Although cell replacement therapy remains a potential treatment option for
Parkinson's disease, several obstacles must be overcome in order to achieve
successful clinical outcomes. These obstacles include reliable methods of
cultivation and expansion of stem cells as mentioned earlier and optimization
of methods for cell delivery. For example, the selection of cell delivery catheter
will be critical to the successful transplant of cells. Commercially available
catheters produce either unacceptable levels of tissue damage, poor cell deli
very, or unintended flow paths of delivered cells. An improved coaxial tube cell
delivery device was developed that allows for subsequent infusions of growth
factors and infusions at multiple sites along the insertion paths. Once a suitable
nondoparninergic region of the brain has been identified for cell delivery and a
suitable treatment planning system designed for optimal flow and delivery of
the proper cell concentration, such catheters could be used for targeted delivery
to the brain (for review, see ref. [1OJ).

The use of fetal stem cells for the treatment of Parkinson's started as early as
1990. These early studies demonstrated some clinical benefit for the patient.
For example, in 1996 Defer et al. (24) showed that -fetal mesencephalic cell
implantation resulted in bilateral improvements in motor function, fluorodopa
uptake, good implant survival, and dopaminergic reinnervation following uni
lateral implantation. Other studies have shown graft survival for up to 10 yr,
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normalization of dopamine release, reversal of impairment of cortical activation,
and even resulted in significant clinical improvement for some patients. Despite
promising early studies, development of clinical therapies is still in very early
stages. Patient response to these therapies is uneven, and dyskinesias have been
reported as a result of the intervention. Other concerns listed above, such as
purity of culture and genomic instability, as well as the potential role of genetic
manipulation of stem cells, are issues that continue to be relevant for clinical
trials (for review see ref. [25).

In addition to treating Parkinson's, neural cell replacement therapy may be
used to treat spinal cord injury. hES-derived neural cell transplants have resulted
in detection of human neurons, astrocytes, oligodendrocytes, and glia in recipient
mice brains. ES cell-derived oligodendrocytes in some cases have even been
found to form myelin sheaths. When injected near the injury into a spinal cord,
partial functional recovery was observed in spinal cord-injured mice, possibly
because of ES cell differentiation into oligodendrocyte myelination. However,
the success of the transplant continues to be limited by the differentiation effi
ciency of the hES cells prior to transplant (see refs. [5,15J).

Stem cells are also in development for the creation of pancreatic islet cells
for the treatment of diabetes. Islet-like cells have been created in vitro by treat
ment with selective growth factors, differentiating agents, or genetic manipulation
(Table I). Specifically, such cells (induction of p-geo or the transcription factor
Pax4 or inhibition of phosphoinositide 3 kinase) improve hyperglycemia when
implanted into diabetic mouse models. Removal of cells differentiated with
the Pax4 or PI3K inhibitor also resulted in reversal of hypoglycemic effects
(see ref. [15).

A major limitation of the use of allogeneic stem cells for individualized ther
apy is similar to any other cell transplant methods: immune rejection of the
transplanted tissue. However, autologous stem cells can be created using nuclear
transfer, used similarly in cloning. Nuclear transfer involves the removal of the
nucleus of a stem cell (or the nucleus of a fertilized egg in traditional cloning),
then replacement with the nucleus of the patient's cell. These reprogrammed
cells once expanded in culture can either be directly transplanted into damaged
tissue for tissue repair or genetically modified to add or remove a gene prior to
transplant. Theoretically, nuclear reprogramming and genetic manipulation of a
patient's somatic cell could allow customizable cell replacement therapy. This
technique is also obviously labor intensive and expensive, which ultimately
may limit its viability as a therapeutic intervention.

Other limitations of allogeneic stem cell transplant include risk of transmis
sion of infectious diseases or latent genetic diseases such as a predisposition to
cancer. Extensive testing of the donor cells could minimize many of these
potential risks. Another serious concern involves the risk of ES cells forming
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teratomas in vivo. Including a suicide gene into the cells could allow for external
control of transplant cell death if such an event occurs.

The in vivo issues are only part of the spectrum of technical problems that
must be resolved for a cell-based therapy to be feasible for human use. Other
development issues to consider include expanding the manufacturing capacity
of the product without compromising the quality of the product. Successful
pharmaceutical applications of any type of stem cells rely on the availability of
an unlimited source of cells and the standardization of protocols for differentia
tion. Cultures should also be able to withstand freeze-thawing, as pharmaceutical
companies require preservation of master cell lines to maintain the integrity of
the product as originally designed, tested, and validated. Testing protocols for
the cells must be developed and validated to ensure that the product meets
standards of purity throughout the manufacturing process in terms of cell popu
lation and a proven absence or acceptable reduction in levels of contaminants.
Development of good manufacturing practices (GMPs) for stem cell therapeutics
will also become necessary. As ES cell or ASC therapies get closer to the market,
these and other unforeseen issues will require the expertise of scientists from
many disciplines to enable the approval of these therapeutic agents.

6. Stem Cells and Biotechnology

The development of stem cells for human therapeutics is reminiscent of the
evolution ofbiotechnology for the design and development ofbiopharmaceuticals.
Both may involve the use of complex technology that involves foreign cellular
components, xenogeneic cells, or molecules. The use of foreign molecules created
appropriate concern about the safety of recombinant products in humans. The
result has been the creation of manufacturing and quality control protocols that
established acceptable limits for endotoxin and other contaminants that result
from the manufacturing process. Today, biopharmaceutical products are made
routinely when only two decades ago the field was fraught with uncertainty
about the feasibility of the endeavor.

The next phase ofpharmaceutical biotechnology will involve the more complex
technologies such as gene and stem cell therapies. In retrospect we may view
the development of protein pharmaceuticals nostalgically as the era when rapid
developments in biotechnology were achieved. Though protein drugs often
have 3D structure and a molecular weight that can be orders of magnitude
greater than a traditional drug, still the product is often only one active molecule
formulated into a relatively simple aqueous delivery system. One can theorize
that the addition of a single component to a recombinant molecule can expo
nentially complicate the manufacturing and quality control efforts. To use a
simplistic example, the use of a lipid carrier to a protein or DNA drug adds not
only manufacturing concerns for the second molecule but also necessitates
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characterization and reproducible production of the correct spatial and
physicochemical relationship with the first molecule (Le., the liposome). One
must only peruse the liposome literature to observe that considerable effort is
spent solely on characterization and reproducibility of the liposome/drug
complex, which is in fact a simple system compared to a viral vector or a cell.

The biopharmaceutical industry must also routinely ensure the stability of
the cells used to create the recombinant product. The whole system of Master
Cell Banks (the original clone using which the product was created) and
Working Cell Banks (the cells used in manufacturing that were derived from
some Master Cell Bank cells) has been created to preserve the integrity and
drug-producing capacity of the original cells. Stem cell technology may be able
to rely on such a system to preserve the master cells; however, stem cells and
their counterparts that exist along the differentiation spectrum may not be as
amenable to freezing and long-term storage as many of the more robust bacterial
and mammalian cells that are used for biopharmaceutical manufacture. Cell
viability, clonogenicity, genetic stability, and extent and nature of differentia
tion are all variables that will require attention during process development
(reviewed in ref. [10]).

If the challenge of creating therapeutic stem cells appears overwhelming and
impossible, one must consider the analytical and genetic tools that are currently
available that were nonexistent in the early days of biopharmaceutical drug
development. Advances in cell cloning, cell culture, genomics, gene expression
analysis (microarrays), and bioanalytical methods will enable the development
of this technology when it would have been impossible 20 yr ago. Undoubtedly
developmental, political, and ethical challenges continue to exist for ES cells
but the opportunities to provide meaningful treatments for conditions such
as neurodegenerative diseases demand a full exploration of the potential of
this technology.

References

1. Preston, S. L., Alison, M. R., Forbes, S. J., Direkze, N. C., Pousom, R., and Wright.
N. A (2003) The new stem cell biology: something for everyone. J. Clin. Pathol:
Mol. Pathol. 56, 86-96.

2. Watt, E M. and Hogan, B. L. (2000) Out of Eden: stem cells and their niches.
Science 287, 1427-1430.

3. Stacey, G. N., Cobo. E. Nieto, A, Talavera, P., Healy, L., and Concha, A. (2006)
The development of 'feeder' cells for the preparation of clinical grade hES cell
lines: challenges and solutions. J. Biotechnol. 125, 583-588.

4. Regenerative Medicine 2006. (2006) Department of Health and Human Services.
August, http://stemcells.nih.gov/info/scireport/2006report.htm

5. Pouton, C. W. and Hayes, J. M. (2005) Pharmaceutical applications of embryonic
stem cells. Adv. Drug Deliv. Rev. 57, 1918-1934.



190 Fillmore and Wu-Pong

6. Maitra, A., Arking, D. E., Shivapurkar, N., et al. (2005) Genomic alterations in
cultured human embryonic stem cells. Nat. Genet. 37,1099-1103.

7. NIH Human Embryonic Stem Cell Registry (continually updated), National Institutes
of Health, http://stemcells.nih.gov/researchlregistry/defaultpage.asp.

8. Hochedlinger, K. and Jaenisch, R. (2006) Nuclear reprogramming and pluripotency.
Nature 441,1061-1067.

9. Park, P. c., Selvarajah, S., Bayani, J., Zielenska, M., and Squire, J. A. (2006) Stem
cell enrichment approaches. Semin. Cancer Bioi. Apr 29 (epub ahead of print).

10. Fillmore, H. L., Holloway, K. L., and Gillies, G. T. (2005) Cell replacement efforts
to repair neuronal injury: a potential paradigm for the treatment of Parkinson's
disease. Neurorehabilitation 20, 233-242.

II. Walton, N. M., Sutter, B. M., Chen, H. X., et al. (2006) Derivation and large-scale
expansion of multipotent astroglial neural progenitors from adult human brain.
Development 133(18), 3671-3681.

12. Kassem, M. (2006) Stem Cells. Potential therapy for age-related diseases. Ann. N. Y.
Acad. Sci. 1067,436-442.

13. Harris, R. G., Herzog, E. L., Ruscia, E. M. B., Grove, J. E., Van Arname, J. S., and
Krause, D. S. (2004) Lack of a fusion requirement for development of bone marrow
derived epithelia. Science 305, ~94.

14. Hook, L., O'Brien, c., and Allsopp, T. (2005) ES cell technology: An introduction
to genetic manipulation, differentiation, and therapeutic cloning. Adv. Drug Deliv.
Rev. 57,1904-1917.

15. Keller, G. (2005) Embryonic stem cell differentiation: emergence of a new era in
biology and medicine. Genes Dev. 19, 1129-1155.

16. De Angelis, E., Moss, S. H., and Pouton, C. W. (1996) Endothelial cell biology and
culture methods for drug transport studies. Adv. Drug Deliv. Rev. 18, 193-218.

17. Tuma, P. L. and Hubbard, A. L. (2003) Transcytosis: crossing Cellular Barriers.
Phys. Rev. 83,871-932.

18. Buesen, R., Visan, A., Genschow, E., Slawik, B., Spielmann, H., and Seiler, A.
(2004) Trends in improving the embryonic stem cell test (EST): an overview.
ALTEX 21, 15-22.

19. Scholz, G., Genschow, E., Pobl, I., et al. (1999) Prevalidation of the embryonic stem
cell test (EST)-a new in vitro embryotoxicity test. Toxicol. In Vitro 13,675-681.

20. Spielmann, H., Pobl, I., Doring, B., Liebsch, M., and Moldenhauer, F. (1997) The
embryonic stem cell test (EST), an in vitro embryotoxicity test using two perma
nent mouse cell lines: 3T3 fibroblasts and embryonic stem cells. In Vitro Toxicol.
10, 119-127.

21. Rohwedel, J., Guan, K., Hegert, C. and Wobus, A. M. (2001) Embryonic stem cells
as an in vitro model for mutagenicity, cytotoxicity and embryotoxicity studies:
present state and future prospects. Toxicol. In Vitro 15,741-753.

22. Wobus, A. M. and Boheler, K. (2005) Embryonic stem cells: Prospects for develop
mental biology and cell therapy. Physiol. Rev. 85, 635-678.

23. Torrance, C. J., Agrawal, v., Vogelstein, B., and Kinzler, K. W. (2001) Use of iso
genic human cancer cells for high-throughput screening and drug discovery. Nat.
Biotechnol. 19,940-945.



Stem Cell Technology 797

24. Defer, G. L., Geny, c., Ricolfi, F., et al. (1996) Long-term outcome of unilaterally
transplanted Parkinsonian patients: I. clinical approach. Brain 119,41-50.

25. Lindvall, 0., Kokaia, Z., and Martinez-Serrano, A. (2004) Stem cell therapy for
human neurodegenerative disorders-how to make it work. Nat. Med. 10,
S42-S50.

26. Menendez, P., Want, L., and Bhatia, M. (2005) Genetic manipulation of human
embryonic stem cells: a system to study early human development and potential
therapeutic applications. Curro Gene Ther. 5, 375-385.



10 _

Small Nucleic Acid-Based Drugs: Successes and Pitfalls

A. Yin Zhang and Susanna Wu-Pong

Abstract
Since the discovery of the application of small nucleic acid molecules as inhibitors of

gene expression, literally thousands of new research papers have used this technique for
functional genomics or to test these molecules as potential therapeutic agents. During this
time, the field has evolved from simple phosphodiester oligonucleotide (ODN) binding to
complementary mRNA in vitro, to the development of hundreds of chemically modified
ODNs with improved properties and mechanisms of action. RNA-based gene inhibitors
have also powerfully merged onto the scene with first ribozymes. and now siRNA, providing
new approaches to gene inhibition. This chapter will review the area of small nucleic acid
drugs in terms of their design, delivery, and application.

Key Words: Antisense; oligonucleotide; siRNA; delivery; pharmacokinetics; drug.

1. Overview
Since the first report of the potential use of oligonucleotides (ODNs) as

antisense agents that inhibit viral replication in cell culture (J), antisense
technology has become an increasingly powerful tool for gene functional
analysis. Along with the completion of the Human Genome Project, antisense
technology allows the direct utilization of sequence information and translation
into broad applications, such as functional genomics, target validation, and
therapeutics. In fact, the first Food and Drug Administration (FDA)-approved
antisense (AS) ODN drug, Vitravene™ (fomivirsen, Isis Pharmaceuticals), is
used in clinical setting for the treatment of cytomegalovirus (CMV) retinitis in
acquired immune deficiency syndrome (AIDS) patients. The AS aDN thera
peutic class is expected to experience considerable expansion with numerous
drug candidates (e.g., antisense to Bcl-2, ribonucleotide reductase, c-Raf, etc.)
currently in various phases of clinical trials for oncological and immunological
conditions. Another emerging technology is RNA interference (RNAi) or gene
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silencing. Although the technology was only discovered a short time ago, its
high efficacy and specificity has attracted a great deal of research. Numerous in
vivo studies are currently underway, and RNAi-based therapies for antiviral,
anticancer, and neurological diseases hold great promise.

Antisense and RNAi technologies represent a "new pharmacology." In contrast
to the traditional small molecule drugs that target proteins, the products of gene
expression, antisense and RNAi nucleic acids target specific genes and thus
inhibit protein synthesis. The drug-receptor interaction, occurring between
antisense and RNAi nucleic acid molecules (the "drug") and cellular mRNA
(the "receptor"), relies on sequence-specific Watson-Crick hybridization.
These nucleic acid macromolecules are typically 15-25 nucleotides long and
have molecular weights exceeding 5 kDa. Their hydrophilic polyanionic charge
presents another challenge to traverse the hydrophobic plasma membrane. As a
result, a major pharmaceutical concern is the effective delivery of these macro
molecules both in vitro and in vivo in order to realize the full potential of the
new technologies. Many chemical, physical, and molecular strategies have been
developed to improve nucleic acid cellular delivery. This chapter will present an
overview of nucleic acid-based drug development and therapeutic potential,
focusing on cellular pharmacology, structural considerations in drug design, a brief
discussion of the advances in nucleic acid delivery strategies, clinical applications,
as well as future directions of nucleic acids as emerging therapeutic entities.

2. Types of Nucleic Acid Drugs
2.1. Antisense Oligonucleotides

Three nucleic acid-based strategies have been extensively studied for regu
lating gene expression at the posttranscriptionalleve1 (Fig. 1). These molecules
either destabilize mRNA or prevent its translation, thereby inhibiting the synthesis
of the target protein. The earliest generation of nucleic acid drugs is based on
antisense technology. Single-stranded ODNs, typically 15-20 nucleotideslong,
are designed to hybridize to complementary sequences of target mRNA via
Watson-Crick basepairing. The formation of an ODN/mRNA duplex recruits
the activation of endogenous ribonuclease H (RNase H) enzyme, which degrades
the hybridized mRNA strands (2). The exact recognition elements for RNase H
activation are not well understood. However, in vitro studies have demonstrated
RNase H-mediated mRNA cleavage using AS ODNs containing as few as five
phosphodiester (PD)-linked nucleotides (3). Such a property leads to the design
of chimeric ODNs exploiting the RNase H-activating ability ofPD ODNs com
bined with enhanced nuclease stability and target affinity afforded by newer
ODN analogs.

In addition to RNase H activation, AS ODNs can inhibit protein expression
via multiple mechanisms during the protein biosynthetic pathway. Starting with
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Fig. 1. Comparison of different strategies to inhibit protein synthesis at the posttrans

criptionallevel. In contrast to the traditional small synthetic drug targeting posttransla
tionally, antisense oligonucleotides bind to rnRNA and prevent the synthesis of target
protein. They either block protein translation via steric hindrance or induce rnRNA
degradation via activation of RNase H enzyme. Ribozymes and DNAzymes can cleave
target rnRNA through their catalytic activity. RNA interference is achieved with the
incorporation of siRNAs into the RISC protein complex and the subsequent induction
of rnRNA degradation. (Figure adapted from ref 85).

transcription in the nucleus, AS ODNs may theoretically hybridize to double
stranded DNA through Hoogsteen basepairing to form an ODN/DNA triplex.
thus inhibiting transcription. Alternatively, AS ODNs may interfere with the
processing of pre-mRNA into the mature form by inhibiting 5'-cap formation.
intron-exon splicing, or polyadenylation. Once the mature mRNA is trans
ported from the nucleus to the cytoplasm, protein translational arrest can occur
because of steric hindrance of ribosomal binding to mRNA.

2.2. RNA Interference

Much attraction and excitement in the nucleic acid research field has come
from the discovery of an endogenous gene-silencing phenomenon called RNA
interference. Originally described as a natural defense mechanism against viral
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pathogens or transposon mobilization in plants and fungi, the seminal discovery
of the RNAi phenomenon in nematode wonn Caenorhabditis elegans by Fire
and coworkers (4) suggests that RNAi is an evolutionary conserved pathway for
gene regulation. Since then, the RNAi field has been advancing with tremendous
momentum, with the demonstration of the RNAi mechanism in mammalian
cells and animal models (5,6).

The antiviral RNAi process comprises at least four sequential steps. First,
RNAi is initiated by the cleavage of foreign long double-stranded RNA by the
endogenous Dicer enzyme into fragments of 21-23 nucleotides short-interfering
RNAs (siRNAs) with two nucleotide overhangs. Next, siRNAs are incorporated
into an inactive 360-kDa ribonucleoprotein complex. In the third step, unwind
ing of the siRNA duplex occurs in an ATP-dependent fashion which generates
an active RNA-induced silencing complex (RISC). Finally, RISC uses the anti
sense strand of the siRNAs to guide Watson-Crick mRNA basepairing and
cleavage, thus promoting target mRNA degradation of similar foreign RNA
sequences (5,7).

This viral defense mechanism can be used for therapeutic purposes. For
example, siRNAs can be introduced into cells as synthetic 21-basepair siRNAs
or via in vivo generation of siRNAs and short hairpin RNAs from plasmid DNA
constructs (8) to target degradation of complementary sequences. In addition,
naturally occurring, endogenous short RNA molecules have been discovered to
be involved in gene regulation in mammals. These micro-RNAs (miRNAs) are
processed in a similar fashion as the synthetic long double-stranded RNA by
the Dicer enzyme to yield effector siRNAs. Approximately 1650 of these distinct
siRNAs have been identified, which play critical regulatory roles in gene
expression controlling a variety of cellular processes (9,10).

2.3. Ribozymes

In addition to complementary sequence binding, ODNs can be engineered to
possess catalytic activity, as in the case of ribozymes and DNAzymes. These
catalytic ODNs bind to target mRNA in an antisense fashion and cleave or edit
RNA molecules. Several natural ribozyme motifs have been identified, including
hammerhead, hairpin, group I and group II intron, ribonuclease P, and hepatitis
delta virus ribozymes. Hammerhead ribozyme, the smallest among the group
(approximately 30 nucleotides long), is the most widely studied because of its
simplicity and the ability to be incorporated into a variety of flanking sequence
motifs without altering site-specific cleavage properties. The catalytic domain
of hammerhead ribozyme recognizes the "XUY' sequence motif on the substrate
mRNA, with X being any base, U being uridine, and Y being any base except
guanine (11). Many studies have demonstrated the effectiveness of ribozymes
in vitro and in vivo, but short duration of activity is a major drawback because
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ofnuclease susceptibility in the biological system (12,13). Chemical modification
of ribozymes is not as straightforward as AS DONs or siRNAs because the
introduction of modified nuc1eotides may lead to conformational changes that
abolish the catalytic activity.

2.4. Transcription Factor Decoys

Instead of inhibiting protein synthesis at the posttranscriptionallevel, OONs
can also be designed to act at the transcriptional level. Decoy DONs are double
stranded DDNs containing a ci.Hranscription recognition sequence which binds
to transcription factors. These molecules compete with the respective DNA
promoter region to bind and sequester transcription factors, resulting in decreased
availability of transcription factors and reduced rate of gene transcriptions (14).
Targeting transcription factors is an attractive therapeutic approach because a
single transcription factor can regulate a number of genes in coordinated signaling
pathways. By the same token, potential unwanted effects can be problematic if
the targeted transcription factor performs multiple biological functions. The recent
disappointing results from the PREVENT IV trial on the use of E2F decoys to
prevent vein graft failure suggest that the technology still needs "fine-tuning" (15J.

3. Nucleic Acid Medicinal Chemistry
3.1. Antisense Oligonucleotides

One of the major successes in bringing nucleic acids one-step closer to clinical
applications is the ability to modify the native nucleic acid chemical structure.
Such modification not only retains drug activity, but more importantly enhances
serum stability, tissue distribution, potency. and safety profile. Extensive research
using AS DONs as the prototype has concentrated on three types of modifications.
including the phosphate backbone. ribose sugar (mainly the 2' position). and
nucleic acid base (Fig. 2 and Table 1). Phosphorothioate (PS) DDNs representing
tbe earliest modification, commonly referred to as "first generation" AS ODNs.
remain the most widely used class of antisense compounds currently being
tested in clinical triaJs. By substituting one of the nonbridging oxygen atoms in
the PO bond with sulfur, nucleotide stability in biological fluids against endo
and exonucleases is remarkably improved with a serum half-life of 9-10 hr
compared to less than I hr for unmodified PO ODNs (/6). In addition, PS ODNs
display relatively high affinity for target mRNA, RNase H activation, and high
aqueous solubility. Numerous in vitro studies have demonstrated successful PS
AS ODN·induced target knockdown ofcellular proteins,leading to alterations in
their associated cellular processes, such as proliferation, apoptosis, drug uptake.
and drug sensitiVity.

The major drawback of PS modification relates to the polyanionic nature of
the OON backbone, rendering them prone to bind to certain proteins in a
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Fig. 2. Common modification sites for oligonucleotides. Chemical modifications can
occur with unnatural bases (denoted as B), modified sugars (especially at the 2' position),
or altered phosphate backbone.

sequence-independent manner, thus causing nonspecific effects and cellular
toxicity. Interactions with heparin-binding proteins, such as basic fibroblast
growth factor, as well as cell surface proteins, including epidermal growth factor
receptor and vascular endothelial growth factor receptor (VEGFR), have been
reported (17,18). G3139 (Genasense, Genta), an IS-mer PS ODN targeting the
initiation codon of Bcl-2 mRNA, has demonstrated chemosensitizing effects in
patients with chronic lymphocytic leukemia and malignant melanoma. The drug
is currently under both FDA and European Medicine Agency (EMEA) review
for marketing approval (http://www.genta.com). In spite of impressive clinical
data, in vitro studies suggest that G3139 exerts its cytotoxicity predominantly
by nonsequence-specific mechanisms. G3139 produced cytotoxicity to the same
extent in Bcl-2 overexpressing melanoma cells compared to mock-transfected
cells despite greater than lOoo-fold differences in Bcl-2 protein expression
between the two clones. Furthermore, whereas downregulation using ODN
achieved more than 90% reduction in Bcl-2 protein expression, no cytotoxicity
or chemosensitization was observed (19).

Although PD ODNs possess polyanionic charges as well, they show much
less pronounced nonspecific protein binding than PS ODNs of the same
sequence, suggesting that the sulfur substitution is responsible for these inter
actions. Introduction of sulfur atoms creates chiral centers at phosphorus atoms,
leading to a mixture of Rp- and Sp-diastereomers from aDN chemical synthesis.
To determine whether the nonspecific protein interactions of PS ODNs are
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related to stereoregularity, Benimetskaya and coworkers compared competitive
binding affinities of Rp-, Sp-isomers, and racemic mixtures of PS ODNs to vari
ous cellular proteins using an alkylating PD ODN probe. Surprisingly, binding
affinities of each PS species were almost identical, suggesting that nonspecific
binding to studied proteins was independent of chirality (20).

In order to reduce nonspecific effects associated with PS ODNs, end
modified mixed backbone ODNs have been synthesized where stretches of PS
linkages are placed on the 5'- or 3'-ends of unmodified PD ODNs. Although
such design affords reasonable resistance against serum nucleases in vitro, rapid
degradation, most notably by endonucleases, has been observed after intravenous
administration.

In search for improved ODN chemistries obliterating undesirable nonsequence
specific effects associated with PS modification, "second generation" ODNs
bring promising results. Modification at the 2' position of the ribose moiety
with an electronegative substituent not only leads to fewer nonspecific effects
but also shows enhanced nuclease resistance and binding affinity to target mRNA
than PS ODNs. 2'-O-methyl (OME) and 2'-O-methoxyethyl (MOE) are the most
important members of the class. The modification produces a RNA-like C3'-endo
conformation to the ODN, which greatly increases hybridization affmity (21).

The favorable properties of second generation ODNs are, however, counter
balanced by the abrogation of the ability to activate RNase H, which is a crucial
aspect of the antisense mechanism. Nevertheless, potent inhibition of target
protein expression has been achieved in an RNase H-independent mechanism.
Baker and coworkers investigated the antisense mechanism of 2'-O-MOE
ODNs that target the 5' cap region of the human intercellular adhesion mole
cule I (ICAM-l) transcript. They observed a 20-fold decrease in ICso (2.1 vs
41 nM) for inhibition of ICAM-l expression with 2'-O-MOE in comparison to
PS modification. Polysome profile analysis further showed that the enhanced
activity was because of steric translational arrest by interfering with the formation
of the 80S translation initiation complex (22).

For most antisense applications, RNase H-mediated activity is preferred to
ensure high potency. The dilemma of the second generation ODNs has been
addressed by adopting a mixed backbone approach. By incorporating 2'-modified
nucleotides on both 3'- and 5'-ends of the molecule while maintaining PS
modifications at the center portion, favorable physiochemical, biological, and
pharmacokinetic properties of both chemistries are preserved. Studies comparing
2'-O-MOEIPS gapmers and PS ODNs have consistently shown the superiority
of the gapmers in enhancing potency, nuclease resistance, and tissue half-life
(23). More importantly, the increased in vivo stability enables a longer duration
of action and less frequent dosing regimen (24). Currently, most second genera
tion AS ODNs undergoing clinical trials are based on the gapmer design.
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Newer improved modifications continue to emerge. Locked nucleic acid
(LNA) is a third generation AS ODN that possesses superior stability against
nucleolytic degradation, high target affinity, potent biological activity, and
low in vivo toxicity. LNA modifications are unique in that these are ribo
nuc1eotides containing a methylene bridge between the 2'-oxygen and 4'-carbon
furanose ring. The constraint on the sugar moiety results in a restricted 3'-endo
conformation, thus structurally mimicking RNA molecules, leading to a remark
ably high binding affinity to target mRNA (25). Nuclear magnetic resonance
(NMR) data reveal increases of9.6°C in the melting temperature ofLNA/RNA
duplex per LNA monomer introduced (26). Similar to the second generation
2'-ribose-modified ODNs, LNAs inevitably suffer the same problem of the
inability to activate RNase H. Therefore, a mixed backbone gapmer design is
typically used to alleviate such problems. Kurreck and coworkers conducted
comprehensive studies in characterizing the optimal design of LNAs to confer
activity and stability. They found that a stretch of 7-8 DNA PD monomers in
the center of a chimeric DNA/LNA ODN is required for the activation of
RNase H. Further, at least three residues of LNA monomers at each end of a
chimeric ODN are required to protect from nuclease degradation in human
serum (25). LNAs also exhibit better safety profile than PS ODN when injected
into rat brain parenchyma (27), suggesting the feasibility of central nervous
system (CNS) applications such as treatment for Alzheimer's disease and
brain tumors.

Another promising third generation ODN modification is the morpholino
oligonucleotide (PMO). Distinct from the first and second generation ODNs,
PMO has a novel nonionic chemistry wherein the deoxyribose moiety of DNA
is replaced with a six-membered morpholine ring, and the charged PD inter
nucleoside linkage is replaced with phosphorodiamidate linkages. PMO affords
excellent resistance to nucleases and serum enzymes both in vitro and in vivo.
Intratumoral injection of a 20-mer PMO targeted against c-myc has produced
significant intracellular concentrations and distribution of intact PMO in the
tumor tissues (28). Furthermore, the neutral charge of PMO avoids the problem
of "stickiness" of PS backbones, thus greatly minimizing unwanted nonspecific
protein binding. Likewise, one might expect improved cellular uptake of PMO
because of its lack of ionic charges. Ghosh and coworkers (29) have reported
more efficient in vitro delivery of PMOs using physical methods rather than the
more commonly used cationic lipid strategy.

PMOs inhibit protein synthesis either through sterle blockade of ribosomal
assembly preventing translation or through interference with intron......exon
splicing of pre-mRNA preventing appropriate translation of targeted mRNA
(29). Potent target protein inhibition and functional efficacy of PMO-based
agents have been demonstrated in several preclinical cancer models (30,31).
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Whether these favorable pharmaceutical and biological properties of PMO can
be translated into a viable therapeutic entity awaits further evaluation in the
clinical setting.

3.2. siRNAs

Though single-stranded RNA is notoriously susceptible to degradation,
unmodified double-stranded siRNAs are inherently more resistant to nuclease
degradation than their single-stranded counterparts (32). However, chemical
modifications are still warranted to increase desirable in vivo properties. Much
of the same chemistries developed for AS ODNs can be applied to siRNAs.
Modifications with PS linkages, 2'-O-methyl, 2'-fluoro substitutions have been
shown to retain gene-silencing activity while improving serum stability (33-35).
Certain rules regarding compatible positions for chemical modifications have
also emerged. For example, modifications at the 5'-terminus of the antisense
strand or the 3'- or 5'-terminus of the sense strand are well tolerated. However,
modification at the 3'-terminus of the antisense strand will completely abolish
RNAi activity (36,37).

Morrissey and coworkers reported the first demonstration of in vivo activity
with systemically delivered, chemically modified siRNAs in a hepatitis B virus
(HBV) mouse model. Substitutions with a combination of 2'-fluoro, 2'-O-methyl,
2'-deoxy sugars, PS linkages, and terminal capping not only enhanced siRNA
in vitro serum stability by three orders of magnitude, from 5 min to greater than
15 hr, but HBV replication was also reduced by lO-fold, whereas the unmodified
siRNA did not show any antiviral effect. Although the results were encouraging,
less than I % of the injected siRNA reached the liver target organ despite the use
of extremely high doses (38). Much research is still needed to [md modification
strategies that will improve siRNA tissue targeting and cellular uptake.

4. Challenges for the Successful Development of Nucleic Acid Drugs
4.1. Efficient Delivery

For any molecular or chemical entity to be considered as a drug candidate,
certain pharmaceutical attributes have to be met. These include: (l) stability in
the biological system against metabolism and degradation; (2) ability to reach
the target site and achieve effective therapeutic concentration at the site of action;
(3) minimal nonspecific binding to serum proteins and other biomolecules; and
(4) absence of immune response with the exception of immunotherapy. Since
the introduction of antisense technology more than 25 yr ago, much progress has
been made towards improving the pharmaceutical properties of ODNs. Most
notably, advances in nucleotide chemistry have greatly expanded the nucleic
acid analog family, characterized by enhanced resistance against nucleolytic
degradation in biological fluid and higher affinity towards target mRNA. In
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addition, increased understanding of sequence-related nonspecific effects has
allowed more careful design of candidate molecules, such as avoiding immuno
stimulatory CpG motifs.

Despite the encouraging prospects of nucleotide chemistry and sequence
design, efficient cellular delivery remains a major hurdle in the successful
development of nucleic acid therapeutics. Although delivery methods such as
cationic liposomes can greatly enhance cellular uptake of ODNs across the
plasma membrane, the delivery of free ODNs to the site of action (i.e., cyto
plasm and nucleus) is still a rather inefficient process. The delivery challenge is
even more pronounced in the case of targeted delivery to solid tumors because
the majority of ODN candidates are intended for anticancer therapy. ODNs
must first avoid interactions with components in blood, including opsonizing
proteins and lipoproteins. Then ODNs must extravasate into the tumor inter
stitium and migrate through the tumor bed to enter the target neoplastic cells.
Extensive neovascularization and irregular endothelial fenestration may initially
aid the selective delivery of ODNs into the tumor tissue. However, poor distri
bution of ODNs throughout the tumor bed is a major problem because of the
heterogeneous and underdeveloped vascular network of the tumor. Another major
hurdle is the transport of ODNs across the tumor interstitial space. Because
most tumors have reduced lymphatic drainage, this leads to fluid accumulation
and buildup of positive pressure inside the tumor core, thus extravasation of
fluid and molecules into the tumor tissue is greatly hindered. Lastly, ODNs
must withstand the abundant release of nucleases and cellular enzymes from
necrotic cells as well as avoid being "trapped" in the necrotic regions of the
tumor. In sum, current research efforts focusing on the development of delivery
systems that mediate efficient cellular uptake. accurate in vivo targeting, and
sustained release of drugs are priorities for the successful application of nucleic
acid in the clinical setting.

4.2. Target Nonspecificity

The need to combine high target specificity with high biological potency is
one of the most important challenges facing both traditional AS ODNs and
siRNAs. Although the concept of nucleic acid drugs is based on the specific
Watson-Crick basepairing between the drug molecule and target mRNA,
numerous nonspecific "off-target" effects are frequently observed. As discussed
earlier, the PS backbone is highly prone to nonspecific binding to heparin
binding proteins present in the serum, leading to unpredictable biological
consequences. In addition, degradation products of ODNs may be another
contributing factor for nonspecificity. Using microarray analysis, Bilanges and
coworkers observed that the extent of "off-target" signature of both AS ODN
and siRNA increased in a temporal fashion. By 72 hr of incubation, gene



204 Zhang and Wu-Pong

expression profiles were no longer discemable between AS ODN and its
mismatched control ODN (39).

A separate study was carried out to assess the specificity of siRNA using a
similar microarray approach. Surprisingly, all 16 siRNAs targeting the coding
region of insulin-like growth factor receptor and 8 siRNAs targeting mitogen
activated protein kinase 1 (MAPKI4) consistently produced unique transcription
expression profiles that were siRNA treatment-specific rather than target
specific. In fact, only a few common genes were altered by the different
siRNAs targeting the same transcript. Furthermore, as few as 11 contiguous
nucleotides of sequence identity were found to be sufficient to direct silencing
of nontargeted genes (40). Therefore, until more advanced siRNA and AS
ODN design becomes available with minimal target nonspecificity, stringent
experimental controls and multiple target sequences should be employed to
ensure that the observed phenotype is because of specific target knockdown.

5. Delivery of Nucleic Acids
5. 1. Cellular Uptake

5.1.1. Barriers to Efficient Target Delivery

During the evolutionary process, eukaryotic cells have developed cellular
barriers to protect from disadvantageous nonself gene uptake and to ensure
genetic integrity. In order to be biologically active, ODNs must circumvent all
barriers to reach their target site of action at sufficiently high concentrations.
Following the passage of extracellular barriers, such as extreme pH, nucleases,
immune defense, and scavenger systems, ODNs encounter multiple levels of
cellular barriers. The first barrier is obviously the plasma membrane at the point
of entry. Owing to ODNs' hydrophilic and macromolecular (>5 kDa) nature,
internalization across the hydrophobic membrane via passive diffusion is
extremely inefficient. Although small amounts of ODNs do gain entry across
the plasma membrane via endocytosis, these molecules have to escape from the
endosomal membrane as the second barrier. In fact, release from the endosomal
compartment must be rapid, otherwise ODNs' degradation by lysosomal
enzymes inevitably occurs. Thirdly, ODNs must traffic across the cytoplasm to
the nucleus if the site of action is within the nucleus. High mobility and resist
ance against intracellular nucleases are important factors for the successful
transit of ODNs.

On the other hand, studies employing delivery strategies bypassing the endo
cytic pathway, such as microinjection and electroporation, do suggest that once
ODNs are free in the cytosol, rapid transport to the nucleus occurs within minutes
(41). And finally, entry of ODNs across the nuclear membrane presents the last
barrier. The nuclear envelope is richly embedded with integral proteins called
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nuclear pore complexes (NPCs). Improved transport across the NPCs can be
achieved when ODNs are tagged with a nuclear localization sequence (NLS).
Preferential nuclear uptake of ODNs also occurs during mitosis because of
the disassembly of the nuclear envelope (42). Such an uptake property could
be exploited for the selective uptake of ODNs by rapidly dividing cells as in
the case of tumor cells. Hence, thorough understanding of the various cellular
barriers and development of strategies to overcome these barriers will be an inte
gral part of the optimal delivery and efficacy of ODN molecules.

5.1.2. Mechanisms of Cellular Uptake

Owing to the presence of cellular barriers to efficient cellular uptake of
ODNs as discussed earlier, much research has focused on elucidating the
mechanisms of ODN cellular uptake in order to design a more rational delivery
strategy. The exact mechanism of ODN cellular internalization is still not well
defined. The best accepted theory entails adsorptive endocytosis, pinocytosis,
or a combination of both mechanisms (43,44). In the case of adsorptive endo
cytosis, adsorption ofODNs on the cell surface leads to endocytic internalization,
whereas pinocytosis refers to the process of cell engulfing water and dissolved
solutes from the fluid phase. The relative contribution of each process depends
on ODN concentration, ODN chemistry, and cell type. Once inside the cell.
ODNs are sequestered in the endosomal compartment as evidenced by the
punctate cytoplasmic distribution of fluorescently labeled ODNs within the cell
and intracellular release of ODNs after treatment of lysosomatropic agents (45).
Rapid endosomal escape is a critical factor in the pharmacological actions of
ODNs because entrapped ODNs face either lysosomal degradation or recycling
back to the cell surface. The exact mechanism of how ODNs escape the endo
somal vesicles still remains unclear. As mentioned previously, after endosomal
exit, the highly migratory ODNs accumulate in the nucleus within minutes.
Numerous putative ODN cell surface binding proteins, ranging from 22 to
143 kDa, have been identified to facilitate ODNs cellular internalization
(46-48). In addition, uptake mediated through a membrane pore or porin-like
transporter has been suggested as nonendocytic mechanisms (49-51).

Surprisingly, in vivo delivery of ODNs appears to be a more efficient process
than in vitro delivery. Several studies have described the successful attainment
of antisense effects with "naked" ODNs. In addition, local application, such as
intracerebral or intrathecal injection of ODNs, also appears to be an effective
method to achieve extensive ODN nuclear localization and antisense activity
(52). The mechanisms for in vivo cellular uptake of ODNs are thought to occur
via large membrane disruption as a result of mechanical force during injection
or transient membrane pores created by the injection procedure (53). Membrane
pore formation in the targeted site, such as hepatocytes, is a consequence of
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elevated pressure in the hepatic circulation generated from large volume and
high injection speed, leading to enlargement of liver fenestrae and hepatocyte
membrane permeabilization. The process favors a physical mechanism because
effective delivery does not exhibit any specificity towards DNA structures or
types of macromolecules.

5.2. Chemical Delivery Methods

Because the topic of nucleic acid drug delivery is discussed elsewhere in this
book, we will only present a brief overview of the subject in terms of how the
subject has been applied to small nucleic acid drug delivery. Since the first
report of using cationic lipid, N-[I-(2,3-dioleyloxi)propyl]-N,N,N-trimethyl
ammonium chloride (DOTMA), as a vehicle for the transfer of DNA into
eukaryotic cells, many new cationic lipids have been synthesized and are
currently the most widely used nonviral carrier system for in vitro and in vivo
nucleic acid delivery (54). Cationic liposomes are vesicles formulated from
phospholipids and sometimes sterols with an average size from 100 to 200 nm.
DNA readily associates with cationic liposomes through electrostatic inter
actions between the negative charges on the nucleic acids and positive charges
on the liposomal head groups, thereby forming DNAIlipid complexes known as
lipoplexes. The net positive charge of the lipoplexes ensures high affinity to the
cell membrane, and cellular entry occurs via an endocytic mechanism (55).
Similar to trafficking of "naked" ODNs, endosomal escape of complexed ODNs
is a rate-limiting step in the delivery process. Numerous studies have demons
trated the punctate vesicular localization of fluorescently labeled ODNs following
cell transfection. One hypothesis proposes a "flip-flop" model for the release of
ODNs from the endosome. Anionic lipids from the cytoplasmic-facing endo
somal membrane are proposed to "flip-flip" to the luminal side on membrane
destabilization by the cationic liposomes. The anionic lipids then diffuse laterally
into the liposome, neutralize the positive charges of the cationic lipids, thus
leading to the release of complexed ODNs into the cytoplasm (56). A common
strategy to facilitate ODNs' endosomal release is the inclusion of a neutral
helper lipid such as dioleoylphosphatidylethanolamine (DOPE) to the liposomal
formulation. DOPE is known to destabilize endosomal membranes to promote
membrane fusion between liposomal and endosomal membranes, thereby facili
tating the release of ODNs to the site of action.

In addition to enhanced cellular uptake of ODNs, cationic liposomes also
protect ODNs from serum nucleases. High storage stability and versatile in vivo
administration routes further contribute to its widespread applications. An inherent
drawback of liposomal delivery is cytotoxicity, which is closely associated with
the charge ratio between the cationic lipid species in the formulation and
ODNs. Higher charge ratios are generally more cytotoxic and appear to be cell
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type specific (57). Omidi and coworkers examined the toxic effects of commer
cial lipid formulations via a microarray approach, where they observed more
than twofold alterations in gene expression in 6-17% of genes tested. Such
lipid-induced gene expression changes also led to an increase in apoptosis (58).
Hence, careful optimization of cationic liposomes used and thorough evaluation
of liposome-induced nonspecific effects are imperative to minimize cytotoxicity
and to avoid misinterpretation of experimental data.

Successful application of liposome-mediated ODN delivery in in vivo set
tings faces additional challenges. In the presence of serum proteins, lipoplexes
can form aggregates and get trapped in "first-pass" organs, such as the liver,
spleen, and lung. Such problems can be overcome by local administration to the
target site. Bertrand and coworkers demonstrated knockdown of green fluore
scent protein (GFP) expression in nude mice bearing GFP-expressing HeLa
tumor xenograft following intratumoral administration of liposome-formulated
siRNA (59). Furthermore, in vivo studies have shown that systemic administra
tion of lipoplexes often results in clearance by the reticuloendothelial (RES)
system. Incorporation of the hydrophilic polymer, polyethylene glycol (PEG),
into the liposome formulation has been shown to reduce opsonization and
phagocytosis by cells of the RES, thus resulting in sustained circulation of
lipoplexes. The addition of PEG effectively shields the charge of lipoplexes
and prevents nonspecific binding to serum proteins and cells. Based on these
advantages, PEG-containing formulation called stabilized antisense lipid parti
cles has been developed and has exhibited significantly prolonged plasma
circulation time in comparison to free nucleic acids or plain lipoplexes. The art
of PEGylation is currently an area of intensive research in the pharmaceutical
industry as more biotechnology-derived products (Le., nucleic acids, mono
clonal antibodies) are moving through the drug development phase. The first
PEGylated nucleic acid drug, Macugen® (Pegaptanib, Eyetech and Pfizer) as an
ODN aptamer targeting the vascular endothelial growth factor (VEGF) protein.
has received FDA approval for the treatment of age-related macular degenera
tion (AMD).

ODNs have also been successfully delivered with cationic polymers, including
dendrimers and polyethylenimine (PEl) polymers, as well as biodegradable nano
particles and microspheres. Khan and coworkers showed that local injection of
microsphere-formulated ODNs into the rat brain not only prolonged ODN
delivery but also improved subcellular distribution of ODNs. Instead of the
punctate vesicular, presumably endosomallocalization of fluorescently labeled
ODNs in rat neuronal cells when delivered "naked;' the microsphere formulation
was characterized by a more diffuse cytosolic and nuclear fluorescence, possibly
indicating absence of endosomal sequestration of ODNs and thus more bio
available active molecules (60).
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5.3. Molecular Delivery Methods

Zhang and Wu-Pong

In addition to chemical fonnulation methods, more targeted delivery of
ODNs has been achieved by attaching receptor-specific carrier molecules or
signaling peptides. Receptor-mediated endocytosis exploits the exclusive pres
ence or the overexpression of receptors on certain tissues or cell types. Receptor
ligands can be directly coupled to ODNs or conjugated to particle-complexed
ODNs. Commonly used ligands include transferrin, folate, low-density lipoprotein
(LDL), and epidennal growth factor (EGF). Use of ligands is a particularly
attractive strategy for anticancer therapy because tumor cells often express tumor
specific markers or overexpress signaling receptors on their cell surface because
of increased requirement for growth factors.

Transferrin receptor mediates the uptake of transferrin-iron complexes, so
overexpression is found in rapidly proliferating cells. Transferrin is also highly
expressed in cerebral endothelial cells, thus making it an attractive target for
CNS drug delivery. Transferrin has been incorporated into polyplexes, not only
providing selective targeting to tumor cells but also enabling effective shielding
of surface charges, thus extending the complex circulation time in vivo and its
delivery to the intended target site (61). Using a similar principle, Hudson et al.
(62) has shown the improved cellular uptake of transferrin receptor antibody
conjugated ribozymes.

Steroid and lipid conjugation to nucleic acids is another approach for selective
targeting to liver cells via a receptor-mediated endocytic mechanism coupled
with increased membrane penneability. Lorenz and coworkers systemically
examined the cellular uptake of siRNAs conjugated with derivatives of choles
terol, lithocholic acid, or lauric acid in human liver cells. Out of 30 modified
siRNA candidates, cholesterol and lauric acid modifications exhibited highest
activity (i.e., downregulation of ~-galactosidase expression). Furthennore,
conjugation to the sense strand was superior to that of the antisense strand or
both strands (63). Therapeutic efficacy of intravenous delivery of cholesterol
conjugated siRNA has also been reported. Soutschek and coworkers synthesized
cholesterol-conjugated siRNA targeting apolipoprotein B (apoB) in mice. Conju
gation substantially enhanced the phannacokinetic profile of siRNA with a I5-fold
increase in plasma half-life, a I5-fold decrease in total clearance, and broad
tissue distribution including liver, jejunum, heart, kidney, lung, and fat tissue.
More importantly, conjugated siRNA efficiently reduced apoB mRNA in liver
and jejunum, decreased plasma level of apoB protein, and translated to a clini
cally relevant reduction in total blood cholesterol level (64). Although the exact
cellular uptake mechanism is unclear, cholesterol-conjugated ODNs have been
shown to bind plasma lipoproteins and then become internalized by cells via
LDL and high-density lipoprotein (HDL) surface receptors.
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Despite tremendous improvement in the enhancement of the cellular uptake
of nucleic acids, many of the delivery strategies rely on the endocytic mecha
nism which still present a certain degree of challenge for ODNs to escape the
endosomal vesicle. Therefore, much interest has generated to develop nonendo
cytie delivery methods. Peptides, either with fusogenie or nuclear localization
properties, have been successfully used. These small peptides contain protein
transduction domains, typically 10-16 amino acids in length, which show the
ability to cross biological membranes efficiently and independently of transporters
or specific receptors (65,66).

The best known membrane-fusion peptide motifs are derived from viruses,
such as Tat protein from human immunodeficient virus type 1(HIV-l) virus,
SV40 from Simian virus, and Antennapedia homeodomain-derived peptide Ant
from Drosophila. These peptides contain NLS which enables the recognition
by cytoplasmic transport receptors and efficient nuclear uptake through the
NPCs. Rapid and efficient nuclear delivery of peptide-bound ODNs, even in
the presence of serum, has been observed in cell culture studies (67,68).

6. Nucleic Acid Drugs In Vivo
6.1. Pharmacokinetics and Toxicology

The FDA approval of two ODN drugs is testimonial to the improvements in
in vivo stability and activity that have been made in the design of these mole
cules. However, both Macugen and Vitravene are administered intravitreously
indicating that systemic administration is still a difficult option for ODNs. The
drugs distribute throughout the vitreous fluid, retina, and aqueous fluid and are
slowly absorbed systemically after intravitreous injection. Drug and its meta
bolites are excreted via the urine (http://www.macugen.com). In contrast.
Vitravene is primarily metabolized in the eye with little drug absorbed into the
plasma (Vitravene package insert).

Because unmodified ODNs are rapidly cleared from the plasma, modified
ODNs are necessary for in vivo use. Kinetics and tissue distribution is generally
independent of sequence but varies somewhat between the types of modification.
PS ODNs have a half-life of 0.5-60 hr, depending on the experimental condi
tions and assay, and are well distributed through most tissues, but primarily to the
liver and kidney. The drugs are mostly renally eliminated with nuclease activity
contributing to metabolism. Kinetics appears to be dose dependent with many
studies demonstrating saturation in distribution (for review see [69, 70J).

As discussed earlier cellular uptake is also widely observed, with investigators
speculating on the mechanism of transport in vivo occurring via a receptor such
as the scavenger receptor. However, Butler et al. (71) showed in scavenger
receptor knockout mice that tissue and cellular distribution was unaltered between
wild-type and knockout mice.
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The improved half-life of PS ODNs over PD ODNs is in part because of
greater resistance to nuclease degradation as well as higher protein binding and
decreased renal excretion (74). PS ODN plasma protein binding is significant
and ODNs containing exclusively PS backbones are considered "sticky". Such
ODN backbones most notably bind complement and can cause dose-dependent
intravascular coagulation in monkeys after rapid infusion that produces plasma
concentrations in excess of 40-50 Jl.g/mL. Other adverse reactions include
thrombocytopenia, hypotension, and hypoglycemia.

To further defme the role of complement activation in the acute and transient
toxicities of PS ODNs in monkeys, Henry and coworkers successfully prevented
all hemodynamic and clinical symptoms following a IO-min infusion of 20 mglkg
20-mer PS ODNs by pretreatment with a complement inhibitor. Furthermore,
the addition of the inhibitor did not alter the plasma profile of ODNs, suggesting
that the protection was mediated via the inhibition of complement activation
rather than pharmacokinetic interaction (72).

Such outcomes reinforce the mixed benefit that results from ODN
sequence-independent protein interactions. In case of Macugen and other
aptamers, these interactions can be therapeutically beneficial, but are poten
tially lethal in the case of complement binding. Therefore, mixed backbone
chemistries are used to improve the toxicity profile of PS ODNs. Another
unintended but possible therapeutic benefit of protein binding is the immune
activation induced by sequences containing CpG motifs. This seemingly nega
tive property of CpG-containing ODNs has been exploited in the clinical
development of an ODN-based toll-like receptor 9 (TLR9) agonist for the
treatment of cancer.

Because the clinically relevant doses in humans are considerably lower than
those used in preclinical toxicology studies, PS ODNs are generally well tolerated.
Less severe and dose-limiting toxicities include fever, fatigue, transient thrombo
cytopenia, and reversible hepatotoxicity (73,74).

Other ODN modifications have similar properties to PS ODN. PMO are
reported to have similar kinetic properties, but improved safety and efficacy com
pared to phosphorothioates (75). 2-Methoxyester ODNs and end-modified mixed
backbone ODNs are also reported to have improved in vivo stability and possibly
oral bioavailability compared to PS ODNs (76,77).

Because siRNA is still a relatively new field, in vivo data are limited
though examples of successful in vivo applications are discussed above. RNA
molecules have an even shorter in vivo half-life than PD ODNs, so chemical
modification is also necessary when using single-stranded RNA. Because siRNA
is administered as double-stranded molecules, the stability is improved but still
requires chemical modification for in vivo use. In addition, maintenance of the
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double-stranded structure in vivo is required for improved stability and pharma
cologic activity, but may reduce cellular uptake. In vivo activity has been
demonstrated in mice liver, and distribution is also primarily to the liver and
kidney (for review see [78]).

Senn et al. compared intracerebroventricular (i.c.v.) injection of AS ODNs
and siRNA for distribution and stability. Fluorescently labeled siRNA was
virtually undetectable in the brain after administration, even when used with
detergent, whereas AS OONs demonstrated good tissue distribution (79).

When siRNAs targeting apoB were encapsulated in stable nucleic acid lipid
particles (SNALP) and administered by intravenous injection to Cynomolgus
monkeys at doses of 1 or 2.5 mg/kg, they exhibited an attractive safety profile.
Unlike AS ODNs, siRNAs did not induce complement activation, impaired
coagulation, proinflammatory cytokine production, or changes in hematological
parameters. The only notable toxicity was a transient and reversible increase in
liver enzymes which became normalized by day 6 (80). In contrast, other studies
have shown that liposome-formulated siRNAs were capable of producing dose
dependent inflammatory cytokine release both in vivo in mice and in vitro in
human peripheral blood mononuclear cells (PBMC). However, such immune
stimulation was absent using naked siRNA (81).

The safety and clinical superiority of siRNA over AS OONs still awaits
compilation of extensive preclinical and clinical data. Based on lessons and
experience gained from AS OONs, in vivo delivery of duplex siRNA to target
tissues will be a major challenge and unfortunately most delivery vehicles are
not inert. Therefore, studies addressing optimal delivery routes/formulations to
minimize siRNA toxicity will be a critical component along the therapeutic
development pathway.

6.2. Clinical Trials

Since the FOA approval of the first AS OON-based drug, Vitravene®, in
1998, numerous OON drug candidates have entered the clinical development
stages for the treatment of cancer, viral, inflammatory, and metabolic diseases
(Table 2). In particular, the field of oncology has experienced the fastest grow
ing pipeline as increasing numbers of target genes and molecular pathways that
associate with tumorigenesis, disease progression, and cell death are being elu
cidated. Protein members that become upregulated during or causally related to
cancer progression and chemotherapy resistance are especially attractive ODN
targets. In addition, because of the multigenic defective nature of tumor cells,
combination treatments with OONs and conventional chemo- or radiation ther
apies are promising strategies to restore functional molecular signaling and to
promote treatment sensitization. Such combination strategies not only offer
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potential additive or synergistic anticancer activities but also allow lowering of
the effective chemotherapy dosing, thus minimizing patients' exposure to noto
rious toxicities of chemotherapy.

At the forefront of the development pipeline is a PS-modified anti-Bcl-2
ODN, Genasense (G3l39, Oblimersen, Genta, Berkeley Heights, NJ), for the
treatment of various types of hematologic cancers and solid tumors. Genta has
recently filed new drug applications (NDAs) for FDA and EMEA approval of
Genasense plus chemotherapy in chronic lymphocytic leukemia (CLL) and
advanced melanoma, respectively (http://www.genta.com).

Bcl-2 is a critical antiapoptotic protein acting on the mitochondrial level,
thus playing a key role in promoting cell survival. Overexpression of Bcl-2 is
found in many tumor types and associates with resistance to conventional
anticancer treatment. Therefore, targeting Bcl-2 serves as an attractive strategy
to enhance chemotherapy-induced apoptotic cell death. A pivotal phase III
randomized trial was designed to test whether Genasense in combination with
fludarabine and cyclophosphamide (FlulCy) was superior to FIulCy alone in
patients with advanced CLL. The primary end point was complete response
(CR) or partial nodular response (nPR). The addition of Genasense significantly
increased the proportion of patients who met primary end point from 7% in the
chemotherapy-only arm to 17% in the combination arm (P=O.025). Further
more, the median duration of CRlnPR was 22 mo for the FIu/Cy group, whereas
the median duration has not yet been reached in the Genasense group (P=O.03).
Although the clinical efficacy data are quite impressive, the practicality of
dosing regimen remains less desirable. Genasense was administered as a con
tinuous intravenous infusion for 7 d for each 2l-d chemotherapy cycle (82).
Safety data compiled from earlier phase I and II trials indicate that dosing is
limited by the development of a serious "cytokine release syndrome", character
ized by fever, hypotension, back pain, and decreasing leukocyte counts (83).
Perhaps the incorporation of more advanced second or third generation ODN
chemistries will afford improved tissue half-life in vivo, decreased toxicity, and
more patient-friendly dosing regimen.

Seeking to improve the "drugability" of AS ODNs, a number of AS ODNs
containing second and third generation backbone have entered clinical trials.
For example, AVI-4126 is a PMO targeted against c-MYC proto-oncogene, to
treat various types of solid tumors. A phase I single dose study in patients with
prostate and breast cancers demonstrated that ODN not only was well tolerated
but also was bioavailable in tumor tissues, suggesting the feasibility of using
PMO in the clinical setting (28). OGX-011, another promising compound, is a
second generation PS ODN targeting the translation site of clusterin mRNA.
The 2l-mer ODN has a gapmer structure with four 2'-0-MOE modifications on
either end of the PS backbone. Preclinical studies in mice have confIrmed that
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second generation ODN is more effective than conventional PS ODN in
decreasing clusterin rnRNA and protein expression, coupled with longer in vivo
half-life (23). On the basis of preclinical results, phase I clinical trial in prostate
cancer patients receiving OGX-011 and androgen ablation therapy prior to
prostatectomy was designed to determine both pharmacokinetic and safety pro
files, as well as OGX-OII tissue concentrations and clusterin protein inhibition
in the target tissue. The study concluded that once weekly intravenous infusion
could achieve sufficiently high drug concentrations in target prostate tissues.
Furthermore, OGX-Oll exhibited dose-dependent inhibition in clusterin
expression in prostate cells and lymph nodes, up to 91 % protein reduction with
the highest dose tested (84). The impressive phase I data helped to establish
optimal therapeutic dose and the drug is currently in phase II trials in prostate,
breast, and non-small-cell lung cancers.

Going beyond AS ODNs, the first IND for a therapeutic siRNA was filed
in 2004. Sima-027, targeting VEGFR-1, is the first siRNA to be tested in a
human clinical trial for the wet form of AMD, a leading cause of adult blind
ness. Sima-027 decreases the production of VEGF, which is the main culprit
leading to pathologic angiogenesis in AMD. Phase I data collected thus far
indicated that sima-027 was safe and well tolerated with 100% of patients
showing visual acuity stabilization and 23% of patients experiencing clinically
significant improvement in visual acuity after 8 wk following a single injection.
Because the siRNA was delivered locally by intravitreal injection, problems
associated with systemic delivery, such as stability in blood and target organ
uptake, were avoided.

Numerous nucleic acid-based molecules are being tested in various phases of
clinical trials as summarized in Table 2. This list is likely to expand substantially
as additional protein targets currently being validated in preclinical studies success
fully advance into clinical development. Some promising candidates include
Mcl-l (ISIS 20408, Isis). insulin-like growth factor binding proteins (IGFBPs.
OGX-225. OncoGenex). and eukaryotic initiation factor-4E (LY2275796, Eli
Lilly), all of which target malignant tumor growth.

7. Conclusion

In the span of less than 30 yr, the field of small nucleic acid drug therapy has
emerged with two FDA-approved drugs and dozens more in clinical trials. The
last three decades have yielded many new surprising insights into this field.
including the discovery of catalytic properties, nucleic acid conformations
considered "unusual" at the time, and a vast array of new tools for gene down
regulation. ODNs were also for a time considered to be the next "magic bullet".
though as with most "magic bullet" designations, detailed investigation uncovers
the limitations of an almost endlessly promising new field. The limitations such
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as stability, specificity, and in vivo properties are being addressed individually
and as a result will continue to allow the emergence of more small nucleic acid
drug molecules as therapeutic agents.
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Therapeutic Strategies Targeting the Innate Antiviral
Immune Response
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Abstract

Sensing the presence of pathogens and responding quickly is one of the most important
tasks during the early or innate immune response. This evolutionarily conserved immune
system orchestrates the elimination of pathogens of viral, bacterial, and parasitic nature.
The host immune response can destroy the pathogen at the site of infection or act to avoid
the spread of infection until elimination and protective immunity are achieved via the
adaptive immune response. In addition innate immune mechanisms participate in shaping
and regulating the effector mechanisms of the pathogen-specific adaptive immune
response. Of course the immune response is not always sufficient to clear the infection.
Viruses, for example, have developed many immune evasion strategies to promote their
continued survival in the host; any advantage the pathogen gains in this fight against the
host immune system can lead to persistent infection. subsequent disease, and even death
of the host. To overcome this it has been possible to therapeutically manipulate the
immune response to facilitate eradication of virus using. for example. vaccines. adjuvants.
or cytokines. Interferons (lFNs) are one such family of cytokines that have been used
successfully to treat viral infections. This chapter specifically discusses the role of IFN in
the innate immune response and how it has been used successfully to treat chronic viral
hepatitis. More importantly it addresses the shortcomings of IFN treatment and how new
therapeutic strategies that target endogenous IFN induction may provide the next wave of
antiviral therapies. The seminal discovery of the pathogen recognition receptors called
toll-like receptors (TLR) and their critical role in transducing pathogen recognition into
innate immunity against the pathogen has led to significant interrogation of this pathway as
therapeutic targets. The identification of synthetic ligands that act as selective TLR agonists
in a similar manner to pathogens such as viruses has been the most exciting development.
and the path of these potential new drugs to the clinic will be discussed.

Key Words: Innate immunity; host antiviral response; toll-like receptor agonists;
interferon induction.
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1. Innate Immunity and Viral Infection

The pioneering vision of Janeway (1) that cells of the innate immune system
express germline-encoded receptors that recognize conserved motifs of invad
ing pathogens has only recently been realized with the identification of toll-like
receptors (TLRs) (2). TLRs have been demonstrated to be the principal pathogen
recognition receptors (PRRs) involved in detecting the presence of and initiating
the first line of defense against many pathogens including viruses (3). This family
of receptors is able to induce signals in response to ligands from a broad range
of viruses, bacteria, and parasites and initiate the proinflammatory response (4).
Recognition of a virus, or its molecular patterns, by selective TLRs such as
TLR3, TLR7, and TLR9 on dendritic cells (DC) induces maturation and expres
sion of high levels of type I interferons (IFNs) by these cells. These events and
the subsequent expression of proinflammatory cytokines and costimulatory
molecules on these cells lead to further recruitment of immune cells such as
natural killer (NK) cells and macrophages and the transition to an adaptive
antiviral immunity (5). IFNs are transcriptionally regulated cytokines and are
key players in early antiviral immunity. The action of IFNs on virus-infected
cells and surrounding tissues elicits an antiviral state that can be characterized
by the upregulation of lPN-stimulated genes (lSGs). Conversely, viruses have
developed diverse strategies to counterattack host defenses in order to generate
their progenies. Many viruses expend significant portions of their limited coding
capacity in inhibiting IPN induction or signaling (6).

1.1. Role of Type I IFN in Antiviral Response

IPNs were first discovered by Isaacs and Lindemann in 1957 (7) as a family
of cytokines which act early in the innate immune response. In addition to their
antiviral activity, the IPN cytokines have a role in regulating the ensuing immune
responses. The IFN family is classified into type I and type II IPNs. The type I
IFNs consist of at least 13 a genes encoding for 12 IPNa subtypes, one p gene
encoding a single IPNp, and a single co gene encoding for IFNco. On viral infec
tion, IFNa can be induced from cells of lymphoid origin whereas IPNP can be
induced from most cell types including fibroblasts (8). Type II IPN consists of a
single gene that encodes for IFNy that binds uniquely to the IFNy receptor. IFNy
is produced by T cells, neutrophils, and NK cells and is primarily involved in
immune regulation (8). Recently the cytokines IL-28A, IL-28B, and IL-29 also
called IFNA.1-3 have been shown to exert antiviral activity (9,10). These new IFNs
show little homology to IFNa and do not signal via IFNap- or IFNy-receptors
but like IFNa and IFNp, IFNAs activate the STATI pathway (10).

IFNs mediate their effects through interactions with type-specific receptors,
which are different and nonredundant for the type I and type II IPNs. IFNap
receptor knockout mice (as well as IFNy-receptor knockouts) cannot mount
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effective antiviral responses. The IFN receptors do not have enzymatic activity,
but they set in motion complex signaling pathways that ultimately result in the
transcription of hundreds of ISGs (11). Once IFN is induced it is secreted from
the cell and acts in an autocrine or paracrine loop to stimulate its receptor on
the infected cell or to stimulate uninfected cells to acquire an antiviral state.
This protective effect results from the expression of delayed type I IFN genes
and the antiviral actions of diverse ISGs such as 2',S'-oligo adenylate synthetase
(2',S'-OAS), RNAse L, double-stranded RNA (dsRNA)-dependent protein
kinase (PKR), and Mx proteins, among others (8). Both 2',5'-OAS and PKR
enzymes require dsRNA as a cofactor to become activated. The dsRNA is gen
erated as an intermediate of virus replication during virus infection. Thus the
antiviral state triggered by the IFNs is only initiated and becomes effective
when the cells are infected. On activation, both the 2',5'-OAS and PKR con
tribute to antiviral activity by interrupting protein synthesis, and arrest of virus
replication, thereby preventing viral spreading (12).

The secretion of IFNs is not only essential to mount an innate antiviral
immune response, but equally crucial to trigger an adaptive immune response
(13). DCs orchestrate this transition by first sensing the virus through the
TLR and then by secreting immunomodulatory cytokines (IL-12 and TNFa), as
well as processing and presenting the viral antigens via MHC II to T cells.
Cumulatively these events help to initiate the adaptive immune response to
the virus.

1.2. Mechanisms ofViral Evasion of IFN System

Thus, the IFN system plays an important role in limiting virus spread at
an early stage of infection. As such it has become a necessity for the survival
of viruses to evolve multiple strategies to escape the IFN system. These
include viral interference with specific components of the IFN induction
pathway or with IFN effector functions (Table I). For example, hepatitis C
virus (HCV) infection fails to produce a robust, sustained antiviral response
and subsequently leads to persistent chronic infection. This is likely because
of the evolution by viruses of very effective innate immune evasion mecha
nisms. This can be demonstrated by the ability of the virus to rapidly reach
high serum titers within 1 wk of infection despite the dramatically elevated
expression levels of many ISGs (14,15). Several anti-IFN mechanisms have
been proposed that may blunt the host innate IFN response to HCV (15,16)
HCV serine protease NS3-4A has been shown to block IRF3-mediated induc
tion of type I IFN in vitro (17), possibly through the disruption of RIG-I
(DexD/H box-containing RNA helicase encoded by retinoid acid-inducible
gene I) signaling (18). In addition, NS5A, a HCV nonstructural protein linked
to IFN resistance, can directly target the IFN signaling pathway by disrupting
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Table 1
Viral Immune Evasion Strategies

Strategy

Interference with IFN signaling
Recognition of dsRNA
Activation of transcription factors

NFlCB,APl

IRF3- phosphorylation

IRF3 -dimerization
IRF3 - activation

IRF3 - nuclear transport

IRF3 - viral dominant negative analogs
STAT
JAKI
Induction of SOCS-3

TYK2
Viral proteins that bind dsRNA

Induce degradation of effector molecules
bBinding DC-SIGN (sequesters virus in DC)

Tam et al.

Viral protein Virus

NSI Influenza

E3L Poxviruses
NSI Influenza
VP35 Ebala
cNS3/NS4A RHCV
NSl/NS2 RSV
ML Thogoto
NSP-l Rotavirus
E6 HPV16

Sendai
ICPO HSV-l

BVDV
HHV8

VP HPIV
CP,VP Measles
Core HCV

HSV-l
E6 HPV18
Tat HlV
"(34.5 HSV-l

Poliovirus
HlV-l

dsRNA, double-stranded RNA; RSV, respiratory syncytial virus; HPVI6, human papilloma
virus-I6; HSV-I, herpes simplex virus-I; BVDV, bovine diarrhea virus; HHV8, human herpes
virus-8; HPIV, human parainfluenza virus; DC-SIGN, DC-specific intercellular adhesion mole
cule grabbing nonintegrin.

Source from Refs. (6,16), specific references for ac17) and b(l36).

the crosstalk: between MAPK and JAK-STAT pathways (19). Finally, specific
HCV proteins may interfere with the function of innate effector cells such as
NK cells (14). For example it has been demonstrated that the ability of NK
cells to activate the lPN-producing DCs is impaired in HCV-infected patients,
owing to overproduction of the inhibitory NK receptor CD94-NKG2A and
the immunoregulatory cytokines, TGF~ and IL-lO (20). In contrast to HCV,
hepatitis B virus (HBV) appears to act as a stealth virus evading the host innate
immune response (21). In support of this notion HBV does not induce any
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gene expression during the early phase of infection (22). Masking detection of
the virus by the IFN signaling pathway appears to be its main evasion tactic as
HBV is readily suppressed by TLR ligands that activate the innate immune
response in HBV transgenic mice (23). However, the mechanisms by which
HCV and HBV evade IFN can be circumvented by therapeutic administration
of type I IPN.

2. IFN as Therapy for Chronic Viral Infection

IFNa has been shown to elicit strong antiviral responses to both HBV and
HCV in vitro and in vivo (24). Recombinant forms of IFNa are approved for
treating chronic HCV (25) and HBV infections (26). As a component of antiviral
therapy for HCV, IFNa treatment has been successful in generating sustained
HCV clearance, preventing disease progression such as cirrhosis and hepato
cellular carcinoma, and perhaps more importantly, improving patient quality of
life (27). In the treatment of chronic HBV infection, IFNa has led to the suppres
sion of HBV DNA and liver inflammation (28). The timeline of key events in
the history of the development of IPNa as an antiviral therapeutic is outlined in
Table 2. Recent improvements through pegylation (PEG) of IFN has improved
the pharmacokinetic profiles and provided more effective use of IFN (29). The
standard of care for treatment of chronic HCV infection as of 2002 is weekly
subcutaneous injection of PEG-IFN given in combination with oral ribavirin
(30). For patients infected with HCV genotype 2/3, this combination treatment
induced a sustained virologic response (SVR-undetectable HCV RNA 24 wk
after treatment completion) in a staggering 76-82% ofpatients treated. Although
this was a tremendous achievement, when the results from HCV genotypes I and 4
were factored in, the mean SVR was 46-52% (27).

As with most biotherapeutics, the parenteral administration of IFNa is asso
dated with numerous side effects that can lead to dose reduction or therapy
cessation. These include flu-like symptoms, neuropyschiatric and sexual dys
function side effects, neutropenia and thrombocytopenia, injection site reactions.
exacerbation of underlying autoimmune disease, thyroid disease, alopecia, skin
rashes, and headaches (26.27,31-33). It is noteworthy that the gravity of these
side effects can be reduced through dose modification without compromising
efficacy. In addition patients can develop antibodies to IFNa that can potentially
neutralize the activity of this cytokine, an effect that can result in treatment
relapse (25).

It is important to note that IFNa therapy has been successful and the treatment
regimen has been significantly improved over the last 20 yr to generate a higher
cure rate by optimizing its use (sustained blood levels and weekly dosing.
tailoring dose regimens to reduce side effects instead of discontinuation, body
weight adjustment for dosing) (25,27). However, the primary problem with
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Table 2
Development History of IFNa

Indication

First indication
Hairy cell leukemia
First antiviral indication
Human papillomavirus

infection (genital warts)
Snbsequent antiviral indications
Chronic hepatitis C virus infection

IFN monotherapy 24 wk (SVR 6-8%)
IFN monotherapy 48 wk (SVR 12-16%)
IFN + ribavirin (SVR 38-43%)
PEG-IFN + ribavirin (SVR 54-56%)

Chronic hepatitis B virus infection

Approval date

1986

1988

1991
1996
1998
2002
1992

Tam et al.

Ref.

(137)

(138)

(139)
(140)

(141,142)
(143,144)

(145)

SVR, sustained virologic response defined as percentage of patients with undetect
able HeV RNA 24 wk after treatment completion.

exogenous IFNa. treatment is that the effective and physiologically optimal
innate antiviral response varies from patient to patient. These problems may be
overcome by using an equally effective strategy which enlists bystander cells or
noninfected DCs to produce endogenous IFN to generate the antiviral state
instead of through exogenous IFN. These noninfected cells have not had their
innate immune response to virus blunted as in HCV infection or masked as in
HBV infection. This opens up the possibility of therapeutics that can initiate the
typical cascade of events that constitute an effective and physiologically opti
mal host antiviral response for that individual. This strategy could provide all
the benefits observed with direct treatment with recombinant IFNa but could
alleviate the problems that are associated with reduced effectiveness and
increased side effects of IFN injections. For example many cells have type I
IFN receptors and so systemic administration of recombinant IFNa can lead to
unwanted side effects because of inappropriate IFN signaling. In contrast,
endogenous IFN inducers primarily induce IFN production in immune cells
such as DCs. This limits the amount of IFN produced and the localization of
IFN signaling and its effects. A strategy to induce endogenous IFN may provide
drug targets that could be developed as a new generation of antiviral therapeu
tics. A closer look at the endogenous IFN signaling pathway may reveal such
potential drug targets.
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3. Induction of Endogenous IFN Signaling
The overall scheme of innate IFN induction and subsequent IFN signaling is

shown in Fig. 1. The process begins with the engagement of pathogen-sensing
PRRs primarily on plasmacytoid DCs (pDCs) (34) or other cell types (35) by
pathogen-associated molecular patterns (PAMPs) generated during virus infec
tion. There are several virus-specific PRRs mediating the induction of IFNs
including PKR and RIG-I responding to dsRNA (36,37), and mannose receptors
(MR) and related lectin-type receptors responding to viral glycoproteins (GP)
(38). However, by far the most studied PRRs (and the most likely drug targets)
are the TLRs. TLRs are type I transmembrane proteins initially identified
based on homology with the Toll receptor from Drosophila (39). The broadest
repertoire of TLRs has been detected on phagocytic cells, such as neutrophils,
macrophages, and DCs (40). The subset ofTLRs involved in recognition of viruses
and viral components include TLR3, TLR7, TLR8, and TLR9. The ectodomains
of these virus-specific TLR directly interact with viral components whereas
the cytoplasmic tail, termed TIR (toll and interleukin 1 receptor-like) domain
is responsible for intracellular signal transduction (4). TLR7, TLR8, and TLR9
are predominantly localized in endosomal compartments (41). Cellular local
ization of TLR3 is cell type specific, for example in fibroblasts it is expressed
on the cell surface, whereas in DCs it is mainly confined to intracellular com
partments (42).

After specific recognition of different viral components by different virus
specific TLRs, signaling is initiated by interaction of the cytosolic TIR domain
with TLR-type-specific adaptor molecules. For TLR7, TLR8, and TLR9, the
interaction with MyD88 (myeloid differentiation factor 88) transduces the signal
to TRAF6 (TNF receptor-associated factor 6) via IRAK-I (IL-1R-associated
protein kinase I). TLR3 uses a different primary adaptor molecule, TRIF (TIR
domain-containing adaptor-inducing IFN~) (43). Like MyD88, TRIF is believed
to interact with TRAF6. The interaction with adaptor molecules leads to phospho
rylation (by IK'B kinase kinases, IKKs) and subsequent activation of transcription
factors including nuclear factor-K'B (NFK'B) and the interferon regulatory factors
(IRFs). Specifically IKK~ phosphorylates IK'B leading to release of transcription
ally active NFK'B which translocates to the nucleus. Similarly, phosphorylation
and subsequent activation of IRFs are mediated by IKKE and TBKI (TRAF
associated NFK'B activator-binding kinase 1) (44). TLR3 signaling activates IRF3,
IRF5, and IRF7 whereas signaling through TLR7, TLR8, and presumably
TLR9 is restricted to activation of IRF5 and 7 but not IRF3 (44,45).

On activation, these transcription factors bind to corresponding sites in the
IFNa/f3 promoter regions (35). NFK'B binds to the K'B site present in IFN~

promoter. The IRFs bind to IFN-stimulated response element (ISRE) sites,
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PAMP
(dsRNA, ssRNA, CpG DNA, GP)

t
rl 2° receptor I

(IFNAR, cytokine R)
I
I
I
I
I
I
I,
I

~------.

PRR 110 receptor
(TLR, PKR, RIG-I, MR)

...,
I
I

Signal Transduction
(activation of kinases)

(MyD88/IRAK-1, TRIF, TRAF6, TBK1/IKK£)

Transactivator
Modulation

(NF-KB, IRF3, IRF5/7)

Expression of IFNs and ISGs

t
Downstream Effects
Inhibition of transcription/translation
RNA degradation
Inhibition of cell growth
Control of apoptosis
Immunomodulation

Fig. 1. Induction of innate IFN signaling. The process is initiated by PRR-mediated
recognition of virus-presented PAMPs. PRR engagement stimulates molecular signal
transduction, leading to activation of IFN- and ISG-specific transcription factors.
Activated transcription factors translocate to the nucleus and bind to corresponding pro
moter regions, allowing the transcription and subsequent gene expression. Expressed
IFNs and ISGs induce a range of cellular effects, as well as provide a feedback signal
ing through a 2° (secondary) receptor. Dotted line indicates IFNIISG-mediated regula
tion of PRR expression. PAMP, pathogen-associated molecular pattern. PRR, pattern
recognition receptor. ISG, IFN-stimulated genes. Other abbreviations, see text.
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present in promoters of all IFNrJ and IFNa genes. Thus selective TLR-mediated
signaling regulates endogenous expression of type I IFNs through transcrip
tional control by NFldl (46), IRF3 (47), IRF5 (45), and IRF7 (45,48).

Once expressed immediate-early IPNs (IFNrJ and IFNa4 in mouse; IPNrJ
and IPNal in human) can provide autocrine and endocrine signals through type
I IPN receptor (IPNAR; referred to as 2° receptor in Fig. I) to further amplify
the IFN response by inducing late phase lPNs, the IFNa subtypes. This second
wave of IPN signaling via the IPN receptor stimulates JAK-STAT signaling
pathways, leading to activation of ISGF3 (lPN-stimulated gene factor 3), a tran
scription factor that induces the expression of IRF7 (12). Induction of IRF7 in
cells that do not constitutively express this transcription factor leads to expres
sion of IPNa (49).

Type I lPNs, induced via TLR-mediated signaling, act in concert to promote
expression of many ISGs that in tum stimulate a range of antiviral effector
pathways that inhibit the replication of invading viruses (12,50). ISGs trigger
the inhibition of viral gene translation (by deactivation of the translation initia
tion factor elF-2a and by activation ofmRNA-hydrolyzing RNAse L) and viral
transcription (by interfering with the trafficking and/or activity of viral poly
merases through the action of Mx proteins (51). In addition the action of
IFNs and ISGs prevents further cellular infection which requires cell division
by regulating cell growth and apoptosis (reviewed in [50,51]). Finally, amplifi
cation of the antiviral immune response is achieved through IFN-mediated
activation of macrophages and other antigen-presenting cells, enhancement of
antigen processing and presentation, regulation of induction of cellular and
humoral responses (50,52,53), as well as induction of proinflammatory cytokines
(e.g., TNFa, IL-6, IL-12) (4,41,54).

From our current understanding of the molecular mechanisms of IFN signal
ing (Fig. I) it is clear that mimicking the action of viral PAMPs by engaging
PRRs such as virus-specific TLRs can lead to endogenous induction of IFNs
and the subsequent downstream ISG-mediated antiviral effects. Examination of
the nature of recognition of viral PAMPs could lead to the generation of synthetic
TLR ligands that can be exploited as antiviral therapeutics.

4. Virus-Specific PAMPs
Viruses require host cells to survive and propagate. During this process, they

often generate unique forms of genetic materials which are distinguishable
from host material. These viral products are viral PAMPs that can be recognized
by host PRRs and subsequently initiate the host IPN response. Three virus-specific
nucleic acid species (dsRNA, ssRNA, and unmethylated CpG-containing DNA)
have been identified as natural virus PAMPs (55).
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4.1. dsRNA

Tam et a/.

The presence of dsRNAs is often associated with virus infection as they are
produced during many RNA virus infections as a part of genomic RNA, a
replicative intermediate or a unique stem and loop structure (56). At least three
distinct dsRNA-specific PRRs have been identified, PKR, RIG-I, and TLR3
(Table 3), but some data suggest the existence of others (57). Unlike PKR or
RIG-I, TLR3 is constitutively expressed in professional antigen-presenting cells
(APCs) such as DCs and macrophages (58). Thus synthetic dsRNA analogs that
can engage TLR3 represent a viable strategy to induce type I IFNs. Synthetic
analogs such as poly I:C have been generated and have been shown to mimic
dsRNA-specific PRRs-mediated signaling and exhibit potent antiviral activity
in vivo and in vitro (59,60). Ampligen is another synthetic analogue of dsRNA.
Structurally it is homologous to poly I:C with a single basepair mismatch
(poly[I]:poly[C(12)U]). The biological action of ampligen closely resembles
that of poly I:C. Thus, it has been reported to act as an irnmunomodulator
inducing cytokine production (including IFNs) and as an antiviral, specifically
activating PKR and 2'-5'-OAS antiviral mechanisms (61).

4.2. ssRNA

ssRNA derived from ssRNA viruses such as influenza virus, HN, or vesicular
stomatitis virus (VSV) is recognized by TLR7 in human and mice (62) or TLR8
in humans (63) (Table 3). TLR7 or TLR8 is preferentially expressed on profes
sional APCs, in particular, pDCs and, on activation, transmit signals to produce
type I lPN. Abbreviated RNA sequences derived from viral genome or synthetic
ssRNA sequences can also trigger TLR7-dependent IFNa. production from
human or mouse DC thus providing opportunities for synthetic mimics of natural
viral ssRNA (64). Indeed TLR7 and TLR8 have been shown to respond to small
synthetic molecules. This is a significant milestone in the validation of the
pharmaceutical exploitation of TLR7 and TLR8 as therapeutic targets. At least
two distinct classes of small synthetic molecules, guanosine analogs and imida
zoquinoline-like molecules, have been identified that elicit signaling through
TLR7 and/or TLR8. Guanosine analogs such as isatoribine (7-thia-8-oxoguano
sine or TOG) or loxoribine (7-ally-7,8-dihydro-8-oxo-guanosine) have demon
strable antiviral activity and capacity to induce IFN (65). Recent in vitro and in
vivo studies demonstrated that these guanosine analogs trigger the innate
immune response via TLR7 but not TLR8 in a MyD88-dependent manner (66,67).
Synthetic imidazoquinoline-like molecules can also act as TLR7 agonists
(imiquimod) or both TLR7 and TLR8 agonists (resiquirnod or R-848) (66,68)
and exhibit potent antiviral and antitumor activity (69). Compared to guanosine
analogs, resiquimod exhibited superior potency in induction of IFN and other
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Table 3
list of Viral PAMPs, their PRRs, Synthetic Analogs and Small Molecule Agonists

ViralPAMPs

PRRs
(Cellular localization)

Source of
viral PAMPs

Synthetic PAMPs
Synthetic small

molecule agonist

dsRNA

PKR, RIG-I
(cytoplasmic)

TLR3
(endosomal or

extracellular)
Replicative

intermediates of
DNA and RNA
viruses

Poly I:C
None

ssRNA

TLR7 or 8
(endosomal)

ssRNA viruses
(Influenza,
VSV,HIV)

ssORN
Imiquimod

(TLR7)
Resiquimod

(TLR7/8)
Guanosine

analogs
Isatoribine and
Loxoribine

(TLR7)

Unmethylated
CpGDNA

TLR9
(endosomal)

Viral DNA
sequences
(MCMV,
HSV)

CpGODN
None

PKR, dsRNA-activated protein kinase; ssORN, single stranded oligoribonucleotide, ODN,
oligonucleotide.

inflammatory cytokines (66). Whereas the nature of the promiscuity of resiquimod
(being both TLR7 and 8 agonists) remains unclear, fundamental differences
between TLR7 and TLR8 pathways have been revealed using exclusively TLR7
specific or TLR8-specific imidazoquinoline-like compounds (70). TLR7 agonists
were more proficient in induction of IFNa and IFN-regulated chemokines
through selective activation of pDCs, whereas TLR8 agonists were more effec
tive at producing proinflammatory cytokines such as TNFa, IL-12 and MIP-la
through myeloid DCs emDCs) (70), Based on these data, one may speculate
that it is more desirable to develop TLR7 agonists rather than TLR8 agonists for
more effective antiviral activity and less unwanted inflammatory responses.

4.3. Oligonucleotide DNA with Unmethylated CpG Motifs

Oligonucleotide DNA sequences (ODNs) containing unmethylated CpG
motifs are frequently found in DNA sequences from DNA viruses and bacterias
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but not in mammalian DNA (71). Such sequences have been shown to trigger
the innate immune responses via TLR9 engagement (Table 3) (72,73). On cellular
uptake of CpG ODNs, TLR9 migrates from the endoplasmic reticulum to the
endosomes, directly interacts with CpG ODN, and initiates signaling (74).
Expression of human TLR9 appears to be restricted to B cells and pDC (75)
but TLR9 signaling in response to CpG ODNs induces type I IFN only in
pDCs (76).

Synthetic analogues of natural TLR9 agonists have been extensively investi
gated because of their immunomodulatory potential (77). At least three distinct
types of CpG sequences have been identified based on target effector cells and
functional consequences. CpG-A (also known as D type) ODNs are composed
of mixture of phosphorothioate (PS) and phosphodiester (PO) backbone and
contain a single hexameric purine-pyrimidine-CG-purine-pyrimidine motif
with flanking palindromic sequences that forms the stem-loop secondary struc
ture. CpG-A appears to preferentially act on pDC, eliciting high amount of
IFNa and subsequently activating NK cells to produce IPN-y. CpG-B (also
known as K type) ODNs contain multiple CpG motifs exclusively on a PS back
bone and preferentially but not exclusively induce proliferation and activation
of B cells and subsequently IL-6 production. Owing to these characteristics,
B-type CpG ODNs have been widely tested as vaccine adjuvants in animal
models, particularly to enhance humoral immunity (77). CpG-C (C type) ODNs
consist entirely of PS backbone with multiple CpO motifs embedded in the
palindromic sequence. The CpG-C sequences are capable of executing both
CpG-A and CpG-B-specific functions; IFNa production as well as B-cell pro
liferation and IL-6 production.

In addition to these three types of CpG ODNs, unique ODN sequences
with synthetic base replacements are also TLR9 agonists (78,79). In these
ODNs, the C was replaced with a bicyclic heterobase [1-(2'-deoxy-b-D-ribo
furasyl)-2-oxo-7-deaza-8-methyl purine; R], creating an ODN with the RpG
motifs. Alternatively, G was replaced with 2'-deoxy-7-deazaguanosine (R),
generating an ODN with the CpR dinucleoside motifs. These variations
showed potent immunomodulatory activity via TLR9 in vitro and in vivo
mouse models (78,79).

It is currently unclear what determines the type and potency of a CpG ODN.
However, it appears that at least three aspects of TLR9 binding to ODN
sequences are involved: first, the efficiency of the uptake of the ODN by the
target effector cells and the trafficking to the appropriate cellular compartment
(delivery); second, the actual interaction with TLR9; and third, the capability of
an ODN to multimerize and thus crosslink TLR9 receptors. Multimerization
appears to be critical for TLR9 activity as the minimal ODN sequences are
required to form a structural moiety that allows ODN multimerization (80).
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Moreover, the ODNs that do not aggregate were shown to act as TLR9 signal
ing antagonists (80). In contrast to TLR7/8, no small synthetic molecules have
been reported to have TLR9 agonist activity. However, a non-DNA-based TLR9
agonist, hemozoin, has been identified. This relatively large molecular weight
detoxification product of heme, produced during malaria infection, may contain
potential small molecule TLR9 recognition patterns (81).

There appears to be certain degree of promiscuity in the recognition of viral
PAMPs by the virus-specific PRRs so that agonists of different molecular com
positions can trigger the pathways (82). The necessity for therapeutic agents to
act as selective or multiple TLR agonists is an important issue yet to be addressed.
Acting to stimulate signaling through more than one TLR can be beneficial to
the host as viruses can be detected through multiple PRRs. For example, ssRNA
influenza virus can interact with TLR7 via ssRNA or TLR3 via the replicative
intermediate dsRNA (57). Similarly, TLR9 and TLR3 have been identified as
essential components in defense against mouse cytomegalovirus (MCMV) (83).
In contrast, acting primarily on TLR8 signaling may lead to predominant proin
flammatory cytokine effects and the potential for unwanted side effects (70). In
sum, the identification of synthetic analogs and small molecules that can mimic
natural TLR ligands has provided the opportunity to explore their potential as
therapeutic antiviral agents.

5. Therapeutic Strategies for Antiviral TLK Ligands

Because of their ability to impact the innate immune response, TLR agonists
have been investigated as therapeutics against viral infections and as vaccine
adjuvants for the treatment of cancer, allergies and for the prevention of viral
diseases.

5.1. TLR Agonists as Antiviral Immunostimulators

Several preclinical proof-of-principle studies have demonstrated in vivo
efficacy of TLR agonists in various viral infection models. The first generation
of small molecule TLR agonists is selective for TLR7 or TLR8. The TLR7
agonist imiquimod is a synthetic imidazoquinoline-like molecule that has been
approved to treat HPV infection-associated warts. There is ample evidence that
the antiviral activity of imiquimod is dependent on TLR7 signaling (reviewed
in [84J). Early studies showed that topical imiquimod administration induces
IFNa and TNFa at the site of drug application (85), and additional studies demon
strated a clinical response of genital warts to imiquimod (86-88). In addition,
imiquimod and a more potent analog, resiquimod, have shown promise for the
treatment of herpesvirus infection. In guinea pigs, these agents can suppress
genital HSV-2 recurrences and enhance long-lasting protective HSV-specific
T-cell memory that lasts even after therapy is discontinued (89,90). Inhibition
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of antiviral activity by imidazoquinolines in this animal model of HSV-2
correlated with the induction of 2',5'-OAS activity, suggesting a role for IFN
regulated genes in viral clearance (90). In addition to the imidazoquinolines,
other TLR7 agonists, such as nucleoside analog isatoribine, induce cytokine
production and NK cell activation and protect rodents against challenge with
several different RNA viruses in an IFNa-dependent manner (91,92).

The TLR3 agonists, poly I:C and ampligen, are dsRNA mimics that can
protect mice against myocarditis induced by Coxsackie B3 virus (93), mortality
induced by West Nile virus (94), and encephalitis caused by the Modoc flavivirus
(95). In animal models of infection, ampligen enhances the antiviral effects
of exogenous IFNa (93,95). Moreover, ampligen acts synergistically with anti
retroviral drugs to improve anti-HIV responses in vitro (96). In mouse models
of herpesvirus infection, locally delivered poly I:C is protective against a sub
sequent challenge with HSV-2 (prophylactic application) but was not efficacious
to treat ongoing herpesviral infection (therapeutic application) (97). The reason
for this lack of efficacy may be related to the time of treatment, as has been
previously shown for CpG ODNs (98).

TLR9 agonists such as CpG ODNs administered intranasally can protect
mice against a subsequent challenge with vaccinia virus, indicating efficacy
when administered by a mucosal route (99). In addition, CpG administered intra
vaginally not only protects mice against a subsequent challenge with HSV-2
but has therapeutic antiviral properties when administered a few hours after
infection (98).

A recent report demonstrates that several TLR agonists, CpG ODNs (TLR9
agonist), resiquimod (TLR7 agonist), and poly I:C (TLR3 agonist), potently
inhibit HBV replication in HBV transgenic mice at doses that induce intra
hepatic IFNa/~ (for all TLR agonists tested) and IFNy (for CpG ODNs) (23).
These data are very encouraging because they provide evidence for TLR ago
nists as potential therapeutics for chronic HBV infection.

5.2. TlR Agonists as Antiviral Vaccine Adjuvants

One strategy to improve the efficacy of vaccines is to use TLR agonists as
adjuvants that specifically target DCs and B cells. Recent preclinical data have
shown that TLR7/8 agonists, imiquimod and resiquimod, and TLR9 agonists,
CpG ODN, can markedly improve Ag-specific humoral and cellular antiviral
immune responses.

In murine studies, resiquimod demonstrated moderate adjuvant activity for
HIV-I Gag DNA vaccine (100). This activity was dramatically enhanced using
a resiquimod-Gag protein conjugate which increased Thl cytokines and
Gag-specific CD8+ T-cell responses in immunized mice (101). Conjugation of an
adjuvant to an Ag may enhance DC activation by virtue of simultaneous
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enhancement of antigen presentation and TLR stimulation (101). Moreover
resiquimod and imiquimod increased the HSV-2-specific CTL and antibody
response and significantly reduced the occurrence of herpetic lesions of latently
infected guinea pigs immunized with HSV-2 glycoprotein (89,102).

There is evidence that two therapeutic CpG ODNs (1018 ISS and CpG 7909)
administered in combination with HBsAg may lead to enhanced protective
responses as exemplified by the induction ofThl cytokines and Ag-specific T-cell
responses in primates (103,104). The adjuvanticity of CpG (1018 ISS) can be
further enhanced by the formation of microparticles containing polyvalent
CpG. An example of such a conjugate is CpG aDN complexed to polymyxin
B. Such a conjugate can facilitate the clustering and more efficient triggering of
TLR9-mediated signaling (103). 1018 ISS has also been shown to enhance
virus-specific antibody production, secretion of Thl cytokines, and cell-medi
ated immunity in mice vaccinated with the HIV gp120 envelop protein (105).
Another study demonstrated that CpO aDN boosted the immunogenicity of
HBV vaccines in healthy and SIV-infected primates (106). These data suggest
that there is potential for improvement of vaccine immunogenicity in poorly
responding individuals such as those infected with my.

5.3. Clinical Experience of TLR Agonists

Based on the efficacy and reasonable toxicology profiles seen in preclinical
studies, some TLR agonists have advanced into the clinic. Some have been
evaluated as antiviral immunostimulators. lmiquimod is approved in the United
States and in Europe as a 5% cream formulation for the treatment of external
genital warts (107). A more potent analog, resiquimod, has been evaluated in
a randomized, placebo-controlled phase I study of healthy adults. This study
demonstrated that resiquimod delivered topically is well tolerated and increases
levels of mRNA for IFNa, IL-6, and IL-8 in dermal skin biopsies (108). A sub
sequent phase II study for the treatment of HSV (l09) showed a significant
reduction in the frequency of HSV recurrences (110). However, the following
phase III trials were suspended because of lack of efficacy (111).

Isatoribine is currently under investigation in clinical studies for the treatment
of HCY. Data from a phase Ib study showed that intravenous administration of
isatoribine is safe and well tolerated. Patients received seven daily injections
of 200, 400, 600, or 800 mg isatoribine. All patients who received 800 mg
exhibited a significant viral load reduction during treatment, with a median
change of --0.94 10glO from baseline. This effect was associated with induction of
the biomarker 2',5'-OAS (112). Recently, it has been reported that clinical
trials for the potential treatment of HCV are underway for the orally bio
available prodrugs of isatoribine, ANA-97 I and ANA-975 (113). According to a
company press release in May 2005, interim data from phase I studies showed
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that conversion of ANA-975 to isatoribine in human plasma was effective,
delivering levels of clinically relevant isatoribine.

Recent advances indicated that CpG oligonucleotides could be used to treat
chronic viral infections. In a phase Ib clinical study in patients chronically
infected with HCV, actilon (CpG 10101) was safe and efficacious, decreasing
HCV viral load by at least 1 10glO (reported in Digestive Disease Week meeting
in Chicago, IL, 2005). Of note, patients enrolled for this study were infected
with genotype I HCV and previously failed to show a sustained response to
standard therapy with IFNa. plus ribavirin, suggesting that CpG may offer an
improvement over the current anti-HCV therapy. Patients given a 20 mg sub
cutaneous injection of actilon twice weekly achieved a 96% decrease of viral
load within 4 wk. Of the six patients receiving this dose, five achieved at least
a 90% reduction of viral load. Mild-to-moderate injection site reactions and
mild flu-like symptoms were observed in actilon-treated patients.

A phase II clinical study designed to test the effect of ampligen (400 mg
intravenous injection twice weekly) in combination with HAART in multidrug
resistant HIV-infected patients is currently being evaluated. Interim data of this
study showed that patients treated with ampligen plus HAART experienced a
significant decrease of HIV-I load (mean decrease of 0.5 10glO) (reported in
14th International AIDS Conference, Barcelona, 2002). In another phase II
trial, the effects of ampligen therapy in patients during HAART strategic treat
ment interruptions (STI) were evaluated. Interim clinical data from this study
showed that ampligen significantly increases CD8+ cell count during interrup
tion of HAART treatment and significantly augments the mean time required
to resume HAART treatment (reported in 16th International Conference on
Antiviral Research, Savannah, GA, 2003).

Others CpG ODNs have been evaluated as vaccine adjuvants. In a phase I
trial, the safety and adjuvanticity of CpG 7909 for the influenza vaccine fluarix
was evaluated in a double-blinded randomized trial (114). CpG 7909 proved to
be safe as an adjuvant when one-tenth of the vaccine dose was administered
(114). In addition, in combination with HBV vaccine Engerix-B, CpG 7909
accelerated seroconversion and increased the percentage of subjects with
protective levels of anti-HBsAg antibodies (115). Similar findings were
reported with the CpG ODN 1018 ISS. Administration of this adjuvant with the
standard vaccine regimen generated anti-HBs antibodies in patients who had
previously failed to respond to HBV vaccination (116).

In summary, to date studies have shown that select TLR agonists are safe and
well tolerated in humans. Moreover, interim results from clinical studies have
demonstrated that TLR agonists are efficacious in a variety of viral infections
and when administered by different routes, including intravenous, intranasal,
and topical. The challenge remains to develop orally available TLR agonists
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and to further address the applicability of these novel immunomodulatory
agents in the therapy of viral infections as well as fully evaluating the potential
safety issues of their administration.

6. Potential Issues Related to Therapeutic Use of TLR Agonists
The early signs from the in vivo and initial clinical studies demonstrate that

the use of TLR agonists as a strategy to enhance the antiviral innate immune
response holds much promise. However, there may be potential drawbacks from
the strategy of induction of innate antiviral response. These include the triggering
of overt autoimmune disease, immunosuppression, increased susceptibility of
the host to pathogenic agents that cause toxic shock and deleterious effects on
cholesterol metabolism.

6.1. Autoimmunity

Every healthy person produces naturally occurring autoantibodies and T cells
that react against self-antigens. In most cases contact between autoreactive
T cells and their target antigen is not sufficient to induce and autoimmune disease.
TLR stimulation has been shown in animal models of autoimmune disease to
break this "ignorance" in autoreactive T cells, triggering overt organ-specific and
systemic autoimmunity. This "innate autoimmunity" has been demonstrated with
TLR3 (poly I:C) and TLR7/8 (resiquimod) agonists in models of autoimmune
diabetes (117) and with TLR9 agonists (CpG) in models of multiple sclerosis
and systemic lupus erythromatosus (SLE) (118,119). Recent reports suggest
involvement of TLR3 and TLR9 ligands in other autoimmune diseases such as
glomerulonephritis and autoimmune hepatitis in animal models (120,121).
These observations support the notion that viral triggers could help set off
autoimmune disease and that the TLR stimulation with agonists mimic this
viral trigger at a molecular leveL It has been demonstrated in some of these
animal models that the inflammatory process associated with TLR stimulation
is mediated by IFNa produced by mononuclear cells-again mimicking what
viruses normally do (/17,122,123). IFNAR receptor-deficient mice did not
develop autoimmune disease and IFNa substituted for the effect of TLR ago
nists (117). Circulating IFNa levels are often increased in SLE patients and a
strong IFNa signature is seen in gene array studies and the disease can be pre
vented in animal models by blockade of IFNa (124,125). Data demonstrating
the induction of autoimmune disease are compelling in the respective mouse
models of disease. and the involvement of IFN makes for a rational mediator of
these effects. However, the link in lupus is still speculative. Despite these data,
autoimmunity is rare and even prevented by infection in other models (126).
Studies using an RIP-mOVA mouse model have demonstrated that DC activation
by TLR ligands including CpG ODNs. poly I:C, and LPS was insufficient to
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break peripheral crosstolerance in the absence of specific CD4+ T-cell help
(127). These data support the view that nonspecific DC activation by TLR
ligands generally does not compromise peripheral tolerance.

6.2. Immunosuppression

Daily injections of CpG ODNs cause mice to develop considerable pathology
in their lymphoid organs with changes in both structure and function. Specifically
destruction of the lymphoid-follicle architecture and suppression of follicular
dendritic cells and germinal B lymphocytes was observed. Subsequently, multi
focal liver necrosis and hemorrhagic ascites developed after 3 wk. These effects
were observed in mice treated with high doses of CpG ODNs and were depend
ent on TLR9 but not TLR3 or poly I:C (128). The effect of CpG ODN-induced
injury at lower dosages expected to have beneficial antiviral effects has not
been evaluated. In addition, these adverse effects have not been reported with
TLR7 ligands.

6.3. Toxic Shock

TLR9 ligands such as CpG ODNs when coadministered with sublethal doses
of LPS or D-galactosamine have been shown to cause toxic shock by triggering
the overproduction of TNFa. leading to severe morbidity and mortality (129).
To examine whether such toxicities are likely to occur during treatment, CpG
ODNs at doses equal to or exceeding those typically used in adjuvant experi
ments were injected weekly for 4 mo into normal Balb/c mice. All the animals
remained physically fit and none showed macroscopic or microscopic evidence
of tissue damage or inflammation (130). Similar results have been reported
in nonhuman primates and normal human volunteers administered with CpG
containing DNA on a weekly or monthly basis (131).

6.4. Cholesterol Metabolism

The TLR3 ligand, poly I:C, has been demonstrated in C57B1I6 mouse
macrophages to block induction of liver X receptor (LXR) signaling and thus
strongly inhibit cholesterol efflux from macrophages, an effect that is mediated
by IRF3 (132). This observation has pathophysiologic implications in athero
sclerosis as loss of macrophage LXR expression has been demonstrated to
dramatically accelerate the disease (132). However, further studies to demon
strate these effects in vivo have not been reported.

6.5. Clinical Safety

Many TLR agonists have advanced to the clinic providing information on the
safety of these potential drugs.
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For TLR9 agonists, CpG ODNs have been administered to more than 500
patients in more than a dozen clinical trials. Many of these are phase I studies
that evaluate safety and immunomodulatory effects of CpG ODN delivered alone
or in combination with vaccines, antibodies, or allergens. Phase II studies have
been subsequently initiated to evaluate efficacy in the treatment of viral hepatitis
as an antiviral immunomodulator or as a vaccine adjuvant. CpG ODNs being
developed as vaccine adjuvants include CpG 7909 and ISS 1018. In phase I trials
both CpG ODNs administered by coinjection with HBV vaccines demonstrated
no clinically significant toxicities or serious adverse events for up to four doses
separated by at least 1 wk and with a maximum dose of 1 mg/kg (CpG 7909)
and 3 mg/kg (ISS 1018) (115,116). As monotherapy for treating HCV infection,
CpG 10101 injected subcutaneously at doses up to 20 mg twice weekly for 4 wk
has been evaluated for safety in healthy volunteers and 18 patients with chronic
HCV infection. In these studies, the drug was generally well tolerated and no
serious side effects or dose-limiting toxicities were observed (133).

For TLR7 agonists, resiquimod and isatoribine have been evaluated in phase
I clinical trials. Resiquimod 0.01 % as a topical application has been evaluated
in healthy adults. A twice weekly dose regimen induced IFNa and was well
tolerated (108) and was advanced to a phase II study that subsequently demon
strated efficacy in patients with genital herpesviral infection, increasing median
time to recurrence from 57 d in vehicle control to 169 d in the resiquimod-treated
patients (121). No safety data for resiquimod delivered systemically have been
reported. lmiquimod, an analog of resiquimod, previously approved for the
topical treatment of HPV, has been evaluated for safety when administered
orally in humans. To determine maximum tolerated dose, toxicity, and biological
response in humans, a phase I clinical trial was conducted with 14 subjects who
received 100-500 mg imiquimod p.o. either once or twice weekly. lmiquimod
induced IFNa in serum in 10 of 19 doses of 200-300 mg. Dose-limiting side
effects included fatigue, fever, headache, and lymphocytopenia; no hepatic or
renal toxicity or other hematological changes exceeded the normal range. Twice
weekly doses up to 300 mg were well tolerated, with the longest twice-weekly
treatments being 200 mg for 9 wk and 100 mg for 25 wk (134). Isatoribine has
been developed to treat patients chronically infected with HCV. In multiple
dose studies in 32 HCV-infected patients, isatoribine was well tolerated up to
800 mg/kg injected intravenously once-a-day for 7 d. Adverse events were all
mild to moderate and mostly related to typical flu-like injection site effects.
Joint pain, insomnia, and headache were also observed in about 25% of patients
receiving the 800 mglkg dose (135).

In summary, although in vivo studies in rodents, primarily transgenic mice,
have shown that there may be potential safety issues using TLR agonists as
therapeutics, none of the clinical studies in which safety of TLR agonists were
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evaluated has demonstrated any of the side effects observed in the rodent
studies. This may be in part related to the dosing regimen in clinical studies
and in most cases this is only once or twice a week. The most important obser
vation was that in humans there was efficacy with these TLR agonists seen
using these safe dose regimens. However, the lessons learned from in vivo stud
ies in animals do provide awareness to monitor for potential drug liabilities in
future clinical studies, particularly in patients that have ongoing autoimmune or
cardiac disease.

7. Conclusion

Over the last 5 yr, there have been remarkable advances in our knowledge of
the innate immune responses to viral infections. This has been fueled primarily
by the identification and characterization of TLRs. Currently TLR3, TLR7, and
TLR9 stand at the forefront of the host innate immune responses to viral PAMPs.
The ability of these TLRs to recognize viral products, induce endogenous IFN
signaling, and secrete type I IFNs makes TLR agonists an attractive new thera
peutic approach against viral infection. This approach has the potential to
emulate the success of recombinant IFN as a drug for treating chronic viral
hepatitis but without the limitations of recombinant IFN. There are still many
challenges ahead that current and future clinical studies should address: (a) Will
the side effects seen in animal models manifest themselves in human trials to
be insurmountable to clinical development (so far this has not been the case)?
(b) What degree of selectivity is preferred for ligands targeting TLR3, TLR7, or
TLR9-induced IFN signaling? (c) What is the most beneficial therapeutic approach
of TLR agonists, as adjuvant to vaccines, as standalone immunomodulators or
in combination with known antivira1s? The battle between host and virus is con
stantly evolving but hopefully with the aid of new therapeutics targeting the
innate immune response the balance can be effectively tipped to favor the host.
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Pharmacogenetics in the Clinic

Kai I. Cheang

Abstract
Pharmacogenetics is the inherited basis of differences among individuals in their

response to drugs. Genetic polymorphisms of drug-metabolizing enzymes may account
for as much as 30% of interindividual differences in drug disposition and response. An
increasing number of drug target polymorphisms have also been linked to differences
in drug response. This chapter reviews some examples of the use of pharmacogenetics in
clinical practice. Despite the increasing number of examples of genetic polymorphisms
affecting drug response in the literature, pharmacogenetic data are rarely used in current
clinical practice. The limitations that have prevented the use of pharmacogenetic testing in
clinical practice are reviewed.

Key Words: Pharmacogenetics; pharmacogenomics; adverse drug events; efficacy;
individualized therapy; drug-gene interactions; personalized medicine.

1. Introduction

Pharmacogenetics is the study of the genetic basis for interindividual differ
ences in drug response. Genetic polymorphisms, defined as genetic variations
occurring in at least 1% of the human population, form the genetic basis for
variations in drug response. This field of investigation began half a century ago
when hemolysis in some patients taking the antimalarial primaquine was shown
to be caused by an inherited deficiency of glucose-6-phosphate dehydrogenase
(1). Since the sequencing of the human genome, there have been increasing
examples in the literature documenting the association between genetic poly
morphisms and drug response. These include reports on the genetic variability
for drug-metabolizing enzymes, drug transporters, drug targets, and disease
modifying genes. However, translation of these pharmacogenetic observations
into clinical practice has been limited by numerous hurdles. This chapter will first
review some examples of how pharmacogenetic testing could aid in tailoring
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phannacotherapy to the individual patient. Limitations of using pharmacogenetic
testing in actual clinical practice will also be reviewed.

2. Pharmacogenetics in Clinical Practice
2.1. Dose Adjustment

Genetic polymorphisms may partially account for variability in drug pharmaco
kinetics or disposition among individuals. In current medical practice, patients
are usually treated initially with standard doses of a drug, and the clinician
expects an "average" drug exposure and "average" drug response, similar to
what would be reported in the clinical literature concerning the drug. Genetic
differences in drug-metabolizing enzymes may lead to varying levels of plasma
concentrations and drug exposure when the same dose of the drug is adminis
tered. As a result, clinical response to the drug may be altered, both in terms of
drug efficacy and dose-dependent adverse events. This is especially important
for drugs with narrow therapeutic index, such as mercaptopurine, warfarin, and
others. More uniform and predictable drug exposure, which may be achieved
by dosage adjustment according to the patient's genetic profile of their meta
bolizing enzymes, may aid in predicting drug response and reducing dose-related
side effects.

2.1.1. Pharmacogenetics of Drug-Metabolizing Enzymes

Genetic polymorphisms have been reported for phase I, phase II, and
nucleotide base metabolizing enzymes. An important clinical example of how
pharmacogenetic differences in drug-metabolizing enzymes affect clinical out
comes is illustrated by the genetic polymorphism of thiopurine methyltrans
ferase (TPMT) (2). TPMT catalyzes the S-methylation of azathioprine and
6-mercaptopurine. In patients treated for acute lymphoblastic leukemia (ALL),
mercaptopurine is used as maintenance therapy. Mercaptopurine is metabolized
to thioguanine, which is responsible for the bone marrow toxicity, as well as the
therapeutic efficacy in ALL. TPMT catalyzes mercaptopurine's metabolism to
an inactive metabolite. Patients with TPMT deficiency require a drastic reduction
in mercaptopurine dose to prevent severe myelosuppression (2). Certain TPMT
genotypes are associated with reduced TPMT activity, and the TPMT genetic
polymorphism is an important predictor of myelotoxicity associated with mer
captopurine and is clinically used to prevent myelotoxicity in ALL patients.

Most commercially available drugs are metabolized by cytochrome P450
enzymes. Polymorphisms of these P450 enzymes may also affect therapeutic
responses to medications. For example, P450 2C9 is responsible for the meta
bolism of warfarin and phenytoin, both of which are drugs with narrow therapeutic
indices. Clearances of these drugs are decreased in patients with 2C9 variant
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alleles. For example, certain 2C9 haplotypes are associated with reduced waIfarin
maintenance therapeutic doses (3). Knowledge of 2C9 phenotypes, therefore,
may aid in optimizing titration schedules to achieve therapeutic anticoagulant
effect whereas minimizing the risk of bleeding when a patient is initiated on
warfarin therapy. Establishment of stable maintenance warfarin doses currently
necessitate frequent laboratory monitoring during the first month of therapy. It
is estimated that at least 50% of the variability in maintenance warfarin doses
is because of genetic polymorphisms of both the 2C9 metabolizing enzyme and
the vitamin K epoxide reductase complex I (VKORCI), which affects clotting
factor synthesis (4-6). Although no genetic polymorphism-based dosing algo
rithm has been prospectively validated, genetic information on 2C9 and VKORCI
may lead to faster establishment of therapeutic and stable anticoagulation and
a decrease in the risk of major bleeding events (7). The change in warfarin's
prescribing information to contain such pharmacogenetic information was the
subject of discussion during a Food and Drug Administration (FDA) Clinical
Pharmacology Subcommittee meeting in November 2005 (4).

Another clinically relevant example of how polymorphisms in drug-meta
bolizing enzymes affect dosage selection can be illustrated by irinotecan in
colorectal cancer. Irinotecan undergoes metabolism by carboxylesterases into
an active metabolite, SN-38, which is then conjugated by the enzyme UDP
glucuronosyl transferase IAI (UGTIAI) to form a glucuronide metabolite. In
individuals with the UGTIAI *28 genetic polymorphism, UGTIAI enzyme
activity is reduced. About 10% of the North American population is homo
zygous for the UGTIAI *28 polymorphism. Patients homozygous for UGTIAI *28
have a higher exposure to the SN-38 active metabolite than patients without the
polymorphism when irinotecan was administered. This increased exposure may
increase the risk of neutropenia and diarrhea. This increased drug exposure in
patients with the polymorphism is recognized in the labeling of irinotecan, in
which recommendations were given to reduce the starting dose by at least one
level in patients known to be homozygous for the UGTIAI *28 allele (8).
Although a specific recommendation is given, the precise optimal dose modifi
cation is unknown and subsequent dose adjustments may be necessary depending
on patients' tolerance.

2.1.2. Pharmacogenetics of Drug Transporters

In addition, polymorphisms in genes encoding drug transporters have also
been identified. A prominent example of these drug transporters is the P-glyco
protein, a transmembrane efflux pump. P-glycoprotein is found in a wide variety
of cells and tissues, including the intestinal enterocytes, renal proximal tubules.
hepatocytes, and capillary endothelial cells of the blood-brain barrier. Therefore.
P-glycoprotein plays an important role in drug disposition by reducing drug



256 Cheang

absorption, increasing elimination, and decreasing the ability of drugs to cross
the blood-brain barrier. P-glycoproteins are also found in tumor cells. P-glyco
proteins mediate an active efflux of chemotherapeutic agents from tumor cells,
hence promoting multidrug resistance to anticancer agents. The dispositions
of many drugs are affected by P-glycoproteins. These include cancer chemo
therapeutic drugs, antiepileptic agents, protease inhibitors (for treating human
immunodeficiency virus [HIV] infections), and cardiac drugs such as digoxin
and diltiazem. The multidrug resistance 1 gene (MDRl) codes for P-glycoprotein.
Numerous single-nucleotide polymorphisms (SNPs) have been identified in the
MDRI gene. These polymorphisms may influence drug pharmacokinetics, and
hence drug response.

Numerous genetic polymorphisms exist for other metabolizing enzymes and
drug transporters. These genetic polymorphisms may affect the drug's pharma
cokinetic parameters in drug absorption, distribution, metabolism and excretion.
Table 1 reviews some selected examples of the effect of genetic polymorphisms
influencing pharmacokinetics. Interindividual differences in drug response
because of variability in drug disposition resulting from genetic polymorphisms
may be minimized by appropriate dose adjustment, if a dose-adjustment algorithm
based on pharmacogenetic data is available. Importantly, there is now an FDA
approved pharmacogenomic microarray test designed for clinical applications
(AmpliChip CYP450 Test®, Roche Diagnostics). The test provides information
on 2D6 and 2C19 genes, which are involved in the metabolism of about 25% of
prescription drugs. Although not widely used at the time of publication, the test
will facilitate individualizing treatment doses for medications metabolized by
2D6 and 2C19.

2.2. Selection of Drug Therapy

Genetic differences may also affect drug selection. Polymorphisms in a gene
coding for a drug receptor may render a drug acting via that receptor less (or more)
effective. Although not usually considered as examples of pharmacogenetics
because they do not involve genetic variations of the host, molecular diagnostics
of tumor cells and HIV enable the selection of appropriate therapeutic agents
and are important recent advances.

2.2.1. Drug Receptor Polymorphisms

Pharmacogenetic data may affect drug selection. For example, genetic poly
morphisms in drug receptors may affect the degree of pharmacologic (either
agonistic or antagonistic) actions via these receptors. The beta-l receptor poly
morphisms and antihypertensive response to beta-l antagonists serve as an
example. Beta-antagonists are commonly used for treating hypertension. The
beta-l receptor gene contains two common SNPs at codons 49 and 389. In a
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Table 1
Selected Examples of Genetic Polymorphisms Affecting Pharmacokinetics
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Medications Possible drug effects

Phase ill metabolizing
enzymes

Uridine diphosphate Irinotecan
glucuronyltransferase

Nucleotide base metabolizing
enzymes

Thiopurine methyl- Mercaptopurine
transferase

Dihydropyrimidine Flurouracil
dehydrogenase

P4S0 Drug-metabolizing
enzymes

CYPP4502C9

CYPP4502D6

Warfarin

Phenytoin

Selective serotonin
reuptake inhibitors

Tricyclic antidepressants

Codeine

Metoprolol

Thioridazine

Decreased metabolism may
lead to supertherapeutic
anticoagulant effect

Decreased metabolism may
lead to toxicity

Antidepressant toxicity
because of supratherapeutic
drug concentrations in
poor metabolizer; poor
treatment response in
extensive metabolizers

Decreased analgesic effect
of codeine in patients
with reduced 2D6 meta
bolism of codeine to its
active metabolite

Potential increased drug
concentrations in poor
metabolizers which may
lead to increased side
effects

Increased concentration in
patients with reduced
2D6 metabolism. which
may lead to life
threatening Torsade de
pointes arrhythmia

Decreased clearance leads
to gastrointestinal toxicity

Low enzyme activity leads
to severe myelosupression

Deduced enzyme
activity may lead
to life threatening

(Continued)
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Table 1 (Continued)

Medications

Cheang

Possible drug effects

Drug transporters
P-glycoprotein (MDR-l)

neurological,
hematological, and
gastrointestinal
toxicity

Digoxin Decreased digoxin
bioavailability

mv protease inhibitors Decreased response
in CD4 count

clinical study with metoprolol, patients who are homozygous for Ser49 and
Arg389 had the greatest blood pressure reduction, suggesting that the beta-l
receptor haplotype may be used as a predictor of response to beta-blockers (9).

2.2.2. Molecular Diagnostics

The field of molecular diagnostics is rapidly advancing. Currently there are
already specific clinical examples of how therapeutic agents are chosen based
on information obtained with molecular diagnostics, regularly used in clinical
practice. Examples of these include transtuzumab (Herceptin®) (10), imatinib
(Gleevec®) (11), gefitinib (lressa®) (12), and HIV genetic testing.

2.2.2.1. MOLECULAR DIAGNOSTICS IN ONCOLOGY

HER2 (human epidermal growth factor receptor) is a protein that is overex
pressed in up to 30% ofinvasive breast cancer cells (10). A humanized monoclonal
antibody against HER2, transtuzumab (Herceptin®), is the first of a class of chemo
therapeutic agents whose design is directed to specific molecular targets, in this
case the HER2 receptors. Transtuzumab has shown efficacy as monotherapy in
patients with HER2 overexpression, as well as in combination with taxane-based
chemotherapy in metastatic breast cancer overexpressing the HER2 receptor.
The molecular diagnostic test for HER2 has received FDA approval.

Another drug that benefits from genetic testing is imatinib (Gleevec®) (11).
In chronic myelogenous leukemia, the definitive diagnosis is a cytogenetic
analysis of bone marrow specimens for the Philadelphia chromosome, which is
a translocation between chromosome 9 and chromosome 22, resulting in the
oncogenic fusion protein BCR-ABL (BCR from chromosome 22 and ABL
from chromosome 9). The molecular diagnostic test measures the presence of
BCR-ABL and the level of overexpression. Imatinib is a tyrosine kinase inhibitor
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that inhibits BCR-ABL, an abnormal tyrosine kinase. Imatinib inhibits the
proliferation and induces programmed cell death in BCR-ABL positive cells.
The molecular diagnostic test for BCR-ABL has been approved by FDA.

Gefitinib (Iressa®) is another tyrosine kinase inhibitor used in the treatment
of non-small-cell lung cancer (NSCLC), a leading cause of cancer death in the
United States in both men and women. Gefitinib targets the epidermal growth
factor receptor (EGFR) that is overexpressed in up to 80% of NSCLCs. Most
patients with NSCLCs do not respond to gefitinib. However, the drug leads to
rapid and dramatic clinical response in 10% of patients. Recently, specific
mutations in the EGFR binding site for gefitinib were found to be more pre
valent in patients responding to the drug than for nonresponders. It is thought
that these mutations in the EGFR binding site mediate increased growth factor
signaling which is susceptible to inhibition by gefitinib. Screening for EGFR
mutations in NSCLCs may help identify patients who will have clinical
response to gefitinib (12). The screening test will also identify those who are
not likely to benefit from gefitinib, and help avoid delaying other therapy and
the expense of an ineffective drug. An FDA-approved test for EGFR mutations
is not yet available at the time of writing, but some medical centers have begun
offering molecular diagnostics developed in-house for EGFR mutations, and a
clinically relevant test is likely to be developed in the future.

2.2.3. Drug Resistance Testing in HIV

Drug resistance testing for HN antiretroviral therapy is now considered
standard of care. Prospective and retrospective data suggest that the availability
of antiretroviral genotypic resistance data is an important factor in achieving
response to therapy (13,14). These data have led to expert panels' recommen
dation of the use of resistance testing in HIV antiretroviral therapy (15,16). The
Panel on Clinical Practices of HIV Infection convened by the US Department
of Health and Human Services recommends drug resistance testing in cases of
virologic failure (to maximize the number of active drugs utilized in a new regimen
after a patient has failed combination antiretroviral therapy) or when there is
suboptimal suppression of viral load after initiation of antiretroviral therapy.

An FDA-approved test for HIV drug resistance is available. TruGene® (Bayer
Diagnostics) involves sequencing of genes encoding the two main drug treatment
targets, the protease and reverse transcriptase genes. The genetic information is
accompanied by a constantly updated algorithm to guide treatment options. The
report is clinician-friendly and points clinicians to resistance or sensitivity of
the various antiretroviral therapies. A minimum mv viral load of 1000 copies
per mL is necessary for reliable amplification of the virus and the genotype to
be detectable. The goal of HIV resistance testing is to maximize the number of
active antiretroviral therapy used against the infection.
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2.2.4. Drug-Metabolizing Enzyme Polymorphisms Affecting
Choice of Therapy

Besides affecting the pharmacokinetic characteristics of drugs and therefore
necessitating dosage adjustments, polymorphisms in drug-metabolizing enzymes
may also affect the choice of therapeutic agents, when the algorithm for dosage
adjustments may not be readily available, such as in the example of tamoxifen.
This example also illustrates how genetic polymorphisms in P450 drug-meta
bolizing enzymes affect therapeutic efficacy by the important role they play in
the bioformation of active metabolites, which may have important implications
for certain pharmacologic agents. Tamoxifen, an antiestrogen agent used as an
adjuvant in the treatment of estrogen-dependent breast cancer, is metabolized
by CYP 2D6 to an active metabolite with about 100 times the antiestrogen
potency of the parent compound. Breast cancer patients who were homozygous
for CYP 2D6 *4 (poor metabolizers) had the highest risk of relapse and worst
disease-free survival, even when nodal involvement and tumor size were accounted
for, when compared to patients who were heterozygous (*4/wt) or noncarriers
of the allele (wtlwt). The poor prognosis of patients who were poor metabolizers
was presumably because of a low concentration of the active metabolite with
potent antiestrogen effects (17). Hence, differences in response to tamoxifen
may be explained by CYP 2D6 genotype. Genotypic information on CYP 2D6
may help clinicians in selecting optimal therapy for estrogen-dependent breast
cancer.

Numerous other examples of genetic polymorphisms affecting drug selection
exist. Table 2 reviews some selected examples of how genotypic information may
aid the clinician in choosing the optimal therapy for different disease states.

3. Hurdles in Translating Pharmacogenetics to the Clinic

Despite great advances in the discovery of how genotypic information could
affect drug dosage modifications and initial drug selections, pharmacogenetic
information is rarely used in clinical practice. A recent survey suggested that
even though knowledge of drug-metabolizing polymorphisms have existed
since a half-century ago, pharmacogenetic tests for drug-metabolizing enzymes
are rarely used by clinicians (18). This is despite continual claims in the litera
ture that pharmacogenetic testing for drug-metabolizing enzymes may prevent
adverse clinical outcomes. Because evidence for some of the drug-metaboliz
ing enzymes have been existent for almost five decades, the reasons for the
lack of utilization of pharmacogenetics in the clinic seem to be beyond the
natural "lag time" for translation of scientific findings to clinical practice.
What are the possible reasons for the low clinical utilization for pharma
cogenetic tests?
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Table 2
Selected Examples of Genetic Polymorphisms Affecting Selection
of Drug Therapy
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Beta-l adrenergic receptor

Beta-2 adrenergic receptor

Serotonin transporter

Human major
histocompatibility
complex (fILA)

Prothrombin and factor V

Medications

Beta-I antagonist
(e.g., metoproloI)

Beta-2 agonists
(e.g., albuterol)

Serotonin
reuptake inhibitors
(antidepressants)

AntiretroviraI agent,
abacavir

Oral contraceptives

Possible drug effects

Decreased blood pressure
and cardiovascular
response to beta-J
blockers

Decreased bronchodilation
effect in asthma

Decreased antidepressant
response

Increased risk of
hypersensitivity reaction

Increased risk of venous
thromboembolism
(stroke or deep vein
thrombosis)

3.1. Inadequacy of Evidence Relevant to the Clinician

3.1.1. Lack ofStudies with Clinical Outcomes as Endpoints

With few exceptions. there is a lack of prospective hypothesis-driven clinical
studies that demonstrate pharmacogenetic-based individualizations of drug
therapy leading to improved clinical outcomes. For example. most pharmaco
genetic studies with drug-metabolizing enzymes link genotypic findings to drug
concentrations or exposure. Studies with clinical outcomes as endpoints are much
more difficult to conduct because nongenetic confounders, such as compliance.
health habits (smoking, diet), concomitant drugs, and disease states, are difficult
to control. In addition, responses to most drugs are likely to be multigenic in
nature. A well-eontroUed trial with definitive clinical endpoints will require a
large number of study subjects and will be very expensive.

[n the case of drug·metabolizing enzymes, differences in drug exposure
because of metabolizing enzyme genetic polymorphisms do not necessarily
ttanslate into differences in therapeutic efficacy or adverse effects. For example.
metoprolol, a beta-l antagonist, is metabolized by CYP 206. Individuals who are
poor metabolizers of CYP 2D6 have increased exposure to the drug. However.
even when CYP 206 genotype correlates with variations in pharmacokinetics.
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these genetic and pharmacokinetic variations are not associated with efficacy or
adverse effects because of adrenergic blockade (19). Hence, not all genetic vari
ations associated with a surrogate phenotype will be associated with differences
in clinically meaningful outcomes.

In addition to the lack of studies with clinically important outcomes,
cost-benefit analyses of pharmacogenetic-based individualizations of pharma
cotherapy will also add to the evidence supporting their use.

3.1.2. Lack of Information Regarding Pharmacogenetic-Based
Dosing Algorithms

Dosage modifications of 6-mercaptopurin based on TPMT genotypic infor
mation serves as an important example of how genotypic information can facil
itate optimal dosing oftherapeutic agents (2). In this example, patients who are
homozygous for the allele resulting in reduced TPMT activity will receive
5-10% of the standard dose of 6-mercaptopurin for ALL maintenance therapy
(2,20). However, for many other drugs, information on dosing algorithms that
facilitate appropriate and precise pharmacogenetic-based dosage adjustments
recommendations does not exist. Most of the studies lack specific explanation
on how to translate study findings for use in clinical situations. Specific and
straightforward recommendations on how to individualize therapy based on the
results of pharmacogenetic tests are critical if current pharmacogenetic knowl
edge is to be applied in the clinic to assist in rational drug choices and improve
the benefit-risk ratio of drug therapy.

3.1.3. Inadequate Pharmacogenetic-Based Prescribing Information

Ifpharmacogenetics were to be commonly used in clinical therapeutic decision
making, they should be available in prescribing information widely accessible
to health-care providers. A recent analysis of drug package inserts (prescribing
information) revealed that only 35% of package inserts contained pharmaco
genetic data (21). Of these, only about 10% of those contain adequate information
to guide therapeutic decisions. Importantly, pharmacogenetic-based dosing
recommendations were only available for two drugs. This deficiency in useful
prescribing information may reflect the relatively recent widespread interest in
the field of pharmacogenetics in the effort to capitalize the human genome. In
addition, only recently have pharmacogenetic assays with clinically relevant
turnaround time become available. Nonetheless, the lack of clinician-friendly
pharmacogenetic information in the labeling of medications will hamper the
clinical applicability of pharmacogenetic information.

Clinician-friendly, straightforward, and actionable recommendations can
also prevent the misinterpretation of pharmacogenetic information. For example,
consider the antidepressant Venlafaxine. Venlafaxine is metabolized by CYP
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2D6 to equipotent active metabolite. Given the equipotent nature of the active
metabolite, CYP 2D6 genotypic differences do not change the exposure to the
active drug moiety because both the parent drug and the metabolite are equally
potent. Regular practicing clinicians are likely not aware of a drug's specific
pharmacokinetic and metabolite characteristics and will only be able to prop
erly adjust drug dosages if a straightforward recommendation is given for a
specific drug.

In addition, because of the lack of molecular genetic training in health-care
providers, even when pharmacogenetic information is available, genetic infor
mation may be misunderstood even by health-care practitioners. In one study,
more than 31 % of physicians were reported to misinterpret genetic results (22).
This could be because of the lack of systemic education on pharmacogenetics
of health-care professionals currently in practice. The re-education of the
medical community on these pharmacogenetic relationships to drug response
may prove to be challenging. As the complexity of genetic information grew
because of a greater understanding of the nature of polygenic drug response,
matching a patient's genotype to a specific therapy or dose may be beyond the
capability of individual clinicians. Advancement of existing information techno
logy in health-care delivery will be essential for pharmacogenetics to be utilized
in clinical practice (23).

3.2. Genotypic Vs Phenotypic Identification

Sometimes, knowledge of a patient's phenotype may render it unnecessary
to identify the exact genotype, at least in the clinic. For example, in the above
TPMT scenario, one could test for TPMT activity instead of TPMT genotype.
The availability of other validated biomarker assays, combined with the lack of
third-party reimbursement of genetic tests (24), and the relatively high current
cost of these genetic tests may hinder the translation of genetically guided
information into clinical practice.

3.3. Polygenic Traits

For the most part, the pharmacogenetic information currently available (such as
those in Tables 1 and 2) represents examples of monogenetic determinant of drug
response. Many of these polymorphisms are also higWy penetrant, with clearly
identifiable phenotypes, such as drug concentrations. However, drug treatment
outcomes represent a complex phenotype, possibly encoded by dozens to hun
dreds of genes, influenced by numerous environmental factors, and the interaction
between these various gene and environmental variables (25). The term "pharma
cogenomics" illustrates these polygenic determinants of drug response. Detailed
knowledge to associate specific genetic sequence variants to drug outcome is often
not available. Therefore, it will be crucial to screen genotypic markers across
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the whole genome systematically and combine them with extensive phenotypic
characterization of therapy response. Such studies have yet to be perfonned.

It has only very recently become technologically possible to perfonn such
whole genome association studies. Although genome-wide association scans
offer the potential to discover genetic variants governing drug response, several
technological and methodological problems exist. First, in these studies, large
samples are necessary to find markers with definite effects on drug response
while controlling for false positives. Secondly, currently even with the least
expensive genotyping technology and strategy, genome-wide studies are still
extremely expensive. The Nation Institutes of Health has issued a request for
proposal to encourage the development of appropriate methodologies.

3.4. Standardization and Availability of Genetic Tests with Clinically
Relevant Turnaround Time

For pharmacogenetics to be successfully used in the clinic, genetic tests need
to be available, with clinically relevant turnaround time. Currently, only few
FDA-approved paramagnetic tests are available. Examples of these include
BCR-ABL genetic test for imatinib, AmpliChip CYP450@ for 2D6 and 2C19
metabolizing enzyme, and TruGene® for testing mv drug resistance.

Most genetic tests bypass the FDA because they are categorized as services,
which are not regulated by the FDA. Laboratories at major academic centers
often offer genetic tests that have been developed "in-house." Many of these
laboratory-based techniques may be too time intensive for routine clinical use.
In addition, although these academic clinical laboratories are Clinical
Laboratory Improvement Amendments (CLIA) certified and their "analyte
specific reagents" used in these assays are regulated by the FDA, different
laboratories may utilize different test systems such that results may not be
generalizable across various platforms (26). In addition, laboratory reporting
may also need to be standardized. Andersson et al. (27) reported a study evalu
ating factor V Leiden genetic testing and the clinical utility of different report
formats to physicians when interpreting results of the genetic test. It was found
that there was a considerable degree of variability in the contents of these
reports, with some lacking infonnation deemed critical by the standard of pro
fessional guidelines and recommendations.

4. Conclusions
Pharmacogenetics may facilitate rational therapeutics both in dosage

adjustments and in initial drug selection for treatment. However, pharmacogenetic
based individualized therapy is yet to be widely translated into clinical practice.
Hurdles for translating pharmacogenetics from the laboratory to the clinic
include: lack of clinical studies with clinically relevant outcomes, few widely
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available standardized genetic assays, lack of information on polygenic drug
response, and finally, the lack of straightforward, clinician-friendly pharmaco
genetic information at the point of prescribing. The above problems will serve as
future investigative directions of translating genetic information into clinical
practice. Pharmacogenetics and pharmacogenomics have great potential to
facilitate improved therapeutics.
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Molecular Modeling: Considerations for the Design
of Pharmaceuticals and Biopharmaceuticals

Philip D. Mosier and Glen E. Kellogg

Abstract
In this chapter, we provide the reader with a broad overview of the tools and techniques

commonly used in the fields of molecular modeling and computer-assisted drug design
(CADD) and at the same time present context with respect to the discovery, design, and
development of therapeutic agents. Note is also made to some of the challenges that lie
at the cutting edge of these disciplines. We highlight a number of techniques and related
software programs as they apply to the development of therapeutic pharmaceutical and
biopharmaceutical agents.

Key Words: Molecular modeling; computer-aided drug design; ligand-based drug
design; structure-based drug design; QSAR; virtual screening; de novo design; docking;
scoring; homology modeling.

1. Introduction

Molecular modeling and computer-aided drug design (CADD) have had a
significant impact on the understanding of biological structure and function over
the last two decades. The ability to "visualize" a model has been a tremendous
boon to medicinal chemistry and in many other areas of chemistry, particularly
towards the development of new therapeutic agents. Companies and academic
research groups involved in the design and development of pharmaceuticals
now routinely employ computational methods including molecular modeling.
Whereas biopharmaceutical design and development have perhaps not benefited
from computational techniques as much as the more traditional, chemically
derived therapeutic moieties, the potential for this technology to have a signi
ficant impact is still quite large.
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It is our intent to provide the reader of this chapter with a broad overview of
the tools and techniques commonly used in the field of molecular modeling and
CADD and at the same time present some important historical background and
also some of the challenges that lie at the cutting edge of these disciplines as
they apply to the development of pharmaceutical and biopharmaceutical agents.
We will highlight a number of techniques and related software programs, but
certainly cannot be exhaustive in this brief chapter. It is hoped that the interested
reader will follow up by perusing some of the references we provide.

Let us fITSt define some terms that are commonly used to describe the methods
outlined in this chapter. Molecular modeling is the process by which represen
tations of chemical entities are constructed (usually in a computer) in order to
examine their structure, to observe their behavior, and/or to determine their
properties. Three other terms, CADD, cheminformatics, and bioinformatics, are
also frequently used to collectively describe the various tasks computational
chemists employ during the course of the drug design and development process.
Despite the bevy of names used, there is much overlap in the methods these terms
describe. CADD is a more general term that refers collectively to the computa
tional processes and methods used to generate potential pharmaceutically relevant
molecules (lead generation) and to optimize the properties of known pharma
ceutical agents (lead optimization). Cheminformatics encompasses CADD and
is generally used to refer to the storage, retrieval, and processing of chemical
information and is not restricted to the realm of biopharmaceuticals and other
drug compounds. In contrast, bioinformatics refers to the storage, retrieval, and
processing of biological information like the kind that would be found, for
example, in genomic databases. In this brief chapter, we will focus primarily on
molecular modeling and CADD.

Two parallel tracks have traditionally been taken regarding the development
of computational methods related to the design and development of biopharma
ceuticals; these have recently converged into the discipline known as CADD.
On one of these tracks, medicinal chemists and pharmacologists have devel
oped computational tools to facilitate the design and development of small
molecule pharmaceutical agents based on traditional medicinal chemistry
structure-activity principles. These are the methods that comprise ligand-based
design. In a similar fashion, biochemists and biophysicists have developed tools
to aid in the elucidation or characterization of the biological macromolecules
that serve as targets for small molecule and biopharmaceutical agents. These
are the methods that comprise structure-based design. Each of these two
paradigms has advantages and disadvantages. The advantage of ligand-based
design is that meaningful results may be derived in the absence of structural
or other information regarding the drug target. The principal disadvantage of
ligand-based design is that the drug target is not known. In the absence of this
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infonnation, guesses must be made about the nature of the drug binding site
based on the similarity of the ligands known to bind to a particular target. The
advantage of structure-based design is that this structural infonnation is known
and can be used to design high-affinity biopharmaceutical agents that have opti
mal complementarity to the binding site. The disadvantage of structure-based
design is that experimentally derived structural information regarding the target
is difficult and time-consuming to obtain: the target (typically a protein) must
be cloned, expressed. and purified in sufficient quantity to allow its determina
tion by X-ray diffraction crystallography, nuclear magnetic resonance (NMR)
spectroscopy, or electron diffraction methods. Methods have been developed
(vide infra) to model a particular macromolecular drug target based on its sitni*
larity to other related targets (Le., homology modeling), but these are not as
reliable as direct structure detenrunation because assumptions regarding the
confonnation of the desired target must be made. In the following sections, we
wiIJ describe some important molecular visualization methods, followed by
discussions of the major methods and tools used in both ligand- and structure
based design.

2. Molecular Visualization and Representation

Although it seems obvious, it is worth reiterating that almost certainly the most
valuable result of molecular modeling is the ability to actually see and explore.
in three dimensions, the molecule's size, shape, and structure. In addition. a
number of fundamental tools that facilitate the accurate representation of mole
cules in a computer will be described.

2.1. Visualization

The ability to visualize and interact with molecular models is one of the most
useful and fundamental features of CADD applications. Computers have been
used to display molecular graphics even in the earliest days of computational
chemistry. As early as 1966. Cyrus Levinthal at MIT had been using a primitive
visualization system (nicknamed "Kluge") comprised of an oscilloscope fitted
to an early time-sharing computer to interactively display and model the folding
mechanisms of proteins (I). This initial work inspired many others to develop
new software to take advantage of the advances being made in the field of
computer science. and the fledgling discipline known as interactive molecular
graphics wa~ off to a running start. Early adopters of this new technology
included Garland Marshall (2), who wrote molecular modeling software designed
to explore conformational analysis that would eventually become the heart of
SYBYL. the flagship application of Tripes, Inc.• a company which he founded
in 1979. At the same time, Todd Wipke recognized the need for an efficient
chemical storage and retrieval system and developed the MACCS (Molecular
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ACCess System) database software and who cofounded the software company
Molecular Design Limited (MDL), now owned by Elsevier.

As computer graphics hardware became more capable (and at the same time less
costly) the ways in which molecules could be displayed also became more sophis
ticated. An important step in the representation of higher-order protein structure
was the ribbon plots that were hand-drawn by Jane Richardson (3). These were
later adapted to computer display systems by Carson and Bugg (4). A particularly
useful way to render a molecule in general is to display its solvent-accessible surface.
This is because it not only depicts the molecule's bulk size and shape as "seen" by
neighboring molecules, but also allows properties such as electrostatic potential or
hydrophobicity to be mapped onto the rendered surface, allowing the user to, for
example, visualize and identify regions of the molecule well suited to certain types
of inter- and intramolecular interactions or to assess the chemical reactivity of a
molecule. The methods developed by Michael Connolly (5) are now widely used
for this purpose. Figure I shows six different common rendering schemes.

New and useful ways of displaying molecules and their associated properties
are routinely being developed by research groups such as those of Brickmann
(6) at Darmstadt Technical University who developed the MOLCAD software
package. The release of the application programming interface (API) known as
OpenGL (7) by Silicon Graphics, Inc. (SGI), and its adoption as a graphical dis
play standard by companies producing powerful and low-cost consumer graph
ics cards (fueled primarily by the video game industry) have made it possible
for virtually every personal computer made today to display sophisticated
graphics in an interactive way. Most of the CADD software packages in use
today are designed to run on UNIX machines (and SGI in particular). However,
the computer hardware and software industries are very volatile and the recent
trend, which can be expected to become dominant in the next few years, is for
migration of cutting-edge software to more commodity platforms and operating
systems such as IntellLinux and Macintosh/OS X. Four of the more commonly
utilized commercially available general molecular modeling software packages
which boast advanced graphics capabilities are SYBYL (Tripos, Inc., St Louis, MO),
Cerius2 and InsightII (Accelrys, Inc., San Diego, CA), and MOE (Chemical
Computing Group, Inc., Montreal, Quebec, Canada). Some, if not all, of these
programs are available or are in the process of being ported to PCs and other
kinds of computers running the Linux operating system. Others, too numerous
to review here, but which have somewhat diminished feature sets, are designed
to run under Microsoft Windows-based personal computers.

2.2. Representation of Molecular Structure

Before any meaningful molecular modeling may be accomplished, the
representation of the molecules in the computer must themselves be valid.
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Fig. 1. Six different ways to display (render) a molecule: (A) morphine: wire frame;
(B) morphine: ball-and-stick; (C) morphine: Corey-Pauling-Koltun (CPK) space-filling;
(D) morphine: highest occupied molecular orbital (HOMO) determined using a semi
empirical QM routine; (E) calmodulin: Richardson-style ribbon (calcium ions rendered
as CPK); (F) calmodulin: Connolly solvent-accessible surface.
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The degree of accuracy to which structural and chemical characteristics can be
reliably represented depends on the way in which the molecules are processed.
Typically, molecules are stored in electronic form in structure files. Common
file formats that are highly portable, Le., transferable from one modeling pro
gram or one computer to another, are MACCS (.sdf), SYBYL (.moI2), and
Brookhaven (.pdb). The pdb format is most useful for biomacromolecules and
the sdf format is most useful for small molecules, whereas the mol2 format can
be effectively used with either. The information contained in the structure files
includes the positions of the atomic nuclei (given as X, Y, and Z coordinates) as
well as a connection table specifying the atoms that are connected and the bond
types connecting them. The differences between the file formats have to do with
the information they are capable of storing; for example, the sdf format cannot
code substructure (residue level) information and is thus not useful to represent
proteins, whereas the pdb format in its native form cannot represent bond order
and/or atom hybridization.

As the 3D coordinates may in general take on any value assigned to them, they
must be assigned meaningful values. Depending on the level of accuracy desired
and the amount of available time and computational power, varying degrees of
accuracy may be achieved using different computational methods. Rule-based
"expert" systems are the least computationally demanding and are used to assign
plausible 3D conformations to molecules based on their 2D structure (Le., atom
types and connection table only). Such methods include CONCORD (8) and
CORINA (9). The advantage of using these methods is speed: thousands of com
pounds may be processed per minute with current technology, making these
methods ideally suited to the processing of large databases prior to virtual screen
ing. Alternatively, molecular mechanics (MM) routines to calculate 3D structure
from atom coordinates and connection tables are more computationally expensive
(though quite facile with the currently available computer hardware).

MM methods are based on Newtonian physics ("balls attached to springs")
and employ force fields coupled with multivariate minimization algorithms to
calculate an enthalpy-related energy for a particular molecular conformation.
Equation I shows the form of a typical MM force field. Individual terms in the
equation account for the contribution to the total energy arising from the non
ideality of bond lengths and bond angles, as well as from van der Waals and
electrostatic contributions.

1~ 2 1~ 2
E=-~~~-~) +-k~~-~) +

2 bonds 2 angles

-i L kiP[l+cos(nq,-o)]+ L L1z - ~ + qgzJ
dihedral nonbonded
angles pairs

(1)
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Popular MM programs include Allinger's MM series (10-12), the Merck
Molecular Force Field (13), and the Tripos Force Field (14), which are well
suited to the conformational optimization of small molecules. Force fields
optimized for macromolecules have also been developed and include the
programs AMBER (15) and CHARMM (16).

MM routines can be very effectively used when a fast but accurate assign
ment of molecular conformation is necessary. If other molecular properties such
as atomic charges and polarizabilities are needed, then more sophisticated (and
computationally more expensive) quantum mechanical (QM) methods are
required. The most rigorous of the QM methods are known as ab initio methods,
because the calculated molecular properties are based on "first principles" and
the solution of the SchrOdinger equation in particular. These methods determine the
electronic occupancy of molecular orbitals. Ab initio software packages in common
use include Gaussian (Gaussian, Inc., Wallingford, CT), Spartan (Wavefunction,
Inc., Irvine, CA), and GAMESS (Gordon Research Group, Ames Laboratoryllowa
State University, Ames, IA). In order to improve the perrormance of these methods.
some approximations regarding the way atomic orbitals are represented have
been developed which significantly decrease the CPU time needed, resulting in
what are known as semiempirical molecular orbital methods. Commonly employed
software packages include MOPAC (Quantum Chemistry Program Exchange
(QCPE), Indiana University, Bloomington, IN), AMPAC (SemiChem, Inc.•
Kansas City, MO), and Spartan (Wavefunction, Inc., Irvine, CA), which provide
interfaces to QM routines for small molecules. QM methods have traditionally
been limited to the optimization of small molecules, but have also more recently
been applied (through the use of extremely large and highly parallelized computer
systems and highly optimized computer code) to macromolecular systems (17).

2.3. Conformational Analysis

The MM and QM energy minimization methods described in the last section
will likely find a relatively low-energy (and thus probable) conformation for a
molecule from an arbitrary starting set of coordinates. This relatively low-energy
value is known as a local minimum. However, if the initial coordinates correspond
to a high-energy state, then the resulting local minimum sometimes corresponds
to a conformation that is also relatively high in energy. One way to find the global
minimum, or absolute lowest-energy conformation, is to perform a systematic
search. In the systematic search, rotatable bonds are systematically adjusted in
an incremental fashion so that the conformational space defined by the rotatable
bonds is completely sampled. An energy value is calculated for each conforma
tion and the conformation that results in the lowest energy is selected as the global
minimum. Alternatively, a grid search may be performed, in which a geometry
optimization is mn at each incremental conformation change. Systematic and
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grid searches are generally too computationally demanding to be used on larger
molecules, and for these molecules, a random search may be used in which the
rotatable bonds are randomly adjusted so that the molecule's conformational
space is randomly sampled.

Another technique used to avoid local minima and to guide the molecule into
a lower-energy state is molecular dynamics (MD). MD simulations combine a
MM force field with the classical equations of motion to simulate the actual
movement of the atoms in the molecule. The amount of atomic motion experi
enced by the atoms is usually specified by the user in terms of an absolute tem
perature. MD is useful, for example, when one wishes to observe the behavior
of a molecule over an extended period of time to find new local minima or when
vibrational spectra are desired, as this information may also be derived from an
MD "run". MD simulation is used quite extensively to model the behavior of
proteins. However, at the present time, these simulations rarely exceed what
represent a few actual nanoseconds of molecular movement. The Lecture Notes
in Computational Science and Engineering series (18) includes reviews of
novel MD methodologies used to address the simulation of macromolecules.

3. Ligand-Based Drug Design
Ligand-based design comprises those methods used to find and/or optimize

lead drug compound in the absence of knowledge about the drug target. As such,
ligand-based design methods must infer the structure of the target from informa
tion gleaned from the ligands that are known to have affinity for a given target.

3.1. Quantitative Structure-Activity Relationships

One of the earliest and most widely used modeling techniques is the
Quantitative Structure-Activity Relationship or QSAR. The fundamental axiom
in the development of QSAR models is that the observed biological activities of
molecules can be described as a function of the molecules' structure. This para
digm is not limited to the prediction of biological activities. Other variants of
the QSxR paradigm include Quantitative Structure-Property Relationships
(QSPRs) to predict physical properties and Quantitative Structure-Toxicity
Relationships (QSTRs) to predict chemical toxicity.

One of the first successful attempts to correlate molecular structure with a
chemical property was achieved by Hammett (19), who linked the electron
withdrawing or donating character of a set of benzoate substituents with both
the acid dissociation constant of substituted benzoic acids and the rate of
hydrolysis for a similarly substituted set of ethyl benzoates. This type of QSPR
is known as a linear free energy relationship (LFER) because a linear relation
ship exists between the Hammett sigma values (in this case) and properties
related to Gibb's free energy. The well-known Hammett sigma parameters were
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derived from that QSPR model and are fundamental in understanding the
relative chemical reactivity of similar compounds. In the mid-1950s, Taft (20)
introduced the Es parameter to take into account the effect that steric bulk had
on a set of a-substituted acetates. Later, in what developed into the Pomona
Medicinal Chemistry Project, Hansch and Fujita (21,22) built on Hammett's
idea by developing a QSPR model that resulted in the assignment of a substituent
based lipophilicity parameter nto molecular fragments that differentially modified
the octanol-water partition coefficient.

The measurement of lipophilicity is essential in understanding the pharma
cokinetic and pharmacodynamic properties of drug molecules. The pioneering
work of Hansch, Fujita, and many others has been incorporated into the popular
CLOGPlBioLoom programs (Biobyte, Inc., Claremont, CA) used to accurately
calculate log P values. Along the way, many other similar parameters have been
developed for which we shall use the general term "S". Today, Hansch analysis
or the extrathermodynamic method refers to any QSxR that conforms to equation
2, in which multiple linear regression (MLR) is used to correlate the parameters
discussed above with a biological activity by determining the adjustable para
meters a through f

log(ll C) =-an:2 +bn: + c(1 +dEs +eS +f (2)

The Hansch analysis has been shown to work well for small sets of homologous
molecules. If the data set consists of a more diverse or noncongeneric group of
molecules, then a more generalized version of the extrathermodynamic Hansch
approach may be used to correlate the desired property or biological activity
with the topological, geometric, and electronic properties of the data set. This is
the approach taken by QSxR modeling packages such as ADAPT (23,24) and
MDL QSAR (Elsevier MDL, Inc.).

The general methodology used to develop the "2D" QSxR models described
above consists of three distinct steps. First, a set of molecules for which the
desired biological activity or physical property is known is selected and
assigned appropriate 3D conformations. This set of compounds is subdivided
into a training set that is used to generate the model and a prediction set that is
used to validate the model and ensure that the model is able to generalize or
accurately predict the properties of molecules not used in the model-building
process. Next, a set of molecular descriptors is calculated for each of the selected
compounds. Many hundreds of descriptors have been devised (25,26) to encode
various aspects of molecular structure.

In general, any descriptor may be classified as belonging to one of four major
classes: topological, geometric, electronic, or hybrid. Topological descriptors are
derived from the 2D connection table of a molecule and are graph-theoretical in
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nature. Examples of topological descriptors are the Randic connectivity indices
(27), the Kier-Hall-Murray X branching indices (28-34), and the electrotopo
logical state indices (35). Geometric descriptors encode the overall bulk size
and shape of a molecule. Geometric descriptors include moments of inertia (36)
and solvent-accessible surface areas (37). Electronic descriptors convey infor
mation about the distribution of electrons in the molecule. Examples ofelectronic
descriptors include polarizability (38), dipole moment, the highest occupied and
lowest unoccupied molecular orbital energies derived from QM methods. Hybrid
descriptors combine elements of one or more of the three basic descriptor types.
Examples of hybrid descriptors include charged partial surface areas (39) and
BCUT descriptors (40).

Typically, many more descriptors will be generated than are relevant to the
property being studied. Thus, the third step in developing a QSxR model is to
select the most pertinent descriptors from the large pool of those calculated, a
process sometimes referred to asfeature selection. Feature selection is most com
monly performed using MLR or neural networks combined with a stochastic
optimization method like a genetic algorithm or simulated annealing. MLR has
the advantage of being statistically interpretable. The effect of each descriptor in
the model can be easily determined and statistical significance of each one calcu
lated individually. However, MLR is restricted in that it does not allow for
nonlinear contributions from the independent variables. Neural networks (see
Fig. 2), on the other hand, are quite adept at handling nonlinear phenomena. The
disadvantage of neural networks is that they are "black boxes" in that the contri
bution and statistical significance ofthe individual descriptors are not always evident.

Finally, after a QSxR model has been built, it must be validated. That is, the
model must be shown to accurately predict the properties of molecules that
were not used in the development of the model. The predictions for the com
pounds that were left out of the model-building process (i.e., the prediction set)
are computed at this point and the errors of prediction for both the training and
prediction sets give an overall measure of the quality of the model. Scatter plots
of the calculated vs observed values for the dependent variable are examined for
outliers, and residual plots are examined to ensure that the error of the model is
distributed uniformly. Other validation techniques may also be used, such as the
leave-n-out cross-validation procedure.

The methodology used to develop "3D" QSxR models is much the same as
for 2D models, with some important differences. The theory behind 3D QSxR
is that an "impression" of the receptor site may be inferred by aligning common
features of the molecules in the data set. The most common 3D QSxR methods
are the grid-based CoMFA (41) and CoMSIA (42,43); other methods include the
distance geometry approach of Crippen and coworkers (44-46) and Hopfinger's
molecular shape analysis (47-49). The first step in a 3D QSxR study is to align
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Fig. 2. A generalized schematic of a neuml network. Each circle represents an indi
vidual neuron in the net. Each neuron accepts data from one or more inputs and outputs
a value based on a nonlinear transformation of the input values. In the most common
type of neural net, the information is processed in three steps. Neurons in the input layer
accept descriptor values and send their tmnsfonned output to the hidden layer, which
subsequently provides data for the output layer. The node(s) of the output layer then
produce predicted values for the property of interest.

the molecules based on shared features such as a common core that serves as a
scaffold for substituent groups and other phannacophoric elements, e.g., hydro
gen bond donating and accepting sites and hydrophobic regions. If an al.1:ual 3D
phannacophore is known, then this may be used to guide the alignment of the
molecules. Tools such as GALAHAD (Tripos, Inc., St Louis, MO), Catalyst
(Accelrys, Inc., San Diego, CA), FlexX (BioSolveIT, Inc., Sankt Augustin,
Germany) and field-fit methods can simplify the alignment process. The set of
aligned molecules is then suspended in and is surrounded by a regularly spaced
grid in 3D space (X, Y, and Z directions). Electrostatic, sterle, and (optionally)
hydrophobic fields are then calculated for each molecule via a "probe" atom
located at the intersections of the grid.

The electrostatic, steric, and hydrophobic values at each grid point are the
independent variables in a 3D QSxR study. Because there are usually thousands
of these "descriptors", partial least squares methods are used to extract the
relevant infonnation from the aligned fields. Validation in 3D QSxR methods is
usually achieved using a leave-n-out method, in which the data set is divided
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into m parts, each part consisting of about n molecules. Each of the m groups in
turn is left out of the model-building process and is assigned a prediction based
on the remaining m-l groups of the data set. Commonly, the leave-one-out
method, in which each group consists of only one molecule, is used. 3D QSxR
can be a powerful tool, particularly when the molecules of the data set are fairly
similar and/or fairly rigid and an unambiguous alignment can be realized. If the
molecules are flexible and/or too dissimilar, then this approach becomes much
more speculative. Doweyko (50) has outlined and given examples of cases in
which 3D QSAR results can be misleading. An advantage of 3D QSxR is that
it lends itself well to interpretation by the lay chemist. Steric, electrostatic, and
hydrophobic maps are generated that locate regions of space representing vari
ous regions of the molecules where more or less steric bulk, more positive or more
negative charge, or more hydrophobic or more hydrophilic character is predicted
to result in greater activity values.

QSxR methods have traditionally been shown to be very useful, particularly
for the prediction of physical properties such as log P (2D QSPR) and in some
cases biological activities (3D QSAR). 2D QSAR methods in particular have
recently found new applicability in the modeling ofADMEffox properties such
as intestinal permeability, aqueous solubility, oral bioavailability, active transport,
P-glycoprotein efflux, blood-brain barrier permeation, plasma protein binding,
metabolic stability, interaction with cytochrome PA50 enzymes, and toxicity (51).

3.2. Database Searching

A discussion of ligand-based drug design would not be complete without
briefly mentioning the important role that chemical databases play. Modern
chemical database systems like UNITY (Tripos, Inc., St Louis, MO) allow the
user to search for molecules that have similar physiochemical properties to a query
molecule, which is very often a promising lead compound or one of its substruc
tures. The query often consists of a set of pertinent structural fragments or groups
of fragments arranged in a specific 3D pharmacophoric pattern. A commonly used
free and large database of commercially available compounds is ZINC, maintained
at the University of California, San Francisco. Databases playa prominent role
in structure-based drug design also and will be discussed further below.

3.3. Challenges and Opportunities

Some of the most exciting aspects of QSxR research involve the develop
ment of new descriptors and the application of new statistical methods as
feature selection routines to chemical problems. Two of the newer feature selec
tion methods that have been studied in this respect are support vector machines
(52) and probabilistic/general regression neural networks (53). Nevertheless,
two issues continue to present challenges in the world of ligand-based drug
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design and QSxR. First, the interpretability of some (particularly topological)
descriptors remains a significant challenge. This becomes an issue in the so-called
inverse-QSxR problem, in which values for descriptors are sought that correspond
to a desired activity. It might not be evident how a given (sometimes artificially
defined) descriptor relates to more intuitive physiochemical properties. However,
Kier and Hall (54) have provided rationale for understanding the connectivity
indices. Second, there are opportunities for further understanding the issue of
model applicability. Eriksson et al. (55) and Guha and Jurs (56) have addressed
the question of how much confidence can be placed in a QSxR prediction. It is
generally thought that by providing molecules to the QSxR model that are
sufficiently similar to those of the training set, the prediction errors may be
minimized. The question then becomes, "how similar is similar?" Frederique
and Dragos (57) and Lipinski (58) have reviewed the efforts to understand and
apply the similarity principle; Ghose and Viswanadhan (59) have reviewed its
use in designing combinatorial libraries.

4. Structure-Based Drug Design
The advent of what is termed "structure-based drug design" was probably nearly

coincident with the discovery that the 3D structure ofbiomacromolecules could be
determined experimentally. The knowledge that there was a molecular basis for
many diseases, and that this could potentially be gleaned from the structure of
the normal or abnormal biomacromolecule, set into motion an entire scientific
discipline (structural biology), numerous specialty pharmaceutical companies, and
probably countless research projects in and out of academia. More recently, the US
National Institutes of Health (NIH) has identified structural biology and protein
structure determination as a key goal of the "NIH Roadmap". In fact, there are
now over 44,000 unique entries of biomacromolecular structures in the "Protein
Data Bank" (PDB) (60), a publicly available database maintained by the Research
Collaboratory for Structural Biology and hosted by Rutgers University.

Many of these entries include a bound ligand or inhibitor at the protein active
site. This turns out to be data of enormous value for structure-based drug
design, as it indicates first where the active site is, and also that this ligand is a
more than plausible starting place for molecular design. One of the strategies of
recent discovery programs based on structure-based design is to periodically
crystallize and analyze structures of the protein complexed with the current
"best" ligand to aid in fine-tuning the ligand's properties with respect to binding.
A few of the structures in the PDB are the final products of this research
effort-the commercially available drugs bound in their target protein.

In this section we intend to briefly review the process by which a highly
active ligand can be designed from the known structure of a target protein or
other biomacromolecule, e.g., DNA or RNA.
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4.1. Modifying an Existing Substrate in Context

The most basic structure-based design technique is to use traditional medicinal
chemistry design strategy linked with the 3D structure of a protein-ligand com
plex to optimize the binding of the ligand within its site. The key here is that
the placement and interactions of the ligand can be easily visualized in three
dimensions with molecular modeling software. One can identify the
protein-ligand interactions that are energetically favorable for the binding and
those that are energetically unfavorable. These latter cases immediately suggest
chemical modifications that can be exploited, e.g., replace an amine with a
carboxylate or a methyl with an amine. Also important are void spaces where
there are no interactions-these represent additional opportunities for improving
the ligand's binding efficacy. Figure 3 schematically illustrates this process.

By necessity, designing/optimizing drugs by this process is an iterative affair
involving a close collaboration between the computational chemist and the
synthetic chemist. Imagining compounds that cannot be made is of no value.
Nevertheless, a number of computer programs have been created to totally
automate this approach, i.e., the program suggests molecules that ideally fill
the binding cavity with optimized properties for binding complementarity.
Applying this approach with these programs is often termed "de novo" design.
Several programs designed for this purpose have been described, e.g., LUDI
(61) (Accelrys, Inc., San Diego, CA), LEAPFROG (62.63) (Tripos, Inc.,
St. Louis, MO), and AlleGrow (Bohacek, unpublished), but to date none have
been more than modestly successful in designing new, useful, and accessible
drug leads. The core technologies of these programs are generally based on a
somewhat random process of iteratively building and scoring putative ligands;
however, molecules thus created may end up being neither thermodynamically
reasonable nor synthetically accessible. In an attempt to circumvent this prob
lem, Paul Bartlett and coworkers (64.65) have designed 3D libraries of tricyclic
hydrocarbons (TRIAD) and acyclic molecules (ILIAD) that are chemically
reasonable starting points along with a complementary software package
called CAVEAT. To date many success factors have remained unresolved for
fully exploiting de novo ligand design techniques, but this remains an active
area of research.

4.2. Docking and Scoring a New Ligand

The next most difficult computational modeling task is to "dock", i.e., place in
the protein model, a ligand that is known to bind, but whose position and/or
orientation in the site is unknown. As part of this exercise some metric of
goodness of binding-the score-is calculated. The score is used in two ways:
first to provide feedback as the ligand docking is optimized and secondly, at
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Fig. 3. Schematic representation of the process of optimizing a known ligand in the
receptor site. The figure on the left depicts a ligand in the receptor site with optimal
ligand-receptor interactions at some (but not all) possible interaction sites. The figure
on the right shows the modified ligand with optimized ligand-receptor interactions at
all possible interaction sites in the receptor.

completion, as a tool to compare the docking (poses) of multiple instances of
the same ligand or similar ligands.

DOCK, the original docking program, was developed by Kuntz and associ
ates at the University of California- San Francisco during the past two decades
(66-68). It uses a cavity search algorithm based on the Connolly surface code
(5) to locate and characterize active sites that are then, in turn, filled with
spheres with a range of radii. Atoms of the putative ligands are then fit to the
centroids of the spheres to generate poses. Other algorithms and programs
have gained popularity in recent years, e.g., the FlexX algorithm of Rarey.
Kramer, and Lengauer (69-71) that rebuilds the ligand in situ; AutoDock
from the laboratory of Olson at The Scripps Research Institute that uses
atomic affinity grids and genetic algorithms for docking (72,73); the GOLD
(Genetic Optimisation for Ligand Docking) code of Jones et al. (74,75) that
uses a genetic algorithm to generate flexible poses; and SLIDE (Screening for
Ligands by Induced-fit Docking) by Schnecke and Kuhn (76). FRED (Fast
Rigid Exhaustive Docking) ofMcGann et al. (77) is a new program from OpenEye
Scientific Software.

The sheer number of in-use scoring methods precludes even a brief synopsis
of all of them here. The wide array of scoring algorithms ranges from simple
contact scores based on (only) the number of atom-atom contacts, to surface
area scores, to electrostatic-based scores, to grid-based scores, to MM energy
scores, to knowledge-based scoring functions such as Potentials of Mean
Force (PMF) (78), and to Piecewise Linear Potential scoring functions (79).
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Interestingly, the current, still evolving, trend is for "consensus" scoring, Le.,
using a combination of available scoring methods (80). Bohm and Stahl have
nicely reviewed the empirical scoring functions (81). These methods use simple
sums of easily calculated interaction features, e.g., Coulombic energies, van der
Waals energies, number of rotatable bonds, contact surface areas between species,
to calculate a score for the ligand-macromolecule interaction. Considerable effort
is expended in tuning these functions and the overwhelming benefit is speed. Of
the knowledge-based methods, the PMF score approach of Muegge and Martin
(82) has received the most attention and has been the most successful. It con
verts extracts of experimental protein-ligand interaction distances and the like
from the PDB (60) into Helmholtz free energies for ligand-protein atom pairs
and is similar to the PMF approach used by SippI (83) in protein folding studies.
The OWFEG method (84) of Pearlman and Charifson was shown to be superior
to a handful of other methods in predicting the binding efficacy for a set of 16
ligands bound to the p38 MAP kinase protein (85), but still inferior to a thermo
dynamic integration method in predicting free energies of binding for members
of the ligand series.

The scoring part of docking and scoring turns out to be the more difficult
issue. Much current research is being devoted to being able to predict (quickly)
the free energy of binding for a bound ligand. Most of the computational
tools available are better suited to calculating the enthalpic contribution of free
energy as opposed to the entropic contribution. Thermodynamic integration
type methods do yield free energy predictions of relatively high quality, but are
costly. More empirical approaches, such as the HINT model (86) developed
in our laboratory, have been shown to yield accuracy approaching the level
of the costlier methods (87,88). The bases of the HINT empirical model are
experimental measurements of Log PoIw (partition coefficient for solute-solvent
transfer between l-octanol and water) and the well-established computational
tools to predict this parameter. Because Log PoIw is a thermodynamic quantity
that is related to free energy, the HINT model yields binding "scores" that
correlate well with measured free energies of binding.

Molecular models derived from docking experiments can be extremely
good, Le., very similar to crystallographic results on the same complexes when
applied to retrospective analyses of known experimental structures. However,
there are often multiple models that are "scored" very similarly, and the actual
model may be difficult to identify without ambiguity if the actual structure is
not known. In fact, on some occasions, ligands may appear to bind in two or
more very distinct modes with little score difference to differentiate the modes.
It must also be noted that the crystallographic result is, itself, a model that
has its own set of errors and uncertainties, especially if the crystallographic
resolution is poor.
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4.3. Database Searches (a.k.a. Virtual Screening)

Perhaps one can say that the next extension of structure-based drug design is
to attempt identification of new ligands by "screening" them through rapid dock
ing and scoring experiments. Yvonne Martin first described database searching in
drug design well over a decade ago (89). Her landmark program, ALADDIN, was
the basis for the wide range of software packages available today for database
searching or "mining". New ligands are housed in a database of chemical struc
tures that most importantly includes their 3D coordinates. Each molecule is first
rapidly examined to see if it has the basic pharmacophoric features matching the
active site requirements (search query) and whether it is of obviously inappropri
ate size. Then, the surviving molecules are placed in the site either with docking
tools as described above or by simply matching the pharmacophore features to
the search query. These models can then be scored to highlight lead compounds
for further computational or experimental study. This combined screening
approach has been successfully used to identify a neurokinin-l antagonist with
submicromolar affinity (New Reference #1). We have also found (90) in several
independent studies that active compounds can be identified in a similar way by
utilizing the UNITY program of Tripos and searching through the National
Cancer Institute (NCI) database and compound repository.

An alternative designation for this computational procedure is "virtual
screening", i.e., it is the virtual analog of binding assays, particularly of the
high-throughput (HTS) type. The analogy goes further in that, when a large
database or library is examined, the expectation value of finding a high "hit"
rate with either virtual screening or HTS is rather low.

One obvious and serious limitation of the database search is that most chemical
entities have several to hundreds of energetically accessible conformations and the
search methodology with its simplest implementation will only examine the
conformation(s) stored in the database. Neither of the complete solutions to this
problem, including all of the conformations in the database (too much storage
space) or performing in situ conformational searches (too computationally expen
sive), are practical if one wishes to examine thousands to millions of possible
ligands. One solution, flexible searching with directed tweak (91) optimization,
has been implemented in UNITY and yields much higher hit rates as the con
formational space of the putative ligands is explored during the search process.
However, conformational flexibility of the active site residues, which may be
just as important, has not been successfully and efficiently implemented to date.

4.4. Target Structure Prediction

A key limitation of the tools discussed above is that they require a structurally
well-characterized target biomacromolecule. Whereas the number of structures
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available in the PDB is ever expanding, there are still a large number of proteins
for which no experimental structural data is available. The technique known
as homology modeling (or comparative modeling) is used whenever the 3D
coordinates of the desired target macromolecule are not known, and the model
is instead generated from a model of a related, homologous protein target. A
homology modeling study typically consists of several steps. First, amino acid
sequences of homologous proteins are sought. Several important computational
tools have made it possible to navigate through the sea of data generated
by genomics and proteomics projects. The Needleman-Wunsch algorithm (92)
made it possible to compare two amino acid sequences and assign a measure
of similarity between the sequences based on the similarity of the individual
amino acids contained in each sequence. Subsequent improvements to the
Needleman-Wunsch algorithm resulted in the FASTA (93) and the Basic Local
Alignment Search Tool (BLAST) (94), two algorithms that provide the basis for
tools that are routinely used to search sequence databases like those at the National
Center for Biotechnology Information (NCBI) (http://www.ncbi.nlm.nih.govl)
and at the Swiss-Prot database (http://us.expasy.org/sprotJ) maintained by the
Swiss Institute of Bioinformatics.

Once one or more sequences related to the protein to be modeled (the reference
structures) are obtained, alignment tools such as ClustalW (95) are used to
optimally align the amino acid sequences of the reference and target proteins
based on the physiochemical properties of the individual residues. The gaps that
arise in regions where amino acid insertions (where the target protein has more
residues than the reference protein(s)) or deletions (where the target protein has
fewer residues than the reference protein(s») occur are modeled with a loop
searches. The loop searches find suitable replacements for the nonhomologous
regions of the protein typically by searching a library ofreference protein structures
taken from the PDB. The conformations of the side chains are often subsequently
optimized (based on libraries of preferred conformations that are derived from
protein crystal structures in the PDB) using a rotamer database-enabled program
like SCWRL (96-98). The target protein is further refined by energy-minimizing
the structure using a force field to remove excess strain. Finally, the stereochem
ical integrity of a modeled target protein may be assessed using programs such
as PROCHECK (99), WHATIF (100), or the ProTable facility within SYBYL.
Examples of computer programs which can be used to automate the steps
involved in homology modeling include the MODELLER program of Sali and
Blundell (101), the Advanced Protein Modeling capabilities within SYBYL,
and the MODELER module of InsightII. Homology modeling has proven to be
extremely useful, but it is not necessarily a perfect solution; it is problematic in
that structural features found in the reference protein structures do not always
translate in a meaningful way to the modeled target protein structure.
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4.5. Challenges, Uncertainties, and Future Developments

The main challenges for structure-based drug discovery will continue to
center on two issues: better scoring of binding to yield better predictions of
free energy and exploiting and accurately translating available structural infor
mation to new proteins that are difficult to work with experimentally. One factor
that always should be considered is that computer technology both in terms of
capabilities and price continues to favor, with time, the increasing use of more
exhaustive and expensive computational tools. Thus, calculations that are inac
cessible today wi111ikely be possible in the future, and calculations that are too
slow for real-time analyses today may be quite reasonable in the future.

However, we would like to point out a few commonly used shortcuts and
their consequences in the current state of the art in structure-based analyses.
First, the effects of water, both displaced by the incoming ligand or co-occupying
the active site with the ligand, are very often ignored. Water can playa number
of roles, even in a static structure, that are difficult to precisely discern (87). In
the milieu surrounding the actual binding process the solvent is ubiquitous in
virtually every stage of the event. In analyzing a bound ligand crystal structure,
we are left with trying to unravel the entire process, sort of like detectives exam
ining clues at a crime scene. This much is clear: some water molecules are
absolutely energetically involved in binding the ligand in place; other water
molecules act more like part of the protein, serving to "shape" the active site; still
other water molecules, while observed in the crystal structures, appear to be
"casual" waters of hydration; and, lastly, some water molecules were displaced
by the binding and contributed to entropy-unfortunately, there is no way to
identify these important water molecules! A second factor often ignored in
virtual screening and structure-based drug design is consideration of the ioniza
tion states for the ionizable residues of the protein and functional groups of the
ligand. The local "pH" may differ considerably from the global (solution) pH
within active sites or at structurally important interfaces of the protein itself.
If all ionizable groups are treated as if they were at, e.g., pH 7, obviously
spurious molecular models are constructed. Consider that a single protonation
of an acid group may reform an unfavorable interaction between two acids into
an overall favorable interaction. Unfortunately, only very high resolution crystallo
graphy is able to locate the electron density for hydrogens and, even then,
protonation assignments are not unambiguous.

5. Conclusions

It is not difficult to envision that structure-based drug discovery will continue
to playa large part in future drug discovery. As the number of experimentally
known protein structures increases, the tools and basis data to predict similar and
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homologous structures will accordingly improve in accuracy. We are also poised
to develop "designer" drugs based on single point mutations in target proteins,
as an end result of pharmacogenomics, or as a result of drug resistance in
targets. The integration of ligand-based and structure-based drug design will
further enhance our ability to develop clinically useful pharmaceutical agents
with favorable ADME/Tox properties. We hope that we have piqued your
interest in molecular modeling and CADD, and that you may even be interested
in applying some of the methods presented here to your own research. All
it takes to get started is a trip to your friendly neighborhood computational
chemist!
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Macromolecular Drug Delivery

Neelam Azad and Yon Rojanasakul

Abstract
Advances in molecular biotechnology coupled with novel technologies such as com

binatorial chemistry and high-throughput screening have led to the discovery of a large
number of drugs with macromolecular properties. Macromolecular therapeutics encom
passes a variety of approaches including recombinant proteins. genes, antisense, and
small interfering RNAs, all of which have larger molecular dimensions than conven
tional drugs. These macromolecules have emerged as a powerful class of drugs for a
wide range of therapeutic indications mainly on the basis of their site-specific activity
and reduced side effects. However, these drugs present an enormous challenge for non
invasive delivery as they are poorly absorbed and rapidly metabolized in the body. To
surmount these obstacles. either the other aspects of the drug may be exploited or novel
delivery systems may be developed. Cost-effectiveness suggests that developing an
improved delivery system for an existing drug is a better alternative than modifying the
chemical structure of the drug or discovering new drug entities. This chapter focuses on
macromolecular drugs and their delivery systems including liposomes, polymers. peptides,
and nanoparticles.

Key Words: Macromolecules: drug delivery: proteins; DNA: RNA: oligonucleotides:
liposomes: polymers; nanodelivery.

1. Introduction

Targeted delivery of therapeutic molecules is the most desirable feature of an
effective drug therapy. The plethora of knowledge amassed in the field of bio
medical sciences, particularly in molecular biology, has provided a deeper
understanding of pathogenesis at the cellular as well as subcellular level. Low
molecular weight conventional chemotherapeutic agents easily traverse different
organs and enter various cells and subcellular organelles. This property makes them a
very good candidate for disease treatment; however, it also imparts nonspecificity
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and increases the incidence of side effects (1). Additionally, low molecular
weight drugs are rapidly eliminated from the body requiring frequent dosing
to attain therapeutic levels (2). This adversely affects patient compliance and
cost-effectiveness of the drug.

Several approaches have been developed to circumvent the problems associated
with nonspecific drug delivery. Recent advances in biotechnology coupled with
novel technologies such as combinatorial chemistry and high-throughput screen
ing have led to the discovery of a large number of drugs with macromolecular
properties. "Macromolecule" is basically a biological term for molecules of high
molecular mass, comprising many small organic molecules that are often referred
to as monomers, e.g., carbohydrates, lipids, proteins, and nucleic acids. Synthetic
macromolecules include polymers, liposomes, peptides, and other molecules that
are composed of several smaller molecules. In contrast to the conventional drug
therapy that utilizes only xenobiotics as medicines; endogenous macromolecules
are now being commonly used as therapeutic modalities (3). Macromolecular
therapeutics encompasses a variety of approaches including recombinant proteins,
peptides, antisense oligonucleotides (ONs), genes, and small interfering RNA
(siRNA). Akin to most of the therapeutic systems, macromolecular therapeutics
has its own advantages as well as drawbacks. It has emerged as a powerful class
of drugs for a wide range of therapeutic indications solely on the basis of site
specific activity and reduced side effects. However, these drugs present an
enormous challenge for noninvasive delivery as they are poorly absorbed in the
gastrointestinal tract because of their hydrophilic nature, charged structure, and
large molecular mass (4). Moreover, these drugs are rapidly metabolized and
are biologically as well as chemically unstable. It is well established that proteins
and ONs are unstable and are rapidly cleared from the bloodstream (4,5). To
surmount these obstacles, either the other aspects of the drug may be exploited
or novel delivery systems may be developed. Cost-effectiveness suggests that
developing an improved delivery system for an existing drug is a better alternative
than modifying the chemical structure of the drug or discovering a new drug. The
increasingly appealing option is an appropriate delivery system tailored to enhance
the efficacy of the drug, thus, emphasizing more on targeting the drug efficiently
to the proper cellular and/or subcellular target.

In vivo delivery of macromolecules involves transport of the drug from the
site of administration through various physiological barriers to the target site. First,
drugs have to survive through the hostile extracellular conditions such as extreme
pH, immune defense, enzymatic degradation, and scavenger systems (6). All
living cells are protected by a double-layered plasma membrane that selectively
allows the uptake of smaller molecules. Similarly, the nucleus is guarded by a
double-layered nuclear membrane as it contains important genetic material.
Molecules with a size of 40-50 kDa or less can freely diffuse through plasma



Macromolecular Drug Delivery 295

membrane and nuclear pores. However, large and charged molecules can enter
the cell or nucleus only by active transport posing a problem for the entry of
macromolecules (7). In order to deliver macromolecules to the target site,
therapeutic strategies directed at intracellular targets have to be developed.

Several factors have to be considered before selecting an agent for macro
molecular drug delivery such as its chemical composition, biodegradability,
hydrophilicity, and biocompatibility (8). The delivery system should have a suit
able functional group that allows it to bind to the macromolecular drug or target
ing moiety. It should be inert, nonimmunogenic, water soluble, and biodegradable
so that it is easily excreted from the body. It should also be reproducibly manu
factured and conveniently administered to patients. Macromolecules are also
used as drug carriers because of the diversity in their physico-chemical properties
(3). The discovery that macromolecules can localize into subcellular compart
ments known as Iysosomes portended their development as drug carriers (9).
Macromolecular delivery systems generally enter cells by endocytosis and can
be designed in such a way that the drug is released in response to the physio
logical or diseased conditions such as high temperature and acidic environment
( I ). Primarily, in endocytosis the drug molecules are internalized into the cell in
the form of membrane vesicles. In receptor-mediated endocytosis, the efficiency
of internalization depends on the concentration and type of the ligand on the
membrane. Even freely soluble macromolecules with no membrane affinity can
enter the cell as a part of the fluid in endocytic vesicles by absorptive endocytosis,
although this process is inefficient (10). Inside the cell, the delivery systems are
transported from the early and late endosomes, endolysosomes, and eventually
to lysosomes where they are degraded and the drug molecules are released
in the cytoplasm or the nucleus (Fig. 1). In order to achieve successful delivery
of the drug into the cytosol it is necessary to devise delivery systems that will
allow easy escape of the macromolecule from the endosome. Certain viruses.
plant and bacterial toxins gain entry into the cytosol by the acidification related
to endosomal maturation (10, /1 ). In a fusion process the toxins and viral proteins
are transported across the endosomal membrane because of acid-induced
conformational changes. Various strategies such as acid-sensitive liposomes and
peptides have been used to mimic this natural process for the delivery of macro
molecular drugs to their cytoplasmic targets.

The rationale for encapsulating or associating a drug with a macromolecular
carrier is that it provides the following key advantages. (1) There is a resultant
increase in the molecular weight of the macromolecular drug complex that
significantly alters its biodistribution and even prevents its uptake into the non
specific cells by endocytosis, thus, targeting the drug at the site of action. This
improves the therapeutic index of an otherwise toxic drug by reducing the inci
dence of systemic side effects. (2) The encapsulated drug can be released over
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Fig. 1. Endocytosis-mediated uptake of macromolecular drugs. (a) Receptor
mediated endocytosis, (b) adsorptive endocytosis, (c) endosome, (d) receptor recycling,
(e) endolysosome, (1) lysosome, (g) and (h) drug release into the cytosol and nucleus,
respectively.

an extended period of time. This not only obviates the need for repeated high
doses but also improves patient compliance (1). (3) Macromolecular delivery
systems can be used for the delivery of labile macromolecules such as proteins
and ONs as these systems can protect the drug from the harmful physiological
milieu, thus improving its stability in vivo (1).

Several delivery strategies for effective macromolecular drug delivery have
been developed such as high molecular weight carriers encompassing synthetic
macromolecules such as liposomes, polymers, nanoparticles, peptides, and others.
Lack of suitable drug delivery systems is not only affecting the conventional
drugs but also hampering the progress of novel therapeutic strategies like siRNA
and gene therapy. Delivery systems that are target specific and safe can improve
the performance of some conventional medicines as well as have implications
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in the development and success of macromolecular therapeutic strategies. Because
successful therapeutic delivery can be achieved by subcellular targeting of macro
molecular drugs, this chapter focuses on the various macromolecular drugs
and their delivery systems that can be modified and manipulated to achieve
site-specific drug delivery for effective therapeutic applications.

2. Macromolecular Drugs
2.1. Deoxyribonucleic Acid

With the human genome sequenced, gene or DNA delivery is becoming the main
focus of gene therapy and other DNA-based therapy. In gene therapy, genetic
material is introduced into the cells either to block the expression of hannful
proteins or to produce therapeutic proteins. To access the nuclear transcription
machinery, therapeutic DNAs must cross the extracellular and intracellular
barriers to reach their target site in the nucleus (Fig. 2). DNA is easily degraded by
nuc1eases extracellularly and, hence, to begin with, DNA must be condensed with
vectors that protect it from nuclease degradation (6). This is followed byendo
cytosis which is a multistep process involving binding, internalization, formation
of endosomes, fusion with lysosomes, and release of the DNA molecule ( /2).
DNA is generally degraded in this process because oflow pH and enzymatic action.
Nonetheless, the DNA molecules that survive finally enter the nucleus through
nuclear pores or during cell division when the nuclear envelope ruptures (13).
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Table 1
Characteristics of an Ideal DNA Delivery System
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It should protect the DNA from enzymatic degradation
It should be nontoxic, nonimmunogenic, and biocompatible
It should contain DNA of diameter less than 500 DID to facilitate endocytosis
It should easily penetrate the cell and target the site of action
It should protect the DNA from phagocytic system that removes it from the blood

circulation and thereby increases its in vivo bioavailability
It should allow easy escape of the encapsulated DNA into the nucleus for appropriate

transgene expression

As a result of all these barriers the number of DNA molecules decreases at each
step of their passage from the cytoplasm to the nucleus.

Appropriate delivery systems are required to protect DNA from nuclease
degradation and enhance its therapeutic efficacy. Amongst the DNA delivery
systems developed so far, viral vectors are one of the most widely used
strategies for clinical applications owing to their inherent ability to transport
genetic material into the cell and nucleus, leading to enhanced gene expression.
A desirable feature of long-term therapeutic effects is the integration of
extraneous DNA into host cell chromatin structure (6). This can be achieved
by using retroviral vectors that can efficiently integrate into the host genome;
however, there is risk of malignant transformation of the cell with these vectors.
Furthermore, large-scale production ofviral vectors is difficult and some viruses,
e.g., adenoviruses, can also cause immunogenic and inflammatory reaction (14).
Owing to these safety issues, the search for alternative nonviral gene delivery
systems has been growing intensely. Since 1950s, nonviral delivery systems such
as cationic lipids and polymers have been studied for the delivery of nucleic
acids as their structure can be widely manipulated enabling the investigation of
structure-function relationships (15,16). Some of the advantages of nonviral
vectors over the more popular viral vectors include the possibility of transfecting
cells with large DNA molecules, low cytotoxicity, less immunogenic reactions,
reduced cost, and reproducibility (17,18). Many of these delivery systems are
discussed in greater details in subsequent sections and in a separate chapter. The
ideal characteristics of DNA delivery systems are listed in Table 1.

2.2. Ribonucleic Acid

RNA helps in the transfer of genetic information from DNA to the protein
producing system of the cell. Currently, RNA interference (RNAi) is considered
one of the most effective therapies for various genetic and acquired diseases.
RNAi is a normal cellular process that causes posttranscriptional gene silencing
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in eukaryotic organisms (19). Intracellular RNAi machinery can be easily
activated against a target gene by utilizing siRNAs. When double-stranded
RNA is injected into the cell or produced intracellularly, it is spliced by Dicer
(RNase III nuclease) enzyme into smaller duplex pieces of 20-25 nucleotide
length. Then these siRNA duplexes are guided by the RNA-induced silencing
complex (RISe) present in the cytosol to the complementary sequences in the
target mRNA (20) (Fig. 3). Essentially, siRNA duplexes are used as templates
to cleave and downregulate complimentary mRNAs catalyzed by enzymes (21).
siRNA molecules have great potential as therapeutic agents for selective inhibition
of genes causing various diseases. RNAi involves nucleic acids and hence is
considered as the best option to treat diseases as these are less likely to be rejected
by the body or cause toxic side effects (22).

Although delivering siRNAs into living organisms is very intricate, two
basic methods have been engineered. The first method of exogenous delivery
involves direct insertion of synthetic siRNAs into the cell, whereas the
second method of endogenous expression utilizes a plasmid or virus encoding
a gene sequence that produces the desired siRNA (19) (Fig. 3). Exogenous
delivery involves only the cytoplasm whereas endogenous method requires
nuclear delivery for the transcription of the encoded siRNA. The second method
may involve viral or nonviral vectors. Unlike gene therapy, RNAi may not
include viral vectors that induce toxic responses because they can be intro
duced directly into the tissues (19). However, this has its own implications
such as the degradation of the siRNAs. Even though RNA duplexes are more
stable than its single-stranded counterparts, siRNAs are modified chemically
to enhance their biological stability (23-27). The mechanism of siRNA
uptake is not clear; however, it is observed that naked siRNAs are poorly
transported into the cell and the negligible amount of nucleic acid that enters
the cells remains sequestered within the endosomal vehicle where it is degraded
by nucleases (/9,28). Moreover, pharmacokinetic study of siRNAs suggests
that they accumulate in the organs of reticuloendothelial system (RES). This
is good for the siRNAs targeted to such organs; however, targeting non-RES
organs becomes challenging (19). In addition, siRNAs are rapidly degraded
and eliminated in vivo requiring repeated dosage. An appropriate delivery
system that would improve the cellular uptake and intracellular trafficking of
siRNAs is required.

Initially, two reports provided proof of the application of siRNAs as
potential therapeutic agents. The first report demonstrated that high-pressure
tail-vein injection of siRNA to mice silenced the vector expressing human
placental alkaline phosphatase as well as the cotransfected reporter gene
(29). The other group directly injected siRNA into the liver of mice leading
to the silencing of hepatitis C NS5BIluciferase fusion mRNA along with the
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Fig. 3. Strategies for siRNA delivery. siRNA can be delivered exogenously into the
cytoplasm or produced endogenously by delivering siRNA plasmid to the nucleus
where it is transcribed and exported to the cytoplasm. RISe complexes with siRNA in
the cytoplasm and guides it to target-specific mRNA degradation which results in
inhibition of protein synthesis. Similar delivery strategies but with different optimal
requirements can be used for both strategies.

luciferase gene (30). Local delivery of siRNA to specific organs including
brain (31), eye (32), and the lung (33) has also been tried successfully in animal
models. One of the reports also claims that nasal delivery of siRNA can be used
for systemic delivery including heart and kidney, in addition to the lung, as it
causes protein knockout in all these organs (19). Systemic administration using
intravenous injection of naked siRNA to the liver and kidneys has also been
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reported. Although the delivery of siRNA is challenging, successful results with
animal models have prompted phase I clinical trials with siRNAs (19).

2.3. Oligonucleotides

ONs are small, single-stranded segments of nucleic acids ranging from 20
to 30 nucleotide bases in size. ONs are used as therapeutic agents in antisense
therapies based on the ability of DNA or RNA ONs to downregulate the expres
sion of disease-causing genes in a sequence-specific manner (34). Antisense
ONs have several properties that make them attractive therapeutic agents including
their unique design that allows them to selectively bind by Watson-Crick
hydrogen bonding to the complementary sequences in target mRNA. This
prevents formation of the gene product by several presumed mechanisms
including mRNA cleavage by the activation of RNase-H enzyme or translation
arrest caused by blocking ribosomal reading (35). The cytoplasm and nucleus
are the main targets of antisense ONs and thus the cellular uptake of these
molecules is very important. Plasma membrane restricts the transport of large
molecules such as ONs that range from 3000 to 7500 Da in size (36). Therefore.
the cellular uptake of naked ONs is generally nonproductive with very few
ONs entering the cells. In addition to poor cellular uptake, ONs also get trapped
in endosomal compartments thereby affecting their intracellular distribution and
availability at the target site. A negligible amount of ONs are also compart
mentalized in other cellular organelles such as golgi complex and endoplasmic
reticulum (35). Generally DNA and RNA ONs are biologically unstable. ONs
with an unmodified phosphodiester backbone are rapidly degraded in biological
fluids by both endonucleases and exonucleases (37-39). For effective therapy.
ONs should be biologically stable and should possess appropriate chemistry for
effective hybridization with the target mRNA. Copious chemically modified
ONs have been developed that have improved stability and target binding affinity.

It is generally accepted that ONs are taken up by cells via endocytosis and
finally enter the nucleus. This is based on the report where ONs injected into
the cell directly accumulated in the nucleus, bypassing the endocytic pathway
(40). However, entry of ONs into the nucleus is cell-type specific with keratino
cytes being the major type that can internalize ONs (13). This is advantageous
over DNA therapy where DNA of all sizes are immobilized in the nucleus
and the cytosol-to-nuclear migration of the larger DNA constructs may be a
rate-limiting step. In vitro and in vivo analyses along with pharmacokinetic
distribution studies suggest that ON administered by almost any route appears
to end up in the organs of the RES system such as liver, spleen, kidney, and
lungs (34). ONs within RES organs may induce adverse effects as these are
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known to exhibit some nonsequence-specific effects. Local delivery of antisense
ONs has been reported to act on the brain of rats. Such studies indicate that
antisense ONs may be more effective in some tissues than that predicted from
cell culture studies (34). However, in general, pharmacokinetic studies of ONs
suggest that multiple parenteral dosing is required to obtain biological efficacy
because of rapid pharmacokinetic distribution and elimination of ONs. Even
orally delivered ONs are topic of debate owing to limited studies on the
mechanism and effectiveness of these ONs (35). In order to improve the cellular
uptake and therapeutic activity of ONs, optimum delivery systems need to be
developed. Several delivery systems for ONs are currently available including
cationic liposomes and polymers, branched dendrimers, mini-osmotic pumps,
and nanoparticles. These systems are discussed in subsequent sections.

2.4. Proteins and Peptides

Proteins are a class of organic macromolecules that perform a wide range
of cellular functions. Proteins are polymers of amino acids, and peptides are
short proteins. Proteins and peptides possess and control biological activities
that mark them as therapeutic agents. Some of the examples include antimicro
bial peptides, anti-inflammatory proteins, and antioxidant enzymes such as
catalase and superoxide dismutase (41). However, most proteins and peptides are
rapidly eliminated from the circulation by renal filtration, proteolytic degra
dation, receptor-mediated clearance, and accumulation in unspecific organs
and tissues (42). High molecular weight proteins may generate neutralizing
antibodies leading to an immune response. Additionally, most of them have
limited biodistribution in vivo as they are unable to cross biological membranes
in the absence of specific transport systems. Clinical application of proteins
and peptides is further limited by their short biological half lives owing to low
solubility or poor stability (3). Short peptides have lower molecular weights
and are thus degraded rapidly requiring frequent dosing. For instance, a lot of
commercial peptides including insulin for diabetes, Fuzeon® for HIV, and Forteo®
for osteoporosis require regular injections. Peptide and protein drugs normally
exert their action either extracellularly by interacting with receptors on the cell
surface or they may have targets inside the cell. In the case of intracellularly
acting peptides and proteins, low permeability of cell membrane to these macro
molecules presents an additional obstacle for the development of proteins and
peptides as therapeutics. Additionally, the large size, hydrophilicity, physical
and chemical lability of these macromolecules should be taken into account
while preparing proteins/peptides for therapeutic purposes (41). Endogenous
proteins that are about 40 kDa in size cannot easily diffuse into the nucleus via
the nuclear pore complex (NPC). Oral delivery of drugs is the most desirable
route of administration; however, proteins and peptides administered by the oral
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Table 2
Advantages of Encapsulating or Conjugating Protein and Peptide
Drugs with Delivery Systems
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1. Protects the drugs against enzymatic degradation and reduces renal filtration of
the drug.

2. Improves the in vivo stability of these otherwise labile drugs.
3. Decreases nonspecific drug delivery.
4. Improves the drug transport and increases the amount of protein or peptide drug

reaching its intracellular or extracellular site of action.
5. Improves the transport of the drug to its site of action.
6. Reduces drug clearance and thus increases the residence time of the drug at its site

of action leading to a better therapeutic response.
7. Reduces the immunogenicity of proteins.
8. Reduces toxicity because of the high initial doses of the drug alone.

route show poor bioavailability because of their rapid degradation by proteolytic
enzymes in the gastrointestinal tract (43). Parenteral delivery of proteins and
peptides is the most popular route as it bypasses the biological barriers that deter
the passage of proteins and also leads to pharmacologic levels of proteins in a
relatively short time (44). Local delivery of proteins to the gut, sinus, and lungs
has been attempted. However, these formulations require a delivery system that
would protect protein and peptide drugs from enzymatic degradation and deliver
them to the target site.

To address the problems associated with peptide and protein delivery, several
approaches have been explored. Initially, the chemistry and amino acid sequence
of these drugs were altered to decrease enzymatic degradation and antigenir
side effects. Then methods were developed to fuse the peptide and protein
drugs to immunoglobulins or albumin so as to improve their biological half-life
(45). Conjugating proteins and peptides with polymers or liposomes is another
simple and effective way of prolonging their blood circulation by reducing glo
merular filtration. In these systems the protein drug is encapsulated in or attached
to the polymeric or liposomal matrix that releases the protein in a controlled
manner by undergoing enzymatic digestion or hydrolysis. The advantages of
encapsulating or associating proteins and peptides in delivery systems are listed
in Table 2. With the exceptions of BioPORTER® which is a cationic lipid-based
carrier (46) and TransIT® which is a histone-based polyamine (47), most of these
systems do not efficiently deliver proteins to their intracellular targets. However.
liposomal systems have their own limitations. For example, liposomes lack site
specificity and are errantly compartmentalized in the liver, spleen, kidneys.
and other RES systems causing unwanted side effects. Therefore, advanced drug
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delivery technologies such as PEGylation that involves linking specific poly
ethylene glycol (PEG) polymers to protein and peptide drugs are developed.
Currently, PEG is the most widely used polymer for modifying therapeutically
active proteins because it is less toxic, economical, and many of its molecular
weight variants are commercially available. Some of the advantages of the
PEGylation technique include optimized pharmacokinetics, decreased dosing
frequency, enhanced efficacy, bioavailability, solubility, and stability. 1\vo approved
PEGylated interferon-a products are now available for hepatitis C treatment,
viz., PEGinterferon a-2a (pEGASYS®-Roche) and PEGinterferon a-2b (PEG
INTRON®-Schering-Plough). Some other protein delivery strategies include
linking of the protein to transduction domains of bacterial or plant toxins as
well as to hydrophobic cell-penetrating peptides (CPPs) (48,49). Endogenous
proteins are generally imported into the nucleus via the NPC in a nuclear locali
zation signal (NLS)-dependent and ATP-dependent manner (10). Attaching a
ligand to the protein or its carrier facilitates its cellular uptake via several different
pathways. It has been demonstrated that attaching NLS peptides to certain proteins
increases their nuclear uptake via a receptor-mediated process. For example,
coupling multiple copies of the NLS SV40 motif to proteins was demonstrated
to enhance their nuclear uptake (50,51). Some proteins and peptides such as
protein transduction domains (PTDs) are naturally internalized by cells. Few
PTDs which appear to translocate lipid membranes by a passive process have
been identified; the most widely reported being HIV TAT protein, herpes simplex
virus protein VP22, and the Drosophila homeoprotein antennapedia (Antp)
(52-54). It has been shown that these peptides can be used as vectors for the
delivery of other macromolecules, including proteins.

Numerous proteins and peptides including growth factors, hormones, mono
clonal antibodies, and cytokines are undergoing clinical investigation for a range
of clinical conditions. A major hindrance in the development of protein-based
drugs is the cost as large quantities of proteins are required for thorough
formulation and bioavailability studies (41). In the future, there will be more
protein and peptide drugs that will have similar problems leading to an increased
demand for site-specific delivery systems.

3. Delivery Systems

Targeted delivery of high molecular weight macromolecules is a major
hindrance in their successful clinical application. Delivery systems that target
these macromolecular drugs to the specific site of action are the major deter
minants of the drug efficacy. Employing physical or chemical techniques such
as electroporation, microinjection, and the use of detergents for the delivery of
macromolecular drugs has its own advantages. However, the advantages are
overshadowed by the shortcomings that include invasive delivery, effect on cell
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Fig. 4. Liposomal delivery for macromolecular drugs. Hydrophilic polymers such as
PEG increase the circulation time of the drug by modifying the liposomal surface.
PTDs facilitate intracellular delivery whereas targeting molecules such as antibodies
assist in site-specific delivery.

viability, and limited clinical applications (49). An ideal pharmacokinetic
profile has the drug concentration in the therapeutic range, lower than the
maximum tolerable dose, and it remains at that level for extended periods of
time till the desired therapeutic effect is reached. Encapsulating the drug in
delivery systems such as polymers, liposomes, and others is one such way of
achieving an ideal pharmacokinetic profile. This not only protects the drug but
also transports it to the target site. Delivery systems such as liposomes, polymers.
peptides. and nanoparticles are gaining increasing popularity because of their
higher specificity and applicability.

3.1. Liposomal Delivery

Liposomes are spherical phospholipid vesicles typically ranging from 100 to
200 nm in size with an inner compartment that can be used for the encapsulation
of drugs (55) (Fig. 4). As mentioned earlier, because of the disadvantages
associated with viral vectors, nonviral delivery systems such as liposomes are
receiving increasing attention as these systems can protect the macromolecular
drug from the harsh biological milieu and enhance its cellular delivery.
Liposomes are inert, biocompatible with little toxicity and antigenic reactions.
Although the encapsulation of the macromolecular drug in liposomes is ineffi
cient, liposomal design can be easily manipulated to provide protection to the
enclosed macromolecular drug from enzymatic degradation and to increase its
cellular uptake (36). Anionic and neutralliposomes have received limited attention
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because of their poor encapsulation or association efficiency of macromolecules
(35). Cationic liposomes are the most widely used system owing to the electro
static interaction between the negatively charged macromolecules and the positively
charged lipid carrier that results in a more neutral and stable complex. Typically
these complexes have a net positive charge that interacts with the negative
charge of the plasma membrane facilitating internalization of the complex into
the cell by endocytosis (56). The mechanism of action of these liposomes is
incompletely understood and significant optimization is required as mentioned
earlier. However, it is suggested that on membrane destabilization by the cationic
liposome, anionic lipids from the cytoplasm-facing lipid layer tumble to the
lumenal layer diffusing into the liposome. These anionic lipids then replace
cationic lipids releasing the drug moiety into the perinuclear area and finally
into the nucleus (57). In order to further facilitate the release of nucleic acids
from the endosomal or lysosomal compartment, helper lipids such as dioelyl
phosphatidylethanolamine (DOPE) are used. These helper molecules undergo a
conformational change that destabilizes the vesicle membrane releasing the
nucleic acid (58).

Cationic liposomes are good when used in in vitro models, yet in vivo models
may show nonspecific binding to the cellular components, blood plasma
components, or the endothelial lining of the vessel, resulting in a short biological
half-life (56). Successful clinical application of these cationic reagents depends
on a number of factors such as its chemical structure, target cell type, length,
and the method of complex formation and the charge ratio (59). The major
problem with the use of liposomes is the toxicity associated with high charge
ratio of cationic lipid species and the drug. Therefore, liposomes should be
delivered to the target site so as to minimize side effects. Adding a targeting
ligand to liposomes such as an antibody facilitates specific cell targeting (Fig. 4).
Several studies have demonstrated that antibody-associated liposomes can
augment cell-specific delivery and therapeutic activity of nucleic acids (60,61).
Another concern is the size of the liposomes. Small liposomes have longer
circulation half-life than large liposomes. It has been reported that liposomes
get trapped in the lung microvasculature of mice after tail-vein injections (13).
Liposomes administered systemically are rapidly cleared in vivo from the
normal blood circulation by the RES system (62-64). However, modifying
liposomes with polymers such as PEG prevents the uptake by the RES resulting
in a long-circulating drug-liposome complex (65) (Fig. 4). In cationic lipid-drug
complex the linker group is the most important parameter that determines
the chemical stability and biodegradability of a cationic lipid. Incorporating
amide and carbamoyl bonds provides the most chemically stable but easily
biodegradable cationic lipids (66,67). However, taking into consideration the
facts that liposomes can be administered in vivo by vascular system and can be
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easily stored in water for an extended period of time makes them interesting
candidates for macromolecular drug delivery (57,68).

The application of cationic liposomes has been found in several studies
where it has been reported to deliver the drug selectively to the diseased tissue.
Liposomes possess suitable characteristics for peptide and protein encapsula
tion. Long-circulating liposomes can be easily manipulated for the delivery
of peptide and protein drugs. Encapsulating doxorubicin in PEG-coated liposo
mal systems demonstrated excellent electron paramagnetic resonance-based tumor
therapy results and reduced toxicity of the original drug (69). Coupling DNA
with liposomes increases its circulation time and nuclear targeting. It has been
observed that following microinjection DNA is rapidly dissociated from the
cationic lipid in both cytoplasm and nucleus (70). However, another group
reported that the injection of naked DNA alone into the nucleus induces much
higher and efficient gene expression as compared to the direct microinjection
of DNA-eationic lipid complexes suggesting that DNA plasmid is released ineffi
ciently from its carrier in the nucleus (71). As cationic lipids are designed mainly
on trial-and-error basis using the transgene expression as the end point, there is an
inadequate understanding of the factors leading to transfection efficiency (18).

Positively charged cationic lipids are the delivery systems of choice for
siRNAs because of their high delivery efficiency (25,72). Some of the commer
cial liposome formulations used for siRNA transfection are Lipofectin (73),
DMRIE-C (74), and GeneTrans II (75). Cationic lipid complexes have also
been shown to successfully deliver siRNA after intraperitoneal injection (76).
Cationic lipids, lipid derivatives of polyamines, and cationic derivatives of cho
lesterol-diacyl glycerol have been shown to improve the cellular uptake of ONs
(77,78). However, the toxicity and serum sensitivity of the ON-liposome com
plexes is a major hindrance in their widespread application in vivo (79). A num
ber of techniques have been developed to circumvent these problems. The use
of pH-sensitive fusogenic liposomes as well as antibody-associated liposomes
have demonstrated cell-specific delivery and enhanced efficacy of antisense
ONs (35,36). Recently, cationic amphipiles have been demonstrated to increase
the cellular uptake of ONs by 250-fold as compared to naked ON. These mol
ecules consist of a hydrophobic cholic acid group covalently linked to spermine
and/or spermidine groups which allows for association with nucleic acids.
Unlike other cationic lipids, this compound is also active in the presence of high
concentrations of serum and does not require a neutral lipid to facilitate ON
delivery to cells (80).

Liposomes are good in vitro delivery systems; however, there is still a limited
understanding of their behavior in vivo and particularly inside cells. For success
ful clinical application, a more lucid correlation between the drug-liposome
complex and all the steps that lead to efficient transfection needs to be established.



308 Azad and Rojanasakul

3.2. Polymer Delivery

In 1975, Ringsdorf formulated a polymer-based targeted drug delivery
system (1). Since then natural and synthetic polymers have been widely used for
the delivery of low as well as high molecular weight drugs (1,81). To develop a
successful drug delivery system an appropriate polymer matrix should be
selected. Polymers used for macromolecular drug delivery must be biocompatible
lacking antigenicity, immunogenicity, and cytotoxic side effects. Polymers can
be degradable or nondegradable. Developing biodegradable polymer systems
is more advantageous than nondegradable systems as it eliminates the need of
postdelivery removal of the polymer as the polymer is naturally resorbed by the
body. Because biodegradable polymers degrade to smaller absorbable mole
cules, it is important to use monomers that are nontoxic in nature. Polylactide
and poly (lactide-co-glycolide) (PLGA) are currently the most commonly used
polymers as they are known to be biodegradable, biocompatible, and nontoxic.
Naturally occurring polymers such as starch and gelatin are not very popular
owing to their instability, rapid biodegradation, immunogenicity, and insufficient
functional groups available for drug modification (82). Successful therapeutic
application of synthetic polymers depends primarily on the ability of the polymer
to enhance transfection efficiency, reduce toxicity, and/or overcome biological
barriers achieving targeted drug delivery.

Similar to cationic lipids, cationic polymers have gained increased popularity
because of their electrostatic interaction with the negatively charged macro
molecules. Macromolecular drugs are generally exposed to neutral or negatively
charged environment because the luminal surfaces of blood vessels is covered
with negatively charged moieties such as sialyl residues, chondroitin sulfate,
and heparan sulfate (56). The interaction between cationic charge of the poly
mer and the negative charge of the plasma membrane facilitates internalization
of the macromolecular drug into the cytoplasm by pinocytosis or endocytosis or
a combination of both. This is followed by the transport of the macromolecular
drug through a sequence of vesicle fusion events into lysosomes. The active
compound then diffuses into the cytoplasm or the nucleus, where it exerts its
effect (Fig. 5). In this delivery system, the macromolecular drug is covalently
linked as a unit to the polymeric backbone or to the polymeric carrier side
chain via a spacer molecule as a pendant group (1). The characteristics of the
chemical bond used to link the macromolecular drug to the polymer including
ester, imine, amide, hydrazide, azide, urethane, and thioether determine the
speed of drug release from the polymer (56). For instance, amide bonding
shows a slower release profile whereas ester bonding shows rapid release (56).
This release can be pH dependent where polymer membrane destabilization
occurs by the protonation of the polymer at acidic pH that leads to water influx,
swelling, and eventual breakdown of the membrane (83,84). It can also be
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Fig. 5. Endocytosis-mediated uptake of macromolecular drugs facilitated by its
attachment to delivery systems such as cationic polymers. (a) Endocytosis. (b) endo
some. (c) endolysosome. (d) lysosome, (e) and (0 drug release into the cytosol and
nucleus. respectively.

enzyme dependent where specific linkers which are generally biodegradable
oligopeptides are used to attach the active drug moiety to the polymeric carrier
that gets cleaved by specific intracellular enzymes. For example. the peptide
linker Gly-Phe-Leu-Gly is preferably used to conjugate HPMA polymer and
doxorubicin (85).

The overall drug-polymer complex should be hydrophilic for proper water
solubility. As most conventional drugs are hydrophobic in nature. polymeric
micelles are widely used to confer hydrophilicity to an otherwise hydrophobic
drug (Fig. 6). Micellar entrapment can be achieved by covalent or even non
covalent bonds including ionic. hydrogen bond, hydrophilic. or hydrophobic
interactions. usually involving a block polymer or copolymer (56). Micelle
fonnation using hydrophilic moieties like PEG side chains is well documented.
This hydrophilic backbone and the pendant PEG chains are in contact with
water protecting the hydrophobic drug that fonos the inner core of the micelle
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Fig. 6. Polymeric micelles facilitate the delivery of hydrophobic drugs by
conferring hydrophilicity to them. Micellar entrapment can be achieved by covalent
or noncovalent bonds usually involving a block polymer or copolymer. Micelle
formation using hydrophilic moieties like PEG side chains protects hydrophobic
drugs that form the inner core of the micelle.

from the water (86). Conjugating peptides and proteins with polymers interferes
with binding to proteases, thus increasing resistance against enzymatic degra
dation and leading to lowered immunogenicity (42). For instance, conjugation
of peptides and proteins with poly (styrene-co-maleic acid anhydride) (SMA)
protects these macromolecules from enzymatic degradation and decreases
the immunogenicity of the modified proteins. Furthermore, the conjugates
bind to plasma albumin increasing the circulation time of proteins (87,88).
Currently, protein-based neocarzinostatin-SMA conjugate (SMANC) is approved
in Japan for treating hepatoma (89). PEG attached to therapeutic proteins
has been shown to modify their activity by increasing their circulation life
and stability (90). PEG blocks the interactions between serum opsonins and
therapeutic proteins as well as particulate drug carriers such as liposomes (10),
as discussed in the previous section. PEG-modified L-asparaginase (Oncospar®)
and PEGylated interferon a-2b were approved in the United States for use in
lymphoma and chronic hepatitis C treatment, respectively (91,92). In addition,
human IgGl (93), dextrans (94), ganglioside-GMI (95), polysialic acid (96), and
other macromolecules have also been used to extend the circulatory life of
proteins and liposomes.

Polyethylenimine (PEl) has emerged as a potential nonviral cationic polymer
that can achieve nucleic acid transfection efficiency comparable to some viral
vectors (97). Conjugation of nucleic acids with PEl provides increased stability
in extracellular environment, improved cellular uptake, and enhanced endo
somal release (98). PEl has been remarkably successful for gene delivery as
evident from the recent report of the successful trial of PEl in human bladder



Macromolecular Drug Delivery 311

cancer therapy (99). Despite significant advances, more investigations regarding
the systemic stability of PEl polyplexes and their interaction with the body
are needed. This includes control over polyplex dissociation, aggregation, inter
action with biomolecules, and activation of the complement system. Also.
more detailed studies characterizing acute and long-term toxic response related
with the use of PEl polymers are required.

Cationic polyarnidoamine (PAMAM)-based dendrimers or higWy branched
polymers, Superfect® and Polyfect®, have been used for siRNA delivery.
Superfect®-mediated siRNA delivery showed 50% inhibition of Erbin gene
product in rat pheochromocytome cells and Polyfect®-mediated siRNA
delivery targeting Pl20RasGAP gene inhibited the target protein by greater
than 90% in target cells (100,101). Additionally, siPORT® inhibited the focal
adhesion kinase (FAK) gene expression in human pancreatic cells by an
exogenously delivered siRNA (102). ONs encapsulated in biodegradable poly
mers can be implanted locally or can even be administered parenterally as
a systemic formulation. Polylactides and copolymers of PLGA have been
widely evaluated for the delivery of ONs conferring protection to the ONs
from enzymatic degradation (103,104). Nevertheless, macromolecular drugs
formulated in advanced delivery systems may physically and chemically
interact with the polymeric or encapsulating agent. Polymers are a potential
class of delivery systems and should be investigated thoroughly for efficient
macromolecular drug delivery.

3.3. Peptide Delivery

CPPs, also referred to as protein transduction domains (PTDs) (/05). can
transport macromolecules across the cell membrane into the cytoplasm or
nucleus. These peptides not only self-translocate into the cell but also help in
the transport of various small and large molecules in a receptor, energy, and
transporter-independent fashion and are thus called cell-penetrating peptides
(53,106-108). These peptides contain alternate domains of hydrophobic and
charged residues that protect them from the harsh physiological environment.
After endosomal internalization, the low pH protonates the acidic residues
leading to the formation of an amphipathic helix that fuses and disrupts the
endosomal membrane. In some cases, interaction of the peptide with plasma
membrane phospholipids forms inverted vesicles or reverse micelles depositing
the embedded drug molecules in the cytoplasm (109). This mechanism is
followed by the discovery of penetrating peptides that have been reported to
successfully deliver tumor suppressor proteins and antisense ONs (110). However.
as the uptake of these peptides depends on binding to negatively charged phos
pholipids, they lack cell specificity, and the use of large molecules that cannot
adjust to the micelles is also limited. CPPs comprise 7-30 amino acids and are
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further classified into homeodomain-derived peptides originating from trans
cription activating proteins, Drosophila antennapedia, and Tat-derived peptides
originating from HIV-l Tat protein.

The transport capabilities of Tat peptides for the delivery of macromolecules
have been studied extensively. Initially, Tat peptide fused proteins such as Tat
p27Kipl and Tat-pl6INK4a were demonstrated to localize intracellularly
followed by the report of in vivo delivery of Tat peptide and caspase-3 fusion
protein that selectively induced cell death in HIV-infected cells by the activa
tion of HIV protease (111-113). Additionally, VP22 protein from the herpes
simplex virus type-l has been reported to deliver intact and functionally active
proteins such as p53 (54). Naturally occurring peptides including protamine,
LL-37, mY-tat, and VP-22 as well as synthetic peptides such as polylysines and
polyarginines are known to form polyplexes with DNA (114). Such peptide
DNA polyplexes efficiently enter cells through endocytosis (115) or by direct
membrane transduction. The Tat peptide has also been demonstrated to be very
useful in plasmid DNA delivery producing better gene expression as compared
to polyarginine presumably because of an embedded NLS in its sequence that
imparts importin-mediated passage through the nuclear pore (1). Also, the
attachment of PEl allows the plasmid DNA complex to escape the endosomal
compartment, after which they are efficiently directed to the nucleus by the Tat
peptide. It has also been demonstrated that NLS alone cannot achieve nuclear
gene targeting. They usually require Tat peptide on their surface to deliver the
gene possibly owing to the cell-penetrating capability of Tat peptides (115).

The recombinant peptide myristoylphosphatidylglycerol (MPG) was the
first CPP demonstrated to deliver siRNAs (116). MPG is derived from the
fusion peptide domain of mVl gp4l protein and SV40 NLS (117). Recent
reports suggest that the conjugation of CPPs transportan and penetratin to
the 5'-end of one strand of the siRNA via a disulfide linkage increases its
uptake (27). However, the mechanism is not clear. SiRNA delivery with
CPPs is still in its initial phases and more research is needed. Tat-protein and
chimeric MPG peptide have also been employed to improve the uptake of ONs
in a nonendocytic manner. A study demonstrated that the attachment of Tat
peptide to i3-galactosidase increased its distribution in all tissues including
the brain of mice suggesting that these peptides may be used for the improved
in vivo delivery of macromolecules such as ONs (118). Both the Tat and Antp
peptides have been shown to deliver antisense ONs to the cytoplasm as well
as the nucleus, resulting in an increased pharmacological activity and cell
specificity of the antisense ONs (36).

CPP systems open new possibilities for the cytoplasmic and nuclear delivery
of macromolecules, specifically fragile therapeutic moieties such as DNA
and proteins. As the mechanism of action of these peptides is still unclear,
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the main challenge lies in understanding the different pathways that may be
related to CPP-drug uptake. In the future. combination drug delivery systems
may be designed to include the benefits of other macromolecular carriers and
the unique advantages of CPPs facilitating superior intracellular delivery.

3.4. Nanode/ivery

The field of nanoparticulate drug delivery is still in its infancy but it has
great potential for therapeutic applications. One of the chief advantages of
these systems is higher intracellular uptake as compared to other delivery
systems. Nanoscale science and engineering has accelerated the development
of noveJ drug delivery systems such as nanoscale needles, pumps, valves, and
implantable devices that can improve the therapeutic effect of a macromolecular
drug by targeted delivery (//9). Currently. nanostructured tissue scaffolds
and nano/micro-arrays are being applied for reparative medicine, genetic, and
other biological applications (/20,12/). Se)f~assembly is being applied to
create new nanoscale devices such as nanofiber peptides, protein scaffolds, and
polymer networks (/22). In the case of polymer networks, functional monomers
arc preassembled with a target molecule and then the structure is locked with
network formation (123). Nanoscale polymer particles and spheres have been
modulated to be used in various therapeutic systems (/24-126). It is known
that environmentally responsive hydrogels that can swell or shrink in response
to various pH or temperature conditions can be employed to control the release
ofmacromolecules such as proteins and peptides. Based on this concept. nanoscale
polymeric carriers. responsive to the pH of the environment, have been mole
cularly designed such that they relea.<;e fragile therapeutic peptides and proteins
directly in the upper small intestine protecting them in the acidic environment
of the stomach (/27,/28). Moreover. these nanoparticle carriers are designed
such that they are stable for an extended period of time before being eliminated
by the immune system (129).

Reports also suggest the use of synthetic delivery systems. including polymeric
nanoparticles for application in gene delivery (130, J3 /). DNA can be transfected
with high efficiency and protected from lysosomal enzymes by encapsulating it
in nanoparticles (/32). A novel nanodevice composed of ON DNA covalently
attached to titanium dioxide nanoparticles has been reported to target, bind, and
cleave DNA (/33). In vivo administration of DNA encapsulated within gelatin
(/34) or chitosan (/35) nanospheres in mice via intramuscular injection showed
enhanced tTansgene expression as compared to plasmids delivered either free
or as cationic liposome-DNA complexes. Recently, it has been demonstrated
that small micelles fonned from polymers loaded with drugs could traverse
rat cells (136). Although these biocompatible nanocarriers could not reach
the cell nucleus, they could access important drug targets such as mitochondria
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and golgi apparatus (55). Biodegradable polyalkylcyanoacrylate (PACA)
nanoparticles carrying ONs have been demonstrated to increase ex vivo serum
stability and cellular uptake of ONs as well as in vivo plasma half-life of the
nucleic acids targeted to the liver (137). PACA nanoparticles are prepared by
the polymerization of alkylcyanoacrylate monomers in acidic medium. The
negatively charged PACA nanoparticles generally comprise a cationic copolymer
or hydrophobic detergent in order to facilitate ON binding (35). However, the
in vivo application of this system may be limited because of the toxicity conferred
by the hydrophobic cations and the production of formaldehyde on polymer
degradation. Nanoscale devices have been fabricated using integrated circuit
processing techniques and have demonstrated to allow strict regulation over the
temporal control of drug release (119). For instance, silicon microchips that
provide controlled release of single or multiple chemical substances by electro
chemical dissolution and resorbable polymeric microchip that can exhibit
multipulse drug delivery have been developed and tested (138,139).

On account of their small size, safe doses of nanoparticles have to be optimized
that will provide manageable mass or volume for administration. The widespread
application of nanoparticles and nanodevices for the delivery of macromolecules
will require extensive research in order to improve the entrapment efficiencies
and drug-loading techniques. Improved technologies and therapeutic methods
will bring out the unlimited potential of nanoscale science and engineering
leading to enhanced treatment.

4. Summary

Despite of the development of a large number of new therapeutic systems
that improve drug efficacy and specificity, undesirable side effects still deter the
potential therapeutic outcome of the drugs. Macromolecular drug delivery with
altered pharmacokinetics and subcellular trafficking allows both tissue and sub
cellular specificity. Extensive clinical studies with various macromolecular drugs
suggest that the problems associated with clinical trials of these drugs are basically
similar to those involving conventional drugs. One of the most difficult features
of macromolecular therapeutics is optimizing the delivery of high molecular
weight drugs to their target sites. Most of the macromolecular drugs can elicit
an immune response leading to increased toxicity and decreased therapeutic
response. Despite all these limitations, interest and investment in the field of
macromolecular drug delivery is growing because of the exquisite specificity that
can be attained by using these molecules as therapeutic agents. An appropriate
delivery system is the major determinant of the therapeutic efficacy of the drug.
Besides the strategies that have been investigated so far, innovative approaches
are unquestionably needed. Macromolecules as targetable drug carriers have
been the focus of extensive research. Despite their shortcomings, advances in
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genomic and proteomic technologies continue to increase the macromolecular
therapeutic candidates. Currently, about 350 macromolecules are undergoing
clinical trials and approximately 84 have been approved for marketing in the
United States. Research in this area will continue with thorough investigation
of the macromolecular drugs and delivery systems that can successfully achieve
site-specific delivery. The resulting technologies combined with the existing
ones will dramatically revolutionize the field of medicine.
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Changes in Biologic Drug Approval at FDA

Richard E. Lowenthal and Robert G. Bell

Abstract

Over the next 5 yr at FDA, there is a great need for the agency to continue its efforts to
evolve and collaborate with the pharmaceutical industry to promote rationale drug devel
opment. The agency is dynamic, and whereas plans are in place that may provide some
concept of the direction of future changes for both drug and biologics reviews, local and
world events often cause a reactionary response at the FDA that is often unpredictable.
What is clear is that the agency will need strong leadership and should continue to make
every effort to improve the regulatory review process and its ability to assess safety and
efficacy of new medicinal products in a carefully managed and balanced process. Some of
the safety concerns raised after the withdrawal of a number of commonly used medicinal
products of the past 10 yr have shifted FDA's attention and resources away from critical
programs intended to facilitate drug development and provide some regulatory relief to a
struggling industry. To achieve improvements in both safety and efficacy assessments as
well as review timelines and consistency in reviews within the agency, the FDA will have
to further consolidate medicinal product reviews in alignment with therapeutic indications.

The FDA can provide both the biotechnology industry and the public great benefits in
the future by revitalizing the effort to define critical path for medicinal product develop
ment and creating new methodologies to work with industry to accelerate product
approval. The next 5 yr will be a critical period during which the FDA will need strong
leadership to take managed risks to move forward a number of important initiatives
intended to accelerate the drug development process. The leadership must also consolidate
and focus internal resources within the agency to maintain consistent requirements for a
therapeutic indication and continue to improve review processes.
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1. Introduction

After a long period without a pennanent Food and Drug Administration
(FDA) Commissioner, Dr Lester Crawford was confIrmed in July 2005. After
the 5-mo confInnation process in Congress needed to gain consensus on the
nomination, Dr Crawford resigned suddenly in September 2005 again leaving
the FDA without a clear leadership at a time when the agency was facing sig
nificant challenges in its efforts to balance improvements in the drug develop
ment and approval process with ensuring safety of new medicinal products.

Acting quickly, the president appointed Dr Andrew von Eschenbach as acting
FDA Commissioner on September 23,2005 and it is widely anticipated that this
will eventually become a pennanent appointment Dr von Eschenbach will face
significant challenges to shift the agency's evaluation of safety and efficacy
back to a more balanced approach that takes into consideration new safety risks
as well as proven efficacy of a medicinal product In the coming years, as FDA
continues to evolve, the need to revitalize a number of significant initiatives
becomes increasingly critical to the pharmaceutical industry and the agency.

Between 2002 and 2005, the FDA has become increasingly more preoccu
pied with safety events and a need to re-engineer the assessment and oversight
of medicinal products to better assess safety during development and in the first
few years after marketing a new therapy. At the same time, PDUFA III has been
implemented placing significant pressure on the agency to accelerate medicinal
product reviews and meet obligations to Congress defIned in the law. Further
distractions include bioterrorism efforts, international efforts (e.g., International
Committee for Harmonization, ICH), and internal reorganizations to align thera
peutic review criteria and consolidate resources.

What is critical in the next 5 yr for FDA are efforts to refocus on initiatives
that will accelerate the drug development process and improve the life cycle
management of medicinal products. Dr von Eschenbach has already placed
emphasis on revitalizing the Critical Path Initiative, which has stagnated in
2004 and has seen little progress without clear leadership at the agency. A
strong leader at FDA is needed to move the Critical Path Initiative forward and
further evolve the concept into a collaborative and circular process that allows
the agency to collaborate with industry partners early in the development cycle
and continue cooperation through the life time of the product

It will also be important for the leadership of FDA to clarify the role of the
agency in evaluating the benefIt-risk of a medicinal product and explain this
process to both the Congress and the public. The need to take managed risks in
the development of new medicinal products and defIning those risks in light of
potential therapeutic benefits will become increasingly important in the future
to help avoid lengthy development timelines and excessive costs that delay or
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eliminate beneficial drugs from coming to market that could help patients in
need for new therapies to treat or cure serious illnesses.

Over the long history of FDA, the agency has evolved and changed. In some
cases, these changes have been in reaction to sudden and negative events,
whereas other changes have been well conceived and managed. With a signifi
cant Deed for the agency to consolidate resources, improve processes, improve
consistency and work with industry to facilitate good medicinal products
coming to market, leadership with the foresight and ability to manage future
perceptions and changes is critical. Pharmaceutical development remains one of
the largest industries of United States and scientific advances that bring patients
new medicines one of the greatest needs in society. With an industry seeking a
clear pathway to develop cost-effective drugs, the need for FDA to participate
and collaborate in the development process is becoming increasingly important.
The next 5 yr will be an important and significant period in the history of FDA
that will define the future of the pharmaceutical industry in the United States
and worldwide.

2. History of Biologic Regulation at FDA (1,2,3,4)

Regulatory oversight of biologics by the US Federal Government has drama
tically evolved over the 100 yr since the passing of the 1902 Biologics Control
Act by Congress. The Act was in reaction to the death of 13 children after
receiving diphtheria antitoxin contaminated with tetanus, which emphasized the
need for regulatory oversight for the production of biologics. The Act also
required that producers of vaccines be licensed annually for the manufacture
and sale of vaccines, serum. and antitoxins. Prior to this time no regulatory
oversight of biologics existed in the United States.

The Food and Drugs Act was passed by Congress in 1906. which outlawed
adulterated and misbranded foods and drugs, but did not provide for additional
specific regulation of biologics. As the efforts to regulate both drogs and biologics
continued in the face of mounting public health events, the Public Health Service
was created in 1912. Congress also made efforts to improve the government's
ability to support and conduct medical research, which led to the formation of
the National Institute of Health (NIH) in 1930 as a scientific and medical
research organization within the government. The Division of Biologics Control
was established in 1937 to support oversight of commercial biologics. but was
limited in their ability to regulate products sold to the public.

It was well recognized by this time that the Pure Food and Drug Act had
serious flaws and experienced numerous failures in efforts to enforce the Act.
As the complexities of drug and biologics manufacturing increased, some
medicinal products with associated risks fell outside of the legal and regulatory
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oversight of the Pure Food and Drug Act, and efforts to amend the Act were
initiated within Congress. In 1937, a diethylene glycol-contaminated elixir of
sulfanilamide resulted in the death of over 100 children. This event renewed
efforts to amend the Act within Congress resulting in the Federal Food, Drug
and Cosmetic Act that was signed into law in June 1938 creating the modern
Food and Drug Administration (FDA) (5). Between the 1902 and 1938 Acts,
appropriate provisions in the law began to emerge that would facilitate regula
tion of biologics.

Throughout the 1940s, amendments to the Act brought further oversight of
biologics that included the Insulin and Penicillin Amendments and requirements
for prescriber labeling. The Penicillin Amendment was of particular importance
as it required that all batches of drug products containing penicillin were
required to undergo a formal batch certification by the FDA prior to use in human
medicinal products. This certification requirement was expanded to include
other antibiotics and was managed within FDA's Drug Division. The Public
Health Service Act was passed in 1944 creating the Laboratory of Biologics
Control to facilitate testing of biologics for the bureau.

In the 1950s significant breakthroughs in medicine were made with the devel
opment of the first vaccine for polio by Jonas Salk, arguably the greatest advance
in medicine at the time. The polio vaccine had to be tested before licensing with
injections given to over 1.8 million children prior to its licensure in 1950. Later
emphasis on the manufacturing and controls was further pursued when a batch
of vaccine produced by Cutter Laboratories led to more than 260 people con
tracting polio because of a failure to completely inactivate the live virus vaccine.
Polio vaccine use was suspended in May 1955 until all manufacturing facilities
could be inspected and procedures for production approved by the bureau.

In 1951, the Durham-Humphrey Amendment defined the types of drugs
that would require a prescription from a medical professional to be sold in the
United States. In 1962, the Kefauver-Harris Amendments to the Act were intro
duced, after thalidomide was found to cause birth defects, to establish addi
tional regulatory authority to evaluate drug and biologic safety and to require
that such products be tested in clinical trials. These amendments also required
that companies provide "substantial evidence" of the effectiveness of a drug or
biologic prior to approval of a labeled claim for the product. Enforcement was
also enhanced by these amendments through the establishment of "Good
Manufacturing Practices" (GMPs) and the requirement that commercial manu
facturers be inspected every 2 yr and register annually with the FDA. The
amendments passed in 1962, also extended the FD&C Act to blood products
and blood banks. In 1972, the Bureau of Biologics was formally established
within the FDA to review the safety, effectiveness, and labeling of all previously
licensed biologics.
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During the 1980s and 1990s there were a series of organizational changes
within the FDA that ultimately transformed the Bureau of Biologics into the
Center for Biologics Evaluation and Research (CBER) in 1988. At this time,
there was a rapid evolution of biologics with the advent of biotechnology
derived products as well as therapeutic protein products. Protein products, such
as cytokines and monoclonal antibodies, were being developed for a host of
diseases and the number of product reviews increased rapidly at CBER. In
1993, CBER was reorganized after the introduction of the Prescription Drug
User Fee Act (PDUFA) of 1992 to separate vaccines, blood, and therapeutic
product regulation in an effort to improve efficiency within the center. Responsi
bilities to license manufacturing facilities and compliance activities were also
separated within the center to better define roles and oversight.

In the 1990s the FDA also established international efforts to collaborate
with the European Union and Japan in the development of a new set of stan
dardized guidelines for drug development. The ICH was established to create
global standards for drug and biologic research through a series of international
guidelines. To date the ICH effort has made substantial progress in defining a
consistent approach to drug development and approval in the three regions.

During these efforts to harmonize drug review internationally, the differences
between approaches to the review of therapeutic products for treatment of diseases
and separate cultures within the FDA's Center for Drug Evaluation and Research
(CDER) and CBER became more pronounced and apparent. The separation of
responsibilities between CDER and CBER for review of therapeutic products
led to increasing discrepancies between the approval process and requirements
within the FDA at the same time FDA was making efforts to harmonize such
requirements internationally. Whereas the politics and considerations within
the agency that led to the most recent significant reorganization are complex
(14), the ultimate outcome of the announcement of Dr Lester M. Crawford,
Deputy Commissioner of FDA on September 6, 2002, that the review of all
new pharmaceutical products (therapeutics) would be consolidated into CDER
ultimately will prove to be a positive change for the industry (6). The restructuring
of FDA to fully align therapeutic divisions within CDER is still ongoing and
substantial changes are expected over the next 5 yr. However, the concept of
having a single office and division within the agency reviewing all therapeutic
products intended to treat an indication is a significant advance for the agency
and corrects the earlier FDA underestimation of the evolution of biologics into
therapeutic uses.

3. Changing Paradigms at FDA (PDUFA III)
The 2002 reorganization of the agency and ongoing changes are a new para

digm in the approach to the review of therapeutic agents for treatment of a
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disease. The reorganization refocused CBER's efforts on the areas of vaccines
and blood safety, but also allowed CBER to retain responsibilities for gene
therapy, cell therapy, and tissue transplantation. The rationale for leaving some
therapeutic products within CBER is based on the scientific expertise required
for such products and the close working relationship of CBER with NIH,
who also regulates such products as those used in gene therapy or somatic cell
therapy. One can foresee future changes in the agency to further consolidate these
therapeutic areas as the FDA evolves and the concept of a single gold standard
for pharmaceutical development and approval for an indication continues to
develop.

Currently, FDA is executing a 5-yr plan under the PDUFA III that extends
from 2002 to 2007 (7). The PDUFA III goals further extend improvements in
the agency under PDUFA I and II with current goals of completing 90% of drug
and biologic reviews within 6 mo for priority drug and biologic designations
and 10 mo for standard applications. The current 5-yr plan outlines major ini
tiatives for the agency and appropriation of user fee funds collected under the
current PDUFA III legislation. The plan also outlines specific initiatives and
staffing levels for CDER, CBER, and the Office of Regional Affairs (ORA)
responsible for compliance activities.

3.1. The Center for Drug Evaluation and Research

Under PDUFA III, CDER will gain the majority of resources provided to
the agency by product review user fees. Of the 1464 additional full-time
employees (FTEs) above base funding levels provided under the User Fee Act
by year 2007, a total of 1054 are anticipated to be hired within CDER for
review of new therapeutic pharmaceutical products. The distribution of head
count reflects the expanded review responsibilities of CDER to include thera
peutic biologic products.

The key initiatives of CDER during this period will include enhancements
in staffing and training efforts to improve reviewers' developmental activities
and train reviewers within CDER on Good Review Management Principles
(GRMPs) and Continuous Marketing Application Pilot Programs. Training
is also being enhanced to address improvements in counterterrorism efforts,
current GMP initiatives, and pediatric labeling information.

The history of FDA as described earlier is a process of evolution and conti
nual improvement. These evolutionary changes have often been a reaction to
dramatic events that were not anticipated by the agency, resulting from serious
adverse effects with pharmaceutical products in the research or market place
and unanticipated, even fatal, side effects of drugs approved for use by the FDA.
Through the 1990s there were a number of drugs removed from the market
because of unanticipated side effects, such as QTc wave prolongation and most
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recently cardiovascular side effects of Cox-2 inhibitors that have emphasized
the need for improved efforts in the area of risk management at the agency. In
response, FDA has defined Efficient Risk Management as one of five strategic
goals during the current 5-yr PDUFA III period. Within CDER careful evalua
tion of safety throughout the development process and review during the
approval phase have been significant efforts. It is acknowledged by FDA that
this is an evolving science and it is not possible to evaluate all considerations
regarding safety during the development of a drug product. The objective within
CDER is clearly to balance benefit and risk, leading to some minimum criteria
for evaluation of safety over time. In the enhanced risk management initiative,
CDER is focusing more attention and resources on surveillance of the safety of
approved medicines with emphasis on the first 2 yr after launch for standard
drug approvals and 3 yr for drugs with significant safety concerns at the time of
approval. This amounts to a periapproval process where safety reporting will
have to occur more frequently initially as the drug usage is expanded and once
safety is established in practice, safety reporting requirements would be reduced
to expedited and annual reporting requirements more typical of the prior
decade. One can envision that this effort will continue to expand as scientific
advances identify new risk factors and as the system is improved over the coming
years. In the future, the ability to file safety data electronically and data mining
technologies will dramatically improve the center's ability to manage risk of
new therapeutic products after approval.

Another key strategic initiative emerging at the FDA and within CDER is
the Continuous Marketing Application initiative. The initiative takes into
account the entire life cycle of drug development leading to approval and creates
a continuous process for drug review and approval. The concept, although
simple, is complex to implement and represents a significant change in how
CDER manages review of therapeutic products. The concept is that review of
the product for approval is initiated with the Investigational Drug Product
(lND) Application and continues throughout development of the product with
a dose partnership between the agency and the company. In theory, on com
pletion of the final clinical trials, CDER would be in a position to rapidly
review the final clinical data and integrated summaries. This would allow
more rapid approval of the product without conducting a retrospective review
of the entire scope of data on the medicinal product. Given the review is
continuous and builds on itself, review of prior completed studies and other
information would be complete even before the final submission for approval.
Currently, the center is conducting two pilot programs in an effort to more
fully evaluate both the benefits and the cost of this program, given the more
intensive early review of data necessary on medicinal products that may not
succeed during development.
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Other objectives outlined in the center's 5-yr plan include efforts to improve
first cycle review performance and training on GRMPs in an effort to increase
the efficiency of first cycle reviews of new applications. Whereas the center
presents plans to hire outside expert consultants to support several efforts,
including the review of biologics and the first cycle review initiatives, the
budget is very limited and unlikely to support significant efforts in consultant
support.

3.2. The Center for Biologics Evaluations and Research

The CBER's 5-yr plan focuses on similar objectives as with COER, but given
the shift in responsibilities to COER for many therapeutic biologics, CBER will
have limited resources from PDUFA ill with only 221 additional staff members of
the 1054 available to the agency under the user fee bill assigned to CBER by 2007.
This is a reduction from the 269 staff members allocated in 2003. Interestingly,
CBER has a much greater emphasis on enhanced training and staff develop
ment in their 5-yr plan than in that of COER. Some of these efforts are focused
on training to help facilitate the drug development process and first cycle review
management efforts. Risk management is also a primary objective of CBER
over the 5-yr period defined in the plan, with emphasis on the periapproval surveil
lance responsibilities of the center. CBER will also follow initiatives outlined
by the agency in developing systems for Continuous Marketing Applications by
revising management review processes and tracking systems with the center to
aid in tracking application review and coordination.

3.3. The Office of Regional Affairs

ORA, who has responsibility for field compliance activities, has no signifi
cant initiatives outlined in the FDA's 5-yr plan and maintains a constant level of
staffing and budget from the user fees available through the PDUFA III years.
The lack of changes result from fewer drug applications filings since 2000, and
more preapproval inspections are being waived because of improved compliance
status of companies based on routine biannual inspections.

4. Evolution of Safety Monitoring and Assessment at FDA
Great emphasis on drug safety has always been placed on drug reviews and

in postmarketing surveillance at FDA. In 2004, the agency initiated efforts to
further improve the processes for postmarketing surveillance and review of
marketed drug safety (8). At the forefront of these efforts is the revitalized Office
of Drug Safety (ODS) made up of a diverse staff of medical professionals from
various disciplines. The office has been highly productive in preparing new
guidelines on both pre- and postmarketing safety surveillance as well as devel
oping guidance around risk management or Risk Minimization Action Plans.
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It is anticipated that over the years these efforts will continue to mature and
improve safety monitoring; however, some caution is also warranted that industry
and the agency maintain a fair balance between the benefits and risks of any
pharmaceutical product and avoid overreaction to the potential discovery of
unanticipated side effects in postmarketing surveillance. Such findings in an
uncontrolled environment must be carefully evaluated, first to determine if they
are in fact true events and second to ensure that they are adequately assessed vs
the benefit of the therapeutic to the patient population involved.

Some of the unique approaches to drug safety surveillance include new
sources of data that include managed care databases, international sources of
data, as well as data mining technologies that look for trends in large bodies of
information.

The Adverse Event Reporting System (AERS) is the primary effort of ODS
to collect surveillance data of significant events for evaluation. In 2004, a total
of 426,109 adverse event reports were received by ODS of which over 263,000
events were entered into the AERS database. The enormous workload and
emphasis in the community on reporting adverse drug experiences has increas
ingly demonstrated the need for a fully electronic system for spontaneous
adverse event reporting. By 2010, it is anticipated that essentially all serious
adverse drug experiences from companies will be reported through electronic
transmission to ODS.

The emphasis on risk management programs (i.e., Risk Minimization Action
Plans) is also anticipated to continue and increase through 2010 in an effort to
manage the use of pharmaceutical products that have significant safety concerns.
These plans are designed to manage the safe use of a medication, often by limit
ing use to target populations, through safety monitoring, limiting advertising,
limiting distribution channels, and in some cases, requiring drug registries. These
risk management plans are anticipated to become more prevalent in future drug
review cycles and the current draft guidelines published in May 2004 will soon
become final as emphasis on drug safety continues to be a primary focus of
the agency.

Another primary initiative of ODS through the 2010 time frame is the Healthy
People 2010 program that includes improvements in adverse event monitoring,
information systems for the public, physician oversight of medication use,
patient information through pharmacies, oral counseling for patients on medica
tion use, and increasing effort to get public blood donations, while maintaining
the safety of the blood supply.

ODS is also active with the ICH efforts with the initiation of M5 (Data
Elements and Standards for Drug Dictionaries) in 2004, which will develop a
new international guideline supporting all pre- and postapproval pharmaco
vigilance activities as well as communication of regulatory information. The ICH
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E2B Implementation Working group and E2B(M) guideline for electronic
submission of adverse drug experiences continues to be evaluated and revised
with plans to modify this guideline in the coming years. ODS is also working
with ICH on Pharmacovigilance Planning (E2E) to define a framework for
the organization and analysis of preclinical and clinical safety data obtained
from clinical trials and postmarketing surveillance.

ODS staff also participate in the Management Board of the Medical
Dictionary Regulatory Activities (MedDRA) in an effort to continue to improve
and develop the current gold standard in adverse event reporting definitions.
Additional activities in the CIOMS Working Groups, with the World Heath
Organization, collaboration with other health authorities, as well as pharmaco
vigilance videoconferences highlight the continued efforts to coordinate
internationally the focus on safety review and evaluation of marketing pharma
ceutical products.

Within ODS, the Division of Drug Risk Evaluation (DDRE) will playa key
role in working with the therapeutic divisions to assess safety signals, improve
product labeling, and compliance with both labeling and risk management
plans. Industry and the public should anticipate that by 2010 the number of
labeling changes to increase warnings or include black box warnings on drug
products will steadily increase as surveillance activities and technologies for
data mining continue to improve. Supporting this effort is the Division of
Medication Errors and Technical Support (DMETS) which supports the tech
nical efforts within ODS as well as evaluates medication dispensing errors
and potential for name confusion prior to approval. Also within ODS, the
Division of Surveillance, Research and Communication Support (DSRCS)
provides access to safety data and risk information on medications to CDER,
CBER, and ODS.

The great emphasis on improving drug safety and appropriate labeling of
medications, both biologics and drugs, is anticipated to continue as a rapid pace
through 2010. Companies will be hard pressed to keep pace with these efforts
on the part of the agency and compliance will become an increasingly important
consideration as the agency turns towards stronger measures to enforce guide
lines for safety reporting and evaluation requirements in future years. One should
also anticipate some consolidation with ODS to streamline the process and
better utilize resources over time. One of the more significant considerations of
the agency for the future is how to balance emerging safety considerations for
approved medicinal products, with additional data on efficacy and benefit to the
patient. The FDA will have to consider new methodologies in the ongoing
assessment of the risk-benefit for a medicinal product during the product's
life cycle, while avoiding the temptation to overreact to political and public
pressures that, in the long run, may be counterproductive.
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Fig. 1.

5. Review of Therapeutic Biologics
As CDER continues to incorporate the review of biologics into the thera

peutic areas, there has been a period of transition. The current center structure
is shown (Fig. 1) and outlines the review divisions and makeup of the center in the
fourth quarter of 2005. After the announcement of the transfer of responsibility
for many of the therapeutic biologics in 2002, the center created the Office of
Drug Evaluation VI to incorporate the biologic product reviewer process into
CDER, but this is anticipated to be an interim measure and eventually all review
activities should be within the therapeutic divisions. The consolidation of these
groups will also lead to more consistent and predictable medicinal product
reviews. Although CBER in the past has had significant scientific expertise, the
divergence of biologic product evaluations from those criteria used to evaluate
drugs in the therapeutic divisions of CDER, as well as those criteria outlined by
ICH, has led to the need for change at the agency. Although some in the
biotechnology industry viewed these changes in a negative manner because of
the fear that such changes would increase the burden on biologics to obtain
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approval, these changes are necessary given the different criteria for approval
that developed during the evolution of CBER and CDER. One must consider that
the requirements for approval of a therapeutic treatment for a particular indica
tion should primarily be the same for both simple drug molecules and complex
biologics. Thus the artificial separation that developed over the past 30 yr,
which also lead to the divergence of requirements for approval, was justifiably
corrected by the agency. Faced with a consistent approach to review both drugs
and biologics, industry will eventually benefit by having a single standard.

Within CBER responsibilities remain the regulation of blood products,
vaccines, cellular and gene therapies, live tissues, xenotransplantation, some
devices, and allergenics (9). Some of these technologies, such as gene therapies,
in reality are focused on therapeutic indications. Whereas, currently, they remain
within the responsibilities of CBER because of the scientific and technical
expertise these products require, ultimately one can theorize that FDA will decide
to move these products as well into the therapeutic divisions of CDER based on
the same rationale that emphasized this need for other biologic products.

5.1. Critical Path Initiative

For the past 15 yr at FDA, the Critical Path Initiative has taken shape into a
concept that continues to expand and is anticipated to playa critical role in the
development of future biologic and drug products (10-12). This initiative is
especially interesting to the development of biologic products given the fast
pace of scientific advances within the biotechnology industry. The Critical Path
Initiative analyzes the various stages of drug development from basic research
through final approval and launching of a new medicinal product. In the face of
increases in pharmaceutical development costs and decreases in new medicinal
products coming to market, the agency has continued to expand its efforts in
defining the critical path and implementing appropriate reforms to facilitate
drug development. The three dimensions outlined by FDA on the critical path
include: assessing safety, demonstrating medical utility, and industrialization.
Whereas the Critical Path Initiative has led to many meaningful changes,
including the 1995 IND Guidelines, more emphasis on expanding these efforts
to define the critical path and implement regulatory changes to facilitate medic
inal product development is critical for the future of the industry and to patients
in need of new therapies for serious diseases.

There is a significant need for the agency to take acceptable risks during drug
development that may accelerate the process and, for wider acceptance, novel
and improved scientific assessments of drug safety and efficacy be utilized to
reduce unnecessary regulatory burdens. There is a clear need to continuously
update guidance to keep current and consistent. It is common in industry that
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uncertainty over regulatory requirements can stagnate the development
process or make funding of novel medicinal therapies difficult because of the
lack of a clear regulatory pathway. The review practices at FDA will also need
to be kept consistent to improve predictability of companies during the develop
ment process. There is also a significant need to have FDA more involved in
collaboration with academia, industry, and other regulatory bodies to ensure
consistent standards and promote scientific advances that may lead to new
medicinal products. These efforts are of particular importance to the biotech
nology industry given the unique, and sometimes atypical, technologies that are
currently under development and which may not be fully addressed by current
FDA guidance.

One of the burdens for the biotechnology field is the rigid nature of regulations
and guidance currently existing at FDA. Whereas FDA maintains that guidance
documents are not binding, reviewers are often stressed to deviate significantly
from these guidelines during the drug development and review process. An
essential part of the Critical Path Initiative needs to include improved flexi
bility of the agency to work with companies and accept rigorous science, even
when novel.

Through 2010 it will be critical for the agency to continue to work with
academia and industry to more fully define and implement the initial efforts of
the Critical Path Initiative. FDA will need to expend more resources to under
stand the basic research phase of development and help define which scientific
techniques may be useful to identify medicinal products with a higher potential
for success. During the translational research phase of development the agency
will have to more fully embrace the need to take acceptable risks to facilitate
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the drug development process. These early nonclinical and clinical evaluations
are critical to moving products into full development and there is a need for
FDA to find new ways to facilitate these efforts in collaboration with medicinal
product developers. Of most significance is the effort on critical path research,
which is directed toward improving the medicinal product development
process by establishing new development tools and consistent guidance. FDA
is expected to emphasize this later phase of development through 2010 to facil
itate the introduction of new therapies and help manage the increasing cost of
development because of new regulatory requirements.

6. The Future of Regulation for Blood Products

CBER maintains as one of its core responsibilities the regulation of the
nation's blood supply to minimize the risk of infectious disease transmission
and other risks to the public. This responsibility includes whole blood, plasma,
blood-derived products, artificial blood products, as well as products used to
prepare blood and cellular products. CBER works closely with the Centers for
Disease Control and Prevention (CDC) as well as the NIH in developing new
scientific approaches to the detection of infectious diseases in blood products
and regulation to ensure a safe blood supply. Over the next 5 yr, the efforts
necessary to protect the national blood supply from new or existing infectious
agents and potentially terrorist acts will require a substantial effort on the part
of the agency.

7. Recent Regulatory Changes for Vaccines

Vaccines and virus materials are also still regulated by CBER after the re
organization in 2002. Currently there are significant concerns with the ability of
manufacturers to produce adequate supplies of safe vaccines to prevent seasonal
illnesses as well as to fight bioterrorism. The center has taken the initiative to
work with industry and within their resources to develop new technique for
the production of vaccines in a cost-effective manner. The recent shortages of
flu vaccine in 2004 as a result of GMP compliance problems at a single Chiron
vaccine production plant emphasized the vulnerability of the vaccine supply in
the United States. CBER is focused on new techniques to correlate vaccine gene
changes with actual production from the specific infectious disease in patients
to predict the effectiveness of a vaccine (as a surrogate market). These efforts
along with recombinant vaccine production techniques are anticipated to accel
erate the development of vaccines while reducing the cost of development by
allowing manufacturers to demonstrate the effectiveness with fewer numbers of
patients in clinical trials.

The focus on the safety of vaccines and vaccine products will continue to
expand at CBER through the next 5 yr. CBER is focused on studying methods
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to detect side effects in live vaccines by measuring the gene changes with atten
uated and virulent species of the vaccine. The Vaccine Adverse Event Reporting
System (VAERS), which is jointly managed by CBER and CDC, will continue
to be the primary postmarketing safety surveillance program responsible for
monitoring adverse side effects potentially related to vaccines.

8. Regulation of Gene Therapy and Somatic Cell Therapy Products

8.1. Gene Therapy

The promise of gene therapy in the 1980s and 1990s has not been realized as
many had prophesized, in part because of the lack of specific vector techno
logies that have led to increased concern about serious adverse effects from these
therapies. Between 2000 and 2002 a number of gene therapy programs were
discontinued owing to safety and only those viral vector-mediated gene thera
pies for the most severe diseases and plasmid-mediated gene therapies were
allowed to continue in clinical development. Much of the effort of CBER in the
area of gene therapy is done in conjunction with the NIH and the Recombinant
Advisory Committee (RAC), which operates as an independent organization,
managed by NIH, to review and approve gene therapy trials in the United
States. The efforts of CBER and the NllI RAC are in some respects redundant
and inefficient for the industry. The burdensome process of getting approval
from FDA, an IRB, the NIH RAC, and a Biologics Safety Committee at the
clinical trial site has created an unnecessary burden for industry. As the gene
therapy industry recovers and new more targeted technologies are developed to
facilitate gene transfer, future reform and consolidation of responsibilities
between FDA and NIH is needed to make gene therapy research a manageable
endeavor for industry.

Another consideration for the future is the internal FDA regulation of Gene
Therapy. Although currently maintained in CBER after the 2002 reorganiza
tion, the Division of Gene Therapy is in fact primarily focused on products to
treat therapeutic indications. Although the unique scientific expertise needed to
properly review gene therapy products was the primary reason to maintain this
function within CBER, the primary clinical focus of treating a disease with a
therapeutic agent is still consistent with the rationale for moving other similar
functions to CDER. Ultimately one must ask if the review of therapeutic treat
ments involving gene therapies should be managed within the CDER review
divisions with either a consult from CBER, or perhaps a technology group
within the Office of Pharmaceutical Sciences, to manage the scientific product
manufacturing review. In the coming years, FDA will be challenged to rethink
the regulation of gene therapy as new and more innovative methods of gene
transfer are developed that facilitate future clinical development in this area of
medical science.
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8.2. Somatic Cell Therapy

Similar to the issues facing the regulation of gene therapies, cellular therapies
derived from hematopoietic stem cells, myoblasts, and other cells differentiated
beyond the embryonic state are being investigated not only as replacement thera
pies, but also to treat a wide range of illnesses. Such therapies show significant
promise for cardiovascular diseases, a variety of autoimmune diseases, and neuro
logical diseases. Again the rationale for FDA maintaining the review of cellular
therapies within CBER is the science and research base necessary for review of
these products. The dilemma of having duplication of the clinical therapeutic
function and potential divergence of regulatory requirements still exists and
FDA will have to consider options in the future to consolidate such functions.

Another emphasis that CBER places on their role in the cell therapy field is
a series of research projects focused on advancing the science of evaluating
such products. This work is done in conjunction with various groups within
the NIH, who is the primary government agency for such research and devel
opment. One has to ask if such efforts on the part of FDA, a regulatory body,
are in fact appropriate or value added to the public and the industry. Such con
siderations will have to be addressed and perhaps future reorganizations will
realize more clearly the role of FDA as a regulatory body and NIH as a scientific
research organization.

8.3. Role of NIH in the Review of Biologics

The FDA and NIH implemented a memorandum of understanding on
September 19,2005, in an effort to clarify their respective roles and collaborate
in their efforts to regulate medicinal products and, in particular, biologics (13). The
memorandum takes a step towards clarifying the role of FDA as the primary
regulatory body that reviews and approves therapeutic agents, and NIH as the
government organization that is responsible for biomedical research in the
United States. The agreement outlines areas and efforts to collaborate to protect
public health and define appropriate regulation for biologics and new biomedical
technologies. The process for sharing nonpublic information was also clarified
to facilitate the exchange of data between the two agencies. The agreement,
however, falls short of addressing the duplication of efforts in regulating some
types of biotechnologies, such as gene therapies and cellular therapies, which
remain a burden on the industry for the foreseeable future.

9. Electronic Filings (eCTD)

The agency is rapidly moving towards all electronic filings with the imple
mentation of the electronic Common Technical Dossier (eCTD) in 2003. The
eCTD format is harmonized among the United States, European Union, and
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Japan to facilitate the preparation of a marketing authorization application. The
eCTD concept, format, and implementation were carried out through the ICH
process and represent one of the most critical initiatives of ICH. Although the
format does not define content, for the first time common format of marketing
applications will be possible.

The eCTD is an electronic form of the CTD, which in the United States may
be submitted without any paper copies of the application. The European Union
still requires paper copies of applications for archives and the Rapporteurs, and
module one for all EU countries. However, it is anticipated in the future that all
regions will move to all electronic filings without the requirement for printing
hundreds or thousands of volumes of data. The ability to file fully electronic fil
ings alone will save at least 2 and 4 wk in the approval time of new chemical
entities, purely because of the time saving from not printing and quality con
trolling volumes of the application. At present, the advantages in review time
for the various regulatory agencies is not clear, but it is anticipated that the
eCTD will also accelerate review cycles and allow for more specific comments
from reviewers who will focus less on the administrative aspects of the review
process and more on evaluation of the application content.

The greatest potential benefit of the eCTD is to facilitate the efforts of ICH
to harmonize the actual content of a market authorization application for a new
chemical entity and significant line extensions. Currently, the FDA will still
require the full Integrated Safety and Efficacy Summaries as required in past
New Drug Application (NDA) submissions. At present there are two primary
strategies in the industry for the preparation of an eCTD. The first philosophy
is similar to the historical approach of customizing the eCTD for each region,
including specific data, reports, and summaries designed for each ICH region's
preferences. The second approach is to make eCTD submissions as consistent
as possible between the various ICH regions, with the exception of administra
tive information in Module 1 of the application.

As the ICH progresses, it can be argued that industry should make every effort
to promote consistency and identify areas for improvement within the ICH
process. The concept of customizing applications, while understandable in the
short-term objective of a single submission, may in fact negatively impact any
effort to identify areas of inconsistency and facilitate change through the ICH
process. Filing applications which are as similar as possible across ICH regions, or
identical if possible, would help identify areas of difference that remain between
regions and differing interpretations of current ICH guidelines. These differences
could be addressed during the review process for an individual application and
also used by industry to identify and promote new discussions within ICH to
modify existing guidelines, clarify interpretation of guidelines, and identify
areas where new guidelines are needed to facilitate the harmonization process.
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10. Into the Future
Over the next 5 yr at FDA, the agency will continue to evolve and the overall

direction of any topic outlined in this chapter is difficult to assess with great
accuracy. The agency is dynamic, and whereas plans are in place that may provide
some concept of the direction of future changes for both drug and biologics
reviews, local and world events often cause a reactionary response at the FDA
that is often unpredictable. What is clear is that the agency will continue to
make every effort to improve the regulatory review process and its ability to
assess safety and efficacy of new medicinal products. Some of the safety concerns
raised after the withdrawal of a number of commonly used medicinal products
in the past 10 yr have shifted FDA's approach to pharmaceutical product
reviews and requirements for approval. To achieve improvements in both safety
and efficacy assessments as well as review timelines and consistency in reviews
within the agency, the FDA will have to further consolidate medicinal product
reviews aligned with therapeutic indications. As such, the biotechnology industry
should expect continued consolidation of therapeutic drug reviews under a single
center within the agency given the need for consistency of clinical assessments
for a single indication.

It can be anticipated that future reviews for each therapeutic indication with
all medicinal products, including somatic cell and gene therapies, will be contained
within a single therapeutic division. Specialized technology reviews can be man
aged through the Division of Pharmaceutics or through other internal consults
within the agency. Whereas the agency has currently established a separate
division for some biologic reviews (e.g., ODE VI), the future should bring
continued consolidation and centralization of medicinal product reviews within
the therapeutic divisions.

Throughout the history of the FDA, safety events have been the most influ
ential driver for change and improvement in the review process for medicinal
products. During the 199Os, a number of drugs were discovered to cause QTc
wave prolongation and were withdrawn off the market owing to a reassessment
of the risk-benefit by the agency and companies involved. As the science around
cardiovascular safety evolved, new requirements for approval have been estab
lished to reduce the likelihood of unknown serious cardiovascular side effects.
In the past couple of years, the field of pain management has been dramatically
impacted with the findings that the Cox-2 mechanism may also lead to serious
adverse cardiovascular side effect with prolonged use. Such events are inevitable
and the agency will continue to assess these safety risks and adjust the approval
requirements based on science as well as perception of risk-benefit.

Where the FDA can provide both the industry and the public the greatest
benefit in the future evolution is a continued effort on the Critical Path Initiative
and creating new methodologies to work with industry to facilitate development.
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The past achievements of the agency in this area have provided the phanna
ceutical development industry with some relief and have already facilitated
drug development. Some of the benefits have been taken back with increased
safety requirements. but ultimately the agency shall have to carefully consider
appropriate risk during development and collaborative methodologies to facili
tate the pharmaceutical development process to bring good drugs to the public
more quickly than in the past two decades. Such efforts will benefit the general
public. one of the United States' most critical industries, as well as the agency.

References

1. McDonald, S. US Depan.ment of Health. History of Biologics. Food and Drug
Administration website, September 2002.

2. Center for Biologics Evaluation and Research Centennial - Commemorating 100
Years of Biologics Review. Food and Drug Administration website
(www.FDA.gov/CBERtm\idelCentseireg.htm) September 25. 2002.

3. A Brief History of the Center for Drug Evaluation and Research, Food and Drug
Administration website (www.FDA.gov/CDERJAbootIHistorylHistex.htm).

4. Milestones in Food and DNg Law History, Food and Drug Administration website
(www.fDA.gov/opacomlloachgroundersimiles.html).

s. 1938 Food. Dru8 and Cosmetic Act.
6. "FDA to Consolidate Review Responsibilities for New Pharma Products". F<xxI

and Drug Administration~s Release Septe.mber 6. 2002,
7. Food and Drug Admi.nistration PDUFA ill Five-Year Plan, July 2003.
8. Food and Drug Administration Center for Drug Evaluation and Research Office of

Drug Safety Annual Report FY 2004. Food and Drug Administration web:'lite
(www.FDA.gov/CDERJOfficeIODSJAnnRep2OO4ldefault.htm).

9. Center for Biologics Evaluation and Research FY 2004 Annual Report, Food and
Drug Administration website (www.FDA.govICBERIlnsidclAnnrpt.htm).

10. "FDA Critical Path", California Hea1thcare Institute White Paper 2005.
II. News Along the Pike. Critical Path repon caBs for modemi7--ation tools, July 15.

2004.
12. Center for Drug Evaluation and Research CDER 2004 Report to the Nation:Improving

Public Health Through Human Drugs (www.fda.gov/cderlreportslrtnl2OO4lrtn2004.hbn).
13. Memorandum of Understanding Between the Food and Drug Administration

Center for Biologics Research and Evaluation (CDER) and the National Institute
of Health (NlH)lNational Institute of Neurological Disordcrs and Stroke (NINDS)
Fed. Register, Vol 70. No J80lMonday September 19. 2005.

14. Hawthorne. F. (2005) Inside the FDA. John WJ.1ey and Sons.



16 _

Follow-On Protein Products: The Age of Biogenerics?

Robert G. Bell

Abstract
Follow-on protein products (POPP). also known as follow-on biologics, biogenerics, and

biosimilars, are available outside of western markets; however, no FOPP have yet been
approved in the US or European pharmaceutical market. This is because of a lack of registra
tion process for the demonstration ofpharmaceutical and therapeutic/clinical equivalence. The
production of FOPP is a significant opportunity for patients. managed health care providers.
and manufacturers with bioprocessing capabilities. assuming the follow-on manufacturer can
produce a FOPP at a lower cost without compromising the quality, safety. and efficacy of the
product. This may be difficult because there are significant barriers to entry associated with
biological production which may result in a smaller price differential between brand and
generic products than that seen in regular generics. Presently, there is sparse regulatory
guidance from the FDA concerning the development of FOPP, although guidance is expected
shortly for well-characterized biologics such as insulin and growth hormone. In addition,
legislative changes will be required. Legal issues associated with incorporation of reference
label information and therapeutic equivalence designation have to be addressed. A manu
facturer needs to demonstrate that the biologic produced is safe and effective as the reference
product in the intended patient population. Relevant guidances exist today from the FDA and
EMEA pertaining to production. scaleup. chemistry. manufacturing controls. and compara
bility of human biological products. FOPP manufacturers must demonstrate the identity,
purity. strength. quality, potency. stability. and safety of the biologic. Appropriate testing of
the chemical, physical. biological. pharmacokinetic. and immunologic properties of the
FOPP and postapproval pharmacovigilance would ensure the therapeutic equivalence and
comparability of the follow-on biologic to a reference biologic.

Key Words: Biologics: biogenerics; biosimilars; comparability; follow-on protein
products; immunogenicity: pharmaceutical equivalence; therapeutic equivalence.

1. Introduction

Many of the patents associated with blockbuster biotechnology-derived pro
tein products have expired, making them theoretically eligible for multisource.
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follow-on, or "biogeneric" competition (see Table 1) (1-15). This includes
recombinant products such as human insulin, human growth hormone, and inter
feron. Follow-on protein products (FOPP) that are therapeutically equivalent
offer a significant opportunity for patients, managed health care providers, and
manufacturers with bioprocessing capabilities. This assumes, however, that the
follow-on manufacturer can produce a FOPP at a lower cost without compromising
the quality, safety, and efficacy of the product. This may be difficult because
there are significant barriers to entry associated with biological development
and production which is costlier and will result in a smaller price differential
between brand and generic products than that is typically seen with small mole
cules (2-15). The European Agency for the Evaluation of Medicinal Products
(EMEA) has issued guidances for biosimilar protein products (adopted or released
for consultation), including specific guidances for insulin, growth hormone, GCSF,
and erythropoietin (16-28). Recently, the EMEA's Committee on Medicinal
Products for Human Use recommended approval for a generic version of a growth
hormone; however, the EMEA has yet to approve any FOPP. Australia approved
a FOPP for human growth hormone in 2005. Presently, there is sparse regulatory
guidance from the FDA concerning the development of FOPP (29,30), although
guidance is expected shortly for imrnunogenicity assessment of FOPP and well
characterized biologics such as insulin and growth hormone. The US registration
process for FOPP is not defined and presently, there is no abbreviated pathway
for the registration of FOPP as there is with generic drugs. At this time, preclini
cal and clinical data would be required for the approval of a FOPP utilizing
either the new drug (NDA) or biologic license application (BLA) registration
route. In addition, legislative changes will be required. Legal and intellectual
property issues regarding the incorporation of reference product information
and therapeutic equivalence designation must be addressed. A FOPP manu
facturer needs to demonstrate that the biologic produced is safe and effective as
the reference product in the intended patient population. This should also include
immunological assessments of the product. It may be possible to conduct abbre
viated comparative safety and efficacy assessments of well-characterized proteins
such as insulin and growth hormone; however, as the complexity of the biologic
increases, additional safety, clinical and quality assurances of the FOPP will be
required. Follow-on biologic manufacturers must demonstrate the identity, purity,
strength, quality, potency, stability, and safety of the FOPP. In addition, post
approval phannacovigilance safety programs should be initiated. Appropriate
testing of the chemical, physical, biological, pharmacokinetic, pharmacodynamic,
and immunologic properties of "generically" produced biotechnology-derived
drug products would ensure the therapeutic equivalence and comparability of a
FOPP to a reference biologic. This chapter will provide an overview of nomen
clature, registration process, phannaceutical and therapeutic equivalence
approaches for a FOPP.
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Tabl.'
Biotechnology-Derived Products and Patent Expiry

US patent
Bnndname Generic name Indication ManufactUrer expiration

Rcbeaon Ribavirin and Hepatitis C Schering Plough 2001
Interferon a-2b

eemlasc Alglucerase Gaucher disease Genzyme 2001
Cerezyme lmiglucemse Gaucher disease Genzyme 2001
lntron A Interferon a-2b Malignant Schering Plough 2002

melanoma
Humulin Human insulin Diabetes Lilly 2002
Humatrope Hutrum growth Growth hormone Lilly 2003

honnone deficiency
Nutropinl Human growth Growth hormone Gencntech 2003

Nutropio AQ hormone deficiency
Avonex Interferon p-Ia Multiple sclerosis Biogeo 2003
EpogenlProcrit Erythropoietin a Anemia Amgen,Johnson 2004

& Johnson
and Sankyo

G=f Sermorelin Growth hormone Serono 2004
deficiency

Synagis Palivizumab Respiratory Abboo 2004
syncytial virus

Activase Alteplase Myocardial Genentech. 2005
infarction, Bochringe<
stroke. Ingelheim.
p.WnonlUY Mitsubishi.
embolism and Kyowa

Halla Xogya
Novolin Human insulin DiabcU:s Novo Nordisk 2005
Protropin

_m
Growth bonnone Genenwch 2005

deficiency
Neupogen FiIg<ostim Neutropenia Amgcn and Roche 2006
RcoPro Abciximab Ischemic Lilly 2019

complications

2. Terminology and Definitions

Pharmaceutical biotechnology is a general term that describes the use of bio
logy and engineering to produce products from genetically modified organism'i.
'Iypical products include peptides. monoclonal antibodies. cytOkines, hormones.
clotting facto", vaccines, and cell-based therapies. In gcnenU, a biologic product is
any vims, serom, toxin, antitoxin, vaccine, blood, blood component or derivative.
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allergenic product, or analogous product applicable to the prevention, treat
ment, or cure of diseases or injuries (31,32). Biotechnology-derived protein
products are described as "proteins and polypeptides, their derivatives and
products produced from recombinant or non-recombinant cell-culture expres
sion systems and can be highly purified and characterized using appropriate
analytical techniques" (33) and well-characterized proteins are proteins where
the natural molecular heterogeneity, impurity profile, and potency are defined
with a high degree of confidence (34).

A drug is defined as a substance recognized by an official pharmacopoeia or
formulary and is intended for use in the diagnosis, cure, mitigation, treatment,
or prevention of disease (35). Biologic products are included within this defini
tion and are generally covered by the same laws and regulations, but differences
typically exist regarding their manufacturing processes.

Drugs in most cases are small molecules that are chemically synthesized,
highly purified, and well characterized. Biotechnology-derived pharmaceutical
products are typically macromolecules derived from living sources that can result
in complex heterogeneous mixtures that are difficult to characterize and widely
diverse in their form and function.

The terminology of how to describe a FOPP has evolved over the years. In
general, "generic" biotechnology-derived products are biologics developed by
manufacturers other than the original manufacturer utilizing similar or different
manufacturing processes, and the product must be bioequivalent, clinically
comparable, and pharmaceutically equivalent to the original reference product.
A "follow-on" protein product is a biological product which is intended to be a
similar version or a duplicate of an already approved or licensed protein product
(36). Other similar terms include "biogeneric, biosimiliar, second generation
protein product, therapeutically equivalent biologic, and subsequent entry
proteins" (see Table 2). The term "second generation protein" is a product, similar
to an already approved or licensed product, but which has been deliberately
modified to change one or more of the product's characteristics (37). The
European regulators use the term "biosimiliar" or similar biological medicinal
product when referring to a biologic that purports to be similar to a reference
biological medicinal product manufactured by an innovative biopharmaceutical
company (16). Biosimilar products mayor may not be intended to be molecular
copies of the innovator's product. They do, however, depend on the same
mechanism of action and are intended to be used for the same therapeutic
indication. The terminology "generic medicinal products" and "similar biological
medicinal products" is because of the opinion that the current analytical
methodology is not sufficient at discriminating subtle differences in the structure
and conformation of complex proteins or adequately able to address their impurity
profiles (16). This requires manufacturers to produce biologics utilizing validated



The Age of Biogenerics?

Table 2
Follow~n Biologics: Definitions

Tenn Definitions

349

Biologic Product

Drug Products

Biotechnology-Derived
Drug Product

Well..chacacterized
Proteins

Biogeneric

Biosimilar

FoUow-Qn Protein
Product

Second Generation
Protein Product

"Any virus. therapeutic serum, toxin, antitoxin, vaccine.
blood, blood component or derivative. allergenic product,
or analogous product .. applicable to the prevention,
treatment, or cure of disease or injuries of man"

In regard to regulations, biologics are also drugs.
"Articles recognized in official compendia; intended for the

use in the diagnosis. cure. mitigation. treatment and
prevention of disease .. ,"

"Proteins and polypeptides... produced from recombinant
or non-recombinant cell-culture expression systems ...ean
be highly purified and characterized...".

The natural molecular heterogeneity, impurity profile,
and potency are defined with a high degree of confidence.

Therapeutically Equivalent Biotechnology·Derived Products
that are phannaceutically and therapeutically equivalent
(substitutable) to a reference product or products.

Vlrt1s. therapeutic serum, toxin, antitoxin, vaccine, blood.
blood component or derivative. allergenic product, or
analogous product, or arsphenamine, applicable to the
prevention, treatment, or cure, of diseases or injuries of
man w/regard to regulations, biologics are also drogs.

Second and subsequent versions of biologics that are iode
pendently developed and approved after a pioneer has
developed an original version, Biosimilar products may
or may not be intended to be molecular copies of the
innovator's product. They do. however. depend on the
same mechanism of action and are intended to be used
for thesarne therapeutic indication.

A protein product which is intended to be a similar ven;ion ur
duplicate of an already approved or licensed protein product.

A product similar to an already approved or licensed
product, but which has been deliberately modified to
change one or more of the product's characteristics
(e.g., to provide more favorable phannacokinetic
parameters or to decrease immunogenicity).

manufacturing processes and quality systems that will assure a product with a
predictable safety, efficacy, and quality profile. It may not be possible for the
FOPP manufacturer to have access to the production experience of the reference
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manufacturer and may have to generate additional data, including preclinical
and clinical data, in order to demonstrate the safety and efficacy of a biological
product claimed to be similar to marketed biological medicine.

The definition of FOPP indicates the product will be therapeutically equivalent,
pharmaceutically equivalent (similar rather than identical), produce the equivalent
efficacy and safety of the reference protein product. Issues of therapeutic substitu
tion and switching during the patient's pharmacotherapy have to be addressed.
The sponsor of the FOPP needs to demonstrate the substitutability of the product
by conducting comparability studies with the reference protein product. It is desired
that a therapeutic rating code, similar to the existing Orange book rating CAB
rating), be similarly applied to FOPP.

3. Regulations and Registration Process
Typically in the United States, drugs are developed utilizing an Investi

gational Drug Application (IND), and a NDA is submitted for approval under
Section 505 of the Food, Drug & Cosmetic Act (FD&CA). After the patents and
exclusivity expire for drugs approved under the FD&CA, they become eligible
for generic competition through Drug Price Competition and Patent Term Res
lent to a reference-listed drug product (brand product). The registration process
for a generic drug is "abbreviated" because the generic products generally are
not required to include preclinical (animal) and clinical (human) data to establish
safety and efficacy. It is required that the generic submission demonstrates
that their product is bioequivalent and pharmaceutically equivalent to the reference
drug product listed in the publication, Approved Drug Products with Therapeutic
Equivalence Evaluations (the Orange Book) (38).

Biologics are also developed utilizing an IND, but the BLA is submitted for
license under Section 351 of the Public Health Service Act (PHSA) and in specific
sections of FD&CA. However, there are no provisions or process in the PHSA
that would allow the submission of an abbreviated "generic" biologic to the FDA.
Biologics tend to be large, complex, heterogeneous molecules, for which the
manufacturing process has a significant impact on the quality and structure of
the final product. In addition, the FOPP manufacturer would have to demon
strate their product is as safe and effective as the reference protein product.
Investigations of the immunogenicity of the products should be examined
through comparability studies to demonstrate that any undetected differences
would not impact the safety or efficacy of the biological product.

In addition to the scientific and legal issues, there is uncertainty regarding
the appropriate registration process for FOPP. Brand companies suggest that a
process for approving generic biologics permitting reliance on proprietary data in
approving subsequent applications could be an unconstitutional taking of private
property under the Fifth Amendment (39). The brand companies assert that
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proprietary data and other information submitted in support of any application for
agency approval constitute trade secrets, which, coupled with FDA's long-standing
practice of nondisclosure, creates a reasonable investment-backed expectation
that agency use of the data in approving a generic version would constitute a
taking. A review ofTakings Clause case law, with particular attention to its appli
cation to regulated industries, demonstrates that the FDA's proposed change in
approving biologics will not constitute a taking (40). However, it is not certain
how much of the reference protein product label can be incorporated into the
FOPP-approved label.

It appears that legislative changes to Hatch-Waxman or PHSA will be required
to provide a defined regulatory registration pathway. Biological guidances and
monographs from the FDA and USP will also be needed for the approval of FOPP.
Section SOS(b)(2) of FD&CA has been suggested as a regulatory submission
mechanism for FOPP. This submission type allows a sponsor to submit an
NDA that relies on safety and efficacy studies not conducted by that applicant
and supplemented, if necessary, by their own clinical data. A regulatory sub
mission under FD&CA 505(b)(2) can be viewed as a hybrid approval process
that contains more data than an ANDA, but less data than an NDA. The FDA ruled
in 2002 that this type of NDA could be used for biologics originally approved
as drugs (including insulin and human growth hormone). However, legal
challenges have been put forth regarding the use and incorporation of reference
product protein safety and efficacy data by the FOPP manufacturer because it
would violate trade secrets and proprietary confidential information of the brand
companies (40-42). These legal and legislative issues, combined with the present
lack of registration process and product-specific scientific comparability
guidance, will continue to delay the introduction of FOPP in the United States.
At this time, a follow-on manufacturer of a FOPP would have to pursue a
FD&CA 50S(b)(2) with prior agreement from the FDA or submit a full BLA
to seek approval of a similar biologic. It is also not assured that therapeutic
substitutability would be granted by these submission routes.

4. Pharmaceutical Equivalence and Product Comparability of Biologics

Drug products are considered pharmaceutical equivalents if they contain
the same active ingredient(s), are of the same dosage form, route of administra
tion, and are identical in strength or concentration. Pharmaceutically equivalent
drug products are formulated to contain the same amount of active ingredient
in the same dosage form and to meet the same compendial or other applicable
standards (i.e., strength, quality, purity, and identity), but they may differ in
characteristics such as shape, scoring configuration, release mechanisms, pack
aging, excipients (including colors, flavors, preservatives), expiration time, and,
within certain limits, labeling (38,43).
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Typically, biologics can range from simple to complicated, and tend to be
more structurally complex than chemically synthesized drugs. Production of a
biotechnology-derived substance typically uses living organisms or their products
to make or modify the active substances. Biologics typically tend to have rela
tively large molecular weights (e.g. >5000 Da) with greater structural complexity
compared with small chemically derived molecules. Biologics can be hetero
geneous and can have multiple patterns of crosslinking, glycosylation, and
molecular species present. As with chemically synthesized drugs, biological
quality is associated with valid production processes and testing methods, and
applying quality systems and process analytical technologies to the protein
production assures the quality of the biological product.

Applying strict pharmaceutical equivalence standards to many biologics may
not be possible. For instance, it will be difficult to produce an identical pharma
ceutically equivalent thrombolytic protein, having an approximate molecular
weight of 300,000, with six heterogeneous domains, multiple glycosylation
patterns, and disulfide bridges, from two different manufacturers. Compounds of
this magnitude will be difficult to analytically characterize, let alone demonstrate
the two proteins are identical. Pharmaceutical equivalence can be demonstrated
with well-characterized proteins such as insulin, growth hormone, calcitonin,
glucagon, IGF, FSH; however, as the complexity of the protein increases, the
present ability to analytically compare the compounds decreases. In situations
where the proteins are not well characterized, the concept of"sameness" is applied
to protein comparability. Sameness for a macromolecule is defined as a " ...drug
that contains the same principal molecular structural features (but not necessarily
all of the same structural features) and is intended for the same use as a previously
approved drug..... (44). Furthermore, two protein products would be considered
the same " .. .if the only differences in structure between them were due to
post-translational events or infidelity of translation or transcription or were minor
differences in amino acid sequence..... (45). For complex biologics, pharma
ceutical equivalence between a brand biologic and a FOPP would demonstrate
"sameness" and may not be identical to the reference biologic. The FOPP should
share the same critical quality attributes such as primary, secondary, tertiary, and
quaternary structure, posttranslational modifications, potency, amount/concentration,
dosage form, and route of administration.

To demonstrate pharmaceutical equivalence, analytical comparability
between the products must be shown. Guidance for comparability testing is
available from the EMEA, FDA, ICH, and pharmacopeias (USP, EP, etc.)
(16,29,33,46). Comparability does not necessitate that two products have identi
cal attributes. Comparability should demonstrate that the protein products are
highly similar and, based on existing safety and structure activity knowledge,
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any differences do not predictably affect safety and efficacy of the product. The
production process for active biologic ingredient must be validated and the
product- and process-related substances, impurities, and contaminants should
be qualified and characterized. Appropriate reference standards must be estab
lished, preferably with pharmacopoeia designations. This may be difficult to
establish because there are multiple reference products. Physicochemical char
acterization should include the ability to characterize clinically relevant aspects
of protein products, such as process/product impurities and aggregation.
Comparability testing would include structural characterization, physicochem
ical properties, biological activity, purity, and impurities. There are a myriad of
traditional and modern analytical/ bioanalytical techniques that can be applied
to the analysis of biologics that enables comprehensive comparative character
ization of protein products (Table 3). Peptide mapping with high-resolution
mass spectroscopy identifies the covalent structure and peptide backbone in
most proteins. Other techniques such as CD, HPLC, SEC, IEC, SDS-PAGE,
IEF, FTIR, fluorescence, NMR, SEC, light scattering, ultracentrifugation, ELISA,
surface plasmon resonance are sensitive methods for comparing higher-order
fingerprint structure.

The United States Pharmacopoeia (46) has general chapters and monographs
for many biological products. The test procedures contained in the biological
monographs discern the quality attributes of a biologic and can be used as a
demonstration of comparability between FOPPs. The analytical methods used
to compare biologics are sophisticated, but may not discern all subtle differences
associated with very large molecules. Well-characterized proteins, such as insulin
and growth hormone, contain 51 and 191 amino acids, respectively (Table 4).
and can be characterized with a high degree of certainty. Modern analytical
techniques, such as MALDI-TOF, hold promise of accurately comparing biological
compounds of 100,000 Da. However, as the biological compound gets larger.
the analytical techniques lose their ability to discern minor changes between the
products. It is not known if these differences result in a clinical effect or immuno
genic response. Presently, there is no penultimate analytical technique that can
prove pharmaceutical equivalence of complex biologics; thus, complimentary
analytical techniques are required.

Optimally, a FOPP will share the same critical quality attributes of the reference
protein. Each FOPP should be addressed on a case-by-case basis of the products'
history, safety, structure/activity relationship, and complexity. A compliment of
analytical and bioanalytical techniques will be required to demonstrate compara
bility. Appropriate reference products, standards, specifications, monographs.
and quality assurances should be developed for the actives, final product.
excipients, and adjuvants. The USP is active in providing information and
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Table 3
Follow-On Protein Products: Techniques for Physico-Bio-Chemical Comparability

A. Gross structural Comparison
-Mass
- Hydrodynamic radius
- Sedimentation rate
- Diffusion rate

B. Optical Properties
• Absorbance
- Light scattering
- Fluorescence
- Optical rotation

C. Electrical Properties
- Charge
- Isoelectric point
- Electrophoretic mobility
- Ion exchange

D. Magnetic Resonance
- ID, 2D, 3D, 4D

E. 3D Crystal Structure
- X-ray diffraction
- Electron microscopy

o Electron protein tomography
o Cryoelectron microscopy

F. Thermal Properties
-DSC
-TGA
- Titration calorimetry

G. Surface Properties
• Immunological
- Chromatographic
- HID exchange

H. NativelDenatured States
L Fragmentation

- Gas phase (MS)
- Chemical
- Enzymatic

J. Temporal Changes
- Fluorescence
-NMR
-MS

K. Multiple Principles
-LCIMSIMS

(Continued)
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Table 3 (Continued)

• Peptide mappinglLClMSIMS
·MALDI-TOF
• LCIlight scattering

L. Other
• Cell culture bioassays
• Ligand binding
• In vitro analysis
• Immunoassays
• Animal-based assays

Table 4
Biotechnology-Derived Product Complexity

Product Approximate molecular weight # Amino acids

355

Human insulin
Erythropoietin
hGH
TPA
Factor VIII

5,808
30,400
22,125
70,000

280,000

51
165
191
527

2351

guidance for biotechnoJogy-derived products, recently publishing the monograph
for growth honnone (fable 5) (47). Additional guidance from the FDA and USP
will be required for each biologic product that claims to be FOPP.

5. Biological Manufacture
The manufacturing processes for biologics typically derive from living

systems which can be varied and complex. Biological productss can be isolated
from naturally derived sources or manufactured using bacteria. yeast. fungi.
insect. plant. chimerics, mammalian cell cultures, transgenics, and other system<;.
Bioprocessing of proteins involves tbe integration and scaleup of upstream
and downstream processing, process monitoring, optimization. and control.
The final protein product can be influenced at any single step in the production
process and the mantra of ''product equals process" arises from this fact. The
manufacture ofproteins requires strict control of the starting raw materials. genetic
engineering, expression systems, optimization of growth conditions, batch culture
design, purification. protein analyses. formulation, analytical testing, stability.
aseptic filling, packaging. and the validation of these processes. PrOOuct quality
assurance is provided by careful monitoring of critical process variables and the
understanding of bow these process variables affect the final product (quality by
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Table 5
USP 29 Monograph Tests for Somatropin USP

API

• Packaging and storage
• Labeling
• USP reference standards <11>
• Identification

o A (HPLC <621»
o B (peptide mapping <1047»

• Bacterial endotoxins <85>
• Microbial limits
• Water Method Ie <921>
• Chromatographic purity <621>
• Limit of high molecular proteins
• Content of protein <851>
• Bioidentity-API or FP

o Rat weight gain test
• Assay-HPLC <621>

Bell

Finished product

Packaging/storage
Labeling
USP reference standards <11>
Identification

o HPLC <621>
Bioidentity
Bacterial endotoxins <85>
Sterility <71>
Chromatographic purity <621>
Limit high molecular proteins
Assay-HPLC <621>

design). Minor changes of the critical process variables can result in changes
in the protein's secondary, tertiary, and quaternary structures and affect other
higher-order posttranslational modifications such as glycosylation, acetylation,
phosphorylation, and other amino acid modifications that can profoundly
affect activity and toxicology.

Owing to patent and intellectual property protection, FOPP manufacturers
must develop noninfringing manufacturing processes that result in protein products
with similar, if not identical, structure and equivalent therapeutic behavior to
the original reference protein product. In addition, the FOPP manufacturer
must demonstrate similar profiles of quality, safety, and efficacy between a
new or modified process producing the protein product to a reference protein
product. The quality of the FOPP manufacture should be demonstrated by process
validation which includes comparisons of several production batches using the
same manufacturing process. In addition, the FOPP manufacturer must minimize the
immumogenic potential of the protein. It may be possible to identify surrogate
markers by which immunogenicity of the protein product can be determined
during development or at postapproval marketing. Process-related impurities,
such as host proteins, medium components, downstream reagents, and product
related impurities (truncated and modified forms, aggregates, etc.) should be
minimized to predetermined specifications. If this specification cannot be met,
the impurities should be qualified through appropriate toxicology assessments.
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As with small molecules, the biological manufacturing process is intimately
associated with the quality of the biological product. In general, biological manu
facture can be divided into two main processes-upstream and downstream
processing. Upstream activities produce the protein of interest, usually by cell
culture or fermentation. Upstream considerations include integrity and quality
of the process, cell banks, expression systems, cultivation, media, process/product
purity, impurities, and contaminants. Downstream processing refers to the sepa
ration and purification of the bulk bioproduct into a form suitable for its end use.
This usually includes the recovery of the product from the media, purification,
sterilization, and final formulation. Typically, downstream processing techniques
include filtration, centrifugation, precipitation, numerous chromatographic sepa
rations, and sterilization by aseptic processing, terminal filtration, or lyophilization.
The impurity profile and related substances are process and formulation
dependent. The complexity associated with the manufacturing of biotechno
logy-derived products by the many available biotechnology processes may
result in different impurity profiles. which if not controlled could lead to thera
peutic inequivalence or immunogenic responses between similar biologics.
Proving pharmaceutical equivalence (sameness) between multisource biologics
may be possible; however, the analyticallbioanalytical procedures may be lim
ited in their ability to detect heterogeneity, glycosylation, and conformational
changes associated with complex biologics. When the biologic comparability is
limited by the analytical methods, further in vitro/in vivo studies are warranted.

The technology and expertise are available in the pharmaceutical industry to
produce "generic" biologics that have the same quality attributes and therapeutic
effect as a reference biologic. In many cases, the compound will be identical,
but as the complexity of the protein increases, the products may exhibit a high
degree of similarity, but not identical, to the reference protein. In addition.
because of the living process that produces biologics, minor changes in process
parameters can have significant effects on the quality of the biologic and impurity
profiles. The impurities. both process and product, should be identified and kept
at a minimum level with the appropriate limits and specifications. The unique
ness of the impurity profiles between similar biologics may lead to different
immunogenic responses in the clinical setting.

Producing a consistent product with predefined quality by design specifications
requires validation and documentation of the integrity of the cell banks, expression
systems, cultivation, media, process/product purity, impurities, contaminants,
stability, and quality attributes. Other techniques, such as transgenics in plants
or animals, can be used as biofactories for the production of commercial
products. However, regulatory authority tend to consider that the "product equals
process", and although the different manufacturing methods may produce the
same molecule, they may be considered new biologics.
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Formulation and container closure components have a greater impact on the
safety of a biologic than with a small molecule formulation. Changes in formu
lation and container closure have been implicated as the cause of adverse events
and death with erythropoietin products (48). Quality, process validation, and process
analytical technologies should be integrated into the development of a FOPP.
A thorough knowledge of manufacturing process and impact of any production
changes on the final product must be understood by the FOPP manufacturer and
relationships of the changes to product quality immunogenic potential should
be defined. The use of surrogate markers should be developed and examined
during development, scaleup, and changes to product formulation (49).

6. Therapeutic Bioequivalence

In addition to demonstrating pharmaceutical equivalence, a sponsor of a generic
product has to demonstrate bioequivalence. Bioequivalence describes pharma
ceutical equivalent or pharmaceutical alternative products that display comparable
bioavailability when studied under similar experimental conditions. Products are
considered bioequivalent when the rate (Cmax) and extent (AUC) of absorption of
the test drugs do not show a significant difference from the rate and extent of
absorption of the reference drug when administered at the same molar dose of the
therapeutic ingredient under similar experimental conditions in either a single dose
or multiple doses to healthy volunteers (38). In other situations, bioequivalence
may sometimes be demonstrated through comparative clinical trials or pharmaco
dynamic studies. Traditional bioequivalence studies assume that two chemically
identical products that demonstrate similar pharmacokinetic profiles will also have
identical clinical effects. Presently, it is argued that pharmacokinetic bioequi
valence is not sufficient for ensuring the safety and efficacy of FOPP (50). It has
been recommended that until analytical methods are able to better characterize
the complexity ofbiopharmaceuticals and establish predictive comparability, full
clinical trial data are proposed to demonstrate the quality, safety, and effectiveness
of FOPP. In addition, biological products are more complex and heterogeneous
than conventional small molecules, and differences in the molecular characteristics
between biologic products in the same therapeutic class have the potential to
influence or alter their biological activity and immunogenic potential. Complex
proteins can also often have multiple sites of action, and actual or surrogate
markers of efficacy are often not clearly established. In addition, the pharmaco
kinetic/pharmacodynamic relationship of the biologic may not be fully understood.
An accurate prediction of the clinical and immunologic properties of a biologic
may not be possible with current analytical techniques or single-dose bioequi
valence studies. Therapeutic comparability of a FOPP should be evaluated on a
case-by-case basis that examines the history, safety, analytical complexity,
structure activity, and quality aspects of the biological product (49).
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The EMEA has issued guidelines (adopted or released for consultation)
for the development of insulin, growth hormone, GCSF, and erythropoietin
(21,23,24,27). The guidelines suggest that before going into clinical development,
comparative nonclinical studies should be performed to detect differences in
the response to the similar biological medicinal product and the reference
product. Pharmacodynamic studies (e.g., insulin in vitro bioassays for affinity,
insulin- and IGF-l-receptor binding assays) with the similar biological product
and the reference product should be performed. The assays used to demon
strate equivalence should have the appropriate sensitivity. Comparative studies
of pharmacodynamic effects are not anticipated to be sensitive enough to detect
any nonequivalence that is not identified by in vitro assays and are normally
not required as part of the comparability exercise. Data from at least one
repeat dose toxicity study in a relevant species (e.g., rat) should be provided and
the study duration should be at least 4 wk with special emphasis on the determi
nation of immune responses. Data on local tolerance in at least one species
should be provided, and local tolerance at the injection site reactions (usually
subcutaneous dermal reactions) testing should be performed as part of the
repeat dose toxicity study.

The pharmacokinetic properties of the similar biological product and the
reference product should be determined in a single-dose crossover study using
the appropriate administration (e.g., subcutaneous). Comprehensive comparative
pharmacokinetic data should be provided on the time-concentration profile
(including Cmax' Tmax' AUC, and half-life). Studies should be performed preferably
in the patient population (e.g., type1 diabetes, etc.) and factors contributing to
pharmacokinetic variability (e.g., insulin dose and site of injection/thickness of
subcutaneous fat) should be taken into account.

For insulin, the EMEA guidance (27) states the clinical activity of an insulin
preparation is determined by its time-effect profile of hypoglycemic response.
which incorporates components of pharmacodynamics and pharmacokinetics.
A double-blind, crossover hyperinsulinemic euglycemic clamp model is considered
suitable for this characterization, and data on comparability regarding glucose
infusion rate and serum-free insulin concentrations should be made available. The
study population and study duration should be described and justified. If equi
valence is concluded from the pharmacokinetic and pharmacodynamic, there is
no anticipated need for efficacy studies on intermediary or clinical variables.

The EMEA guidelines suggest the issue of immunogenicity can only be set
tled through clinical trials of sufficient duration (Le., for insulin, at least 12 mo
using subcutaneous administration). The comparative phase of this study should
be at least 6 mo in duration and the primary outcome measure should be the fre
quency of antibodies to the test and reference product. If any concern is raised
through nonclinical and short-term clinical studies, additional evaluation of local
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tolerability may be needed prior to approval. Additionally, the sponsor should
present pharmacovigilance-risk management program for the postapproval
surveillance of the biosimilar product which takes into account risks identified dur
ing product development and potential risks, especially as regards immunogenicity.

7. Immunogenicity
A major issue surrounding the approval and substitution of FOPP is immuno

genicity. An antibody response to a therapeutic protein can compromise the
biologic activity and lead to an altered safety or efficacy profile. Many of the
commercially approved therapeutic proteins have an identical or similar amino
acid sequence of endogenous proteins and may not be immunogenic if they are
recognized as such through immune tolerance mechanisms. However, many of
the biologics currently approved for therapeutic use are known to have immuno
genic responses (50,51). Differences in protein structure such as sequence
variation and glycosylation patterns, contaminants, impurities, aggregation,
formulation, adjuvants, processing differences, container closure, administration
route, dose, length of treatment, and patient characteristics may result in the
generation of an antibody response. In most cases of antibody formation to a
therapeutic protein, the immunogenic response from these products does not
cause a negative clinical effect (50-53). If an immune response is elicited, the
antibodies may be neutralizing, which can negate the effect of the therapy, or
crossreact with the endogenous protein, depleting the effect of the protein (50).
This has been observed in chronic kidney disease patients with anemia, where
crossreactive neutralizing antibodies were found to inhibit the activity of both
the administered recombinant erythropoietin and the patient's own endogenous
erythropoietin, resulting in pure red-cell aplasia (PRCA) (54,55). Though
the exact immunological mechanism responsible for the PRCA associated with
erythropoietin is not clear, it appears to be related to changes in product formulation,
possibly because of the replacement of human serum albumin with polysorbate
80 and glycine, releasing leachates from the stoppers that resulted in protein
aggregation (50).

The EMEA guidelines on comparability of biosimilars assert that preclinical
data may be insufficient to demonstrate immunogenic safety (i.e., nonimmuno
genicity) of some biosimilar products (21,23,24,27). For these products,
immunological safety of a biosimilar product can only be demonstrated in cohorts
of patients enrolled in clinical trials and from postmarketing surveillance,
performed at predetermined intervals (e.g., ~ 1 yr) after the approval of the
product. Immunological safety studies also rely on the availability of highly
sensitive, validated assays for measuring antibodies (18). There is also a need
to standardize the immunogenicity assays and reference standards to allow
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comparisons of results obtained from different testing laboratories. Receptor
binding assays and relevant animal models should be considered to identify
differences in toxicology and immunology to that of the reference product.
Depending on the safety history and complexity of the protein, population
exposure, both pre- and postmarketing pharmacovigilance may be required. The
EMEA guidelines suggest demonstrating comparability of a biosimilar to a
reference protein product by nonclinical studies, receptor binding assays, rodent
models, animal toxicology studies (4-wk repeat dose (erythropoietin 12 wks)
and local tolerance), clinical pharmacokinetic, pharmacodynamic, safety, efficacy
(except for insulin), immunogenicity (6-12 mo), local reactions (insulin) and
pharmacovigilance evaluations (21,23,24,27). It is thought that the future FDA
guidelines will reflect the EMEA biosimilar guidances.

The induction of antibody formation in animals is not predictive of a potential
for antibody formation in patients. Patients may develop serum antibodies against
humanized proteins, and frequently the therapeutic response persists in their
presence. The occurrence of severe anaphylactic responses to recombinant proteins
is rare (56).

Because of the complexity of biological substances, each compound seeking
comparability to a reference protein should be examined on a case-by-case basis.
The product's history, safety, and indications within the patient population should
be reviewed. The microheterogeneity and variations to the production process and
its effect on biological activity should be determined. The use of accepted pre
clinical models and surrogates for activity and immunological behavior should be
examined. If the comparability criteria to a reference protein cannot be fully
established, the FOPP will be viewed as a new (or slightly similar) molecular
entity and complete investigations ofpreclinical and clinical assessments with the
protein may be required for the biological license application.

8. Conclusion

Whether branded manufacturing lot to lot consistency or biologics produced
from different manufacturers, the intrinsic heterogeneity of biologics has the
potential to affect therapeutic efficacy and patient safety. Unlike conventional
small molecule pharmaceutical drugs, complex therapeutic proteins cannot
be completely characterized by physiochemical methods, bioassays, or modern
analytical techniques. Additionally, the relationship between physiochemical
similarities and differences to biological properties such as immunogenicity
is often unclear. Whereas minor difference in the microheterogeneity of biologics
is normal and usually not clinically significant, variability has been shown to
produce differences in pharmacological properties that affect the safety and
efficacy of the protein product. The development of FOPP is more complicated
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Fig. 1. Biologic comparability for FOPP.

than a conventional small molecule generic product (Fig. 1). The demonstration
of biologic comparability is likely to require more than pharmaceutical
equivalence and pharmacokinetic bioequivalence studies. Because of the issues
of immunogenicity that can be observed with protein products, the safety of
the biological compound is a major concern, especially in immunocompromised
patients. Appropriate models and standardized testing for immunogenicity
assessments for FOPP, as well as issues with substitution and therapeutic
switching of protein products, need to be addressed. This is further complicated
by the differences associated with the manufacture of protein products, the lack
of established reference standards, testing monographs, and quality assurances
for the active protein ingredients and finished protein products. Postapproval
assurances for pharmacovigilance programs should be established.

Owing to the complexity of biological substances, each compound seeking
comparability to a reference protein should be examined on a case-by-case
basis, for the product's history, safety, and indications within the patient popu
lation. The microheterogeneity and variations to the production process and its
effect on biological activity should be determined by the manufacturer utilizing
accepted preclinical models and surrogates for activity and immunological
behavior. If the comparability criteria to a reference protein cannot be fully
established, the FOPP will be viewed as a new (or slightly similar) molecular
entity and complete investigations of preclinical and clinical assessments with
the protein may be required for the BLA.

However, there is a need for affordable, high-quality biological products. The
technical competency and quality required to produce FOPP from multisource
biotechnology manufacturers is readily available in the pharmaceutical community.
Regulatory guidance and legislative change is required to make FOPP a reality.
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