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Preface

This book represents a long journey started in 2005 towards understand-

ing the spatiality of the Internet. The first step in the journey was when, 

as a masters student at the Centre for Urban and Regional Development 

Studies (CURDS), Newcastle University, I was inspired by a lecture given 

by Andy Gillespie on Internet geography. Because of my prior research 

experience in transport infrastructure and regional development, I was 

amazed by the idea that the Internet could be approached as a physical 

spatial system. But most importantly, I was fascinated by the complex rela-

tionship between this technical system and geographical space. Studying 

the limited, but still exciting relevant literature, not only did I start gaining 

a better understanding of this “black box”, aka the Internet, and its rela-

tionship with space, but most importantly, I discovered research gaps, 

especially in the quantification of the spatiality of the Internet, most of 

which are discussed in this book. Andy provided guidance on this research 

and I am grateful for his support and inspiration.

The next big milestone was my collaboration with Peter Nijkamp, to 

whom I am also grateful. Over the last two years, 2011–12, I have had the 

privilege of working with him at the Department of Spatial Economics 

at VU Amsterdam. Working with Peter has been a great opportunity to 

advance and further expand – both in depth and in scope – my research 

in digital geographies. Most importantly, this collaboration enabled me 

to channel my research towards the wider area of spatial economics and 

regional science.

In total, the present book provides a solid overview of my work in 

understanding and modeling the spatiality of the Internet infrastructure 

in Europe. Various papers have been published in peer- reviewed  journals 

and some of them provide the basis of the empirical analysis of this book. 

More specifically, the analysis of Chapter 5 is based on the paper published 

in Environment and Planning A, 43 (2), pp. 378–92 (Pion Ltd, London, 

www.envplan.com) entitled “The topology and the emerging urban geo-

graphies of the Internet backbone and aviation networks in Europe: a 

comparative study” (Tranos 2011). In addition, Chapter 7 is based on a 

paper published in Spatial Economic Analysis, 7 (3) 319–37 (www.tandfon-

line.com) under the title “The causal effect of the Internet infrastructure 
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on the economic development of the European city- regions” (Tranos 

2012).

Apart from the influence and the support of Andy Gillespie and Peter 

Nijkamp, there are more people I would like to acknowledge: Vassilis 

Tselios and Seraphim Alvanides for guiding my early quantitative journey; 

ERSA- PREPARE summer school organizers and participants for their 

constructive comments and tacit knowledge; Thomas de Graaff for his 

suggestions on the comparison of the Internet backbone with the aviation 

network; Trey Hood III for providing the STATA code for the Granger 

causality tests; and also the anonymous reviewers for their suggestions. 

Of course, responsibilities for errors and omissions are my own. Also, I 

would like to acknowledge the funders, which financed my research over 

time: the Greek Scholarship Foundation, Newcastle University and the 

Complexity- NET Project Complexity in Spatial Dynamics (COSMIC). 

Finally, I want to acknowledge my family and especially my partner Drew 

Gertner for her love and support throughout this journey.

Emmanouil Tranos

Amsterdam, June 2012
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who taught me to enquire
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1

1. Introduction

“The change from atoms to bits is irrevocable and unstoppable” 
(Negroponte 1995, 4)

1.1 AIMS AND RESEARCH QUESTIONS

The main aim of this book is to study the geography of the Internet infra-

structure in Europe and highlight not only the strong spatiality of the 

Internet, but also how it affects and is affected by real- world geography. 

Using Castells’s (1996) “space of flows” as the main theoretical vehicle 

and drawing upon his seminal work, effort is spent in order to understand 

and explain the geography and highlight the regional economic impacts of 

the Internet infrastructure in Europe. The infrastructural element which 

is under study here is the international backbone network in Europe, 

aggregated at the level of the city- region. This backbone network consists 

of the long- haul links, which connect long- distance destinations and are 

responsible for the global character of the Internet (e.g. Malecki 2004). 

The resulting outcome is a study of the participation of the European city- 

regions in this global infrastructural network.

Epistemologically, this book is placed in the emerging field of Internet 

geography or cybergeography, which is a branch of the field of communi-

cations geography focusing on the geographical aspects of the Internet. It 

feeds the discussion about the relationship between geographic space – the 

cities and regions – and this supporting layer of the cyberspace identified 

as the cyberplace (Batty 1997). Using Castells’s (1996) framework, this 

book is concerned with the first and supporting layer of the space of flows.

More specifically, this book aims to answer three research questions 

(RQ):

RQ1: How is the Internet infrastructure scattered across European 

city- regions?

RQ2: Which are the geographic and socio- economic factors that shape the 

distribution of the Internet infrastructure across European city- regions?

RQ3: What are the impacts that the Internet infrastructure can generate 

on the development of city- regions in Europe?
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2 The geography of the Internet

The first research question is a clear geographic one and aims to explore 

the geographic pattern of the Internet backbone linkages in Europe. As 

the Internet backbone is firstly a network, the topology of this network 

is important. However, because this study has a clear geographic starting 

point, what is more important is to link the topology of the Internet back-

bone network (IBN) with the geography of the city- regions. This difficulty 

is raised by the fact that the Internet and, consequently, its underpinning 

infrastructural layer were designed to support data communication and 

therefore its spatiality is mostly a hidden element, which this book aims 

to explore.

The second research question follows from the results of the first one 

and intends to explain the geography of the Internet backbone links in 

Europe. As will be explained later in this book, these long- haul Internet 

links are mostly privately developed and owned. Consequently, the loca-

tion decisions behind the installation of this infrastructural layer reflect 

the perceptions of the telecommunications companies (known as telcos) 

about the demand for such facilities in order to maximize the returns of 

their investments (Gillespie and Robins 1989). Based on this, effort is 

spent in finding these socio- economic and geographic factors that explain 

the geography of this infrastructure in Europe and consequently the per-

ceptions of telcos for higher demand for their networks.

The third question goes one step further and seeks to examine whether 

the Internet infrastructure generates economic development impacts at the 

regional level. As will be discussed in Chapter 3, research has been con-

cerned with the impacts of the expansion of Internet usage in the economy 

through productivity growth. However, research has not yet focused on 

the localized economic impacts of the supporting layer of the Internet 

infrastructure. This book aims to research whether this infrastructure can 

generate such impacts and also address the issue of the direction of caus-

ality between the Internet infrastructure and regional economic develop-

ment. The latter is a well- known problem in regional science and it will be 

extensively discussed.

In order to address the above research questions, this study draws upon 

three different research areas. Firstly, as mentioned above, the basis of 

this study is the Internet geography research field. It provides the funda-

mental theoretical and empirical background in order to pursue the above 

research questions. However, because of the importance of this infra-

structural layer in the postmodern economy and society, there is a need 

to also employ theoretical and methodological tools from other fields to 

approach the current research questions.

The world city literature is the second theoretical pillar that this study 

is based on. Telecommunications (just like transportation) is a friction 

M3051 - TRANOS  978781953365  PRINT.indd   2M3051 - TRANOS  978781953365  PRINT.indd   2 22/01/2013   13:1422/01/2013   13:14



 Introduction  3

reducing technology because of its ability to reduce the cost of distance 

(Cohen et al. 2002; Cohen- Blankshtain and Nijkamp 2004). Because of 

this attribute, the Internet and Internet infrastructure enable global inter-

action and facilitate global economic activity (Malecki and Wei 2009), 

supporting the emergence of a world cities network. This theoretical pillar 

will provide the necessary input in order to understand the importance of 

this infrastructure from a global (inter)urban perspective.

Last but not least, this book also draws upon regional science and the 

digital economy as it attempts to map the regional economic impacts of 

the Internet infrastructure. The digital economy is the main theoretical 

framework used here in order to explain the link between the new techno-

logical paradigm reflected in the expansion of the Internet and economic 

development through productivity gains. However, as will be highlighted 

in Chapter 2, this link mostly refers to the scale of the national economies. 

In order to transfer this argument to the scale of the analysis used in this 

study, economic geography and regional science literatures and methods 

are employed.

To approach the above themes, secondary data about the Internet 

backbone links in Europe and quantitative data analysis methods are 

utilized. Briefly, the main dataset used in this study contains information 

about the international intercity Internet backbone links and their capac-

ity, which are present in European cities for the six- year period 2001–06 

(TeleGeography 2007). In order to fully exploit the structure of the data, 

network analysis methods have been utilized. At a first level, the results 

(global statistics) of the network analysis comment on the topology of the 

backbone network and effort is spent in introducing a geographic perspec-

tive in this exercise. At a second level, the local- level results of the network 

analysis are translated to attributes for the city- regions which participate 

in this global network. The geographic and socio- economic factors behind 

the distributions of these local- level statistics are explained with the use of 

econometric modeling such as probit regressions and spatial interaction 

models. Lastly, these city- level attributes, which reflect the Internet infra-

structural capital, are used in order to model the impact of the Internet 

infrastructure on regional economic development. For the latter econo-

metric modeling is employed and, more specifically, panel data analysis 

and Granger causality tests for panel data.

1.2 RATIONALE FOR THIS STUDY

The main motivation for researching this subject is the growing import-

ance of information and communication technologies (ICTs) in the 
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4 The geography of the Internet

economy. ICTs, which include the Internet and its infrastructural net-

works, are the backbone of the new – digital – economy (Antonelli 2003), 

with processes of production, distribution and exchange increasingly 

reliant on them. Thus, the Internet is the most essential development as 

regards the distribution and exchange of information after the telephone 

(Moss and Townsend 2000). Shiller (1999) goes a step further by suggest-

ing that the Internet might be the most rapidly spreading technology in 

human history.

From a macro perspective, it is established nowadays that the Internet 

and the ICTs affect the economy by improving its productivity (Atkinson 

and McKay 2007; Cairncross 2001). Additionally, ICTs and the Internet 

along with the aviation network can be said to be the supporting layer of 

globalization, as they are responsible for the transportation of the weight-

less goods and the main actors of the global economy, but also for the 

transportation of the ideas which underpin this global process (Taylor 

2004; Graham and Marvin 2001; Rimmer 1998; Cieślik and Kaniewska 

2004). In such a global economy, a country’s importance depends upon 

the cities located within it, the importance of which depends in turn upon 

the multinational firms located within these cities (McCann and Acs 

2011). The function and the global extent of these firms is supported and 

enabled by ICTs.

However, ICTs and consequently the Internet are more than just new 

technology, despite the rapid pace of their expansion and the wide range 

of the impacts they generate. Hence, the wide adoption of these technol-

ogies appears to create a new technological paradigm (Perez 1983), which 

affects not only production and the economy, but society in general. Upon 

this element Castells built his theoretical work about the network society 

(Castells 1996).

In terms of geography, ICTs and the Internet are not a homogenous 

system equally spread around places (Gorman and Malecki 2000). From 

an analytical point of view, despite what average users experience as a 

placeless cyberspace, the latter depends on the real world’s fixities, which 

are found on cyberplace (Kitchin 1998a, 1998b). From a more economic 

perspective, neither the outcomes that ICTs and the Internet generate are 

homogenous in space. On the contrary, it seems that ICTs can generate 

different impacts on different regions. And this differentiation is due not 

only to the different level of ICTs’ infrastructural capacity, but also to 

the different regional capability to exploit benefits from them (Antonelli 

2003).

More specifically, the backbone network is one of the most interesting 

elements of the Internet infrastructure from the geographical point of 

view as it is responsible for the Internet’s global reach. From an urban 
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viewpoint, the structure of the backbone network can potentially provide 

information about the intensity of the participation of cities in the digital 

economy. From an analytical perspective, the geography of the backbone 

networks can provide insights about the determinants of these networks. 

From a more policy- oriented standpoint, the geography of the backbone 

links but also (and maybe more importantly) their capacity might have an 

impact on local economic activities as they can directly affect firms which 

are highly dependent on global Internet communications (Greenstein 

2004). Hence, the Internet’s performance between any two places is not 

dependent on the physical distance between them but mostly on the 

installed capacity of the backbone connections – known as bandwidth – 

between them (Gorman and Malecki 2000).

The last argument is fundamental for understanding the importance 

of the Internet in the frame of the digital economy. However, such argu-

mentation has created misconceptions about the impacts of ICTs and the 

Internet on spatial structure: early commentators have expressed positions 

according to which these technologies will result in the “death of cities” 

(Gilder 1995; Drucker 1998), the “death of distance” (Cairncross 2001), 

the emergence of “electronic cottages” (Toffler 1980) and in general the 

“end of geography”. All the above rather deterministic approaches foresee 

the devitalization of centralizing forces and the growing dominance of 

centrifugal forces, which will eventually result in a decentralized spatial 

pattern of economic activities. However, as has been proved, the Internet 

is an urban phenomenon (Rutherford et al. 2004) and consequently the 

same applies to the IBN, which is characterized as an urban infrastructure 

(Moss and Townsend 2000).

The above preliminary discussion verifies the importance of ICTs and 

the Internet from a geography viewpoint. However, in spite of their estab-

lished importance, it seems that there is still a long way to go in order to 

further comprehend this new technological paradigm from a geographical 

point of view. As will be extensively discussed in Chapter 2, ICTs have not 

been among the leading research subjects among geographers, planners 

and regional scientists, mainly due to their inherent technical complexity 

(Bakis 1981; Hepworth 1989; Kellerman 1993). As a result, regardless of 

the various theoretical geographical approaches concerning ICTs, which 

emerged even prior to the establishment of a digital economy, it seems that 

there is a scarcity of empirical studies researching the geography of ICTs. 

Such a study can shed light on the geographical distributions of ICTs, can 

explain the factors behind these (centralized) distributions, and also explain 

the impacts that this new technological paradigm can generate on local 

economies. The latter, apart from its academic importance, can provide 

valuable insights to the local and regional development policy agenda.

M3051 - TRANOS  978781953365  PRINT.indd   5M3051 - TRANOS  978781953365  PRINT.indd   5 22/01/2013   13:1422/01/2013   13:14



6 The geography of the Internet

1.3 STRUCTURE OF THE BOOK

The structure of the book goes as follows: Chapter 2 provides the neces-

sary literature background to reach the research questions. It starts with 

a brief technical description of the Internet. In spite of the geographical 

starting point of this study, it is necessary to gain an understanding of the 

Internet function from a technical point of view. Then, the three main the-

oretical pillars of this study are critically presented. First, the literature of 

the emerging field of Internet geography is analyzed. This is the core and 

the most influential part of the literature for this book. The main subject 

of this study, the Internet infrastructure, is defined here. Then, the world 

cities literature is analyzed and the importance of ICTs is highlighted. 

Thirdly, a theoretical framework is built in order to comprehend potential 

regional economic impacts of the Internet infrastructure.

Chapter 3 is dedicated in analyzing the data and methods used for 

this study. As mentioned above, in order to approach the research ques-

tions, secondary data about the IBN and quantitative methods have been 

employed. The rationale of choosing the specific methods is illustrated 

here as well as the main methodological points. This chapter ends with this 

book’s research framework, where all the research questions, methods, 

data sources and theoretical pillars are schematically presented together.

The empirical research takes place in the next four chapters (4–7). 

Chapter 4 presents a descriptive network analysis and it is the chapter 

where the fundamental analysis of the IBN takes place. The network 

topology is built and both global and local statistics are calculated. This 

chapter concludes with some initial results from the exploratory analysis 

both for the global level of the whole network and for the local level of 

city- region attributes.

Chapter 5 uses the complex network analysis to perform a structural 

comparison between the Internet backbone and the aviation network in 

Europe. As will be highlighted in Chapter 2, the first layer of the space of 

flows is formed by these two infrastructural networks. The comparison 

takes place both at the global level of the whole network structure but also 

– and probably more interesting from a geographic point of view – at the 

level of city attributes. The latter indicates the different roles that different 

cities perform in these two networks.

Chapter 6 is dedicated to the explanatory analysis of the IBN. 

Econometric modeling, such as probit and spatial interaction models, are 

introduced in order to explain the geographic and socio- economic factors 

behind the spatial distribution of this infrastructure. The chapter con-

cludes with a set of significant predictors of regional connectedness and 

installed backbone capacity.
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Chapter 7 is the final empirical chapter of this book and focuses on 

identifying the regional economic impacts that the Internet infrastructure 

can generate. The analysis explores the direction of causality between 

the Internet infrastructure and economic development with the use of 

Granger causality tests.

This book concludes by providing the empirical answers to the research 

questions stated in this first chapter. Additionally, in this last chapter the 

further contributions of this research to the relevant literature are high-

lighted. Drawing on the empirical results some policy recommendations 

are also stated in order to promote the inclusion of Internet infrastructure 

in the local and regional policy agenda.
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2.  The fundamentals of the Internet 
infrastructure: a cross- discipline 
review

2.1 INTRODUCTION

This chapter reviews the relevant literature and provides the necessary 

theoretical framework to further investigate the research questions illus-

trated in the introductory chapter. The starting point for approaching 

the Internet infrastructure, even from an economic geography stand-

point, is an analysis of its architecture. This provides all the necessary 

technical knowledge to understand how this complex technical system 

works. Then, the main core of the relevant literature is grouped in 

three main pillars: (1) the Internet geography; (2) the world cities lit-

erature; and (3) the link between regional economics and the Internet 

infrastructure. The first element identified as the Internet geography is 

directly related to all three research questions of this study. As will be 

further analyzed in the relevant section, this book is part of this emerg-

ing research field of the Internet geography. The second pillar provides 

a wider theoretical framework for this study and for the Internet geog-

raphy field as it maps and analyses the increased interaction and inter-

dependence among cities, the importance of which is highlighted in the 

frame of the global economy. Lastly, the third pillar is mostly related to 

the third research question about the impacts of the Internet infrastruc-

ture on regional economic development. The current economic frame-

work and its facilitation by the Internet infrastructure, especially at the 

level of city- regions, is analyzed.

The structure of this chapter reflects the above three- pillar segmenta-

tion. It starts with the technical analysis of the Internet function and it 

continues with the three theoretical pillars: the Internet geography, the 

world cities literature and the regional economic developmental impacts 

of the Internet’s infrastructure. The chapter ends with an epilogue which 

also links the above three- pillar theoretical structure with the empirical 

research of this study.
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 Fundamentals of the Internet infrastructure  9

2.2 TECHNICAL ANALYSIS OF THE INTERNET

2.2.1 Introduction

This section provides a technical analysis of the Internet in order to 

facilitate further research on the geography of the Internet infrastruc-

ture. Despite the fact that this book is not concerned with the engineer-

ing side of the Internet, such knowledge is important to investigate the 

geography of the Internet infrastructure and the impacts that this might 

generate. Because of the Internet’s strong technical character, any attempt 

to approach it from a social science point of view would be ineffective 

without considering its primary technical nature.

Broadly speaking, it could be said that the Internet consists of two 

layers: a technical layer, and a content layer, with the latter overlaid on 

the former. The key characteristic of the Internet’s technical layer is its 

network topology as it consists of edges and nodes, which have a specific 

physical location. In fact, it is not a single network nor one specific system, 

as many of its users think. The Internet, as the network of networks, con-

sists of several interconnected small, medium- sized and large networks 

(Gorman and Malecki 2000). Because of this complexity, these networks 

should be characterized by a specific and predefined hierarchy in order to 

be functional (Malecki and Gorman 2001).

2.2.2 Internet Service Providers

The Internet’s networks can be approached from different perspectives. 

From the business point of view, the interconnected networks can be 

identified as being associated with the Internet service providers (ISPs). 

The latter refers to companies or organizations which maintain one or 

more interconnected networks and through these provide Internet access. 

Usually, an ISP in order to achieve the desirable global connectivity (i.e. 

connectivity with the rest of the Internet’s networks and through them 

with all the interconnected computers) needs to cooperate, interconnect 

and exchange data with other ISPs. This can happen in various ways, 

as described in the next section. The distinction among ISPs follows the 

Internet’s rigorous structure. On top of this, the Tier- 1 ISPs can be found 

which are characterized by extensive global networks and which are able 

to achieve global connectivity without purchasing Internet connectivity 

from another ISP (that is, exchange data with an upstream provider under 

a fiscal agreement, known as IP transit). Only a few Tier- 1 ISPs exist in the 

world (TeleGeography 2007) and they are usually part of global telecom-

munications companies (telcos) which maintain high- capacity backbone 
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10 The geography of the Internet

networks around the world. Tier- 1 ISPs exchange data with each other 

(known as peering) and sell Internet connectivity (known as IP transit) 

to lower- ranking ISPs, called Tier- 2, which also have their own but less 

extended networks. On top of their own connectivity, Tier- 2 networks also 

need to purchase Internet access from upstream Tier- 1 ISPs in order to 

gain global connectivity. Tier- 3 and Tier- 4 ISPs are lower- scale providers, 

which mainly act at national and local levels (TeleGeography 2007).

2.2.3 Peering and Nodal Locations of the Internet

“Only through peering do two networks interconnect to form what we 

know as the Internet” (Malecki and Gorman 2001, p. 93).

Peering is an essential process of the Internet function because it inte-

grates different networks by giving them access to each other. The latter 

takes place in specific nodal locations, such as Internet exchange points 

(IXPs). An IXP is a facility where different ISPs connect their networks 

to and place their dedicated routers, and through them interconnect with 

some or all of the ISPs present in this IXP (Euro- IX 2006).

This part of the Internet’s topology was first introduced in 1991 in 

the United States (US), when a number of commercial backbone car-

riers founded the Commercial Internet Exchange (CIX) in Santa Clara, 

California (Kende 2000). Later, in 1995, the National Science Foundation, 

having as an objective the commercialization of the NSFNET (the ancestor 

of today’s Internet) introduced the four privately managed network access 

points (NAP) located in San Francisco (operated by PacBell), Chicago 

(BellCore and Ameritech), Washington, DC (MFS) and Pennsauken, NJ 

(New York operated by Sprint Link). Similar to CIX, they enabled the 

ISPs to peer, leading to the emergence of a national commercial Internet 

(Kende 2000; Grubesic and O’Kelly 2002). Nowadays the term IXP is 

more commonly used than NAP, especially in Europe.

Apart from the public peering which takes place in IXPs, ISPs also 

have the option of private peering. Public peering at IXPs seems to be the 

cheapest choice for ISPs to interchange any volume of data because they 

are only charged (if any) the IXPs’ fees and the logistics costs. In addition, 

by interconnecting to an IXP which has a national or even a local reach, 

data- packets with national or local origin and destination can remain at 

this level, avoiding long data transport only for peering reasons. Such 

practice results in time and money gains as the unnecessary use of the 

expensive long- haul links is avoided (Paltridge 2002).

However, public peering is not always the case. Because of the rapidly 

increased Internet traffic by the end of 1990s, many US IXPs became 

 bottlenecks for Internet data traffic. And this is why some major ISPs 
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started implementing private peering, which refers to bilateral peering 

agreements between any two ISPs using direct connections, in order to 

bypass the congested routers of the IXPs (TeleGeography 2007; Kende 

2000). Private peering takes place either at IXPs if the two ISPs are already 

present there, but without using IXPs’ routers, or directly at ISPs’ points 

of presence (POPs), which are the nodes where the end- users are connected 

with the ISPs, and which are further analyzed below.

From the topological point of view, IXPs can be approached as nodes 

of the Internet, since they represent locations where network edges termi-

nate. However, IXPs are not the only Internet nodes. POPs are also nodal 

network elements. End users connect to the POPs via the local loop or 

otherwise the “last mile” (that is the final segment of the Internet physical 

infrastructure before the end- user premises). The ISPs’ routers are located 

there and through them end- users’ connect to the Internet. So, it could 

be roughly said that POPs are responsible for the end- users’ connectivity 

with the ISPs, while IXPs are responsible for ISPs’ universal connectiv-

ity. From the hardware point of view, the nodes of the Internet are either 

routers or switches. IXPs and POPs are equipped with both of them. Their 

main role is to send the Internet data packets to specific locations, but 

their difference will be highlighted below in section 2.2.5.

In reality, the distinction between IXPs and POPs is sometimes quite 

vague, since peering can also take place at the latter under private peering 

agreements. POPs are usually owned by ISPs since they connect the end- 

users with the ISP’s network. Usually they are located in specific estab-

lishments, which are known under various names such as data centers, 

telecom hotels, data warehouses, collocation, colo centre, server farms 

and so on, and provide a wide range of services (Evans- Cowley et al. 2002; 

Townsend 2003). Among others, they include facilities such as collocation, 

servers hosting, data archives and hardware management in a controlled 

environment for climate conditions and physical disasters. These facilities 

are characterized by great Internet connectivity with access to backbone 

networks and this is why low- ranking ISPs are located there or rent racks 

to place their routers in order to connect with higher- tier ISPs. Such facili-

ties are usually found in wider metropolitan areas, employing redundant 

buildings such as warehouses and department stores with high ceilings and 

high- capacity power supply; they are found in locations which combine 

access to high- capacity backbone networks and closeness to customers 

in order for them to have physical access to their equipment. However, 

usually such facilities can neither afford the cost of nor find buildings 

with proper specifications in central locations (ibid.). Nowadays, it is 

also common to find collocation facilities in remote areas which combine 

access to backbone networks and low- cost electric power. The discussion 
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has also emerged for locating such facilities in areas where renewable 

energy is available as a low carbon- dioxide emission measure, by exploit-

ing the vast installed bandwidth (for this discussion see Arnaud 2009).

To sum up, ISPs, in order to achieve global connectivity, use different 

combinations of public and private peering as well as Internet Protocol 

(IP) transit. The above peering choices are related with factors such as 

ISPs’ customers, business plan and location. From a technical point of 

view, a plethora of physical facilities support the role of ISPs. All these 

technical elements form the Internet’s physical infrastructure.

2.2.4 The Internet Architecture

From a topological point of view, the Internet’s numerous networks are 

only able to communicate because of the adoption of common protocols. 

IP is the protocol which determines the Internet’s function by enabling 

data packet transport among the Internet’s different sites using switches 

and the routers which run under the Transmission Control Protocol/

Internet Protocol (TCP/IP) switching technology (Gorman and Malecki 

2000). In order for data exchange to take place, all data is fragmented in 

data packets labeled with their origin and destination address, as well as 

with the order according to which the data can be rebuilt. Those packets 

are transported through the different interconnected nodes (UN 2006). 

Each destination on the Internet (that is, an interconnected computer) has 

been given a unique IP address in order to be reachable from the rest of 

the world.

The TCP/IP follows the guidelines of a wider protocol which governs the 

Internet function. It is known as the Open Systems Interconnection (OSI) 

model and it was introduced by the International Standards Organization 

(ISO) in 1984 and updated in 1994 (UN 2006). It is built as a seven- layer 

system: the lower layers are dedicated to basic technical tasks while the 

upper, which rely on lower layers’ efficient function, are closer to the end- 

user and include more sophisticated functions. The first layer is called the 

physical layer and consists of the wires, the fiber, the wireless links and the 

physical elements in general, which are responsible for data transmission 

following precisely the directives from the upper layers. The data layer 

feeds the physical layer with error- free flows, which are transmitted by 

the lowest layer between two adjacent nodes. The third layer, identified 

as the network layer, is the first layer where a complete origin–destination 

route is set up, using the IP addresses. While switches, which function at 

the data layer, are able to switch data packets only between the adjacent 

nodes of a complete route, the routers, which function at the network 

layer, are responsible for setting up and managing the complete routes of 
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the data packets, which usually consists of numerous intermediate nodes. 

The importance of this layer is that it defines the whole network: if a site is 

not visible by a router, it is not part of the Internet (Gilder 2000). The next 

layer is the transport layer, the main protocol of which is the TCP, which 

certifies that the data packets are received correctly and in the right order. 

The applications announcement to senders and recipients takes place on 

this layer (UN 2006). However, the control of the dialog between senders 

and recipients is a responsibility of the fifth layer, the session layer. The 

seventh layer is the application layer, where the most common Internet 

applications such as File Transfer Protocol (FTP) and Hypertext Transfer 

Protocol (HTTP) function (ibid.). Between the application layer, which is 

the nearest to the user layer, and the session layer, there is another layer 

called the presentation layer, which is the interface between these two 

layers. Gilder (2000, p. 63) describes the OSI model very efficiently using 

the telephone analogy:

Pick up the handset and listen for a dial tone (physical layer); dial up a number 
(every digit moves the call another link closer to the destination); listen for 
the ring (signifying a network connection and transport of signals). Getting 
someone on the line, you may be said to have completed the first four layers of 
the OSI stack. Then your hello begins a session, the choice of English defines 
presentation, the conversation constitutes the application layer. The hangup 
ends the session.

2.2.5 The Physical Layer and its Metrics

The Internet’s performance is highly related to its physical layer. There 

are two main metrics for approaching a computer network’s performance: 

bandwidth and latency. The former simply refers to the “number of bits 

that can be transmitted over the network in a certain amount of time” 

(Peterson and Davie 2003, p. 40) while the latter refers to “the time (meas-

ured in milliseconds) that it takes to transport and receive data between 

two nodes on the Internet” (Dodge and Zook 2009). For example, a 

modern transatlantic circuit can have a bandwidth of 10Gbps, which 

means that it can transport 10 3 109 bits every second (8 bit 5 1 byte 5 

one typed character). The bandwidth is mainly defined by the physical 

means which transports the data, with fiber optic cables providing today 

the greatest bandwidth. Latency on the other hand is a more complicated 

metric, which is measured in time units and refers to round- trip time: the 

time that a data packet needs in order to reach its destination and return 

back to its origin. Latency may be affected by (Peterson and Davie 2003): 

(1) the length of the link and the speed that the data travels in the link; 

(2) the size of the data packet and the bandwidth of the internet medium; 
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and (3) processing delay due to switching through various Internet nodes 

(Obraczka and Silva 2000). Practically, latency is usually appeared when 

the overall route consists of a high number of hops (Internet terminology 

for switching through various nodes).

What is also important in order to comprehend the way the Internet 

functions, and the way its different elements are scattered among and 

within cities, is to understand the nature of its physical layer. The edges 

of the Internet are certainly the most expensive and extensive component 

of an ISP’s investment. There are three main media types that facilitate 

data transmission (Tanenbaum 2003). The oldest one is the “twisted 

pair”, which consists of two insulated copper wires twisted together 

in order to avoid antenna phenomenon created by two parallel wires. 

Public Switched Telephone Networks (PSTNs) are still largely based on 

twisted pair wires. They can achieve several Mbps for a few kilometers. 

The next category is the coaxial cable, which is also built on copper 

and it was firstly widely used for television transmission and then for 

telephone long- haul links. Nowadays, the long- haul links are exclusively 

based on fiber optic cables. Their main difference is that instead of trans-

mitting electrical pulses, fiber optics transmit light pulses through the 

fiber, which is generated by a light source (usually LED) placed at one 

end and recognized by the detector at the other end. The absence of light 

is recognized as 0, and the light as 1, just like the electricity over copper 

cables.

Apart from bandwidth, there are a few more differences between fiber 

optic and copper- based links. First, the low attenuation of the former and 

consequently the low needs for repeaters, which are used to enhance the 

signal, make fiber much more suitable for long haul links. In addition, 

fiber is not affected by external electromagnetic interference, and is less 

sensitive to environmental conditions. What is interesting is that telcos 

also prefer fiber because it is much lighter and has lower installation cost 

than copper wires. Furthermore, it consumes less space in the already 

narrow and filled ducts. The fiber optic cables, just like the copper wires, 

are placed in pipes, which are installed either next to pre- existing network 

infrastructure (motorways, roads, railways and so on) or in pipes that are 

not used any more, such as sewer networks. By replacing the oversized 

copper wires with the smaller in volume but higher- capacity fiber, there 

is a potential gain for carriers. However, fiber’s installation and mainte-

nance needs special skills from engineers and it is very sensitive to bending. 

Moreover, the cost of the optical interface is quite high and it is higher 

than the equivalent for copper wires (Tannenbaum 2003). Nowadays, 

the extended interregional links are built on fiber optics, while the last 

mile is still mostly based on copper wires. However, a growing discus-
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sion is taking place nowadays about the implementation of fiber optic 

technology in the local loop (Fiber To The x, where x represents Home, 

Building, Premises and Cabinet – FTTH, FTTB, FTTP and FTTC – 

respectively). For example, the Organization for Economic Co- operation 

and Development (OECD 2006) states that “fibre to the home is becom-

ing increasingly important for broadband access, particularly in countries 

with high broadband penetration”. Despite these advantages, installation 

costs are still too high- priced for extensive use of fiber in the local loop, 

which is related to excavations in heavily populated and urbanized areas 

with high land costs. It is estimated that this is the most expensive element 

of a network’s roll- out, reaching 80 percent of the total cost (Graham 

1999).

2.2.6 A Little Geography

From the geographical point of view, POPs and IXPs are part of the urban 

Internet hardware. What is also interesting is the location of the rest of the 

(less visible part of the) Internet’s infrastructure analyzed above, such as 

the IP addresses. However, it is not always easy to identify their physical 

location. The reason for this is that the Internet is developed not on a geo-

graphical basis but rather on a topological basis, as the Internet recognizes 

the location of its elements only in relation to other Internet components 

(Dodge and Zook 2009).

All the above seem to be important when the discussion turns to urban 

geography, because the location of the Internet hardware determines 

cities’ Internet capacity. The number and the capacity of the links a city 

shares with the rest of the world reflect the city’s aggregated capacity to 

exchange data and digitally interact with other cities. Additionally, the 

redundancy of Internet links increases the city’s digital reliability in case 

one or more links go down.

However, regardless of the number of links and their capacity, a city 

could not benefit unless there is a node linking its Metropolitan Area 

Network (MAN), and through this the local loops and the end- users, with 

the backbone networks. Otherwise, a city would be bypassed by those 

networks without gaining access to the rest of the world, just as small 

towns are bypassed by motorways and high- speed rail, resulting in what is 

known in the literature as a tunnel effect. So, in order for a city to benefit 

from the Internet infrastructure, it is not enough to be near to high capac-

ity backbone networks; it also needs to be connected to them with multiple 

nodes which enable its fast and secure interconnection with those net-

works. In addition, extended intra- urban hardware, such as MANs, local 

loops and POPs, is fundamental for end- users to gain global connectivity. 
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The importance of the intra- city Internet infrastructure is reflected in the 

fact that nowadays the main Internet bottleneck lies not at the backbone 

connections nor at the IXPs, but at the last mile, which is still largely not 

facilitated by fiber optic technology (Pelletiere and Rodrigo 2001; Blum 

and Goldfarb 2006).

If the above could reflect a city’s aggregated Internet capacity, then the 

geography of IP addresses could indicate something more tangible: the 

location of the interconnected computers. If the links and the nodes define 

the Internet infrastructure supply at city level, then the geographical loca-

tion of IP addresses could indicate origins and destinations of Internet 

data communications. However, it should be underlined that IP addresses 

are not related to the Internet’s content but rather to its hardware, indicat-

ing the location of computers which host the Internet content (a website 

for example), and not the location where this content is produced (Dodge 

and Zook 2009). And even this is not very accurate since the only available 

geographic information for IP locations is the registered postal address 

and it is very common that this address is different from the actual geo-

graphic location of the IP.

To sum up, this section has provided not only a brief technical analy-

sis of the Internet, but also a glimpse of the underlying geography of the 

Internet’s infrastructure. Most of the technical elements presented in this 

section are graphically represented in Figures 2.1 and 2.2. The above anal-

ysis is crucial for supporting the main focus of this study: the geography of 

the Internet infrastructure.
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2.3 THE INTERNET GEOGRAPHIES

2.3.1 The Internet Geography – An Epistemological Discussion

The main theoretical pillar of this book is the rather new branch of 

communications geography identified as cybergeography or Internet 

geography. The first term, which is the oldest one, is based on the novel 

term “cyberspace”. Indeed, the term was introduced by William Gibson 

in his novel Neuromancer (Gibson 1984, p. 51) in order to describe a 

virtual conceptual space existing within ICTs (Dodge and Kitchin 2000). 

The etymology of the word goes back to the ancient Greek word kyber 

which means “to navigate” (ibid.). This term has been much used by 

Martin Dodge and it was the title of his extensive seminal research project 

on mapping cyberspace (for a synopsis of his work see Dodge 2008). 

Nonetheless, the second term, which is more generic, appears more often 

in the relevant literature (e.g. Townsend 2003; Zook 2006) and is the one 

adopted here.

Regardless of their etymological differences, both terms focus on the 

same problem: the geographical representation and analysis of cyber-

space, which can be approached as a multi- layer formation that produces 

new virtual sites (Kitchin 1998b). Dodge and Kitchin (2000, p. 1) illustrate 

the non- homogenous nature of cyberspace:

it is a myriad of rapidly expanding cyberspaces, each providing a different form 
of digital interaction and communication. In general, these spaces can be cat-
egorized into those existing within the technologies of the Internet, those within 
virtual reality, and conventional telecommunications such as the phone and the 

physical layer
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Figure 2.2 OSI reference model
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fax, although because there is a rapid convergence of technologies new hybrid 
spaces are emerging.

For Batty (1997), cyberspace is one of the four elements of what he iden-

tifies as virtual geography, which is the impact of technological changes 

and intensive use of technology on traditional geography. His typology 

of virtual geography consists of: (1) the place/space, which refers to real 

places; (2) the cspace or computer space, which is the space inside comput-

ers; (3) the cyberspace, which is the new emerging space produced by the 

use of computers; and (4) the cyberplace, which refers to the digital infra-

structural layer which underpins cyberspace.

Cyberplace is the connecting point with what Castells identified as the 

“space of flows”. In his work about the network society (Castells 1996), 

he illustrated the emergence of a new spatial form due to the structural 

transformation that our society is undergoing because of the extensive use 

of ICTs. He calls this new spatial form the space of flows and he defines 

it as the “managerial organization of time- sharing social practices that 

work through flows” (ibid., p. 442). Such flows are the outcome of the 

digitally enhanced interaction between remote social actors. In order to 

better describe this new spatial form, Castells further analyses the space 

of flows as a three- layer system. The first layer can be parallelized with 

Batty’s cyberplace (Malecki 2002a) and consists of the technical network 

infrastructure upon which the flows of Castells’ network society are 

transported. This infrastructural layer of communications “defines the 

new space, very much like railways defined economic regions and national 

markets in the industrial economy” (Castells 1996, p. 433). The spatial 

configuration of the first layer of the space of flows is the focus of this 

book.

The second layer refers to the hubs and nodes of the space of flows. 

These are the real places with “well- defined social, cultural, physical, and 

functional characteristics” (ibid., p. 443) which are interlinked through 

the first – infrastructural – layer of the space of flows. An example for 

this layer is the global financial network, which consists of specific places 

around the world where global financial markets are located. Lastly, the 

third layer of the space of flows refers to “the dominant managerial elites” 

and describes the spatial organization of these privileged and leading 

social groups, which are increasingly located in isolated communities in 

highly connected places (ibid., p. 433).

While Castells highlighted the importance of the first layer as an under-

pinning layer of the space of flows, his analysis was mostly focused on the 

upper layers. The reasons for this can be found in the next section and 

are summarized here as lack of relevant data and technical complexity. 
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Despite these difficulties, the main focus of the analysis here is the spatial-

ity of the first layer of the space of flows.

The above two theoretical approaches are the fundamentals of this 

emerging field of the Internet geography. From an empirical standpoint 

and based on early research in this field, three key points can be high-

lighted as the main focal points of this research field (Townsend 2003): (1) 

the complexity of the internal structure of digital networks; (2) the con-

nection between virtual and physical places; and (3) the use of cybermaps 

as metaphors for understanding the structure of cyberspace. The diversity 

of the relevant research questions is inherent to the Internet geography, 

similarly to more traditional strands of geography. Thus, there is not only 

one Internet Geography, but instead there are many different Internet 

geographies (Zook 2006):

 ● The technical geographies of the Internet, which focus on the spatial 

aspect of the physical infrastructure of the Internet and were identi-

fied before as the first layer of the space of flows or as the cyberplace.

 ● The human geographies of the Internet, which are further divided 

into political and cultural geographies and economic geographies of 

the Internet. The former examine the social nature of the Internet 

and the impact that the Internet’s extensive and diverse usage 

has on places. Furthermore, the Internet economic geographies 

are subdivided into urban economic geographies and e- commerce 

geographies. While the latter refers to the reorganization of the 

geographies of production and consumption because of electronic 

commerce, the former focuses on the impact the Internet has on 

urban development. Most of the empirical studies in this strand of 

research are mainly based on the study of the physical infrastructure 

of the Internet, signifying the importance of this layer.

 ● The visualized geographies of the Internet. This category focuses on 

visualizing and mapping the topology and even the physical loca-

tion of the technical, political, cultural and economic layers of the 

Internet.

In order to bypass the complexity of the above taxonomy and mainly 

to avoid the confusion of the vague borders between urban economic 

geographies and the technical geographies of the Internet, these categories 

will be considered as one here. Such an approach is not new in the field. 

Indeed, Malecki (2002a, p. 401) in his analysis of cyberplace, recognizes 

that this element of virtual geography fits well with research questions that 

economic geography focuses on.

In the same vein, Greenstein (2004) further defines this field as the 
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economic geography of the Internet infrastructure. Firstly, he defines the 

Internet infrastructure as the (ibid., p. 5):

durable investments in software, communication and computing equipment, 
and related activities associated with operating information technology. This 
common and broad definition of Internet infrastructure encompasses quite a 
lot: capital equipment – such as mainframes, minicomputers, PCs (personal 
computers), LANs (local area networks), WANs (wide area networks), local 
and long- distance telephone equipment, private and quasi- public switching 
equipment, wireless networks for data transmission – and software – both 
packaged and customized. Notice that it also incorporates human capital, a key 
(and often local) input along any value chain for Internet services.

Contrary to the above rather holistic definition, Gorman and Malecki 

(2002, p. 391) only consider hardware elements as the Internet infrastruc-

ture: “the twisted pair wires to the house, the fiber lines to the central 

office, the switch or router, the 28 000 km fiber trunks that connect Japan 

to England and all the gear in between” (Stephenson 1996; Gilder 2000). 

While the software and the related human capital are of equal importance 

for the Internet function, for the needs of this book the Internet infrastruc-

ture is directly linked with the Internet’s physical layer. Parenthetically, it 

could be also said here that the hardware varies more across space than 

the software, as will be analyzed below. Indeed, Greenstein used notions 

such as economies of density and scale, high sunk cost and infrastructure 

upgrade in order to elucidate the geographic properties of the various ele-

ments of the infrastructural layer of the Internet, such as the POPs, the 

backbone networks, the domain names and the broadband connections.

Because of the strong urban concentration of both the cyberplace and 

cyberspace, it is unavoidable for Internet geography not to cross the 

borders of the field of urban studies. It is common for such studies in this 

field to use tools such as urban hierarchies and urban networks in order 

to approach the geography of the Internet infrastructure, as will be illus-

trated below.

To sum up the above epistemological discussion and to further define 

the focus of this book, for the last 15 years we have been able to talk about 

this new emerging field of the Internet geography, which is concerned with 

the geographic analysis of the different layers of cyberspace and cyber-

place. These layers are very diverse as they span from the technical infra-

structure, to the users, the content, the social activism and to interpersonal 

relations. Therefore there is a need for using very different theoretical and 

methodological tools to approach them. Just like traditional geography, 

the diversity of the Internet itself and the diversity of the different Internet 

geographies require from the research community the use of a variety of 
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theoretical and methodological tools, tailored to specific research subjects. 

In this frame, this book is located in this new field of the Internet geogra-

phy, focuses on the infrastructural layer of the Internet, and uses mostly 

elements from economic geography and urban studies, as they are illus-

trated in the following sections of this chapter. Briefly, this book’s focus is 

the urban economic geography of the Internet infrastructure.

2.3.2  An Urban Economic Geography of the Internet Infrastructure – A 

Generic Approach

There are a few points which need to be highlighted in regards to the 

Internet infrastructure from the economic geography and urban studies 

points of view. Firstly, the geography of telecommunications attracts 

limited interest from geographers. The technical and intangible nature of 

telecommunications is the main reason why geographers tend to ignore 

this subject. Indeed, economic and urban geography usually deals with 

tangible objects, contrary to the elusive nature of telecommunications and 

specifically the Internet (Bakis 1981; Hepworth 1989; Kellerman 1993). 

Telecommunication infrastructure, just like other network infrastructures, 

is fairly invisible when it works properly and only becomes visible when 

it stops working (Star 1999). In addition, the complex technical structure 

of telecommunications infrastructure prevents geographers, planners and 

regional scientists from comprehending the topology, structure and design 

principles of such networks (Kellerman 1993). Another factor which is 

also responsible for the lack of interest from spatial scientists is the defi-

ciencies in relevant and accurate data for telecommunications usage and 

telecommunications infrastructure supply and for the Internet. Secondary 

data for existing backbone networks is only available nowadays through 

TeleGeography (2007) and only at an aggregated level. This is the data 

source used for this book. In addition, demand- side data for Internet 

communications at a fairly disaggregated level is not available. Despite the 

fact that ISPs collect such data for managing their networks, this data is 

not published for competition reasons. Moreover, the privatization of the 

telecommunications networks which took place across Europe in the late 

1990s reduced the data availability because of the heightened competition 

(Graham and Marvin 1996). The above problematic situation is not new. 

Batty in the early 1990s declared that there was no interest in the impact 

of information flows on cities (Batty 1990); Moss in the late 1980s char-

acterized telecommunications infrastructural networks as a mystery to 

most of the cities (Moss 1987); and Graham and Marvin (1996) admitted 

that many city planners were not aware of the telecommunications infra-

structure supply in their cities. In spite of the above difficulties, the rapid 
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 expansion of the Internet in the late 1990s activated geographic research 

reflexes and led to the emergence of the field of the Internet geography.

Despite from data availability and the field’s popularity issues, there 

is a growing discussion about the implications of the Internet for the 

broader geography of activities and especially for potential centralization 

or decentralization impacts on spatial structure. The Internet generates 

a double- edged effect which simultaneously stimulates both centrifugal 

and centripetal forces. Using rural and remote areas as an example, the 

former can be identified as the benefits that people in these areas gain 

from investments in ICTs such as access to cheaper and better- quality 

services. For instance, the lack of specialized bookstores in remote areas 

can be supplemented by access to e- bookstores. Centripetal forces have 

the same source, but reverse impacts: investments in ICTs in rural areas 

make local markets more accessible to larger businesses based in core 

areas (Gorman and Malecki 2000), thereby increasing competition. This 

may result in diminishing local production because small businesses are 

unable to compete with larger ones (Richardson and Gillespie 2000). ICTs 

do not result in the decentralization of economic activity (Richardson and 

Gillespie 2000), but they generate both centralizing and decentralizing 

effects, contrary to the early “death of distance” conceptualizations (e.g. 

Cairncross 2001), which focused only on their decentralizing potential 

(Malecki and Gorman 2001).

These early assertions about the dominant impact of ICTs on spatial 

configuration were initially motivated by fears that ICTs would diminish 

the role of cities. One of the most pessimistic views about the future of 

cities in the post- Internet era was introduced by the US National Research 

Council (National Research Council 1998):

One can anticipate a shift of population away from the metropolitan areas 
to bucolic agricultural settings (rural Vermont, the California wine country, 
fishing villages), to resort areas (Aspen, Monterey, Sedona), and to the sunbelt 
and beachfront. Just as the automobile, superhighways, and trucking helped 
shift population out of the central city to the suburbs in the 1950’s, the compu-
ter, the information superhighway, and modems will help shift population from 
the suburbs to more remote areas.

Although ICTs have managed to remove some of the geographical bar-

riers remote locations face, this evolution has not weakened people’s and 

economic activities’ tendency to cluster together in urban areas (Moss 

and Townsend 2000). Contrary to these early arguments, population and 

economic activities tend more and more to agglomerate in core metro-

politan regions, leading Malecki (2002a, p. 419) to conclude that “world 

cities are alive and well”. Even after the rapid technological changes of 
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the 1990s and the 2000s, cities proved not to be the “leftover baggage 

from the industrial era” (Gilder 1995; cited in Moss and Townsend 2000, 

p. 36). And most importantly, the “death of cities” never occurred and the 

Internet proved to act more as a complement rather than a substitute for 

face- to- face city- based interactions (Gillespie et al. 2001; Kolko 1999). 

After all, cities’ importance is reflected in the volume of urban population: 

nowadays more than half of earth’s population lives in cities and by 2030 

the urban population will reach 60 percent (IHDP 2005).

ICTs, and the Internet infrastructure more specifically, are not an 

exception in this centripetal tendency as they concentrate in the impor-

tant nodes of the world urban network (Sassen 1991, 2000a). Indeed, 

the Internet, and the backbone networks which underpin it, is actually 

an urban technology (Rutherford et al. 2004) inasmuch as it is located 

primarily in cities, where demand is concentrated (Gorman and Malecki 

2000): “The Internet cannot bypass mega- cities: it depends on the telecom-

munications [the technical layer of which is concentrated there] and on the 

telecommunicators located in those centres” (Castells 1996, p. 440).

The relation between telecommunications and cities is not unidirec-

tional, though. Not only do cities have the ability to shape the spatial 

structure of ICTs, but telecommunications also play a role in the urban 

development process. Maybe the impact of ICTs on spatial configuration 

is not as strong as of that of previous infrastructural networks such as 

highways and railways which both reflected and influenced settlements 

patterns, but the bidirectional relationship is still visible. On the one hand, 

Moss and Townsend (2000) recognized the reflection of the economic and 

social realities of the US urban system on the IBN. On the other hand, 

Graham and Marvin (2001) identified the impact of ICTs on urbanization 

process due the polarization effect that premium infrastructural networks 

– including ICTs – generate on urban landscapes by connecting selected 

places, both within and between cities, while at the same time neglecting 

the (quality of) connectivity of other less- favored areas.

Apart from the bidirectional relationship between infrastructural net-

works and urbanization, the above metaphor between ICTs and other 

non- digital infrastructural networks shifts the focus to the well- established 

parallel between telecommunications and transportation networks. Even 

though this parallel is commonly observed in the literature, the effort 

committed for the study of the Internet and generally ICTs as network 

infrastructures cannot be compared with the much greater interest in 

transportation networks (Moss and Townsend 2000).

This parallel takes place at two levels: economy and topology. From the 

economics point of view, the Internet, just like transportation networks, 

is an infrastructure as they both serve the production process: the Internet 
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transports the valuable weightless goods of the digital economy in the same 

way that transportation networks transport industrial goods (O’Kelly and 

Grubesic 2002; Moss and Townsend 2000). The higher the economic 

dependency on electronic transactions, the higher the acknowledgement of 

the Internet as an infrastructure will be. Borland and Hu (2004) highlight 

this point by arguing that broadband connections are fundamental for the 

future of the economy, just as road and train networks were during the 

past two centuries. And they continue by arguing that although Internet is 

still in its relative infancy, it has managed to transform the way people live 

and work more rapidly than the previous infrastructural networks.

From a more geographical point of view, transportation and telecom-

munications networks have strong physical links, since the latter are 

usually found superimposed on the former. Telecommunication carriers, 

in order to roll out their intra-  and intercity networks, use pre- existing 

infrastructural networks such as sewer systems and transportation net-

works (Graham and Marvin 1996). It is common for backbone networks 

to be embedded alongside motorways and railway lines and for MANs to 

be installed underneath streets and even inside old sewer pipes.

Another link between transport and telecommunications infrastructure 

is the commercial partnerships between their operators. Because of the 

privatization of the infrastructural networks and their splintering char-

acter (Graham and Marvin 2001), it is common for older infrastructure 

network operators (that is, transport or energy) to establish commercial 

partnerships with telecoms or even to start providing telecommunications 

services. By such initiatives, the new providers directly benefit from econ-

omies of scale arising because of the use of old infrastructural networks 

and avoiding the high sunk costs related to excavations (ibid.).

Another commonality is the regulatory status (Graham and Marvin 

2001). Historically, network infrastructure was developed in a natural 

monopoly framework because of the market failure in infrastructure 

provision (Banister and Berechman 2003). This monopolistic framework 

was accompanied by a regulatory framework in order to prevent custom-

ers’ overexploitation (Graham and Marvin 1996). Recent technological 

developments as well as changes in dominant political economy views 

resulted in more liberal regulatory frameworks. Despite any differences in 

the liberalization process that the two infrastructural networks underwent, 

the development and the function of both networks was always and still is 

related to some kind of regulation.

From an analytical point of view, transport studies have proved vital 

for understanding and designing the Internet function and routing of IP 

flows. The most prominent example is the seminal work of Beckmann et 

al. (1956) on the economics of transportation and the traffic network equi-
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librium, the relevance of which to communication network analysis was 

pointed out in Beckman’s later work (Beckmann 1967; cited in Boyce et al. 

2005). Beckmann et al.’s (1956) novelty lies in the meticulous mathemat-

ical solution of the traffic network equilibrium problem in the framework 

of link cost functions.

Nonetheless, the main meeting point between the Internet and trans-

portation networks from an analytical standpoint is the “Braess paradox” 

(Boyce et al. 2005). The latter refers to the fact that the outcome of local 

optimization by individuals (network users) with conflicting interests will 

not result in a global network optimization (Roughgarden 2005). Put 

simply, additional extra capacity in a network may result in increased 

traffic cost for all users (Korilis et al. 1999). Roughgarden (2005) built 

upon this paradox and also on the concept of “selfish routing”, which 

refers to individually optimized behavior in terms of either commut-

ing flows or IP data flows (Boyce et al. 2005). Having this as a basis, 

Roughgarden (2005) studied the loss of social welfare due to such unco-

ordinated network behavior and quantified the highest losses because of 

selfish routing, a state identified as the price of anarchy.

Both transport and communication networks are friction- reducing 

technologies as they reduce the cost of distance (Cohen et al. 2002; Cohen- 

Blankshtain and Nijkamp 2004). Because of this similarity, effort has been 

spent in research in order to define the relation between them. The lit-

erature (Salomon 1986; Banister and Stead 2004; Mokhtarian 1990, 2002) 

suggests four possible types of interaction between them:

substitution (reduction, elimination), complementarity (stimulation, genera-
tion), modification (change time, mode, destination, and so on with respect to 
a trip or communication that would have occurred otherwise), and neutrality 
(no impact of one medium on the other, e.g. as many e- mail messages have no 
impact on travel and conversely). (Cho and Mokhtarian 2007, p. 5)

Early argumentation was in favor of vast substitution effects on transport 

because of ICT’s expansion. Intensive debates took place in the literature in 

the 1980s and 1990s (for a detailed review see Graham and Marvin 1996), 

introducing sometimes rather deterministic argumentations. In reality, 

such effects were never observed and nowadays it cannot be claimed that 

the telecommunications infrastructure has a substitution effect on the 

demand for physical transportation (Black and Nijkamp 2006). On the 

contrary, complementarities and synergies have been developed between 

the two infrastructural networks as demand and supply for both of them 

have considerably increased (Gillespie et al. 2001; Banister and Stead 

2004). The extensive use of ICTs and the Internet affected the pattern of 

transportation of goods and people. While the use of  teleconferencing was 
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always seen as a substitute for traveling to business meetings, at the same 

time ICT usage can result in more social contacts and accordingly in more 

trips in the long term (Geels and Smit 2000).

From the topological point of view, both transport infrastructure 

and the Internet backbone are rolled out as networks (e.g. Gorman and 

Malecki 2000; O’Kelly and Grubesic 2002; Wheeler and O’Kelly 1999). 

Both consist of nodes and edges and both of them can be analyzed 

using network techniques. Drawing upon previous work (ibid.) Table 2.1 

presents this analogy: if backbone links symbolize motorways, IXPs and 

POPs represent transport nodes (interchanges and access nodes) and 

MANs and local loops the intra- city roads, then IP addresses stand for 

the numerous final destinations in the cities – the “Internet real estate” 

according to Dodge and Shiode (2000).

The Internet backbone network (IBN) is the most interesting part of the 

infrastructural layer from the geography point of view, because it enables 

the interconnection of remote places, almost by surpassing the friction of 

distance. Backbone networks can be regarded as the infrastructural under-

pinning that enables the Internet to function, seamlessly and apparently 

placelessly from the end- user viewpoint. According to Malecki (2004, 

p. 24):

The backbone networks . . . are the core of the Internet and are essential for all 
but the most local of interactions. . . . A backbone is a set of paths that local 
area networks (LANs) connect to for long- distance connection. A backbone 
employs the highest- speed transmission paths in the network.

One of the basic attributes of the Internet considered above is that it 

interconnects numerous different and widely dispersed networks. This 

Table 2.1  The parallel between the Internet physical infrastructure and 

road infrastructure

Importance at The Internet infrastructure Road infrastructure

Inter- city level Backbone networks fl ‡ Motorways

IXPs / private peering points fl ‡ Interchanges

Intra- city level POPs fl ‡ Access nodes

MANs / local loops fl ‡ Intra- city road networks

IP addresses fl ‡ Premises

Source: Tranos et al. (2013).
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attribute, which is responsible for its global character, only occurs because 

of the existence of backbone networks. In reality, backbone networks 

are extensive interregional networks, built on fiber optic cables, which 

are interconnected at the main nodes of the Internet, where data peering 

between them takes place. Batty (1991, p. 142), defines them as “a kind of 

electronic superhighway which enables networks at the next level of hier-

archy down to be interconnected”.

Based on the above, it could be suggested that a study on the geography 

of the IBNs reveals much of the spatiality of the Internet infrastructure 

and the geography of the first layer of the space of flows. Indeed, the 

Internet backbone with the global aviation networks are the main ele-

ments of Castells’ first layer of the space of flows (Taylor 2004).

To sum up, despite the lack of data and the technical complexity of the 

Internet infrastructure, there is a growing discussion in the literature about 

the geography of this infrastructural network, as a representation of the 

first layer of the space of flows. It seems that the early arguments about 

the end of cities and the death of distance proved to be overly futuristic. 

On the contrary, the result of the extensive use of ICTs and the Internet 

more specifically is, to a certain extent, a double- edged effect, with both 

cities and urban network being affected by but also affecting the spatial 

structure of the Internet infrastructure. The next section will shed more 

light on this by reviewing empirical studies about the geography of the 

Internet infrastructure.

2.3.3  Review of Empirical Studies on the Geography of the Internet 

Infrastructure

In this section a review of empirical studies about the geography of the 

Internet infrastructure takes place. Table 2.2 presents published studies 

in this area from the early days of this emerging field (late 1990s) until 

recently. It is divided into three sections. The first one contains studies 

about the Internet edges and mainly the backbone networks. The second 

section includes the papers which are focused on the nodes of the Internet 

such as IXPs, the POPs, the collocation facilities and the towers for wire-

less telecommunications. The studies of the third section focus on the geo-

graphical analysis of domain names. The common characteristic of all of 

these papers reviewed here is that the Internet infrastructure is examined 

from the geography point of view. In other words, it is not the topology of 

the Internet infrastructure that is under question, but rather the reflection 

of this topology on the physical world, and mostly on cities and the urban 

network.

The first observation from this table is the rather small number of 
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Table 2.2 Empirical studies on the geography of the IBN

Study Region Spatial unit Indicator Time 

Network edges

(Wheeler and 

 O’Kelly 1999)

USA city, 

  backbone 

networks

tc 1997

(Gorman and 

 Malecki 2000)

USA city tc, tb, 

  network 

distance

1998

(Moss and 

 Townsend 2000)

USA city tb 1997–99

(Malecki and 

 Gorman 2001)

USA city tc, tb number 

 of hops

1998

(Townsend 2001a) USA city tc, tb, 

  domains

1997, 1999

(Townsend 2001b) World city tb 2000

(Malecki 2002a) Europe city tc, tb, coloca-

 tion points

2000

Europe, 

  Asia, 

Africa, 

Americas

continent peering 

  points

2000

USA city tc, tb, b 

  coloca-

tion points

1997–2000

(O’Kelly and 

 Grubesic 2002)

US backbone 

  networks, 

city

c, tc 1997–2000

(Gorman and 

  Kulkarni 2004)

US city tb, tc, c 1997–2000

(Malecki 2004) US city tb, b 1997–2000

(Rutherford et al. 

 2004)

Europe city b, tb, tc 2001

(Schintler et al. 

 2005)

Europe, US city tc 2001, 2003

(Rutherford et al. 

 2005)

Europe city c, tc, tb 2001, 2003

(Choi et al. 2006) World city network 

  centralities

2002

(Devriendt et al. 

 2008)

Europe city intercity 

  links, IXPs 

2001, 2006

(Devriendt et al. 

 2010b)

Europe city intercity 

  links, IXPs 

2008

(Malecki and Wei 

 2009)

World country,  city tc, tb 1979–2005

(Tranos and Gillespie 

 2009)

Europe City connectedness 

  and connectivity
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studies, with the majority of them being published in the early 2000s. 

The second point that should be highlighted is the geographical focus 

of the studies. Most of them are concerned with US cities. Such a bias 

was expected, not only because the Internet itself originated in the US 

and ARPANET, the today’s Internet ancestor, was rolled out among a 

few American cities, but also because of the US leadership in telecom-

munications after the Cold War era (Kellerman 2002). Another general 

Table 2.2 (continued)

Study Region Spatial unit Indicator Time 

Network nodes

(Evans- Cowley 

 et al. 2002)

US city conc. of 

  telecom hotels

2001

(Grubesic and 

 O’Kelly 2002)

US city conc. of 

  POPs

1997–2000

(Gorman and 

 McIntee 2003)

US city conc. of 

  Personal 

Communication 

Service Towers 

(wireless)

(D’Ignazio and 

  Giovannetti 2007)

World IXPs c 2004–05

IP domain

(Moss and 

 Townsend 1997)

US city, 

  intra- city

conc. of 

  domains, 

domain 

density

1993–97

(Dodge and 

 Shiode 2000)

UK city conc. of 

  domains, 

domain 

density

1997

(Zook 2000) US city, 

  intra- city

conc. of 

  domains, 

domain 

density

1998

(Zook 2001) World domain 

  names

conc. of 

  domains, 

domain 

density

1999

Note: b 5 bandwidth, c 5 connectivity (i.e. number of connections), t 5 total, 
conc. 5 concentration.

Source: Tranos and Gillespie (2011).
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comment is that most of these studies are concerned with the edges of the 

Internet rather than its nodes. As a result, the importance of the nodes is 

underplayed both from the Internet function, but also from the urban and 

economic geography point of view.

With respect to the main variables, it seems that the papers which are 

concerned with the backbone networks are mostly focused on the number 

of different links terminating in each city and the total bandwidth accu-

mulated at city level. These indicators highlight the city’s infrastructural 

capacity in cyberplace. What these indicators cannot do is to examine the 

intercity relations. Indicators such as the total number of connections and 

bandwidth between any two cities reflect the data that these two cities can 

potentially interchange, and in some way the volume of the virtual interac-

tions that might take place between these two cities.1

Additionally, most of the studies use data which usually refers to the 

late 1990s and early 2000s. Data from this period is unlikely to reflect 

current conditions in the geography of the backbone networks for two 

reasons. First, regardless of the high sunk cost of the backbone networks, 

their upgrade (lighting up the fiber) is easy, and for this reason the spatial 

distribution of bandwidth capacity can change dramatically. Second, 

conditions in the telecommunications industry have changed significantly 

since then. The dotcom bubble of the early 2000 was followed by the 

telecommunications crash. According to The Economist (2002) the latter 

was some ten times bigger than the better- known dotcom crash. Indeed, 

one of the reasons for this bust was the unrealistic demand prospects for 

network capacity which resulted in backbone networks being overbuilt 

(Kam 2006). All in all, the results of the studies presented here only reflect 

the reference point conditions and need to be used carefully for other time 

periods.

A common point for all the papers is the strong urban character of the 

Internet infrastructure. Because of the private character of this infrastruc-

ture, the Internet’s physical layer is located where the demand puts it; and 

the demand for such infrastructure is concentrated in large urban areas 

(Malecki 2002b; Priemus 2007).

At a wider scale, it could be said that the Internet on the one hand 

reinforces existing globalization patterns, and on the other results in the 

emergence of new clusters (Malecki 2002a). The global cities are always 

in the first tier of the most connected cities, but this tier is no longer a 

monopoly of the handful of well- established global cities. Both in Europe 

and the US, the new urban hierarchies resulting from the agglomeration of 

Internet infrastructure appear to be notably different from the traditional 

urban geography.

For the case of the US, both old and new geographies coexist. The group 
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of the most connected cities on the US commercial Internet changed very 

little between 1997 and 2000. New York, Chicago, Washington, DC, San 

Francisco, Dallas, Atlanta and Los Angeles accumulated the most band-

width in 2000. Four years earlier, the same seven cities were in the top tier, 

but in a different order, and with New York being the fourth city (Malecki 

2002a; Grubesic and O’Kelly 2002; O’Kelly and Grubesic 2002). Yet, 

cities which are traditionally significant in transportation networks and 

information flows such as Washington, DC, Dallas and Atlanta (Wheeler 

and O’Kelly 1999) accumulated more bandwidth than Los Angeles, one of 

the most important nodes of the US urban network, and even New York 

was not for the first three years of the study period served by the highest- 

capacity links. The above led Townsend (2001a) to conclude that for the 

case of the US the scatter of the Internet infrastructure is wider than the 

world cities hypothesis would have predicted.

Indeed, apart from the first- tier cities, the main changes in the urban 

hierarchy based on the US Internet infrastructure are observed in the 

lower- tier cities. Portland, Kansas City, St Louis and Salt Lake City 

became important nodes of the US backbone network either because 

of their location near existing transportation corridors or because of a 

strong local information technology economic base – the case of Portland 

(O’Kelly and Grubesic 2002).

Similar spatial patterns, but slightly more dispersed, have been exhib-

ited for Europe. Apart from the two dominant European world cities, 

London and Paris, significant bandwidth and backbone links are concen-

trated in other cities such as Amsterdam, Brussels, Lyons, Milan and four 

or five German cities, highlighting the more diffused spatial pattern of the 

European fraction of the IBN when compared to the US one (Rutherford 

et al. 2004). Also important is the role of some gateway cities, such as 

Copenhagen, Vienna and Prague, which act as hubs for peripheral regions 

– Nordic countries and Eastern Europe, respectively (ibid.).

Devriendt et al.’s (2008, p. 25) findings about the European cyberplace 

are slightly more differentiated. Based on European IXPs data they 

suggest that “Amsterdam, London, and Frankfurt are far more impor-

tant in their gateway functions than Paris, Brussels, and Dusseldorf”. 

However, the content- based analysis of the results of web searches showed 

that Paris, London and Berlin have the most important links, and cities 

such as Amsterdam, Rome and Frankfurt are secondary.

Regarding the Internet real- estate approach (Dodge and Shiode 2000), 

which is focused on the geo- location of Internet domain names, all the rel-

evant studies recognize the impact of agglomeration forces on the spatial 

pattern. Moss and Townsend in their pioneering paper (1997) highlighted 

the dominance of New York City, and particularly of Manhattan, in US 
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domain names production. In addition, Dodge and Shiode (2000) also 

identified the concentration of domain names around London. In a wider 

study, Zook (2001) recognized the US dominance in domain names allo-

cation, despite their global diffusion. According to his research, global 

cities are still important nodes of Internet content production, but at the 

same time other cities such as San Francisco, San Diego and Austin in the 

US, and Zurich, Vancouver and Oslo globally, emerge as major Internet 

content producers.

A common approach in the above empirical studies is the exploratory 

analysis of the spatial distribution of the Internet infrastructure. Two 

studies went a step beyond and used population as the main explana-

tory variable for the Internet infrastructure (Malecki 2004; O’Kelly and 

Grubesic 2002), while Tranos and Gillespie (2009) run explanatory sta-

tistical models to test the impact of other variables including economic 

characteristics and spatial structure. All of them recognized the explana-

tory value of knowledge- related variables in bandwidth accumulation. 

Variables such as the numbers of Doctorate- granting institutions and 

patents proved to be better regressors than population in explaining 

bandwidth distribution. In addition, metropolitan character and market 

size were also proved to be significant predictors of Internet backbone 

connectivity.

From a methodological point of view, most of the studies use descrip-

tive statistical analysis and mapping. Nonetheless, a few papers exploit 

more advanced methods to approach their research questions, such as 

graph theory, network analysis and rank plots, in order to better explain 

the network structure; OLS for the explanatory analysis of the infrastruc-

ture’s spatial distribution; and econometrics for the effect of distance on 

ISPs’ interconnection.

With respect to the nodal infrastructure, only a few studies focused on 

them. Yet, the spatial pattern of this physical element of the Internet infra-

structure is not much differentiated from the edges elements. Grubesic and 

O’Kelly (2002) concluded that POPs are unevenly spread in the US, and 

Gorman and McIntee (2003), after investigating the relationship between 

wireless towers, Internet backbone capacity, collocation facilities and 

population, highlighted the fact that just as backbone networks, wireless 

infrastructure follows the diverse localized demand. Evans- Cowley et al. 

(2002) went a step further and classified the city- planners’ responses to this 

new privately driven infrastructure: some pro- technology cities supported 

the location of telecom hotels; a second group of cities only addressed this 

issue after telecom hotels were already located; and thirdly, some cities 

simply ignored the location of such companies.

To sum up, after more than ten years of empirical research in this 

M3051 - TRANOS  978781953365  PRINT.indd   32M3051 - TRANOS  978781953365  PRINT.indd   32 22/01/2013   13:1422/01/2013   13:14



 Fundamentals of the Internet infrastructure  33

emerging field of the urban economic geography of the Internet infrastruc-

ture, some first results can be drawn. Based mainly on the research on US 

cities and secondarily on studies on Europe, it seems that the implementa-

tion of this new infrastructural layer results in an urban geography which 

follows, but at the same time challenges to a certain extent, traditional 

urban hierarchies.

2.3.4 The Contribution to the Emerging Field of Internet Geography

In short, this book, which is placed in the emerging field of the urban eco-

nomic geography of the Internet infrastructure, will contribute to this field 

in the following ways:

 ● First, by focusing on Europe, it is intended that this study will 

broaden the knowledge of how European cities are interconnected 

through the IBN. As mentioned above, some research on Europe 

has already taken place, but it is dated and rather limited in com-

parison to the research about US cities. Therefore, there is a need for 

further exploring the way the European urban network is intercon-

nected through this digital infrastructural layer.

 ● In addition, this research will not only focus on the infrastructural 

capital approach and on the way the Internet infrastructure is dis-

tributed across European cities, but it will go a step further and 

include in the analysis a relational approach, in order to identify the 

different roles that the cities perform in the European part of the 

first layer of the space of flows.

 ● Furthermore, based on analytical and conceptual similarities 

between the IBNs and the transport infrastructure, but also based 

on the fact that the first layer of the space of flows mostly consists 

of the Internet backbone and aviation networks, effort is spent to 

explore how these two different infrastructural layers are deployed 

across the European cities, and the synergies and the complementa-

rities between them.

 ● Moreover, this book will also focus on identifying the factors that 

shape the spatial distribution of the IBN across European cities. 

Such research is limited, dated and not exhaustive.

 ● Apart from the above direct contributions to the emerging field of 

the urban economic geography of the Internet infrastructure, this 

study will also contribute to the field of the world cities research and 

to regional development studies. The interurban relational nature 

of the IBN and its identification as the main component of the first 

layer of the space of flows facilitate the global city process and the 
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world city network. Moreover, the infrastructural character of the 

IBN, in addition to its tendency to accumulate in specific nodes of 

the urban network, might result in spatially differentiated develop-

mental results. The above literatures are examined in the following 

two sections.

 ● In order to approach the above, this book will use a wide range of 

quantitative methods and will attempt to go a step further than the 

descriptive approach of most of the existing studies in this field.

2.4 WORLD CITIES

2.4.1 Introduction

The second theoretical pillar of this study is the world city literature. 

Different terms have been used in order to describe this contemporary 

phenomenon which is related to the growing interaction and interdepend-

ence among a selected set of cities, the importance of which emerges not 

only within the border of their national economy, but also in the frame 

of the globalized economy. Among others, Friedmann (1986) referred to 

the world city hypothesis, Sassen (1991) recognized global cities, Castells 

(1996) highlighted the global city process and Taylor (2004) analyzed the 

world city network. Peter Hall, starting in the 1960s, approached world 

cities as entities which perform multiple roles (Hall 1966; see also Hall 

1998): they are national and international centers of political power, 

centers of trade, banking, insurance and related financial services, centers 

of advanced professional activity of all kind, centers of knowledge and 

technology, information gathering and diffusion, centers of consumption, 

centers of arts, culture and entertainment, and of the ancillary activities 

that cater for them.

2.4.2 World City Hypothesis

However, it was not until the mid- 1980s that the discussion about cities 

with global reach was materialized to something more concrete; and this 

was the world city hypothesis of the “spatial organization of the new 

international division of labour” suggested by John Friedmann (1986, 

p. 69). As he admitted, this hypothesis was not a robust theory linking 

urbanization with global economy, but rather a starting point for research 

(ibid.). Some ten years after his path- breaking work, Friedmann (1995, 

p. 22) returned with a revised version of his hypothesis, approaching cities 

as “spatially organized socio- economic systems”. According to this work, 
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the world city hypothesis can be summarized in the following five points 

(ibid., p. 22):

 ● “World cities articulate regional, national, and international econo-

mies into a global economy.” The main role that these cities 

perform is to act as the key nodes of the global economic system. 

Over the last 30 years, the discrete role that world cities carry out 

has increased because of the economic transformation that took 

place during this period: as Amin and Thrift (1992) claim, between 

the 1970s and 1980s the universal economic system shifted from 

an international to a global economy. The intensity of the global 

economic interactions and their importance for the global economic 

system and the globally (inter)linked national (subglobal) systems 

resulted in empowering the world cities.

 ● “A space of global capital accumulation exists, but it is smaller than 

the world as a whole.” Despite the growing interaction of world 

cities because of economic globalization, not every corner of the 

world is included, at least with the same intensity, in this planetary 

economic system. As Sassen (1991) highlights, the degree of global-

ization goes hand in hand with the increase in the concentration of 

central functions in a few locations, known as global cities.

 ● “World cities are large urbanized spaces of intensive economic and 

social interaction.” Undoubtedly, world cities are extensive metro-

politan areas, acting as large pools of labor power with high densi-

ties of economic and social activities.

 ● “World cities can be arranged hierarchically, roughly in accord with 

the economic power they command.” This hierarchical structure 

of world cities is one the main points of Friedmann’s hypothesis. 

Based on this, he created a taxonomy of world cities distinguish-

ing them as primary and secondary, in core and semi- periphery 

countries (Friedmann 1986). Almost a decade later, he revised this 

taxonomy on the basis of global financial, multinational, national 

and  subnational/regional spatial articulations (Friedmann 1995), 

most likely influenced by Sassen’s global city approach, the main 

element of which is the financial power of the global cities (Sassen 

1991). Such hierarchical relations can be read as relations of power 

and competition, for instance in attracting foreign direct invest-

ments (FDI), or headquarters of important multinational firms. 

Interestingly enough, this hierarchy is not characterized by longitu-

dinal stability (Friedmann 1995) as the complexity of the globalized 

economy and the equally complex urban dynamics continuously 

affects it. The main exemption to this is probably the highest tier of 
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cities, which consists of New York, London and Tokyo. These cities 

are identified as global cities by Sassen (1991), and through the short 

history of the world city research their dominance remained mainly 

unchallenged.

 ● “The controlling world city strata constitute a social class that has 

been called the international capitalist class.” The main characteris-

tic of this class is its cosmopolitan view of the world, extensive usage 

of the English language and its consumerist ideology (Friedmann 

1995, p. 23).

Following Taylor’s (2004) comments on Friedmann’s work, two points 

need to be highlighted. First, the world cities hypothesis gave the necess-

ary push to include world cities- related research questions in the urban 

research agenda. It was the first time that such a theoretical framework 

had been introduced, even in the form of a hypothesis. From the geog-

raphy point of view, Friedmann’s main contribution was the establish-

ment of a global perspective in understanding world cities, surpassing 

state boundaries and the already existing and extensive literature about 

national urban systems (ibid.). It should be noted here that despite the 

importance of hierarchical relations in the world cities hypothesis, the cri-

teria and the methodology behind this ranking are not explicitly specified, 

especially in the revised version (Friedmann 1995).

2.4.3 Global Cities

Despite the novelty of Friedmann’s ideas, the main growth of the world 

city studies was initiated by Saskia Sassen’s work on global cities (Sassen 

1991). Her starting point was the opposed forces of spatial dispersal 

and global interaction. Building upon previous studies on world cities, 

which identified them as international centers of trade and banking, she 

identified four new functions and roles for global cities: (1) hosting the 

decision centers of the world economy; (2) concentration of the financial 

and specialized producer service sector, which can be approached as the 

successor of manufacturing as the leading economic sector; (3) hosting 

and enhancing innovation activities and global production in leading 

economic sectors; and (4) consumption centers of the leading sectors 

products. Simply put, “the things that a global city makes are services and 

financial goods” (Sassen 1991, p. 4). All the above resulted in control and 

power concentration in specific cities, the leading league of which consists 

of New York, London and Tokyo.

Sassen did not extend her research outside the leading league of global 

cities and consequently does not provide empirical results for a wider set of 
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world cities. As Taylor (2004) highlights, she is not much concerned with 

the relations between world cities – no matter that this is slightly changed 

in the revised version of her study (Sassen 2004) – and she instead per-

forms a comparative study of the three global cities. Interestingly enough 

she does not adopt the most common term of “world cities”, but she 

chooses to use the term “global city” to differentiate her leading league of 

cities from similar past studies such as the world cities hypothesis.

Although both world city and global city concepts were intro-

duced to explain the same phenomenon – the transnational urban 

 interdependencies – differences exist between them. Derudder (2006) sheds 

light on the ambiguity observed in empirical studies trying to measure the 

“world- ness” or “global- ness” of different cities. The distinctive character-

istic between these two concepts is the main function of cities: while global 

cities’ main engine is hosting advanced producer services, world cities gain 

power by hosting multinational corporations. Based on this distinction, 

global city functions are usually found in central business districts (CBDs) 

or equivalent business- intensive areas in edge urban locations, while world 

city functions can be found in wider metropolitan regions (Derudder 

2006).

From the Internet geography point of view, the most valuable input of 

Sassen’s study is the appreciation of ICTs’ role in supporting global cities. 

ICTs are essential in the two main processes which aid the spatial concen-

tration of control and ownership: both the spatial dispersion of economic 

activity and the reorganization of the financial industry are strongly based 

on ICTs. Such infrastructure enables the long- distance management of 

production and instant financial transactions, overcoming the barrier of 

physical distance. In addition, Sassen (1991) highlights the agglomerative 

character of ICTs as well as their economic impact: the high entry cost for 

providing extensive ICT infrastructure is an agglomerative factor itself, 

since not all cities can afford such an investment; yet, she continues, the 

established provision of high- quality ICTs equates to “an almost absolute 

advantage” for a city (ibid., p. 19).

2.4.4 Global City Process

The global urban interdependencies were also the focus of Castells’s study, 

but from a different more relational perspective (1996, p. 417):

the global city is not a place but a process. A process by which centers of pro-
duction and consumption of advanced services, and their ancillary local socie-
ties, are connected in a global network, while simultaneously downplaying the 
linkages with their hinterlands, on the basis of informational flows.
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Indeed, Castells adopted a more dynamic approach for the world city 

phenomenon compared to the rather static view of Sassen. While he iden-

tified that the outcome of this process is the concentration of economic 

activities in some selected global nodes, he also recognized the geographi-

cally diffused character of the global city phenomenon. Simply put, the 

global city process cannot be limited only to “a few urban cores of the 

hierarchy” (ibid., p. 411). On the contrary, such a network architecture can 

be identified even at much lower scales: regional and local centers, or more 

specifically, parts of these centers’ socio- economic systems, are intensively 

linked with the global economy.

Castells identified the global economy as one of the three elements of 

what he calls the “new economy”. This is a world- scale economic system, 

which appeared in the last quarter of the twentieth century and is “infor-

mational, global and networked” (ibid., p. 77). The informational charac-

ter of the new economy is analyzed in section 2.5.2, but it can be briefly 

mentioned here that the new economy is informational and not just infor-

mation based, just as the industrial economy was something more than 

just an economic system based on manufacturing. Indeed, the emergence 

of the industrial economy was accompanied by the emergence of a broader 

social culture, the industrial culture.

The second element of Castells’s view of the current economic system 

is scale. He recognized scale not as world, nor as universal, but rather 

as global. Having elaborated on that, he defined the global economy 

as an economic system which has the ability to work as an entity on a 

planetary scale. This global economy comes as an evolution of the world 

economy, which has existed at least since the sixteenth century (that is, 

the Mediterranean world economy as described by Braudel 1984; see also 

Wallerstein 2004), and which only refers to capital accumulation through-

out the world (Castells 1996). Conversely, the global economy refers to the 

global integration of the actors of capital accumulation.

The integration element leads us to the third characteristic of Castells’s 

approach to the new economy: its network character. The new economy 

is networked because productivity and competition are influenced and at 

the same time occur in global networks of business interactions (ibid.). 

Such networks are global but not universal, meaning that they are spread 

around the world, but they do not include every settlement on earth. On 

the contrary, they are very selective on which nodes of the world cities 

network they include.

To summarize, Castells defined the new economy in accordance with 

the world city phenomenon and he strongly linked these two notions. 

Regardless of the universal impacts it generates, the new economy is 

mostly apparent in places which experience the global city process. This 
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process, though, which is typified by a global scale and a network topol-

ogy, is mainly based on the recent advances in telecommunications and 

computing. As Castells states, “without new information technology 

global capitalism would have been a much limited reality” (1996, p. 19). 

Throughout his work, Castells highlighted the importance of ICTs in sup-

porting the global city process and the new economy. Their importance is 

highlighted by their distinctive role in the first layer of the space of flows.

2.4.5 World City Network

Following Castells’s work, Peter Taylor (2004) developed his perspective 

of the world city phenomenon, which is summarized in the term “world 

city network”. His main point was the relational thinking about cities. 

Indeed, his book starts with the statement that he is not concerned with 

the relations within the city or even with its hinterland; on the contrary 

he is focused on relations between cities, their “dependencies and interde-

pendencies” (ibid., p. 1). In this frame, he is focused on how cities, through 

the networks they form, work together as economic entities. He suggests 

that:

concepts such as space of flows and cities as networked entities are transferable 
across different historical specificities. Thus, what [he is] basically taking from 
the above [different approaches of the world city phenomenon] is the necessity 
to think of cities relationally, as the product of networking activities (ibid., 
p. 27).

Taylor not only understood the emergence of a network logic in the 

world city phenomenon, but he moved one step further by empirically 

testing his model. He created a three- level interlocking world city network. 

Usually, networks are two- level entities: they consist of links and nodes. 

Taylor, instead of directly using cities as the nodal level of his network, 

created a third subnodal level, in order to include in his analysis the agents 

which “taken together, are primarily responsible for shaping the world 

city network”; these are service firms, city governments, service sector 

institutions and nation- states (ibid., p. 58). From these four, he recognized 

service firms and, more specifically, Sassen’s advanced producer services 

as the main agent for the world city formation. His latest version of the 

world city network (Taylor et al. 2010) is based on relational data2 from 

about 175 multinational firms, which can be identified as advanced pro-

ducer services. Using the intra- firm connections, he created a roster of 525 

cities.

Apart from the theoretical value of Taylor’s research in highlighting the 

relational nature of the world cities, his main contribution is the  empirical 
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testing of the world city phenomenon. It is the first such  extensive 

empirical intercity study in the field of world city research. From such an 

analysis, a wide range of conclusions can be drawn. Firstly, in spite of the 

network topology of the world city system, there is still a core–periphery 

geography: “while command power remains resolutely in core- located 

cities, the creation of a worldwide network of cities diffuses another sort 

of power. This network power is found in non- core cities that have been 

integral and essential to the servicing of global capital” (2004, p. 199).

Secondly, Taylor recognized the impact that globalization has on 

cities’ independence from the state economy. Network structures enabled 

world cities to function outside state borders and create their own hinter-

worlds. In analogy to hinterlands, the above term describes the links of 

a given world city with other world cities in the framework of the world 

city network and the globalized economy (Taylor 2001). Operating on 

such networks and mainly interacting with other world cities makes the 

classic national urban hierarchy goal of spatial integration within national 

borders appear as an oversimplification (Taylor 2004).

Despite the popularity of Taylor’s approach, some criticism has devel-

oped over the years, mostly against the use of firm- level data. More spe-

cifically, questions have emerged such as why the internal properties of 

firms (the third subnodal level according to Taylor’s network concept) 

reflect the structural attributes of an interurban network (Nordlun 2004). 

Simply put, according to Taylor’s approach, the fundamental element of 

a city- to- city link is the co- location of the same advanced producer service 

firm in any two cities. However, this might reflect better firm structural 

attributes rather than interurban relations.

2.4.6 World Cities, World City- Regions and Some Scalar Issues

Despite the above rigorous analysis of the world city network, what has 

not been yet incorporated in the discussion about globalization and the 

city network is the notion of scale: it is well accepted that London is a 

global city, but how is the global city of London defined in geographical 

terms?

Such a debate is much wider than the current discussion about world 

and global city and is inherent in the field of urban studies and planning. 

Different terms have been introduced in order to approach different urban 

agglomerations and their adjacent areas, such as conurbation (Geddes 

1915), megalopolis (Gottmann 1961), mega- city region (Hall and Pain 

2006), functional urban areas (FUA) (Cheshire 1990; Cheshire et al. 1986; 

ESPON 2005a), and American metropolitan statistical area (MSA) (Hall 

2009). It is beyond the scope of this study to further facilitate this ongoing 
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discussion. However, there is a need to adopt a definition for the spatial 

unit upon which this book focuses. As such, the use of the “city- region” is 

preferred, a notion which was introduced almost 60 years ago (Dickinson 

1947). Despite the wide range of different approaches for this term (see 

Rodríguez- Pose 2008) and the related ambiguity, the notion of city- region 

has been increasingly used lately (Parr 2005).

The first reason for adopting this concept in this book is its strong 

urban and metropolitan character. Based on Rodríguez- Pose’s (2008) 

meta- analysis of the use of this concept, the main criteria for defining 

a city- region is the existence of a highly urbanized metropolitan area. 

Indeed, Ache (2000) highlighted that from a spatial perspective a city- 

region is very similar to a conurbation or to a metropolitan area. Others 

also included in the discussion the core urban areas’ hinterlands (Scott 

2001), or the surrounding territory of the core urban areas (Parr 2005). 

However, the main determinant for a city region is the existence of a highly 

urbanized core. Charles et al. (1999, p. 1) consider the above and define the 

city- region as “a functionally inter- related geographical area comprising a 

central, or core, city with a hinterland of smaller urban centers and rural 

areas, which are socially and economically interdependent”. The urban 

nature of the city- region notion supports its choice as the preferable unit 

of analysis which matches the urban character of the Internet and the 

Internet infrastructure as analyzed in section 2.3.

Additionally, the concept of the city- region is linked with the notion of 

a regional economy. The scale of the city- region (above the local level) and 

the regional character of this concept incorporate some degree of function-

ality, which signifies the existence of an integrated regional economy in 

the city- region. This is why, according to Davoudi (2003), the city- region 

concept is in accordance with the notion of the metropolitan economy, 

and Scott and Storper (2003, p. 581) identify city- regions as the “locomo-

tives of the national economy”. This element is also very helpful for the 

third research question of this book as it enables the use of the city- region 

concept as the study unit for analyzing the regional economic impacts of 

the Internet infrastructure.

Furthermore, the city- region concept appears to be related to the world 

city literature. Indeed, when Kunzmann (1998) refers to the world city 

phenomenon, he prefers the “world city- region” term in order to incorpo-

rate a more functional approach to the nodes of the global urban network. 

Similarly, Scott (1998) introduces the notion of the “global city- region”. 

The above approaches are consistent with Friedmann’s (1995) thesis 

about the contemporary role of cities in the world economy, according to 

which cities are the organizing nodes of world capitalism and the articula-

tions of regional, national and global commodity flows (Brenner 1998b). 
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On the contrary, this functional approach of the world city- regions seems 

to incorporate the space of flows concept. Maybe from a world- scale 

perspective cities can be seen as nodes of a planetary economic system; 

in reality, though, cities are not homogenous spatial entities but rather 

heterogeneous and non- continuous territorial formations with an internal 

network structure.

From another perspective, Brenner (1998b, p. 3) adds to the above dis-

cussion that global cities are related both to the “globalization of capital” 

but also to the “regionalization/localization of state territorial organiz-

ation”. However, he recognizes that large urbanized regions rather than 

territorial economies of state are the basic units of global capitalism. In a 

similar vein, Harvey (1982) links globalization with capitalism and more 

specifically with capital’s tendency to remove spatial barriers to its circula-

tion and to accelerate its turnover time, resulting at the same time in the 

formation of fixed and immobile spatial configurations known as capital’s 

“spatial fix”.

The above are highly related to the focus of this book on the Internet 

infrastructure. Harvey’s spatial fix incorporates the use of investments 

in infrastructural capital such as transportation and telecommunications 

networks as tools for territorial organization. Such networks, and par-

ticularly telecommunications networks, are multiscalar developments in a 

world city framework: they both influence and are influenced by “national 

territorial cohesion, urban regional cohesion, and local territorial cohe-

sion on parallel” (Rutherford 2004, p. 55). They are “glocal” networks as 

they can interlink localities at different scales: the CBD with the new devel-

opments at the edge of the city, and both of these local sites with another 

world city thousands of miles away. Brenner (1998a) identified these 

networks as “glocal scalar fixes”, because instead of homogenizing space 

at the national level as infrastructural networks used to do, they result in 

increasing capital’s uneven geographic distribution.

To summarize, the conceptualization of the city- region facilitates the 

present study as it addresses the urban orientation, the world city perspec-

tive, the regional economic importance and the glocal scalar issues related 

with the Internet infrastructure. In addition, the above discussion can 

further support the following section, where the world city literature is 

examined from the telecommunications perspective.

2.4.7 World Cities and Telecommunications

The previous sections identified the main contributors in the trans-

national urban networks research. Nonetheless, apart from these generic 

approaches, more specialized studies have also taken place, focusing on 
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specific aspects of the globalization process and the urban function. The 

interest here lies in studies which bring together telecommunications and 

the different world city conceptualizations.

Such a case is Kellerman’s (1993) work on telecommunications and 

geography, where he adopts a “transactional city” approach (Corey 1982; 

Gottmann 1983) for explaining the global system of cities. In a nutshell, 

“transactional city specializes in the generation, processing, management 

and transmission of information, knowledge and decisions, rather than in 

the production of tangible goods” (Kellerman 1993, p. 98). According to 

his concept, telecommunications is the main means for the realization of 

these transactions. And here is the importance of Kellerman’s research: 

although all the above urban researchers included the importance of 

telecommunications in their analysis of the world city phenomenon, 

Kellerman uses telecommunications as one of his structural elements for 

shaping the global urban hierarchy.

Based on the above argumentation, he produced a rather descriptive 

four- tier global urban hierarchy, which is presented below, emphasizing 

the telecommunications- related attributes of each tier. The first tier refers 

to domestic cities. Among other characteristics such as strong manufac-

turing and/or tourism sectors, these cities utilize telecommunications limit-

edly, at least regarding the international and business control aspects. The 

second tier consists of world cities. This term indicates that a significant 

part of these cities’ economies is internationalized. In regards to telecom-

munications, world cities offer sophisticated services and act as national 

hubs. Regional hubs are identified as the third tier of Kellerman’s global 

hierarchy. As far as telecommunications infrastructure is concerned, such 

cities provide services not only for their own country but for neighboring 

countries as well. At the top of the hierarchy, the global hubs are found. 

Kellerman (1993) follows Sassen’s approach regarding the global role of 

the leading league of New York, London and Tokyo, and he identifies 

these cities as the top of his conceptual pyramid. Although his global 

urban hierarchy cannot be characterized as relational – at least follow-

ing Taylor’s thesis (2004) – but chiefly as hierarchical, in this top tier of 

cities the relational element is present. These three cities because of their 

unique roles and functions are tightly linked together and this tightness is 

reflected in the telecommunications infrastructure as well.

To sum up, despite the fact that Kellerman is not usually included in 

the rather narrow group of researchers of the world city phenomenon, 

his global urban hierarchy research has a twofold added value for this 

book. Firstly, the role of telecommunications in defining global urban 

hierarchy appears to be more central in comparison to other studies 

including Taylor’s (2004) work, where the infrastructural element is 
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not considered as a structural and relational element of the world city 

network. Just like Castells (1996), who highlighted the underpinning role 

of  telecommunications – digital – infrastructure and its relational charac-

ter, Kellerman (1993, 2002) successfully incorporated such attributes in a 

global urban hierarchy study. Secondly, Kellerman extended his global 

hierarchy to cities of local importance. This also agrees with Castells’s 

approach to the extent of the global city process and fits well with the 

needs of this book: because of the smaller and more detailed scale of this 

study (mainly European instead of global) more cities of lower ranking 

can be included in the analysis of the world city phenomenon.

2.4.8 The Link with and the Contribution to the World Cities Field

After analyzing the different conceptualizations of the world and global 

city phenomenon, this section emphasizes on how this phenomenon is 

related to the research questions of this study, and the contribution of this 

book to the global urban network research field. First of all, it should be 

noted that this research does not attempt to present a new global urban 

hierarchy based exclusively on the urban distribution of the Internet infra-

structure. The complexity of cities and the complexity of the relational 

character of what is identified here as world and global cities prevent such 

a unilateral approach. However, all the above theorists of the urban phe-

nomenon of the global cities agree on one point:

Transport and communication have played a critical role in shaping the evolv-
ing world city system. In turn, world cities have been instrumental in shaping 
global, regional, and local transport and communication networks. (Keeling 
1995, p. 128)

Indeed, both telecommunications and transportation have facilitated 

the world city phenomenon by decreasing and even extinguishing commu-

nications costs, enhancing the interaction of the globally spread actors of 

capital accumulation and supporting their integration. Both the Internet 

and more specifically the IBN as well as the aviation network carry a 

significant part of this interaction (Taylor 2004), facilitating not only 

global urban interdependencies but also globalization itself (Graham and 

Marvin 2001). Information is distributed around the world settlements 

through what is known as the information highways (Gore 1993). In the 

same way, people are being brought together via the aviation network in 

order to interact and acquire complex knowledge (Rimmer 1998). These 

processes enable Smith and Timberlake (2002, p. 139) to recognize world 

cities as the “spatial articulations of the global flows that constitute the 

world economy”, and Rimmer (1998, p. 439) to identify them “as junctions 
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in flows of goods, information and people rather than as fixed locations 

for the production of goods and services”. However, these flows are not 

transported in the abstract space, but rather on this specific infrastructural 

layer, identified by Castells as the first layer of the space of flows, which is 

(unequally) spread around cities in a global network topology. This infra-

structural layer is the necessary means for the circulation of flows and, 

further, for the emergence of the world and global cities phenomenon.

On the other hand, the infrastructural layer is also structurally affected 

by the shape of the world city network. Because of the private character 

of telecommunications and aviation industries, the spatial distribution of 

their infrastructural networks is mostly shaped by the spatially differenti-

ated demand for such services. Taking into consideration that the demand 

for communications – electronic or air transportation – is maximized 

among the world cities and their hinterworlds, it is economically rational 

for carriers to focus on and invest in locating their networks among such 

locations. This demand, which is reflected in the fiber- filled corridors, 

enables Graham and Marvin (1996, p. 3) to announce cities as the “power 

houses of communications”.

Drawing upon the different theoretical conceptualization of the trans-

national urban network, Castells’s (1996) “process- based” rather than 

“place- based” approach (the global city is a process rather than a place; 

see section 2.4.4) is the most influential for this study. In addition, the 

relational understanding provided by Castells and empirically imple-

mented by Taylor (e.g. 2004) is also fundamental for this book. In terms 

of the adopted terminology, the “global city” term will be mostly avoided 

in order to highlight the inclusion of lower- ranking cities in this book. 

Nonetheless, the importance of the digital infrastructure in the formation 

and maintenance of the global urban network is one of the main highlights 

of this book, following conceptions introduced by Castells, Kellerman 

and Sassen, as discussed in the previous sections. In a nutshell, following 

Derudder’s (2006) typology, one of the aims of this book is to analyze 

transnational urban networks from an infrastructure standpoint.

To sum up, there is a twofold contribution of this book to the field of 

world cities research. Firstly, despite the fact that this research will not 

propose a new global urban hierarchy, it will shed light on this “sym-

biotic” relation between communications infrastructure and world city 

formation (Keeling 1995). In more detail, this study’s main contribution 

to the field of world city research is the geographical analysis of one of the 

main facilitators of this global urban phenomenon, the Internet infrastruc-

ture. In addition, a topological and geographical comparison with the 

other essential facilitator of the global city process, the aviation network, 

will also be made in order to investigate the degree of synergy between the 
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two infrastructural networks in facilitating the global city process (Choi 

et al. 2006).

Additionally, this study also attempts to bridge the gap between the theo-

retical sophistication in the work of Sassen (2000b), Friedmann (1986, 1995) 

and Castells (1996) and the lack of empirical evidence to back up their claims 

concerning an emerging network of flows. The above is illustrated by Taylor 

(1999, p. 1904) as an “evidential crisis” in the burgeoning field of world 

cities research. In particular, Taylor highlights the surprisingly limited use 

of relational data in the key studies in the field, given that it is precisely rela-

tions between cities that constitute the key to understanding the new world 

city networks that analysts contend are emerging. Although this study is not 

based on relational data for the actual flows between the cities, it exploits 

relational data for the supporting infrastructural layer of this interaction.

2.5  THE INTERNET INFRASTRUCTURE AND 
REGIONAL DEVELOPMENT

2.5.1 Introduction

The last section of this literature review chapter explores the link between 

the Internet infrastructure and regional economic development, which 

is the third pillar of this book. Firstly, the general economic framework, 

under which the Internet appears to be a valuable means for economic 

growth, is analyzed. Secondly, the role of the Internet in the production 

process is highlighted. Thirdly, based on the above as well as on relevant 

theoretical approaches for regional economic development, a conceptual 

research framework for the economic development impacts of the Internet 

infrastructure at regional level is suggested. Lastly, empirical studies 

concerned with the direction of causality between ICTs and (regional) 

economic development are reviewed.

2.5.2 General Economic Framework

The massive technological improvements which took place in the post- 

industrial era, apart from having wider social impacts, resulted in struc-

tural changes in the economy. Soft factors such as information, knowledge 

and technology became fundamental factors in the production process 

and in the related policy agenda. Nevertheless, there is not a single con-

ceptual framework which encompasses all these changes in the postmod-

ern economy (Cohen et al. 2000). Among others, the most widely used 

concepts describing this post- industrial economy are the “information 
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economy”, the “knowledge economy” and the “digital economy”.3 The 

rest of this section is spent in critically analyzing these approaches.

The concept of the information economy is the oldest one. In 1977, 

Porat (1977, p. 204; cited in Hepworth 1989, p. 7) recognized that:

[We] are entering another phase of economic history. We are just on the edge of 
becoming an information economy. The information technologies – computers 
and telecommunications – are the engines of this transformation. And we are 
now seeing the growth of new information industries, products, services and 
occupations, which presage new work styles and lifestyles based on intensive 
use of information processing and communication technologies.

Hepworth (ibid.), building on Porat’s definition, further explained the 

information economy as a “new phase of economic development”, the 

main characteristic of which is the dominance of information in goods 

and services production and in growth in general. The further enlarge-

ment of the information economy will result in wider transformation of 

economic products, activities and actors, which will not only affect the 

information- intensive sectors, but will also lead to the emergence of a 

wider techno- economic change (Miles and Matthews 1992). In addition, 

Castells (1996) identified the new economy as informational rather than 

information based, as analyzed in the previous section. From an eco-

nomic standpoint, although information is the main input for productiv-

ity growth and competitiveness, the effect of the information economy is 

wider than such a production–input change. This is why the informational 

economy is not just the product of the technological improvement in the 

fields of computing and telecommunications, but instead is the result 

of the change of the techno- economic paradigm, a term which is traced 

back to Perez (1983). The latter refers to the “combination of interrelated 

product and process, technical, organizational and managerial innova-

tions, embodying a quantum jump in potential productivity for all or most 

of the economy and opening up an unusually wide range of investment 

and profit opportunities” (Freeman and Perez 1988, pp, 47–8).

From a historical perspective, this new techno- economic paradigm, 

which is materialized by the information economy, can be also approached 

using Nikolai Kondratieff’s “economic waves” (1926).4 He identified long 

phases of development – almost half a century long – based on the shift of 

technological paradigms. Starting from the industrial revolution and early 

mechanization Kondratieff (wave), he continued with the steam power 

and railway and the electrical and heavy engineering Kondratieff. After 

his death, the Fordist mass production wave was introduced and accord-

ing to Freeman (1987) we are currently experiencing the fifth Kondratieff 

of information and communication.
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Kellerman (2002), in his attempt to further explain the information 

economy, identified its structural elements:

 ● Infrastructure: the technical layer of the information economy, 

where the ICTs are located.

 ● Information: all kinds of information – personal, business, educa-

tional and so on – the delivery of which to customers (users) is based 

on the infrastructural layer.

 ● Media: they are responsible for the consumption of the various types 

of information (TV, radio, the Internet and so on).

 ● Operators: which refers to companies which deal with the operation 

of business for all the above layers (that is, production and servicing 

of the infrastructure, information and the media).

 ● Users: the customers who make use of the infrastructure, informa-

tion and media. Users can be both households and businesses.

The above five elements of the information economy are combined 

together and form the three economic functions as are illustrated in Figure 

2.3a. All elements of the information economy are merged in Figure 2.3b to 

facilitate the needs of the final user- customer.

Demand

- Households
- Businesses

Mediation

- Operators
- Media

Infrastructure Operators

Information Media

Supply

- Information
- Infrastructure

Users

(a)

(b)

Source: Adapted from Kellerman (2002).

Figure 2.3 Major elements of the information economy
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The second concept analyzed here is the knowledge economy. Knowledge 

is directly linked to information because “knowledge is more than informa-

tion as information is more than simply data” (Malecki and Moriset 2008, 

p. 29). The relation between these notions is hierarchical, as one step higher 

in the hierarchy reveals a higher level of sophistication, codification and 

consequently value. The relation between data, information and knowledge 

is illustrated in Figure 2.4. Nijkamp and Johnkhoff (2001, p. 2) identified 

knowledge as the “accumulated stock of information based on synergies” 

contrary to these “structured flows of data”, which form information. The 

adding, restructuring, editing and other operative changes of information 

result in the formation of knowledge (ibid.). Leydesdorff  (2006, 17) further 

explains the notion of knowledge and distinguishes it from information:

Knowledge enables us to codify the meaning of information. Information can 
be more or less meaningful given a perspective. However, meaning is provided 
from a system’s perspective and with hindsight. Providing meaning to an 
uncertainty . . . can be considered as a first codification. Knowledge enables us 
to discard some meanings and retain some others in a second layer of codifica-
tions. In other words, knowledge can be considered as a meaning which makes a 
difference. Knowledge itself can also be codified, and codified knowledge can, 
for example, be commercialized.

This last point is the key characteristic of the knowledge economy: 

knowledge, as a commercialized entity, has become one of the factors of 

Knowledge

Information

Data

V
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 m
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Source: Adapted from Burton- Jones (1999).

Figure 2.4 Data, information and knowledge
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production, in advance of capital and labor (Drucker 1998). According to 

the OECD’s (1996, p. 7) definition, knowledge- based economies are econ-

omies “which are directly based on the production, distribution and use of 

knowledge and information”. However, the economy was always depen-

dent on knowledge, even in ancient times (Quah 1998). Despite the fact 

that steam engines and clay tablets are physical products, they embody 

knowledge, which was used for their production (Maignan et al. 2003). 

Nonetheless, the distinctive characteristic of the knowledge economy is 

that knowledge became a stand- alone product (Quah 1998). Additionally, 

investments in knowledge and knowledge products can have horizontal 

effects, affecting all the production factors and even transforming them 

to new products and services. “And since these knowledge investments 

are characterized by increasing . . . returns, they are the key to long- term 

economic growth” (Stevens 1998).

But how is the knowledge economy linked to the information economy? 

Maignan et al. (2003, p. 4) differentiate the above notions as follows:

“Knowledge represents the capacities or capabilities of an individual or a social 
group . . . associated with meaning and understanding, as well as the abilities to 
organize, interpret and assess information” (Cohendet and Steinmueller 2000), 
while information is “knowledge reduced to messages that can be transmitted 
to decision agent” (Dasgupta and David 1994).

The notion of knowledge is tied with the notion of learning. The latter, 

as a collective ability of a society or a locale, appears to be central in the 

development process (Pike et al. 2006; Lundvall 1992). Additionally, 

advances in ICTs – identified as the infrastructural layer in Kellerman’s 

model of the information economy – resulted in the acceleration of the 

codification of this fraction of knowledge which is able to be codified.5 

This rapid change in the knowledge codification process resulted in the 

transformation of knowledge into a market commodity: “large chunks of 

knowledge can be codified and transmitted over computer and communi-

cation networks” (Stevens 1998, p. 90). Due to this function, technological 

improvements are integral elements of the knowledge economy and tech-

nology can also be approached as applied, routinized and transferable 

knowledge (Landes 1998).

The third and most recent theoretical attempt to describe the current 

economy is summarized under the term “digital economy”. The latter 

is usually related to economic transactions taking place in the Internet 

(Atkinson and McKay 2007). However this is only part of what the 

digital economy really is. Atkinson and Mckay (ibid., p. 7) define it as 

follows:
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The digital economy represents the pervasive use of IT (hardware, software, 
applications and telecommunications) in all aspects of the economy, including 
internal operations of organizations (business, government and non- profit); 
transactions between organizations; and transactions between individuals, 
acting both as consumers and citizens, and organizations. Just as 100 years ago 
the development of cheap, hardened steel enabled a host of tools to be made 
that drove economic growth, today information technology enables the crea-
tion of a host of tools to create, manipulate, organize, transmit, store and act 
on information in digital form in new ways and through new organizational 
forms. (Cohen et al. 2001)

The key point of this concept is the pervasive character of ICTs 

in all sectors of the economy. The information economy concept is 

roughly linked with specific sectors of the economy. Porat (1977; cited in 

Hepworth 1989, p. 15) identified the informational worker and he devel-

oped a register with 422 information occupations based on the US Census 

of Population workforce classification. Additionally, concepts such as 

“quaternary employment”, which refers to services “closely related to 

the production, processing and distribution of information” (Gottmann 

1983, p. 66) and the “informational sector” were introduced to frame the 

information economy (Hepworth 1989). Moreover, the concept of the 

knowledge economy is more widely defined: no explicit knowledge sector 

was identified and the definition of knowledge- based occupations was also 

extended out of the service sector (Neef 1998).

However, such a sector- based approach does not apply to the digital 

economy. Indeed, the concept of the digital economy is by definition 

horizontal and refers to the impacts that the economy in total can enjoy – 

mostly through productivity gains – because of the extensive use of ICTs 

in all aspects of the economy (Atkinson and McKay 2007). Simply put, 

computers, telecommunications and their combined function, known as 

“infocommunications”, support downstream industries in all sectors of 

the economy (Malecki and Moriset 2008). This process results in produc-

tivity effects, which according to Atkinson and McKay (2007) can be dis-

tinguished in capital deepening and total factor productivity gains. While 

the former refers to the fact that increased capital results in increased labor 

productivity, the latter refers to productivity increases when the same 

amount of capital is used more efficiently. In addition, the OECD (2003) 

suggests a third path for the expansion of the productivity gains: the pro-

ductivity acceleration in the ICT- producing sector and the expansion of 

the ICT- producing sector in the economy. In a nutshell, such productivity 

gains can significantly affect economic growth.

However, much discussion has taken place in the relevant literature 

with regards to the productivity gains due to the use of ICTs. This debate 

M3051 - TRANOS  978781953365  PRINT.indd   51M3051 - TRANOS  978781953365  PRINT.indd   51 22/01/2013   13:1422/01/2013   13:14



52 The geography of the Internet

is known as the “Solow productivity paradox” because of his quote: “You 

can see the computer age everywhere but in the productivity statistics” 

(cited in Triplett 1998, p. 1). Regardless of the commonly accepted view 

that the use of ICTs will result in productivity gains, productivity indica-

tors remained stable until the mid- 1990s. Cairncross (2001) provides three 

explanations for this paradox. Firstly, there was a waste of resources, 

espec ially in the first stages of the diffusion of computer usage. Many 

office workers did not have the knowledge to use this new device in a 

productive and efficient way. Secondly, economies usually do not imme-

diately take advantage of new technologies. A couple of generations are 

needed for the economies to learn how to utilize new technologies profi-

ciently. And thirdly, productivity itself is difficult to measure, especially 

in the service industry, where the impacts of ICTs are likely to be greatest.

It was not until the end of the 1990s that the first evidence of productiv-

ity growth appeared. Two- thirds of the productivity growth in the USA 

between the first and the second half of the 1990s was due to the investment 

in or the production of computers (Cairncross 2001). In Europe, where 

the ICT sector is smaller, more than half of productivity growth emerged 

because of ICTs. Productivity growth between 1995 and 2000 was around 

1.4 percent and over 0.7 percent was due to ICTs. These productivity gains 

were widely explained by the production of high- value goods based on 

ICTs and the adoption of ICTs in the production procedure (EC 2004).

To sum up, a common characteristic of the above analyzed concepts 

is their extent, as they are not limited only to the Internet- based new 

economy (Malecki and Moriset 2008). As explained above, the challenges 

and changes that the post- industrial economic system underwent and is 

still experiencing are wider than this. Additionally, despite the different 

starting points, there are overlaps between the three different concepts 

discussed above, since they approach the same phenomenon from differ-

ent perspectives: the new techno- economic paradigm of the post- industrial 

economy. While the first two approaches mostly focus on the soft factors 

of this paradigm (information, knowledge and the learning process), the 

digital economy framework mostly emphasizes the hard factors (ICTs). 

However, all three theoretical concepts agree on the central role of the 

ICTs in this new paradigm. This led Antonelli (2003, p. 197) to character-

ize advanced telecommunications services as the backbone of the new 

economy; this is the focus of the next section.

2.5.3 The Infrastructural Character of the Internet

This section attempts to illustrate the economic function of ICTs in 

general and the Internet more specifically. Effort is spent to identify and 
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analyze these economic characteristics of the Internet which enable it to 

affect the production process.

The starting point for such an attempt is the notion of general purpose 

technologies (GPTs). The latter is part of the wider notion of “drastic inno-

vations”, a term which can be traced back to Bresnahan and Trajtenberg 

(1995). It refers to innovations that create discontinuities as they result in 

radical changes in the used technological means, which even lead to the 

replacement of old technologies (Helpman 1998). This approach identifies 

GPT as those technologies which have the:

potential for pervasive use in a wide range of sectors . . . As a GPT evolves and 
advances it spreads throughout the economy, bringing about and fostering gen-
eralized productivity gains. Most GPT play the role of “enabling technologies”, 
opening up new opportunities rather than offering complete, final solutions. 
For example . . . micro- electronics . . . industries . . . benefit from the surging 
power of silicon by wrapping around the integrated circuits their own technical 
advances. (Bresnahan and Trajtenberg 1995, p. 84)

Lipsey et al. (2005) further analyzed the concept of GPT and they 

 identified the following key characteristics:

 ● Firstly, GPTs are generic products, processes or organizational 

forms that regardless of their evolution are widely recognized as 

such. For instance, major technological advances have been applied 

to the first PC, but it is still recognized as a PC.

 ● Secondly, GPTs can be both exogenous and endogenous produc-

tion factors. The electronic computer for example was developed 

in universities and private firms labs with military funding in order 

to meet the World War II needs for a machine able to break the 

enemy’s codes and conduct complicated ballistics calculations. So, 

the early electronic computer was exogenous to the economic system 

because it lacked economic applications, but endogenous to the 

military one.

 ● Additionally, GPT are not usually technology- radical, but use- 

radical. This means that the expansion of a GPT is gradual over 

time, but once it reaches the GPT threshold it expands radically and 

generates impacts on its users.

 ● The next characteristic is the scope for improvement, as for a 

technology to become a GPT an evolution process over time is 

unavoidable.

 ● A GPT is characterized by the variety of different applications that 

this technology can have. This is different from just being widely 

used because the latter does not necessarily include variety in usages. 
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For instance, the electric bulb is widely used across the economy, 

but its only use is to produce light.

 ● GPTs are valuable from the economy point of view because they 

create spillovers. The complex technological interrelations of a 

developed economy spread the effect of a GPT beyond the initial 

users.

 ● Lastly, many non- GPTs might have some of the above characteris-

tics, and even to a greater extent than a GPT, without being a GPT.

Based on the above detailed approach of Lipsey et al. (2005) and 

in accordance with Harris (1998), Malecki (2002a) and Atkinson and 

McKay (2007), there is little doubt that the Internet is a GPT: it is a 

generic technology, which was gradually developed, but once it reached 

a specific threshold – privatization in this case – was radically expanded 

across the economy with a huge variety of different applications, creating 

spillovers which enabled the emergence of the digital economy. From the 

economy point of view, such spillovers represent productivity increases 

in downstream sectors (Helpman 1998; Malecki 2002a) which result in 

economic growth and development. In simple words, even the least sophis-

ticated aspects of the Internet are essential to the production process. For 

example, albeit that e- mail technology is more than 20 years old6 it is still 

the most broadly used information technology and its significance to the 

production procedure is beyond doubt (Batty 1997).

However, in order for a GPT to start having such impacts on the 

economy, investment in infrastructure is needed. To put this simply, 

electricity required huge investments in production and distribution 

systems in order for society to benefit from this GPT (Lipsey et al. 2005). 

In the same way, in order for consumers (users) to take advantage of the 

Internet, a global- scale infrastructural basis was developed, identified here 

as the Internet infrastructure.

Before analyzing the Internet infrastructure further, infrastructure as 

a generic notion is discussed. Infrastructure or otherwise infrastructural 

capital is identified by neo- classical economics as part of the overall 

capital stock and is characterized by a blend of publicness and capital-

ness (Biehl 1991). While the former is linked with non- rivalness and 

non- excludability – the two goods’ properties that cause market failure 

(Musgrave and Musgrave 1984; Biehl 1991), the latter highlights the sig-

nificance of infrastructure as a factor of production, admeasured in the 

capital.7 Traditionally, infrastructure is mostly related to transport infra-

structure. Banister and Berechman (2003, p. 35) defined infrastructure 

as: the “durable capital of the city, region and the country and its loca-

tion is fixed”. Jochimsen (1966; cited in Biehl 1991) suggested a broader 
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definition and also included all types of public services and institutional 

infrastructure. Hirschman (1958, p. 83) introduced the notion of “social 

overhead capital”, which is defined as:

comprising those basic services without which primary, secondary, and tertiary 
productive activities cannot function. In its wider sense, it includes all public 
services from law and order through education and public health to transporta-
tion, communications, and power and water drainage systems. The hard core of 
the concept can probably be related to transportation and power.

In addition, Kay (1993) attached five characteristics to infrastructure:

 ● It is usually developed in a network structure and can be approached 

as a delivery system. In order to achieve this there is a need for con-

siderable interactions among the different infrastructural networks.

 ● Infrastructure results in the reduction of the production cost for a 

wide range of products, the production and distribution of which 

utilizes infrastructural networks.

 ● It is very common for infrastructural networks to have characteris-

tics of natural monopolies, as infrastructure provision under market 

economy rules and open competition is costly.

 ● The necessary capital for infrastructure development is larger than 

the running cost.

 ● Infrastructure provision is linked with high sunk cost as most of the 

cost has been occurred before the provision of any kind of services 

based on the infrastructure.

Reviewing the above approaches carefully, it seems that the Internet 

infrastructure fits well with all the above points but one, the publicness. 

Although this characteristic is not as strong as it used to be after the 

extensive implementation of public–private joint projects for infrastruc-

ture provision, infrastructure still has elements of natural monopoly. For 

example, transportation networks are developed today as joint projects 

privately (co- )funded, but there are still monopolistic elements as these 

networks will be the only ones providing this service in this specific area. 

However, this is not the case with the Internet. Despite the different regu-

latory frameworks that affect the Internet function (IP addressing, access 

to the local loop and so on) most of its hardware is privately developed 

with local loops being the main exemption. Final users and intermediates 

(ISPs) have the ability to choose between different hardware owned by 

different providers, indicating that the market economy has not failed to 

the same extent as with transport infrastructure in providing the Internet 

infrastructure.
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But what exactly is the Internet infrastructure? In section 2.3.1 

two approaches were described: while Gorman and Malecki (2002), 

Stephenson (1996) and Gilder (2000) strictly link the Internet infrastruc-

ture with the Internet’s physical layer, Greenstein (2004) also includes in 

his definition soft elements such as software and human capital. In order 

to better define the Internet infrastructure, we will again use the OSI, 

presented previously in section 2.2.5. As mentioned there, while the lower 

part of the OSI model is related with the physical infrastructure or hard-

ware, the upper part can be identified as the soft infrastructure. Indeed, as 

mentioned in section 2.2.5, the routing of the IP data packets takes place 

in the third layer of the OSI model. Additionally, this is the layer where 

the complete origin–destination paths are formed – contrary to the one- 

hop links which take place on the second layer. Switches, backbone net-

works and routers are part of the physical layer of the OSI (layer 1), but 

function at level 2 (switches) and 3 (backbone and routers) (Gilder 2000). 

In brief, the Internet physical infrastructure consists of the physical layer 

of the OSI model plus the two higher layers, which shape the network 

structure of the Internet.

The remaining four layers of the OSI model contain only soft ele-

ments and they form the “infratechnologies” of the Internet infrastruc-

ture. This term refers to these technology elements usually identified 

as industrial standards which include research tools (measurement and 

test methods), scientific and engineering data, and the technical basis 

for both physical and functional interface standards such as factory 

automation and communications (Tassey 1992, 2008). Interestingly 

enough, these technologies have a quasi- public character, but they are 

not provided by the state and are usually used freely in order to support 

the industry. Yet, the four higher layers of the OSI model support the 

Internet function not by supplying the physical links, but by standard-

izing the Internet function.

The above physical and non- physical infrastructural elements, which 

can be alternatively identified as the hardware and the software of the 

Internet, constitute the Internet infrastructure (Table 2.3). From the 

geography point of view, what is interesting is the study of the physical 

layer of the Internet infrastructure, because its distribution is spatially 

differentiated contrary to the infratechnologies and similarly to more 

conventional forms of infrastructure such as transport infrastructure. 

From the regional development point of view, it is interesting to examine 

whether this spatially differentiated distribution of the infrastructure of 

the digital economy can result in localized developmental impacts. The 

next sections provide the theoretical background for such a research 

investigation.

M3051 - TRANOS  978781953365  PRINT.indd   56M3051 - TRANOS  978781953365  PRINT.indd   56 22/01/2013   13:1422/01/2013   13:14



 Fundamentals of the Internet infrastructure  57

2.5.4 Regional Development and the Internet Infrastructure

This section does not intend to provide an extensive review of the numer-

ous regional development theories, but rather to highlight the way some of 

the main regional economic development theoretical approaches feature 

technology and infrastructure. This review will be the supporting theo-

retical fabric for the empirical investigation for the impacts of the Internet 

infrastructure on regional economic development, which is presented in 

Chapter 7.

The starting point for such a review is the neo- classical growth model 

introduced by Solow (1956). The basic characteristic of this model is the 

free- market approach, according to which the convergence of regional 

disparities will happen despite any policy interventions; the latter will only 

accelerate or decelerate the convergence process (Pike et al. 2006). The 

main methodological tool is the aggregated production function, which 

identifies three sources of output growth: capital stock, labor force and 

technology. The underlying assumptions of unobstructed interregional 

factor mobility and perfect knowledge about factor prices in all regions 

explain long- term convergence: capital and labor will migrate towards 

those regions where their marginal returns are higher (Armstrong and 

Taylor 2000). For example, a region with high capital stock, because of 

the assumption of constant returns to scale, will experience an outflow of 

capital towards regions with lower capital stock, where the capital will be 

facilitated by higher marginal output. The same adjustment mechanism 

applies also to the labor force.

In regards to technology, it appears to be disembodied with capital and 

labor (Pike et al. 2006). This is the reason why the neo- classical model is 

also known as the model of exogenous growth (Aghion and Howitt 1998). 

Despite the fact that knowledge in the form of technology was included 

Table 2.3 The infrastructural approach of the OSI model

OSI

7. Application Soft infrastructure / infratechnologies

6. Presentation

5. Session

4. Transport

3. Network Physical infrastructure

2. Data link

1. Physical
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in the model as one of the three inputs for production, this factor was 

approached as exogenous and residual:

Solow discovered that the contributions (the inputs) from the production 
factors labor and capital to the production process could explain less than 
50 per cent of economic growth. The rest had to be explained by technology. 
(Lambooy 2002, p. 1022, emphasis added)

Apart from the above critique on the exogenous character of tech-

nology, the neo- classical model was also criticized for the unrealistic 

assumption about constant returns to scale, an attribute which was not 

part of the non- equilibrium approaches. Myrdal (1957) introduced the 

notion of cumulative causation according to which growth is a circular 

and cumulative process. Increasing returns to scale and agglomeration 

are strong explanatory factors for the development level and far more 

realistic assumptions. Infrastructure provision is included in the cumula-

tive process since it tends to agglomerate in the already developed regions, 

enhancing regional inequalities and polarization in space. Later, other 

researchers also built upon Mydral’s work such as Kaldor (1970) and 

Dixon and Thirlwall (1975). The latter introduced the homonymic model 

according to which regional output growth is affected by two factors: 

growth in the capital–labor ratio and the rate of technological change 

(Pike et al. 2006).

In regards to the impact of technology on the growth process, the most 

important progress was the endogenous growth theory, firstly introduced 

by Romer (1986, 1990). Recognizing the value of technological progress 

in growth process, the main idea of this approach is the endogenous char-

acter of technological change, which is treated as a positive externality 

(Button 2000). Such models also accept the assumptions for increasing 

returns to scale and cumulative causation, but they follow a more sophis-

ticated path than Mydral and Kaldor, by accepting the formalities of the 

neo- classical model such as the production function and the general equi-

librium framework. According to this theory, technological knowledge 

will increase over time with a rate of change shaped by: (1) the volume of 

the workforce in the knowledge- producing sectors; and (2) by the existing 

stock of knowledge (Armstrong and Taylor 2000).

Finally, one of the latest advances in the field of economic geography, 

the “new economic geography” (NEG) introduced by Krugman (1991a, 

1991b), is also linked with the infrastructural layer of the digital economy. 

NEG, or according to others “new geographical economics” (Martin 

1999), “might best be described as a ‘genre’: a style of economic analysis 

which tries to explain the spatial structure of the economy using certain 

technical tricks to produce models in which there are increasing returns 
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and markets are characterized by imperfect competition” (Krugman 1998, 

p. 10). The focal question of NEG is to explain the formation of agglomer-

ations in space (Fujita and Krugman 2004). The central argument behind 

the NEG is that its main features, which are increasing returns to scale and 

imperfect competition, are more important factors for trade and spatial 

specialization than perfect competition and comparative advantage, which 

are basic elements of neo- classic economics. Most importantly, NEG, fol-

lowing the Marshallian external economies, recognizes spatial structure 

as a result of the simultaneous act of centripetal and centrifugal forces 

(Krugman 1998). But what is the role of ICTs in the balance between these 

opposing forces? According to Maignan et al. (2003) the establishment of 

the digital economy results in dramatic transport and communications 

costs reduction, which can lead in a change of the current equilibrium of 

centrifugal and centripetal forces and can affect the existing spatial struc-

ture and economic landscape.

In more detail, it is proposed that ICTs can affect the existing spatial 

structure by reducing the (Venables 2001; Maignan et al. 2003):

 ● search and matching cost for trading partners;

 ● shipping cost of weightless products, which can be codified and 

digitized;

 ● control and management costs;

 ● cost of time in transit due to shipping and communications with 

distant locations;

 ● cost of personal interaction8 and knowledge spillovers;

 ● commuting cost and transportation cost within the agglomeration 

(teleworking, teleshopping);

 ● cost of products replication;

 ● relocation cost.

However, as mentioned in section 2.4.2, the above cost reductions will 

not lead to a new spatial equilibrium, in which geography and distance, 

agglomeration and increasing returns to scale, and the distinction between 

core and peripheral regions do not matter. The above described trans-

action cost reductions could lead to further concentration of economic 

activities in the well- known dominant urban agglomerations, which can 

be characterized as complex, knowledge- intensive and in need of face- 

to- face communications. On the other hand, due to the transaction cost 

reductions, activities which are more footloose and less dependent on (the 

handshake component of the) face- to- face communications might migrate 

to peripheral locations and create new clusters, specialized in activities 

such as back- office services (Venables 2001).
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In a nutshell, all the above theoretical approaches agree on the impor-

tance of infrastructure and technology for regional economic develop-

ment. What they do not explain is how exactly the infrastructure of the 

digital economy can affect development at the regional level. The next 

section deals with this complex issue.

2.5.5  Conceptual Framework for the Research on the Regional 

Development Impacts of the Internet Infrastructure

Based on the above analysis the following points can be drawn. Firstly, 

in the frame of the digital economy and at a national scale, the Internet 

affects the economy through productivity increase, because of its attribute 

as GPT and through the required Internet infrastructure. Secondly, at a 

regional level, all the reviewed theories – despite the different standpoints 

– agree on the positive impact that infrastructure and technology can 

generate on the development level. And mostly drawing upon the core of 

the endogenous growth theory, it seems that technology is a growth driver 

even at the local level.

The emerging question is whether the physical layer of the infrastructure 

of the digital economy, the allocation of which is spatially differentiated, 

can affect economic development at the regional level. It would be easier 

to comprehend such a question if the discussion was about transportation 

networks (see for instance Biehl 1991) instead of Internet infrastructure, 

because of the more tangible nature of transportation networks. Indeed, 

while transportation infrastructure reduces transaction costs on trade 

in goods, telecommunications infrastructure lowers transaction costs of 

trading ideas (Cieślik and Kaniewska 2004). And from the technical point 

of view, in spite of what the average Internet user experiences, the Internet 

is not a unique system evenly scattered across the globe, regardless of core 

or periphery (Gorman and Malecki 2000). And despite being a fairly young 

large technical system (LTS), at least for commercial usage, users consider 

it as a black box, something which is usually related to other older urban 

infrastructure networks such as water and sewerage (Graham and Marvin 

2001). In reality, geographic location affects Internet connectivity and the 

speed at which data can be transmitted and received. The latter is the result 

of the uneven spatial allocation of the Internet’s physical infrastructure 

(routers, switches, IXP, POP, cables, fiber optic links) across space (Malecki 

and Moriset 2008). However, the above differences in the quality of Internet 

connectivity are mostly visible not to end- users, but to large corporations. 

For instance, the DSL population coverage reached almost 90 percent 

in Europe in 2006 – a type of Internet connection which is considered as 

broadband. Such a connection will hardly dissatisfy any average home- user.
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However a transnational corporation (TNC), in order to locate a 

branch in a city, will need a different type of physical infrastructure (you 

cannot squeeze 500 employees into a domestic usage DSL connection). 

For the accommodation of such users, a city needs to be served by the 

highest rank of the Internet’s physical infrastructure: not only backbone 

networks need to have a node in the city- region, but additionally the city- 

region needs to benefit by direct end- to- end links with the main world 

cities where the TNCs are agglomerated, providing secure, fast and low- 

latency connections. Moriset (2003), using Lyons as a case study and after 

performing a survey with 92 multimedia firms, identified among other 

factors the value of the installed Internet infrastructure for the firms’ loca-

tion decisions. Cushman and Wakefield (2008) identified a city’s quality 

of telecommunications as the fourth most essential factor for locating a 

business in Europe, one place higher than the transport links. Graham 

(2004, p. 10) highlighted the above locational logic by saying that the focus 

of real estate has changed from “location, location, location” to “location, 

bandwidth, location” (Malecki and Moriset 2008). And even at a lower 

spatial level, office buildings need to combine the physical qualities of high 

ceilings, high power and back- up electricity supplies with nodal positions 

on fiber networks (Graham 2004). In general, it seems that ICTs not only 

stimulate the development of urban networks, but they also strengthen the 

urban economy (Lambooy et al. 2000; Louter 2001; van Oort et al. 2003, 

cited in Priemus 2007).

Going back to the above question, the answer is yes: there is a rationale 

in investigating the localized economic impacts of the physical infrastruc-

ture of the Internet, because the concentration of this infrastructure in 

specific locations may affect the economic development of these areas as 

it will provide better access to the backbone of the digital economy. The 

concentration of infrastructure such as IBNs and IXPs in a city- region 

can affect the competitiveness at micro and territorial level: through 

efficiency and effectiveness effects, Internet infrastructure can result in 

cost reduction and revenue increase for corporations; and through con-

nectivity effects and the endowment of location factors it can impact the 

accessibility and the attractiveness of territories (Camagni and Capello 

2005). Put simply, Internet infrastructure can both result in attracting new 

firms (Cornford and Gillespie 1993) in a city- region which can exploit 

such infrastructure (financial firms, back- office activities, creative indus-

tries), and increase the productivity of the existing firms. Additionally, 

such infrastructure might also result in higher- quality digital services for 

end- users.

On the other hand, it needs to be highlighted here that the reverse relation 

might also exist on space: instead of the Internet infrastructure  affecting 
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regional economic development, the regional economic development level 

might also be a pull factor for the distribution of Internet infrastructure. 

This causality problem is common in regional science and especially in 

the discussion about the relation between infrastructure and regional eco-

nomic development. For instance, Banister and Berechman (2003) found 

mixed empirical evidence: while some researchers conclude that increases 

in productivity may result in increases of infrastructural capital, others 

argue the opposite direction in this causal relation. Interestingly enough 

both causal relations might also co- exist simultaneously. The next section 

presents evidence from the literature on this issue.

Parenthetically, it should be mentioned here that usually, infrastructure 

deployment is related to short- term increase in employment due to the nec-

essary large- scale civil engineering works (Banister and Berechman 2003). 

This is also the case for the Internet networks. Indicatively, Liebenau et 

al. (2009) suggested that 50 percent of broadband networks deployment 

cost is due to labor cost. However, this is not the case of the international 

Internet backbone links because the main excavation and civil engineering 

costs are allocated for intra- urban networks. Backbone links are devel-

oped across existing infrastructural corridors (motorways and railways) or 

as submarine cables, and consequently the excavation costs as well as the 

short- term employment impacts are minor and not included in the analysis 

here (Rutherford et al. 2004).

Schematically, the above discussion is illustrated in Figure 2.5, which 

forms the conceptual research framework for the regional economic devel-

opment impacts of the Internet infrastructure. The empirical research 

based on this framework is covered in Chapter 7.

2.5.6  A Review of Empirical Studies on the Causal Relationship between 

ICTs and Economic Development

Indeed, the direction of causality between infrastructure provision and 

economic development was always a complicated problem in regional 

science. Despite the rather limited interest of geographers, urban planners 

and regional scientists in telecommunications for reasons highlighted in 

section 2.3.2, there is a disproportional interest in studying the direction 

of causality between technology, telecommunications and ICTs. The main 

motivation for such research is the policy implications of a causal relation-

ship. In more detail, if causality runs from ICTs to economic development, 

then investments in ICTs can be used as a policy tool for economic activity 

stimulation. On the contrary, a unidirectional causal relation with causal-

ity running from economic development to ICTs will vitiate the efficiency 

of such policies. On the other hand, a bidirectional causal relationship 
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will result in a cyclical phenomenon: policies for ICTs’ stimulation will 

also result in economic development, which in turn will result in further 

stimulation of ICT demand and supply. However, the lack of a significant 

causal relationship between ICTs and economic development prevents 

policymakers from using one of them as a stimulating tool for the increase 

of the other (Wolde- Rufael 2007).

Early work by Hardy (1980) identified the role of the telephone on 

economic development using panel data for 60 countries. He concluded 

that the telephone contributes to economic development, but he did not 

analyze further the causal relation between these two elements. The main 

barrier in analyzing the direction of causality between ICTs and economic 

development is the methodological difficulties. This issue is discussed in 

detail in section 3.3.3, but it can be briefly mentioned here that simple 

regression analysis cannot identify the direction of causality between 

the two geographical phenomena. For such an analysis more advanced 

econometric methods are necessary, such as the Granger causality test 

(see section 3.3.3). Despite the complexity of the methods and the rather 

limited number of scholars in this research area, Table 2.4 reviews a 

number of studies which have dealt with this problem.

Most of the studies presented here focus on national economic devel-

opment. However, two papers are concerned with regional economic 

GPT 

Country
level 

City-region
level

Internet
Infrastructure 

Infra-technologies 

Physical
infrastructure

Localized
economic
development
impacts  

Digital Economy

Productivity 

Figure 2.5  Conceptual research framework for the regional economic 

impacts of the Internet infrastructure
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 development and ICTs. Additionally, none of the above studies is 

 concerned with the Internet infrastructure. On the contrary, most of them 

use as proxy for ICTs the provision of more traditional indicators such as 

fixed telephone lines per 100 habitants. The above observations illustrate 

the importance of the current study in identifying the regional economic 

development impacts of Internet infrastructure, as such research questions 

are still emerging in the literature.

Nonetheless, the most important finding of the table is the opposing 

results of the different studies. Almost half of them concluded a bidirec-

tional relationship between the different measures of ICTs and economic 

development. Slightly less, but still a significant number, of studies found 

a unidirectional relationship with ICTs causing economic development. 

Interestingly enough, only a few studies came up with a reverse causal 

relationship where ICTs are pulled by economic development. This wide 

range of results on the causal relationship between ICTs and economic 

development signifies the need for further exploring this research area in 

regards to the Internet infrastructure.

2.6 EPILOGUE

This chapter’s main objective is to critically present and analyze the rel-

evant literature in order to create the theoretical framework for approach-

ing the research questions of this book. First of all, a brief technical 

description of the Internet was provided. Such technical knowledge is 

vital for this research: despite the geographic orientation of this study’s 

research questions, there is a need for the reader to become familiar with 

the technical nature of the Internet.

Then, the three main theoretical pillars of this study were explored. 

Firstly, the new and emerging field of the Internet geography was intro-

duced. Secondly, the world city literature was analyzed. This research field 

is highly related to the research subject as the Internet infrastructure facili-

tates the global city process. Thirdly, the infrastructural character of the 

Internet as well as a conceptual framework for analyzing the regional eco-

nomic development impacts of the Internet infrastructure was introduced.

The above three theoretical pillars support and are directly linked with 

the empirical aspects of this research (Table 2.5). While the Internet geog-

raphy pillar is linked with all of the four empirical chapters, the world 

cities literature is mostly linked with the comparison between the Internet 

backbone and the aviation network (Chapter 5) and with the descriptive 

network analysis of the IBN (Chapter 4); the explanatory analysis of the 

socio- economic factors that shape the Internet backbone distribution in 
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Europe (Chapter 6) is directly linked to the Internet geography field, but 

also to the third pillar of this book; and finally the last empirical chapter 

(Chapter 7), where the regional economic impacts of the Internet infra-

structure are evaluated, mostly draws upon the Internet infrastructure and 

regional economic development, but also upon the Internet geography as 

well. Before moving on to these research chapters, the main methodologi-

cal issues are discussed in Chapter 3.

Table 2.5  Links between theoretical pillars and research elements of this 

book

Theoretical 

pillars

Chapter 4 

Descriptive 

(network) 

analysis

Chapter 5 

Comparison 

with aviation 

network

Chapter 6 

Explanatory 

analysis of 

the (unequal) 

distribution of 

the Internet

Chapter 7 

Internet 

infrastructure 

and regional 

economic 

development: 

a causality 

analysis

Internet 

 geography

11 1 11 1

World cities 11 11
Internet 

  infrastructure 

and regional 

development

1 11
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3.  Methodology and research 
framework

3.1 INTRODUCTION

The aim of this chapter is to describe and justify the utilization of spe-

cific methods and data sources used in this book in order to address the 

research questions defined in Chapter 1. Firstly, the lack of data in the 

field of the Internet geography is addressed as well as the research choices 

made in order to overcome this problem. Additionally, in section 3.2 the 

other data sources used in this study are discussed. Section 3.3 describes 

the quantitative methods used for approaching the research questions. 

While section 3.3.2 focuses on the methods which deal with the network 

topology of the research subject, section 3.3.3 describes and justifies the 

utilization of statistical and econometrical modeling. Lastly, section 3.4 

summarizes this chapter and presents the research framework of this 

study, which is the fundamental for the empirical analysis which takes 

place in the following four chapters.

3.2 DATA

As identified in Chapter 2, there are two main difficulties in approach-

ing the physical layer of the Internet infrastructure: firstly, the invisible 

character of the infrastructural network; and secondly, the lack of data 

due to confidentiality reasons. Various approaches have been introduced 

in the literature in order to overcome the latter and analyze the physical 

layer of the Internet infrastructure and, more specifically, the main core 

of this infrastructure, the Internet backbone networks (IBNs). In the early 

stages of the field of Internet geography, researchers combined the few free 

sources available at this time and they constructed databases for the US 

intercity Internet backbone links. The main sources were the Boardwatch 

Magazine and its Boardwatch Directory of Internet Service Providers and 

also the Cooperative Association for Internet Data Analysis (CAIDA 

2009; for example see Moss and Townsend 2000; Malecki 2002a; Gorman 

and Malecki 2002). However, the former ceased publication in the early 
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2000s and the latter stopped updating the relevant research project called 

Mapnet (CAIDA 2009).

Apart from these freely available data sources, two other data sources 

for the physical infrastructure of the Internet were used over the (short) 

history of the emerging field of the Internet geography, and both of them 

were private consultants: TeleGeography (2007) and KMI Research Group 

(2001). The former has provided telecommunications analyses and special-

ized datasets over the last 30 years (TeleGeography 2011). It has been used 

in various papers and it can be said that it is the usual data source when the 

discussion turns to data about IBNs (Devriendt et al. 2008; Evans- Cowley 

et al. 2002; Gorman and Kulkarni 2004; Gorman and Malecki 2002; 

Malecki 2002a, 2004; Prufer and Jahn 2007; Townsend 2003). The second 

consultant provided similar data and has been used as a source for ESPON 

(2005b), Rutherford et al. (2004, 2005) and Tranos and Gillespie (2009). 

However, KMI Research Group no longer exists as a firm.

Thus, nowadays the only available source for secondary data in regards 

to the IBNs is TeleGeography. Among others, TeleGeography provides 

data for international intercity backbone links, which function at level 3 

of the Open Systems Interconnection (OSI) model. This data refers to the 

Internet bandwidth (capacity), but not to the Internet traffic (capacity 

usage) and represents point- to- point rather than end- to- end relationships. 

As analyzed in section 2.2 of Chapter 2, Internet data may travel between 

any two points anywhere on the network, but the Internet bandwidth 

shows only the routes available for each individual hop between those 

points. As TeleGeography highlights (2007, p. 1), “end- to- end traffic 

data are based on an aggregate of individual usage, while point- to- point 

bandwidth indicators aggregate IP [Internet Protocol] capacity logically 

provisioned over a physical network”. Briefly, it can be said that the 

TeleGeography dataset has the following advantages: (1) it is more recent 

– up to 2006; (2) it includes data for network capacity; (3) it includes extra- 

European links; and (4) it is a longitudinal dataset containing observations 

over time.

As expected, the network capacity and usage are not unrelated. By 

assuming that the market economy works efficiently, supply meets demand 

and consumers (users in this case) act rationally, then from the supply side 

carriers would install enough bandwidth to meet the demand for this infra-

structure, and from the demand side users would pay to use as much band-

width as they would really need. Therefore, all the installed bandwidth 

would be used and as long as the data exchange reflects the interaction 

between two cities, then the installed bandwidth would indicate the inter-

action between these two cities.9 But in fact, most installed bandwidth is 

unused. For example, in 2004 only 3 percent of the total bandwidth capac-
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ity in Frankfurt was lit and by the end of 2006 only 14 percent of the total 

capacity of major submarine cables was being used (Roberts 2006). Before 

rejecting the previous argumentation as a market failure, the special char-

acteristics of this infrastructure should be considered. The main cost in 

IBN investment is digging trenches in order to install ducts, rather than 

laying fiber once the ducts are installed. In other words, unlike the case 

of transport infrastructure, the main cost is the network’s first installa-

tion and not its expansion in terms of extra fiber cables (placed in existing 

ducts) and bandwidth. Therefore, the volume of the lit and the unlit or in 

other words “dark” fiber, as well as the ISPs’ philosophy of “build it and 

they will come” (Youtie 2000), indicate the expectations about current and 

future demand for intercity links.

In order to obtain the above data, TeleGeography integrated three 

research methods:

confidential surveys, informal discussions, and follow- up interviews were 
conducted with network engineering and planning staff of major backbones. 
[Additionally] standard and slightly modified network discovery tools were 
deployed from a large number of locations to gather an extensive data set 
on network topology, which was then parsed for identifiable characteristics, 
including geographic location. Finally, additional public and private informa-
tion sources were consulted to verify and add to the data already in place. (ibid.)

Based on the above, on its long history, but also on the fact that now-

adays TeleGeography is the only provider of secondary data on the 

Internet infrastructure, the main data used for this book is a dataset pro-

duced by TeleGeography on the international intercity Internet backbone 

links for the period 2001–06. It should be highlighted here that an indi-

vidual researcher would not be able to build such a dataset on her own, 

mostly because of lack of trust on behalf of the carriers. As mentioned 

above, the main reason for the lack of data in this field is the confidenti-

ality of such data. Therefore, the strategic advantage of TeleGeography 

is that it managed to overcome this difficulty over the years and can 

now accumulate and provide such data. It should be noted here that 

TeleGeography’s data is aggregated, so the least amount of detail possible 

is revealed for individual carriers. This specification is not a problem for 

the needs of this study as the focus here is not the individual Internet back-

bone providers, but instead their aggregated capacity, in order to examine 

the urban economic geography of these networks.

While a more detailed description of the dataset takes place in Chapter 

4 with the first analysis of the data, the aim here is to provide a brief 

description of the data and mostly justify its value added in approach-

ing the research questions of this study. Initially, the data was provided 
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in the form of a table with the international intercity links and the total 

capacity of these links for the years 2001–2006. The first step was to link 

the European cities with NUTS 310 regions. In the cases where more than 

one city of a NUTS 3 region was connected with at least one IBN, these 

cities were summarized in a way that no NUTS 3 region has more than 

one representation in the database. This database cleaning process under-

lies the assumption that a NUTS 3 region is the nearest statistical unit 

to the notion of city- region described in section 2.4.6, and it means that 

all the Internet backbone nodes in this region facilitate the same urban 

area. The choice of NUTS 3 instead of NUTS 2 was made as the former 

has a stronger urban character since the latter includes a more extended 

area. Two processes took place after this. The first one was to build a 

network topology based on the above links over the period 2001–2006.11 

This process included intensive data manipulation in order to bridge the 

tabular form of the initial data with the needs of a network topology. The 

latter is the medium to apply network analysis. A basic description of 

the main theoretical elements of network analysis and complex network 

analysis is presented in section 3.3.2.

The second process was to build a database linking the results of the 

network analysis, which refer to the nodes of the network (city- regions) 

with socio- economic indicators, using again the NUTS 3 regions as the 

spatial unit. The main sources for such socio- economic variables were 

Eurostat (2011) and ESPON (2011). Such a database is fundamental for 

the explanatory analysis presented in Chapter 6 and the analysis of the 

regional economic impacts of the Internet infrastructure, which takes 

place in Chapter 7. However, in order to exploit to full capacity the exist-

ing data and, more importantly, to obtain as robust results as possible, 

instead of creating a simple cross- sectional database, a panel dataset was 

built. A brief methodological description of this takes place in section 

3.3.3.

Additionally, two other datasets are used in this study. The first repre-

sents aviation flows and it is used in Chapter 5, where a topological com-

parison of the Internet backbone and the aviation network in Europe is 

made, following the argument presented in Chapter 2 that Internet infra-

structure and aviation comprise the first layer of the space of flows. The 

aviation data comes from the International Civil Aviation Organization 

(ICAO), which is a specialized agency of the United Nations (UN) setting 

“standards and regulations necessary for aviation safety, security, effic-

iency and regularity, as well as for aviation environmental protection” 

(ICAO 2008). This dataset also refers to the capacity of international 

intercity links, but the main measure here is annual intercity passenger 

flows. The aviation data was initially provided by ICAO in a semi- tabular 
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form (html web pages). So, the first step was to create actual tables 

with bilateral links, and then based on this and in a way similar to the 

TeleGeography data, the network topology of the international intercity 

aviation links of the European cities was built. Effort was spent to keep 

the two different networks as compatible as possible in order to facilitate 

the topological comparison.

3.3 METHODOLOGICAL ISSUES

3.3.1 General

Although the focus of this book is not to introduce methodological 

advancements, the complexity of the research questions and the diver-

sity of the datasets to be analyzed led to an innovative mix of dissimilar 

quantitative methods. All the empirical analysis of this book is based on 

merging network analyses and econometric modeling. The first addresses 

the network topology of the Internet backbone and that is based on con-

cepts and methods from complex network analysis. The outcome of this 

analysis bridges topological with geographic space as it provides the basis 

for the econometric modeling which is used to explain the spatial distribu-

tion and the regional economic impacts that this infrastructure might gen-

erate. The software package UCINET (Borgatti et al. 2002) was employed 

for complex network analysis, while the statistical and econometric analy-

sis was based on STATA. The rest of this section is dedicated to further 

analyzing these two methodological blocks.

3.3.2 Complex Network Analysis: A Brief Review

Because of their complex network topology, Internet backbone and avi-

ation networks can be approached using concepts from complex network 

analysis. Their complex network nature is well established in the literature 

(Gorman and Kulkarni 2004; Faloutsos et al. 1999; Schintler et al. 2005; 

Gastner and Newman 2005; Guimera et al. 2005; Amaral et al. 2000). 

Complex network analysis focuses on large- scale networks with topolo-

gies complicated enough not to be easy to understand at a glance (Fosco 

2004). More specifically, when the discussion turns to complex networks, 

what is important is not the behavior of the single actor, but the informa-

tion of “who is connected to whom” (Latora et al. 2003, p. 2). The main 

elements of networks are the nodes (known also as vertices) and the links 

(edges). Networks were always part of graph theory, whose origins can be 

traced back to the eighteenth century and to Leonhard Euler’s work on 
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small graphs with high degrees of regularity. Thus, initially graph theory 

was focused on graphs in which all the network nodes have the same 

degree, or in other words all vertices are connected with the same number 

of other vertices. Later, twentieth- century graph theory was influenced 

by advances in mathematics and statistics and became more algorithmic 

(Albert and Barabási 2002; Bonarich 2007). Network analysis went a step 

further with the introduction of random networks (RN) by two Hungarian 

mathematicians, Paul Erdös and Alfréd Rényi, which refer to large- scale 

networks with no obvious structure (Erdös and Rényi 1959). The distribu-

tion of vertices degree follows a Poisson distribution, which means that the 

majority of the vertices on the network have the same number of links and 

they are found near to the average degree ,k.; vertices that deviate from 

this are rare (Reggiani and Vinciguerra 2007; Albert and Barabási 2002; 

Fosco 2004). RN received a lot of attention for decades after their intro-

duction. The main motivation for further evolving the network analysis, 

though, was the question of whether this model can represent the real- 

world networks such as the Internet or the cell (Albert and Barabási 2002).

In the following decades, complex networks played a more important 

role in different fields, from social science to biology. Albert and Barabási 

(2002) indicate four different reasons for this: first, the digitization of data 

in many different fields and the abundance of large databases enabled sci-

entists to approach different real- world systems from the network analy-

sis perspective; second, advances in computer science and in computing 

power enabled scientists to handle very large databases, which represent 

real- world systems; third, the looseness between different disciplinary 

boundaries gave network analysts the opportunity to use real- world 

network databases from many different fields; and finally (and maybe 

because of all the above) reductionist approaches lost ground in favor 

of holistic research approaches, which try to understand the system as a 

whole.

The second milestone in the evolution of complex network theories is 

the “small world effect” and the Watts and Strogatz (1998) “small world 

networks” (SW), no matter that in order to move from the former to the 

latter 30 years have passed. The small world effect refers to the well- known 

study of Milgram (1967), according to which there is an average distance12 

of six degrees (known as six degrees of separation) between most potential 

pairs of people in the United States. In other worlds, the small world effect 

is a characteristic of numerous networks and identifies the short average 

distance among network vertices, enabling the actors of a network to 

reach all the rest within a few steps (Reggiani and Vinciguerra 2007). It 

has been found that most real- world networks such as the Internet, the 

actors in Hollywood, the chemicals in a cell and so on are characterized 
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by short average distances. However, the small world effect is a structural 

characteristic rather than an organizing principle and even RN networks 

are characterized by short average distances (Albert and Barabási 2002). 

Watts and Strogatz (1998) developed this attribute further by introducing 

the SW model. The basic feature of this model is the coexistence of short 

average distance with high clustering coefficient. The latter, as we will see 

later, is a measure of a node’s cliquishness (Latora and Marchiori 2001). 

In fact, SW networks are located between regular and random networks; 

they are highly clustered like regular lattices, but they also have small dis-

tances like random networks (Latora and Marchiori 2002). In addition, 

their degree distribution is quite similar with the RN networks with a peak 

value ,k. which decays exponentially for large k (Albert and Barabási 

2002). So, a SW network can be approached as a set of clusters of nodes, 

which are highly connected at a local level, but in which there are also 

some links which span the entire network, linking the furthest clusters. In 

other words, an actor in such a network can benefit from the high local 

connectivity but can also be easily transferred to a remote cluster using the 

intra- cluster links, and then take advantage of the high local connectivity 

in this domain (Batty 2001).

A common characteristic of the RN and SW models is that the prob-

ability of finding a highly connected vertex decreases exponentially. This 

means that the highly connected vertices, which are known as hubs, are 

practically absent in RN and SW models. And here lies the third milestone 

of the complex network theory; the introduction of the scale- free (SF) net-

works, which are characterized by the existence of a few highly connected 

hubs and a vast majority of less connected vertices (Barabási and Albert 

1999). The term “scale- free” refers to the fact that their vertex degree 

distribution follows a power law distribution regardless the observation 

scale (Reggiani and Vinciguerra 2007). Such networks are being formed 

according to two mechanisms: growth and preferential attachment (Albert 

and Barabási 2002). The former refers to an attribute which is common in 

many real- world networks, that is, the expansion of networks over time 

by adding new vertices and edges. The second mechanism refers to the 

fact that this growth is not equally dispersed across vertices. Highly con-

nected vertices are more likely to be preferred by the new vertices. Because 

of preferential attachment, a vertex that acquires more connections than 

another one will increase its connectivity at a higher rate; thus, an initial 

difference in the connectivity between two vertices will increase further as 

the network grows, indicating a “rich get richer” phenomenon. The prob-

ability P that a new vertex will be connected to a vertex i depends on the 

degree ki of the vertex i:
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 (Barabási and Albert 1999) (3.1)

The above mechanisms resulted in networks with vertex degree distri-

bution which are governed by power law. So, the probability P(k) that 

a vertex has a degree k, or in other words interacts with k other vertices, 

decays with a power law:

 P(k)  <  k2g, with 2 ,  g ,  3 (Barabási and Albert 1999) (3.2)

In order to replicate the power- law distribution present in many real- 

world networks, the above two mechanisms should be present simultane-

ously (Albert and Barabási 2002). It should be highlighted here that initially 

the SF model included only the above mechanisms for networks evolving. 

The importance of this model in the multidisciplinary field of complex net-

works is indicated by the numerous studies published later on SF networks. 

As a result, more realistic approaches regarding networks evolution were 

introduced. According to them, a network can be changed by any combina-

tion among the following four events: addition or removal of a vertex and 

addition or removal of an edge. Nevertheless, in real- life networks the above 

happen simultaneously resulting in a phenomenon identified as “rewiring” 

(for an extensive review see Albert and Barabási 2002).

Table 3.1 summarizes the basic characteristic of the above three network 

models. If we were to compare them, it could be said that both RN and 

SW have short average distances, but RN cannot be included in SW 

because they lack the high clustering coefficient (Reggiani and Vinciguerra 

2007). In addition, SF networks share the short average distance and the 

high cluster coefficient of SW ones, but the SW are not characterized by 

scale- free distribution (Gorman and Kulkarni 2004). Or, in other words, 

all scale- free networks are believed to display small world properties while 

all small world networks are not necessarily scale- free (Sen et al. 2003). 

Amaral et al. (2000), further analyzing the above, suggested that because 

of SF networks’ small world properties, SF networks are also part of SW. 

And they continue by distinguishing SW in three subcategories: (1) SF net-

works with a power law degree distribution; (2) “broad- scale” networks, 

which can be recognized as truncated SF networks, which have a power 

law regime in their degree distribution followed by a sharp cut- off, such as 

an exponential or a Gaussian tail decay; (3) single- scale networks with an 

exponential or Gaussian degree distribution.

Another important element of the above network models is their tol-

erance against faults and attacks. According to relevant studies (Albert 
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et al. 2000; Albert and Barabási 2002; Crucitti et al. 2004; Li et al. 2005; 

Audestad 2007), SF networks are characterized by high tolerance in ran-

domly connected nodes failure. On the contrary, such networks are vulner-

able in attacks to specific vertices. More specifically, Albert et al. (2000) 

showed that the average short distance of a SF network, which is a proxy 

of the network’s efficiency, remains the same even if a randomly selected 

5 percent of vertices fail. This happens because of SF networks’ severe in-

homogeneous connectivity distribution, which occur because of the power 

law degree distribution. In plain English, because only a few of the nodes 

in a SF network enjoy high connectivity and the rest are less connected, 

there is a small probability that among the nodes that fail, which presum-

ably are randomly chosen, some of the highly connected ones are included. 

This is not the case for random networks. Because of their homogeneity, 

which is reflected in the fact that most of the vertices have similar degree, 

random nodes’ failures have significant effects on networks’ efficiency. 

On the other hand, when a SF network is under attack, which presumably 

will target its mostly connected nodes, it is more vulnerable than homo-

genous random networks because of its heterogeneity. If 5 percent of its 

most connected vertices are removed, the SF network’s average short path 

is doubled. However, RN networks have the same behavior both when 

randomly selected nodes are down and when the network is under attack 

because of their homogeneity (Albert et al. 2000).

Usually, the empirical verification of a SF network is limited by study-

ing its vertex degree distribution and assuming that because it follows 

Table 3.1 Overview of main complex network characteristics

Physical measures Statistical measures

Average 

shortest path

Clustering 

Coefficient

Vertex degree 

distribution

Exponent

RN Short Low Poisson

SW Short (scales as 

L~lnL)

High Similar to 

RN, decaying 

exponentially for 

large set of vertices

SF Very short (scales 

as L~lnlnN)

High, but it 

decreases with 

the increasing 

of the network 

size N

Power law 2 , g , 3

Source: Adapted from Reggiani and Vinciguerra (2007).
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a power law the rest of SF networks attributes are present. However, 

Li et al. (2005) proved that there is a great variety of networks whose 

vertex degree distributions follow the same power law, but they are 

 characterized by different quantitative and qualitative attributes. In 

order to better define the SF character, Li et al. (2005) introduced the s 

metric:

 s(g) 5 a(i, j) He didj (3.3)

where di and dj are the degrees of any nodes i and j respectively, which are 

connected by a link and e is the array of all the links present in the graph 

s. In order to compare the s metric of different networks, the indicator is 

normalized by the smax value, as described in Li et al. (2005). This indi-

cator measures the hub structure of the network and the higher the value 

of the s indicator is, the more common it is for highly connected nodes to 

be connected with similar highly connected ones. So, in order to confirm 

the robust yet fragile structure of the SF networks it is not enough to 

identify the existence of some highly connected nodes and a vast major-

ity of less connected ones, as it is reflected by the power law degree 

distribution. The importance of the highly connected nodes in holding 

the network together is identified by the interconnection of the highly 

connected nodes together. For instance, if a high- degree vertex, which 

is only connected with low- degree vertices, is removed from the network 

then the worst- case scenario is that some of the low- degree nodes, which 

enjoyed connectivity only through the removed hub, will be disconnected. 

On the contrary, if a highly connected node, which is connected with a 

similar degree vertex, is removed from the network, the results might be 

more severe and affect the efficiency of the whole graph because of the 

higher structural importance of such a node. Accordingly, the power law 

vertex degree distribution cannot prove on its own the existence of highly 

connected hubs, which play the role of the Achilles heel for SF networks. 

On the contrary, such nodes appear in a network with a power law vertex 

degree distribution, only when this network is characterized by high s 

value.

To sum up, Albert and Barabási (2002) suggested three key elements 

of complex networks: the small average distances and the high cluster 

coefficient, which are related to the small world phenomenon, as well as 

the vertices degree distribution. In addition, the s metric is equally impor-

tant in order to identify the importance of hubs. The above are empiri-

cally studied in Chapters 4 and 5 for the Internet backbone and aviation 

networks.
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3.3.3 Statistical and Econometric Techniques

The second block of methodologies employed in this book is based on 

modeling exercises using econometric techniques. This analysis is directly 

linked with the topological analysis of the network space, as the main 

focus of the modeling exercises is the derivatives of the network analysis 

which are allocated at the city- region level.

There are two main themes for the analysis of which such methodol-

ogies were adopted: (1) the explanatory analysis of the spatial distribu-

tion  of the IBNs across European city- regions which is presented in 

Chapter 6; and (2) the analysis of the impacts that the Internet infra-

structure, as it is reflected in the IBNs, can generate on the economic 

development of the city- regions in Europe which is presented in Chapter 

7. In order to approach the above, specific econometric techniques have 

been adopted.

According to Wooldridge (2003, p. 1) “econometrics is based upon the 

development of statistical methods for estimating economic relationships, 

testing economic theories and evaluating and implementing government 

and business policy”. In other words, econometrics is the social science 

which combines tools from economic theory, mathematics and statistics 

in order analyze economic phenomena (Goldberger 1964). Common to 

the econometric analysis of Chapters 6 and 7 is the utilization of panel 

data. The latter refers to those datasets which apart from having a cross- 

section dimension also include time as a second dimension of the dataset. 

In simple words, while a cross- section dataset only includes data for the 

different cross- section units – city- regions in our case – for a number 

of variables, a panel dataset also includes different observations for the 

same variables and for these cross- section units over time (Wooldridge 

2003). In the case of this book, the panel data specification is chosen con-

trary to a cross- sectional approach as it enables us to assess the impacts 

of  the Internet infrastructure over time. As was described in Chapter 2 

in the discussion about the productivity paradox, it might take time for 

the impacts of a specific technology to become visible. The panel data 

specification provides the necessary framework to assess the impact of the 

infrastructural capital installed in year t- n on the economic development 

level of year t across a set of city- regions. What is more, panel data also 

enables the researcher to control for omitted variable bias and therefore 

panel data is a better methodological choice in explaining the spatial 

distribution and analyzing the impact of the Internet infrastructure on 

the economic development of city- regions. In order to do so, panel data 

regression models are developed in Chapters 6 and 7. These models are 

directly linked with the network analysis which takes place in Chapters 
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4 and 5 as the main variables for these models are the different centrality 

measures arising from this analysis.

Firstly, the explanatory analysis of the spatial distribution of the IBNs 

is based on a combination of multivariate panel models. The first one is a 

probit model which predicts the probability that a city- region is connected 

with at least one IBN. Based on the relevant literature, a set of explanatory 

variables is constructed to test a range of hypotheses explaining regional 

connectedness. The dependent variable in this model is a binary variable 

including all the NUTS 3 regions and indicating whether a region is con-

nected or not with an IBN. This variable has been constructed based on 

the results of network analysis presented in Chapter 4.

The second model utilized in Chapter 6 is a simple spatial interaction 

model (SIM), which test the impact of physical distance on the installed 

capacity between any two connected city- regions. The underlying hypoth-

esis is that the tyranny of distance is valid in the cyber place (CP) as well, 

and the capacity of the Internet infrastructure installed between places is 

negatively affected by distance, following the Newtonian argumentation. 

Both of these models are estimated using panel data regressions. The 

model specifications as well as more details econometric discussion can be 

found in Chapter 6.

The dependent variable for these models is always the economic devel-

opment level, and in addition a number of control socio- economic vari-

ables are also included in the models.

Secondly, in Chapter 7, the analysis focuses on exploring the direction 

of causality between the Internet infrastructure and regional economic 

development. As was illustrated in Figure 2.4, the link between infrastruc-

ture provision and regional economic development usually goes hand in 

hand with a causality problem. In other words, it is not always clear which 

the direction of causality is, and whether the infrastructural capital is the 

cause or the result of economic development. The panel data specification 

contributes in addressing this phenomenon, something which is not possi-

ble with simple cross- section data. More specifically, recent developments 

in panel data analysis enable the application of the Granger causality test 

(Granger 1969), which was initially introduced for time- series,13 on panel 

data (Hoffmann et al. 2005).

Such a test enables the researcher to investigate the direction of causal-

ity between two variables. Briefly, the Granger test is based on a model 

where the dependent variable y is regressed against k lagged values of y 

and k lagged values of x. Based on such a model the null hypothesis can 

be tested according to which x does not cause y. If the test proved to be 

significant then the null hypothesis can be rejected and then it could be 

concluded that x causes y (Hood III et al. 2008). This latter means that y 
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is better predicted if all the information (both the lagged values of y and 

x) is included in the model than when the lagged values of x are excluded 

(Hurlin and Venet 2003). In order to evaluate both potential directions 

of causality, the above model is used twice, interchanging the dependent 

with the independent variable in order to evaluate the impact of Internet 

centrality on economic development, but also the impact of economic 

development on the centrality of the city- regions. The value of using 

panel data for the Granger causality test instead of time series is twofold, 

in addition to the omitted variable bias described above (Shiu and Lam 

2008): not only does panel data provide more degrees of freedom than 

conventional time series, but it also takes account of the heterogeneity 

among the cross- section units. The latter is very important for a study in 

the field of geography because the direction of causality can be differen-

tiated across the cross- section units. Put simply, the Internet backbone 

centrality might have a significant impact on economic development in 

some city- regions while in others it might not or even, for some cases, 

the Internet backbone centrality might instead be the result of economic 

development.

In general, the Granger causality test appears to be the most widely 

used method for empirically assessing causal relationships in the field 

of regional science, but also in econometrics (Erdil and Yetkiner 2009; 

Bronzini and Piselli 2009; Hoffmann et al. 2005; Chamberlain 1982; 

Florens and Mouchart 1982; Hood III et al. 2008). Even more specifically, 

it has been widely used in defining the causality between telecommunica-

tions and (regional) economic development (see Table 2.4 in Chapter 2). 

It is preferred by econometricians as an empirical method which can be 

easily implemented at least for time- series, where commercial econometric 

packages include specific ready- made routines (Hoover 2001). However, 

the implementation of the Granger causality test for panel data is a rather 

more complicated process as no commercial econometric package to date 

includes such a routine.

3.4 RESEARCH FRAMEWORK

The aim of the last section of this chapter is to review the above discussion 

about the methods and the data used in order to answer the research ques-

tion stated in Chapter 1. In order to address the three research questions 

of this study two diverse blocks of quantitative methods (complex network 

analysis on the one hand and econometric modeling on the other) and 

four main data sources (TeleGeography 2007; ICAO 2008; Eurostat 2011; 

ESPON 2011) are utilized in the following four chapters. This research 
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process is supported by the three theoretical pillars of this study as dis-

cussed in Chapter 2. The above elements are summarized in Table 3.2, 

which presents the research framework of this book.

Table 3.2 Research framework

Research 

question

RQ1 RQ2 RQ3

Methods complex network 

 analysis

Probit models; spatial 

  interaction 

models; panel data 

regressions

Granger 

  causality test 

for panel data

Data sources TeleGeography 

 (2007)

ICAO (2008)

TeleGeography 

  (2007), Eurostat 

(2011), ESPON 

(2011)

TeleGeography 

  (2007), Eurostat 

(2011), ESPON 

(2011)

Theoretical 

  pillars (from 

Chapter 2)

IG, WC IG, WC IIRD, IG, WC

Chapters 4, 5 6 7

RQ1: How is the Internet infrastructure allocated across the European 

city- regions?

RQ2: Which are the geographic and socio- economic factors that shape the 

distribution of the Internet infrastructure across the European city- regions?

RQ3: What are the impacts that the Internet infrastructure can generate on 

the economic development of the city- regions in Europe?

Note: IG: Internet geography; WC: World cities; IIRD: Internet infrastructure and 
regional development.
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4.  The network nature of the Internet 
infrastructure

4.1 INTRODUCTION

The main objective of this chapter is to analyze the Internet backbone 

networks (IBNs) and understand how European cities are interconnected 

through this infrastructure. More specifically, in this chapter the initial 

exploration and mapping of the international Internet backbone links, 

which enable Internet protocol (IP) communication between European 

cities, takes place. In addition, network analysis measures will reveal the 

different roles different European cities perform in the Internet func-

tion, at least from the physical infrastructure point of view. Although 

the outcome of this chapter’s analysis is important on its own, it will also 

facilitate the empirical analysis of the following chapters.

This chapter starts with a short description of the data used here. As 

the overall data presentation took place in section 3.2, a brief but more 

detailed and targeted for the needs of this chapter description is presented 

here. Then, basic descriptive statistics and mapping of the Internet back-

bone links take place. Afterwards, network analysis methods are applied 

in order to better analyze the role of the European cities in the IBN and to 

take a first glance at the geography of the Internet infrastructure. Different 

centralization and centrality measures are applied in order to explore the 

cities’ role as nodes of such networks. The synopsis of the above indicators 

is made using cluster analysis, resulting in a taxonomy of European cities 

regarding their role in the network. Then, complex network theory is used 

in order to explore whether the IBN fits with the well- known theoretical 

network models. This chapter ends with some first conclusions.

4.2 DATA DESCRIPTION

The Internet backbone dataset utilized for the needs of this book refers 

to all international backbone connections present in European cities 

for each year of the period 2001–06. It represents Internet links, which 

follow the IP and they are characterized by capacity counted in Megabits 
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per second (Mbps). In reality, the links included in the database are 

 aggregations of the different fiber links installed and managed by dif-

ferent internet backbone providers for each pair of cities. For example, 

the 58 fiber optic circuits that connected London with Paris in 2006 were 

managed by 35 Internet backbone providers but they are represented in 

the database by a unique link, the capacity of which is equal to the sum 

of all the different backbone links (TeleGeography 2007). Comparing the 

above network with the overall global network, it becomes apparent that 

intra- country connections and non- European connections are missing 

from the available dataset. For example, connections between London 

and Manchester and Tokyo and New York are missing, while connec-

tions between London and New York and London and Paris are present 

in the dataset. This limitation is due to data unavailability. In terms of 

geography, the absence of non- European international links prevents 

us from discussing the importance of cities outside Europe because we 

are only aware of a fraction of their total connectivity (that is, their con-

nectivity with Europe and not with the rest of the world). In addition, 

the absence of domestic connections prevents us from looking into the 

cities which only have domestic roles and direct the analyses on cities with 

international importance in the IBN. However, because of the structure 

of this network, cities which are important at an international level are 

also important at the domestic level because they act as hubs for the whole 

country, enabling the rest of a country’s cities to obtain universal Internet 

connectivity through them.

In order to further analyze the data, a sub- network of the backbone 

connections including only the intra- European links for the six years was 

subtracted from the initial one. For example, links such as London–New 

York were removed, leaving networks with only intra- European links. 

The reason behind such an extraction is to focus on cities’ importance at 

the European level, without taking into consideration their non- European 

connections. However, it should be highlighted that the interpretation of 

such a subtracted network is not always straightforward. For instance, it 

is well known that because of the dominance of the US in the development 

of the Internet, a significant part of the intra- European Internet traffic 

was routed through the US (Townsend 2003). By extracting the links that 

connect Europe with the US, the infrastructure which facilitated such 

transatlantic Internet packet flows is missed, diminishing the importance 

of the US cities in global (and even in European) Internet function and 

also overestimating the importance and the autonomy of European cities. 

However, taking the above scalar limitations into consideration, we can 

study the European part of the above global infrastructural network and 

the way it interconnects the European cities. And by adding the extra- 
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European links in the analysis when needs be, the big, universal picture of 

this infrastructural network can be approached.

Another point is whether the network is weighted or not. For the case 

of the IBN, the edges are valued with the actual bandwidth of the link 

(or the summation of the bandwidth of all the different fiber optic links 

between two cities). However, it is very common in network analysis to use 

binary edges instead of weighted ones. The reason for this is to simplify 

the network and to highlight its structural characteristics. In this case, 

the value 1 depicts an active link, while a value 0 indicates the absence of 

a connection between two nodes in an adjacency table. For the needs of 

this study, both network versions have been developed and are used when 

appropriate.

4.3 DESCRIPTIVE STATISTICAL ANALYSIS

The above process resulted in two different extractions of the same 

network (for all the cities and for only the European ones) and in two 

different versions of them (binary and weighted) for each year of the 

period 2001–06. Figures 4.1 and 4.2 present the Internet backbone links 

among European cities for 2001 and 2006 respectively. The links are clas-

sified based on how many standard deviations above the mean of all the 

links the capacity is. In 2001, the links with the highest capacity (band-

width greater than 2.5 standard deviations above the mean) connected 

London with Paris, Brussels and Amsterdam, Frankfurt with Paris and 

Amsterdam, and Amsterdam with Brussels. It is not coincidental that 

these links, which are the peaks or otherwise the outliers of the backbone 

links distribution in Europe, are concentrated in Europe’s pentagon.14 

The only backbone link, whose capacity was more than 1.5 standard devi-

ations greater than the mean and was outside of Europe’s core, was the 

link between Stockholm and Copenhagen. Light grey color depicts the 

links which are between 0.5 and 1.5 standard deviations above the average. 

Again, most of them are found in Europe’s pentagon but also in the two 

corridors connecting the Scandinavian countries with Western Europe. 

This class’s links towards Central and Eastern Europe are rare and only 

a few of them terminate in Vienna, Budapest and Prague. Interesting is 

the vast amount of low backbone links that crosses Central Europe and 

most of Germany, and terminate in Eastern Europe and, mainly, Vienna. 

Regarding Europe’s western edge, Madrid is the main gateway city, since 

it is the only city in the area which has at least one link of higher than the 

average capacity.

In 2006, the spatial allocation of the intra- European backbone links is 
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86 The geography of the Internet

rather changed. The outlier backbone links are still focused in the pen-

tagon connecting London with Paris, Amsterdam and Frankfurt, Paris 

with Madrid, and Amsterdam with Frankfurt. The capacity of these links 

is higher than 2.5 standard deviations above the mean. Comparing with 

the 2001 allocation, the main change is the upgrade of the link between 

Madrid and Paris as well as the absence of Brussels in the cities which 

are served by the highest- capacity backbone links. In addition, the link 

between Stockholm and Helsinki was also upgraded. However, the 

main differentiation with 2001 is the expansion towards the east. More 

specifically, more backbone links with capacity between 0.5 and 1.5 

standard deviations above the mean terminate in Central, Eastern and 

South- Eastern European cities. Vienna, Bratislava and Prague seem to 

be better connected with the pan- European IBN. In addition, even more 

remote links such as these between Frankfurt and Warsaw as well as 

Milan and Athens are characterized by capacities greater than the average. 

Furthermore, Madrid’s monopoly in high- capacity backbone links in 

the Iberian Peninsula does not exist any more since both Lisbon’s and 

Barcelona’s backbone links are above Europe’s average in 2006.

In order to wrap up the above discussion, Figure 4.3 presents the box- 

ac_2006ec_2006ac_2001ec_2001
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ity
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Note: ec 5 European cities, ac 5 all the cities.

Figure 4.3 Box- plots for backbone links
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plots for both versions of the Internet backbone networks in 2001 and 

2006 and for both geographical extents, and Table 4.1 presents some basic 

descriptive statistics. The shrink boxes and the dispread extreme values 

in the box- plots indicate the nature of the dataset: there is a significant 

number of backbone links the capacity of which is far away from the 

median capacity.15 These links play a structural role in the Internet func-

tion, but also indicate the volume of the potential interaction of the cities 

they interconnect. Additionally, the box- plots reveal that the frequencies 

of lower capacity are much greater than the frequencies of links with great 

capacity, indicating a highly skewed distribution.

Moving into a more detailed level of analysis, descriptive statistics of 

the Internet backbone links are discussed here. According to Table 4.1, the 

maximum capacity has been continuously increased over the six- year time 

period, resulting in a five- fold increase. The same applies to the average 

capacity. This increase has a twofold explanation. Firstly, this is because 

of the overall technology change and the newly introduced bandwidth- 

demanding Internet applications, which is evenly spread around places. 

Secondly, it is due to the localized capacity demand change. This is the 

interesting part from the geography point of view since spatial hetero-

geneity emerges. This is demonstrated by the minimum capacity, which 

has only slightly increased during the six- year period. Even in 2005 there 

were still extra- European links with capacity less than 1 Mbps. In order to 

eliminate the (geographically even) technology change and bring forward 

Table 4.1  Descriptive statistics for the capacity of backbone links in 

Mbps

Extent Year Minimum Maximum Mean Std. 

deviation

Coefficient of 

variation

Intra- 

European 

links

2001 0.128 58 641 2589 7808 3.016

2002 2.000 65 041 3433 8667 2.525

2003 2.000 96 870 4850 12 575 2.593

2004 2.000 153 529 7223 19 156 2.652

2005 2.000 240 952 10 724 27 568 2.571

2006 2.000 305 169 14 150 36 565 2.584

All links 2001 0.064 77 768 1609 6813 4.234

2002 0.190 95 665 2318 8218 3.545

2003 0.256 165 760 3558 12 969 3.645

2004 0.260 241 391 5423 19 496 3.595

2005 0.256 398 149 7495 28 281 3.773

2006 1.500 467 671 9347 34 453 3.686
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the localized capacity change, the capacity classes in the maps presented 

here are based on standard deviations above the mean. However, because 

of the technology change and the overall bandwidth increase, standard 

deviation between the two different time points cannot be compared in 

order to draw conclusions for capacity dispersion. In order to overcome 

this, the coefficient of variation is introduced and presented in Table 4.1. 

The coefficient of variation is a normalized version of the standard 

deviation and is defined as the ratio of the standard deviation to the mean 

(Rogerson 2006). Based on this statistic it could be said that the capacity 

of the intra- European international backbone network is more dispersed 

through time, resulting in more cities being served by relative higher 

capacity links.

Furthermore, Table 4.2 presents the basic network statistics of the 

different versions of the IBNs. These include the number of vertices, the 

number of edges and the network density. The latter refers to the number 

of edges present in a network, expressed as a fraction of the number of all 

Table 4.2 Basic network statistics

Vertices Change 

(%)

Edges Change 

(%)

Density Change 

(%)

IBNs

2001 all 184 417 0.025

2002 all 168 −8.7 373 −10.6 0.027 8.0

2003 all 173 3.0 399 7.0 0.027 0.0

2004 all 169 −2.3 399 0.0 0.028 3.7

2005 all 181 7.1 438 9.8 0.027 −3.6

2006 all 194 7.2 476 8.7 0.025 −7.4

% point 

 change

5.4 14.1 0.0

2001 E.c. 69 196 0.084

2002 E.c. 71 2.9 194 −1.0 0.078 −7.1

2003 E.c. 76 7.0 211 8.8 0.074 −5.1

2004 E.c. 73 −3.9 218 3.3 0.083 12.2

2005 E.c. 72 −1.4 215 −1.4 0.084 1.2

2006 E.c. 76 5.6 225 4.7 0.079 −6.0

% point 

 change

10.1   14.8 −6.0

Note: all 5 network including all the links terminating to European cities, E.c. 5 network 
including only the links between European cities.
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the possible edges. This indicator is also known as g in graph theory and 

for the case of the non- planar networks is defined as (Taaffe et al. 1996, 

p. 254):

 g 5
E

1
2V(V 2 1)

 (4.1)

where E is the number of edges and V the number of vertices.

The size of the network for all the cities is bigger than the intra- 

European one in terms of the number of vertices by a factor of 2.3–2.7 

for the six- year period. However, in terms of the number of edges the 

factor varies from 1.8 to 2.1, indicating a denser intra- European network. 

Indeed, according to g the intra- European network is denser than the 

overall one by a factor of 2.7–3.4 in 2001–06. This difference in density is 

not surprising, since the overall network lacks a (significant) proportion 

of the global links; that is the non- European links (such as New York to 

Tokyo according to the previous example).

In more detail, the change of the main network characteristics over 

time is also of interest here. Regarding the overall network, an important 

decrease of 8.7 percent in the number of vertices and 10.6 percent in the 

number of edges took place in 2001–02, reflecting the dotcom crash of 

2000 which was followed by the telecoms crash (Kam 2006). Nonetheless, 

these changes led to an 8 percent denser network. This decrease, though, 

only concerns the overall backbone network, because the number of intra- 

European nodes was increased by almost 2.9 percent at the same time. 

During the next year, the global backbone network was increased both 

in terms of interconnected vertices and edges among them, but its density 

remained steady. The unstable character of the backbone network is 

reflected by a decrease of 2.3 percent in the number of vertices in 2003–04. 

During the same period the number of edges remained the same and 

as a result density was increased by 3.7 percent. After this, and for the 

next two- year periods 2004–05 and 2005–06, a stable increase of 7.1–7.2 

percent and 9.8–8.7 percent took place in the number of vertices and edges 

respectively. However, the increase in the number of edges was not big 

enough to prevent a decrease in the network’s density. The last periods’ 

network expansion might signal a new era of a (stable) increase in the 

Internet infrastructure development.

Regarding the intra- European network, the downturn periods do 

not exactly fit with those for the overall network. The intra- European 

networks kept increasing until 2003, faced a decrease in 2003–04 and 

2004–05 and grew again in 2005–06. Interestingly enough, the decrease 

in the number of intra- European nodes of 2003–04 was accompanied by 
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an increase in the number of edges, resulting in a 12.2 percent density 

increase. Similar to the overall network, the increase of 2005–06 in the 

number of vertices and edges resulted in a less dense network.

All in all, the intra- European network grew more and faster than the 

overall network during the period 2001–2006. The overall increase in the 

number of intra- European vertices and edges was 10.1 percent and 14.8 

percent, respectively, while the same figures for the overall network were 

5.4 percent and 14.1 percent. These differences in increase rates resulted in 

an overall global network, the intra- European nodes of which increased 

from 37.5 percent in 2001 to 39.2 percent in 2006. Despite how small 

such differences seem to be, they reflect a growing participation of the 

European cities in this global infrastructural network.

4.4 NETWORK CENTRALIZATION MEASURES

The next two sections are dedicated to two fundamental types of network 

measures: centrality and centralization. These measures provide insights on 

how centralized the overall network is (centralization), but mainly on how 

central each node is (centrality). The above can be approached in a way 

equivalent to global and local statistics. These measures can be distinguished 

on the basis of the edges’ weights. Thus, centrality measures can be vastly 

differentiated when the network is weighted. In this section various central-

ity and centralization indicators are presented for both the weighted and the 

binary IBN for its global extent, but also for its European extraction.

Table 4.3 presents the centralization indicators for the six- year time 

period. The upper part of the table refers to the global extent of the 

network and the lower to the intra- European connections. Four differ-

ent centralization indicators are presented here: degree, betweenness and 

eigenvector for the binary (b) and the weighted (w) network. The common 

characteristic of the above is that they compare the centralization of the 

current network with the centralization of the most centralized network, 

which is a star topology network (Figure 4.4). In such a network all the 

nodes are only connected with the central node (the star) and all the above 

centralization measures are equal to 1 or (100 percent). On the contrary, 

for a circular network centralization indicators are equal to 0.

The degree centralization, which is the simplest measure, is based on the 

degree centrality which is the sum of all the edges starting or ending to this 

node. In Figure 4.4, node A of the star- like network has a degree central-

ity equal to 4, while the degree centrality for the rest of the nodes is equal 

to 1. The degree centralization is the “variation in the degrees of vertices 

divided by the maximum degree variation which is possible in a network 
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of the same size” (Nooy et al. 2005, p. 126). According to Table 4.3, the 

IBN seems to be quite centralized, since in 2006 its degree centralization 

reached 50 percent (that is, half of the degree centralization of maximal 

centralized network). However, the intra- European subtraction is less 

centralized. This is not surprising because of the nature of the data. As 

mentioned before, the overall network does not include the links among 

Table 4.3 Centralization measures

Degree (b) 

(%)

Betweenness (b) 

(%)

Eigenvector (b) 

(%)

Eigenvector (w) 

(%)

2001 all 43.4 46.4 54.5 83.6

2002 all 43.4 48.1 55.3 87.4

2003 all 47.3 50.7 57.4 89.8

2004 all 49.0 46.9 59.1 91.3

2005 all 50.1 46.1 59.5 93.3

2006 all 50.3 45.6 60.1 89.4

% point change 16.1 −1.7 10.2 7.0

2001 E.c. 33.8 21.2 43.4 76.0

2002 E.c. 34.6 24.9 46.7 81.0

2003 E.c. 36.2 24.8 45.5 79.8

2004 E.c. 45.7 27.1 49.6 85.6

2005 E.c. 39.2 20.8 47.2 86.4

2006 E.c. 41.2 29.4 47.2 84.1

% point change 21.9 38.7 8.9 10.6

Note: all 5 network including all the links terminating to European cities; E.c. 5 network 
including only the links between European cities.
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Figure 4.4 Star and circular networks
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extra- European cities. This results in a more centralized network with a 

significant number of cities (cities not in Europe) being only connected 

with European ones. Consequently, the intra- European subnetwork is 

more realistic. However, even this network enjoys around 40 percent of 

the maximum centralization, indicating the structural importance of its 

main hubs. What is also interesting here is the change of centralization 

over time. The centrality of both networks grew over time, but when 

only the intra- European links are included in the analysis, the centrality 

of the IBN grew faster. In simple terms, it could be said that degree cen-

tralization is a measure of infrastructural supply because it is based on the 

actual count of backbone links at city level. All in all, IBN is moderate 

centralized and over time the importance of the Internet backbone hubs in 

Europe grew faster than their importance at the global scale.

The second measure presented here is the betweenness centralization, 

which is based on the homonymic measure of centrality. The latter defines 

the centrality of a node as an indication of being between other nodes. 

Freeman (1978–79, p. 224) identified betweenness centrality as an “index 

of the potential of a point for control communication”. This notion of cen-

trality fits better with the technical structure of the Internet and the struc-

ture of the Internet data packet transport system, which is based on packet 

switching. Some nodes are central because they are in- between numerous 

origins and destinations and the Internet function is based on the effi-

ciency of these hubs to transport data packets. Before defining further 

the notion of betweenness centrality, the notion of geodesics should be 

explained first. “A geodesic path is the shortest path, in terms of number 

of edges traversed, between a specified pair of vertices” (Newman 2008, 

p. 5). Of course, the geodesic paths between any two vertices might not 

be unique. Based on the above, the betweenness centrality of a vertex is 

defined as the “proportion of all geodesics between pairs of other vertices 

that include this vertex” (Nooy et al. 2005, p. 131). In the case of the star 

network the central node has betweenness centrality equal to 6 because six 

geodesics pass by it (D–E, E–B, B–C, C–D, E–C and D–B) while the other 

nodes have betweenness centrality equal to 1. Just like the degree central-

ization, the betweenness centralization is defined as the “variation in the 

betweenness centrality of the vertices divided by the maximum variation 

in between centrality scores possible in a network of a same size” (ibid.).

According to betweenness centralization, the IBN seems to be less cen-

tralized in comparison to degree centralization measures. This is not coin-

cidental because this measure better reflects the Internet’s function since 

the Internet was initially designed as a decentralized network (Baran 1964). 

The centralization of the overall network has slightly decreased during the 

six- year period, contrary to the intra- European one, the centralization of 
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which increased almost 39 percent. Although the IBN appeared to be less 

centralized, it is moving fast towards a more centralized structure in func-

tional terms, at least according to its European subset. In simple terms, 

the IBN appears less centralized than the infrastructural capital, which is 

indicated by the degree centralization, and the role of the hub cities in the 

IP data packets movements is increasing over time in Europe.

Contrary to the above indicators, eigenvector centrality does not consider 

all the connections being equal: the connections of a node to more central 

vertices are more important than the connections to less central ones. It is 

important to have a large number of connections, but a node with fewer 

but more important connections is more central than a node with more but 

less important connections (Newman 2008). Eigenvector centrality consid-

ers not only direct links, but also the indirect ones and focuses more on the 

global structure of the network rather than the on the local ones, which 

are the main focus of the degree centrality (Bonarich 2007; Hanneman and 

Riddle 2005). The above considerations are important for the analysis of 

the IBN, the function of which is based on the indirect connections, as they 

are represented by peering agreements. Eigenvector centrality is widely 

used, with the most well- known application being Google’s web pages 

rank (Newman 2008). The eigenvector centrality calculation is based on 

factor analysis, which identifies new factors based on the distances among 

the vertices. The Eigenvalue is the location of each node regarding the new 

factors produced and the collection of such values is called the eigenvector. 

The first factor resulted from factor analysis reflects the global aspects of 

the distances among vertices while the second and the remaining factors 

reflect local structures (Hanneman and Riddle 2005). The eigenvector cen-

tralization is defined as the variation in the vertices’ eigenvector centrality 

divided by the maximum eigenvector centrality variation which is possible 

in a network of the same size (Borgatti et al. 2002).

The IBN is becoming more centralized over time according to eigenvec-

tor measures, both for its global extent but also for its European subnet-

work. For 2006 and for the former case, the centralization score reached 60 

percent, which is the highest among all the different measures. At the same 

time, the intra- European IBN centralization was 47 percent which is again 

the highest value. The differences between the degree and eigenvector 

centralization indicate that the network is more centralized when the in-

direct links are taken into consideration. Furthermore, the small decrease 

in centralization in 2005, which is also present in the other centralization 

measures as well, echoes the decrease in the number of intra- European 

vertices and edges in the same year, as was illustrated in Table 4.2. Over 

time, eigenvector centralization increases almost equally for both subsets. 

In overall, the European hub cities appear to have more central roles in the 
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IBN, which is also increasing over time, when not only the infrastructural 

supply but also the indirect links are taken into consideration.

The above three centralization indicators refer only to the binary 

network, without taking into consideration the actual weights of the 

connections. For the case of the IBN the weights of the links represent 

the bandwidth of the line connecting the two cities. Considering how 

important the bandwidth is in order to better understand the structure of 

the Internet infrastructure, it is worth including the links’ weights in the 

calculation of the network’s centralization. Borgatti et al. (2002) introduce 

eigenvector centralization and centrality using weighted network edges. 

The results are presented in Table 4.3. When the bandwidth is included 

in the analysis, then the network seems to be much more centralized. 

Especially for the intra- European network, eigenvector centralization is 

more than double the degree centralization and it is very close to the cen-

tralization value for the whole network with the global extent. Over time, 

centralization increases, indicating again an increase in the importance of 

the European hub cities. In short, when the diffusion of the technology is 

taken into consideration – that is, the roll- out of high- capacity fiber links 

for long- haul backbone Internet connections – then the network is more 

centralized, better resembling a star- like topology.

To sum up, it could be said that degree centralization provides a measure 

of how centralized is the distribution of the Internet infrastructure at the 

city level. The other two centralization measures are more related with the 

function and the technical nature of the network: betweenness centraliza-

tion provides a view on how vertices act like hubs; and eigenvector com-

ments on centralization based on indirect connections, also taking into 

consideration the weights of the links. All in all, the European subtraction 

of global IBN is moderately centralized when only the infrastructural 

supply is taken into consideration. When indirect links are also consid-

ered, the network appears to be more centralized. But the main difference 

emerges when bandwidth is included in the analysis; in this case the highly 

centralized character of the network is revealed. Lastly, according to 

almost all measures, the importance of the hub cities increases, revealing 

the strength of centripetal forces in the formation of cyberplace.

4.5 CITIES’ CENTRALITY INDICATORS

4.5.1 Degree Centrality

In this section, the focus turns to local statistics reflected in different cen-

trality indicators at the city level. Table 4.4 presents the degree centrality 
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for the 30 most central European cities and for the binary network. The 

whole table can be found in the Appendix to this chapter. Centralities have 

been calculated both for the overall network and for the intra- European 

one for the years 2001 and 2006. For the needs of this table the results have 

been normalized and for each different case the maximum degree central-

ity, or in other words the maximum number of the backbone connections 

Table 4.4 Binary degree centrality, 2001–06

2001 2006 Change 

2001–

06 for

E.c. 

(%)

Change 

2001–

06 for

a.c. 

(%)

E.c. a.c. % Eur. 

links

E.c. a.c. % Eur. 

links

Frankfurt 85.7 3 44.6 3 64.9 100.0 1 70.3 2 50.7 16.7 57.7

London 100.0 1 100.0 1 33.7 91.7 2 100.0 1 32.7 −8.3 0.0

Vienna 60.7 5 24.1 5 85.0 66.7 3 27.7 5 85.7 9.8 15.0

Amsterdam 85.7 3 39.8 4 72.7 61.1 4 31.7 4 68.8 −28.7 −20.3

Paris 89.3 2 66.3 2 45.5 58.3 5 48.5 3 42.9 −34.7 −26.8

Milan 53.6 6 24.1 5 75.0 47.2 6 24.8 6 68.0 −11.9 2.7

Budapest 28.6 14 10.8 20 88.9 41.7 7 17.8 8 83.3 45.8 64.4

Stockholm 50.0 7 22.9 7 73.7 36.1 8 18.8 7 68.4 −27.8 −17.8

Athens 28.6 14 12.0 16 80.0 33.3 9 15.8 10 75.0 16.7 31.5

Zürich 35.7 11 13.3 14 90.9 33.3 9 13.9 14 85.7 −6.7 4.6

Copenhagen 42.9 8 16.9 13 85.7 30.6 11 16.8 9 64.7 −28.7 −0.2

Zagreb 10.7 34 4.8 35 75.0 27.8 12 9.9 17 100.0 159.3 105.4

Hamburg 17.9 22 12.0 16 60.0 25.0 13 11.9 15 75.0 40.0 −1.4

Prague 39.3 9 13.3 14 100.0 25.0 13 8.9 21 100.0 −36.4 −32.8

Brussels 39.3 9 21.7 8 61.1 22.2 15 11.9 15 66.7 −43.4 −45.2

Madrid 28.6 14 10.8 20 88.9 22.2 15 14.9 12 53.3 −22.2 37.0

Warsaw 17.9 22 9.6 24 62.5 22.2 15 9.9 17 80.0 24.4 2.7

Stuttgart 3.6 56 1.2 60 100.0 22.2 15 8.9 21 88.9 522.2 639.6

Geneva 25.0 18 10.8 20 77.8 19.4 19 9.9 17 70.0 −22.2 −8.7

Barcelona 17.9 22 6.0 31 100.0 19.4 19 6.9 24 100.0 8.9 15.0

Tallinn 10.7 34 3.6 40 100.0 19.4 19 7.9 23 87.5 81.5 119.1

Bratislava 21.4 19 8.4 25 85.7 16.7 22 5.9 27 100.0 −22.2 −29.6

Bucharest 14.3 30 7.2 28 66.7 16.7 22 6.9 24 85.7 16.7 −4.1

Düsseldorf 10.7 34 3.6 40 100.0 13.9 24 5.9 27 83.3 29.6 64.4

Lisbon 21.4 19 18.1 11 40.0 13.9 24 15.8 10 31.3 −35.2 −12.3

Oslo 35.7 11 21.7 8 55.6 13.9 24 6.9 24 71.4 −61.1 −68.0

Belgrade 10.7 34 4.8 35 75.0 13.9 24 5.0 31 100.0 29.6 2.7

Nicosia 10.7 34 3.6 40 100.0 13.9 24 5.0 31 100.0 29.6 37.0

Sofia 28.6 14 12.0 16 80.0 13.9 24 5.0 31 100.0 −51.4 −58.9

Ljubljana 17.9 22 6.0 31 100.0 13.9 24 5.0 31 100.0 −22.2 −17.8

Note: E.c. 5 European cities; a.c. 5 all cities; * based on normalized centralities.
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that a city shares with other cities, is equal to 100. In addition, the ranks 

are presented as well as the overall change over time.

The table is ranked according to the 2006 degree centrality for the 

intra- European network. For presentation reasons, the cities’ centrali-

ties are analyzed in blocks of ten following the rank of Table 4.4. The 

non- normalized degree centralities 2001–06 for the ten most central 

cities in 2006 are presented in Figure 4.5. In 2006, Frankfurt is the most 

centralized city since it is connected with 36 European cities. Very close 

is London, with 91.7 percent of Frankfurt’s connections. Interestingly 

enough, some cities which are located in the periphery of Europe are also 

found among the first ten. Vienna is the most characteristic case since it 

shares 24 backbone connections with the rest of European cities in 2006, 

reaching 66.7 percent of Frankfurt’s centrality, which enables it to be the 

third most central city according to this indicator. Along with Budapest, 

these two cities seem to play the role of gateway cities for Eastern Europe 

(Rutherford et al. 2004). Apart from them, Athens and Milan represent 

the South of Europe, while Stockholm seems to be the main node for the 

North of Europe.
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After considering the global connections, the picture is different. The 

five most connected cities change their positions among them. London 

is by far the most connected city in 2006 with 101 connections, while 

Frankfurt falls back to the second position with only 70.3 percent of 

London’s degree centrality, and it is followed by Paris, Amsterdam and 

Vienna. This big difference between the first and the second city denotes 

London’s importance for the global IBN. The main change in the first tier 

of the ten most connected cities is Zürich, which falls to the 14th position 

and is replaced by Copenhagen when the global connections are taken 

into consideration. The above differences in centralities can be further 

explained by the relevant column in Table 4.4, which presents the percent-

age of the intra- European connections of each city. The global character 

of London in particular, but also Paris, is highlighted by the fact that 

only 32.7 percent and 42.9 percent of their total connections are towards 

Europe, contrary to the high European orientation of the peripheral 

gateway cities such as Vienna and Budapest and also Zürich. Somewhere 

in- between the two extremes of the spectrum, the Northern and Southern 

European hubs can be found.

Retrospectively and in terms of the degree centrality, most of the cities 

presented in Figure 4.5 gain in actual connections. It is important though 

to highlight the fact that Amsterdam, Paris and Stockholm lost connec-

tivity over time in relative terms. Looking at the change of the normal-

ized centrality, Budapest and Frankfurt gain mostly in this time period. 

Interestingly enough Budapest was not part of the first tier of cities in 

2001.

Analyzing further the second tier of cities regarding their degree cen-

tralities, cities of both the centre and the periphery of Europe can be 

found (Figure 4.6). Despite the institutional importance of Brussels as the 

headcounter of the European Union, the Belgian capital lost six places in 

connectivity ranking. Although the majority of its connections are with 

other European cities, Brussels is still served by some valuable global 

links. On the contrary, Stuttgart’s normalized degree centrality increased 

by 523 percent for the European links and 640 percent after including the 

non- European ones during the period 2001–06. In terms of the number of 

connections, Stuttgart had just one in 2001 and the number grew steadily 

until 2006, when it reached eight intra- European and nine total links in 

2006. Prague is overtaken by Vienna as the former performed a gateway 

role for Eastern Europe in 2001. During the six- year period, it lost 36.4 

percent of its degree centrality in relative terms and its actual European 

connections decreased from 11 to nine. During the whole time period, 

its degree centrality was not stable at all, as can be seen in Figure 4.6. It 

should also be highlighted here that Prague never managed to attract a 
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direct extra- European connection, contrary to its competitor in Eastern 

Europe, Vienna, a fact which might explain why the latter grew in terms of 

connectivity while the former did not.

The urban nature of the international Internet backbone connectivity 

can be highlighted by the Spanish example. Both of the two most impor-

tant cities in Spain, Madrid and Barcelona, can be found in this second 

tier of European cities. Apart from the fact that the capital city is the 

best- connected one and the relation between them seems to be competitive 

according to Figure 4.6, Barcelona was not being served in either 2001 or 

2006 by any extra- European backbone link, while 47.7 percent of Madrid’s 

connections are with non- European cities, reflecting Madrid’s dominant 

role in Spain’s extra- European IP communications. Comparing the above 

with the fact that 17 German cities16 had (at least for one year in the study 

period) one international backbone connection, and the fact that the three 

most central had a percentage of extra- European connections varying 

from 50.7–88.9 percent, we can identify a similarity between the topology 

of the urban networks and spatial structure of the international IP back-

bone networks. In simple terms, the polycentric German urban develop-
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ment pattern and the dominance of Madrid and (secondarily) Barcelona 

in Spain are reflected in the allocation of the Internet backbone nodes (see 

also Rutherford et al. 2004).

What is also interesting in this second tier of cities is the position of 

Zagreb. The Croatian capital experienced a vast growth in the European 

degree centrality (159.3 percent in 2001–06) and managed to be the 12th 

most connected city in terms of binary connections in Europe. Following 

the above argumentation, Zagreb started playing the role of a hub city in 

the Balkan region, with Athens being the main one, not only because of 

its greater centrality over time but mostly because of the higher bandwidth 

accumulation, as we will see later in the weighted degree centrality.

The third tier of cities mainly consisted of peripheral ones. We can 

identify a cluster of Eastern and South- Eastern European cities such 

as Bratislava, Bucharest, Belgrade, Sofia, Ljubljana and also Nicosia. 

Some of them lost in degree centrality over time (Bratislava, Sofia and 

Ljubljana) and some of them gained (Bucharest, Belgrade and Nicosia). 

After comparing Figure 4.7, which presents the degree centrality 2001–06 

of the third tier of cities, with Figure 4.5, the instability of the evolution of 
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bandwidth accumulation – at least for the less centralized nodes – becomes 

apparent. This indicates the easiness of rewiring or (re)lighting such net-

works in order to meet changes in demand (Gorman and Kulkarni 2004). 

Apart from Düsseldorf, some of the most remote cities of Europe are also 

included in this cluster: Oslo and Tallinn represent Europe’s northern 

frontier and Lisbon its western edge. The peripheral location of these 

cities is probably one of the reasons explaining the high percentage of their 

extra- European connections, with Lisbon being the most interesting case, 

since in 2006, 68.7 percent of its links were with cities outside Europe. The 

geography of the extra- European links is analyzed further below.

Regarding the rest of the cities, the very low position of Rome and 

Berlin should be mentioned. They shared the 60th position in 2006 and 

both of them were served by only one international Internet backbone 

connection. Despite their importance in the European and the national 

urban systems, these cities did not act as national hubs for global IP com-

munications. Apparently, the demand for such connectivity in Rome and 

Berlin was met using domestic links with these cities which hosted inter-

national backbone links in Italy and Germany, respectively.

The degree centrality illustrates the significance of each city, taking into 

consideration only the number of cities with direct connections. What is 

not included in this indicator is the capacity of this infrastructure. In order 

to take this into consideration, degree centrality for the weighted network 

and for the 30 most central cities is presented in Table 4.5. The whole table 

can be found in the Appendix of this chapter.

For presentation reasons, just as before, the cities’ centralities will be 

analyzed in blocks of ten following the rank of Table 4.5. Taking into 

consideration the capacity of the links, the first tier of the most central 

cities is slightly changed in comparison to the centrality measures for 

the binary network. In 2006, the same four cities according to the binary 

degree centrality are the most central ones, but in this case London instead 

of Frankfurt is the most central city, followed by Paris, with Amsterdam 

found in fourth position. Although Frankfurt has more connections 

with European cities, London attracted higher- capacity links. Analyzing 

further the first tier of central cities, cities such as Athens and Budapest as 

well as Zürich appear to be less central when the capacity of the links is 

taken into consideration. The above cities have been replaced in the first 

tier by Copenhagen, Hamburg and Madrid. So, if the analysis of the cen-

trality of the first tier of cities based on the binary network brought into 

sight a pan- European pattern with peripheral cities performing hub roles 

in the Internet backbone infrastructure, then the analysis of the same tier 

of cities based on capacity better reflects a more centralized pattern of the 

bandwidth allocation in Europe.
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From a retrospective point of view, in 2001 only two cities were not part 

of the first tier: that is, Vienna and Hamburg. These cities experienced 

significant increase in centrality through the six- year period (89.2 percent 

and 75.9 percent, respectively), while the increase of the non- normalized 

centrality, or in other words the increase of the aggregated bandwidth 

at city level, reached 1177 percent and 1088 percent, correspondingly.17 

Nonetheless, Madrid experienced the highest increase in centrality during 

Table 4.5 Weighted degree centrality 2001–06

2001 2006 Change 

2001–

06 for 

E.c. 

(%)

Change 

2001–

06 for 

a.c. 

(%)

E.c. a.c. % 

Eur. 

links

E.c. a.c. % 

Eur. 

links

London 96.8 2 100.0 1 64.0 100.0 1 100.0 1 63.7 3.3 0.0

Paris 100.0 1 75.6 2 87.4 84.9 2 66.4 2 81.4 −15.1 −12.1

Frankfurt 96.5 3 67.8 4 94.1 81.0 3 58.2 3 88.6 −16.0 −14.1

Amsterdam 93.2 4 71.9 3 85.6 64.7 4 49.6 4 83.0 −30.6 −31.0

Stockholm 35.7 6 24.5 6 96.4 29.2 5 20.2 5 92.3 −18.2 −17.7

Madrid 12.3 10 9.2 9 88.5 24.5 6 16.2 7 96.1 99.5 77.1

Copenhagen 21.1 7 18.4 7 75.9 24.2 7 18.1 6 85.4 14.9 −1.6

Vienna 11.3 12 7.5 13 99.9 21.4 8 13.7 8 99.7 89.2 82.7

Hamburg 11.0 14 7.6 12 95.4 19.4 9 12.7 10 97.3 75.9 66.3

Milan 18.2 8 12.5 8 95.6 19.0 10 12.8 9 94.1 4.4 2.3

Brussels 48.2 5 32.2 5 99.0 18.5 11 11.8 11 100.0 −61.6 −63.3

Düsseldorf 8.3 15 5.5 15 100.0 11.6 12 8.0 12 92.5 40.7 46.7

Geneva 11.2 13 7.5 14 99.1 10.2 13 7.9 13 82.8 −8.7 5.3

Zürich 12.2 11 8.3 11 97.2 10.2 14 6.7 14 96.8 −16.6 −19.2

Warsaw 1.4 32 0.9 32 96.0 8.7 15 5.6 15 99.1 531.3 489.5

Bratislava 4.4 20 2.9 20 99.9 7.7 16 4.9 16 100.0 77.3 70.8

Prague 7.3 16 4.8 16 100.0 7.4 17 4.7 18 100.0 0.6 −3.0

Helsinki 4.8 19 3.3 18 95.4 7.3 18 4.7 19 100.0 53.6 41.3

Oslo 13.7 9 9.1 10 99.0 6.9 19 4.9 17 90.7 −49.2 −46.5

Dublin 2.5 24 1.8 24 92.6 6.3 20 4.2 20 96.4 152.7 134.1

Budapest 1.9 27 1.3 27 98.5 5.5 21 3.5 21 98.9 191.2 179.8

Munich 6.0 17 4.0 17 98.6 4.4 22 2.8 22 100.0 −26.7 −30.3

Barcelona 2.4 25 1.6 25 100.0 3.9 23 2.5 24 100.0 64.7 58.8

Athens 0.6 35 0.5 35 73.2 3.4 24 2.8 23 79.2 510.9 444.2

Lisbon 2.0 26 1.5 26 90.8 3.3 25 2.2 25 96.0 62.4 48.0

Brno 0.0 63 0.0 64 100.0 2.8 26 1.8 26 100.0 109 309.7 105 388.1

Tallinn 0.3 37 0.2 38 100.0 1.7 27 1.1 29 98.3 431.2 421.0

Bucharest 0.9 33 0.6 33 99.6 1.7 28 1.1 30 99.6 88.8 82.0

Ljubljana 0.2 39 0.1 40 100.0 1.6 29 1.0 31 100.0 800.1 767.8

Marseille 1.2 30 0.8 32 100.0    

Note: E.c. 5 European cities; a.c. 5 all cities.
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the time period (99.5 percent). Interesting also is the fact that for some 

of the most central cities, such as Paris, Frankfurt, Amsterdam and 

Stockholm, a decrease in normalized centrality was observed, but of 

course not in the absolute bandwidth accumulation. London managed 

to increase its normalized degree centrality slightly and this is why from 

2002 onwards it is the most centralized city. Figure 4.8 presents the change 

in bandwidth (non- normalized centrality) in 2001–06. It can be seen that 

bandwidth allocation has increased exponentially over time. What is also 

important is the unprompted division of these cities into two clusters: the 

four most connected ones and the remaining six. The change of each city’s 

bandwidth is highly related to the cluster it belongs to.

The ranking of the first- tier cities according to the weighted network 

centralities do not change when the extra- European connections are taken 

into consideration. What changes though is London’s importance. Paris, 

which is the second most central city, has a degree centrality equal to 84.9 

percent of London’s centrality when only the intra- European links are 

included. However, when the extra- European links are taken into con-

sideration, then Paris reaches only 66.4 percent of London’s aggregated 
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bandwidth. This difference between London and the second city is greater 

for the weighted network than the binary one, indicating a greater domi-

nance of London in bandwidth allocation. The above is in accordance with 

the percentage of bandwidth dedicated to European links: 36.3 percent of 

London’s aggregated bandwidth serves extra- European connections while 

only 18.6 percent of Paris bandwidth is dedicated to such links. Close 

to Paris is Amsterdam, indicating again its international role, while the 

rest of the first- tier cities use less than 15 percent of their bandwidth for 

extra- European communications. Regarding 2001, the main difference 

was Copenhagen, which at this point appeared to be more globalized, 

since 24.1 percent of its aggregated bandwidth was due to extra- European 

links. During the six- year period, Copenhagen’s bandwidth dedicated to 

intra- European links increased proportionally more than the bandwidth 

for extra- European links.

In the second tier of cities, the differences between the binary degree cen-

tralities geography and the weighted degree centrality geography emerge. 

Only four cities are located in the second tier according to both centrality 

measures. Dusseldorf and Dublin manage to increase their relative posi-

tion 12 and 15 places respectively, while Zürich and Prague lose four and 

three places. Dublin’s different performance in the two indicators reflects 

the fundamental difference between the two centrality measures; while the 

degree centrality based on the binary network reflects hub structures and 

up to a certain extent the topology of the IBN, the aggregated bandwidth 

at city level or in other words the degree centrality of the weighted network 

seems to be related more with economic attributes. This is why the capital 

city of the Irish Tiger accumulates in relative terms much more bandwidth 

than links to other cities.

Going further, Copenhagen used to be part of the second tier of 

cities when the binary degree centralities were taken into considera-

tion. However, as was stated above, Copenhagen is part of the first tier 

according to the weighted degree centrality. In addition, two cities from 

Scandinavia are included in this tier – Helsinki and Oslo – increasing the 

centrality of the northern cities and gaining six and five places. Bratislava 

also gained six places in the relative ranking because of the inclusion of 

bandwidth in the centrality measure. It could be said that Bratislava has 

a competitive role against Budapest; the former is more central when the 

actual weights are taken into consideration, while the latter is more central 

for the binary network.

Figure 4.9 presents the evolution of the degree centrality in real terms 

(bandwidth) in the period 2001–06 for the second tier of cities. The picture 

is not as clear as it was in Figure 4.8 for the first tier because the hierar-

chies change over time. What is obvious though is the fact that Brussels 
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104 The geography of the Internet

seems to fit better to the first tier than to the second one, because of the 

high agglomeration of bandwidth. Over time, the European Union’s head-

quarters, the two main cities of Switzerland and the Norwegian capital, 

lost centrality in relative terms. On the contrary, Warsaw had an immense 

increase in 2001–06 of 531 percent which enabled the Polish capital to 

increase its relative position from 32nd position to 15th. Dublin also expe-

rienced a great increase of 153 percent during the same time.

Looking to the centrality ranking when the extra- European connections 

are included in the analysis, the two ranks seem to be almost identical, 

with minor differences between them, contrary to what applies for the 

binary network. This happens because the bulk of the bandwidth which is 

aggregated in the European cities is dedicated to intra- European connec-

tions with very few exceptions, such as London and, to a certain extent, 

Paris and Amsterdam from the first tier. In the second tier, Geneva is the 

only city in which more than 10 percent of its aggregated bandwidth is 

due to extra- European links. It should be noted here that Geneva’s global 

character can also be identified by its binary connections, 30 percent of 

which were with cities outside Europe. What is interesting here is the 
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different connectivity profiles of Switzerland’s two main cities: Zürich is 

more central in terms of actual connections, while Geneva agglomerates 

slightly more bandwidth and is the most extroversive one.

The third tier of cities, which is presented in Figure 4.10, mainly consists 

of cities which are located on the periphery of Europe. There is a cluster 

of cities from Central, South- East and East Europe such as Budapest, 

Athens, Brno, Tallinn, Bucharest and Ljubljana, and a cluster of cities 

from the South West such as Barcelona, Lisbon and Marseille. Munich 

is the only city from Europe’s pentagon. The reader is reminded that 

the third tier of cities for the case of the binary degree centrality consists 

mostly on peripheral cities. However, again only four out of ten cities are 

the same in the third tier of the two different centrality measures. Budapest 

is the most central city of this tier. It is notable though that when the band-

width is taken into consideration, Budapest gains 14 places in the rank. 

Athens is also very low ranked compared to the binary connectivity since 

it lost 15 places. On the contrary, the Czech city of Brno gained 18 places.

Figure 4.10 presents the evolution of degree centrality of the third tier of 

cities for the weighted network. It could be said that it is more homogenous 
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than the previous tier. What is interesting is the steady growth of Budapest 

through the six- year time period, which was followed by Barcelona until 

2005. Munich is another interesting case. In 2002 the aggregated band-

width was decreased, but this decline only lasted for a year. From 2003 

onwards, Munich’s degree centrality kept on growing. Brno and Marseille 

followed very similar growth patterns. The former was only served by two 

backbone links with total bandwidth of 4.048 Mbps and degree centrality 

equal to 0.003 (maximum equals to 100) in 2001, while the latter had no 

such links. Although over time both of them grew similarly, Brno appears 

to have a vast increase because of its very low initial degree, and therefore 

gained 38 places in the ranking. Ljubljana, Athens and Tallinn also experi-

enced a great increase in the accumulated bandwidth, contrary to Munich 

which lost in terms of relative centrality.

In terms of the percentage of the bandwidth that is accumulated 

because of the extra- European links, the only interesting case is Athens: 

21.8 percent of the agglomerated bandwidth in the Greek capital in 

2006 was because of the 16 extra- European backbone links that were 

present  in this year, justifying its hub role in South- Eastern Europe. 

Apart from this, Lisbon is also interesting since in 2001, 9.2 percent 

of its weighted degree centrality was due to the connections with non- 

European cities.

However, Lisbon is a very interesting case when the discussion turns to 

the extra- European links, as is analyzed below. Tables 4.6 and 4.7 present 

the percentage of each city’s degree centrality because of its connections 

with extra- European cities, based on the binary and weighted (bandwidth) 

network. The tables identify the most extroversive cities. However, the 

definition of extroversion is rather arbitrary. For the case of the binary 

network and because of the greater diffusion of connections, cities are 

defined as extroversive when at least 20 percent of their backbone con-

nections are with non- European cites. On the contrary, as was mentioned 

above, the weighted backbone network is much more centralized, or in 

simple terms the bulk of bandwidth is concentrated in a small number 

of cities. Because of the above attribute, cities with more than 5 percent 

of their accumulated bandwidth bound to extra- European links are also 

defined as extroversive. The cities included in Tables 4.6 and 4.7 satisfy at 

least one of these two attributes.

Two different percentages are presented for each city and for each con-

tinent; the columns numbered with odd numbers refer to the importance 

of each continent for each city’s connectivity and the sum of these columns 

is equal to 100 percent for each city and for each year. The remaining 

columns (numbered with even numbers) refer to the city’s importance 

in Europe’s total connectivity with each continent and the sum of each 
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column is equal to 100 percent. Both tables are ranked according to 2006 

degree centrality.

In general, cities perform differently in these two measures of extrover-

sion. London for instance seems to be more globalized according to the 

binary connections than the weighted ones. The reason behind this lies in 

the diffusion of new technology high- capacity links and the demand for 

telecommunications services and interaction between any two cites. In 

2006, apart from the 33 percent of intra- European links, only 6 percent 

of all London’s connections terminated in US and Canadian cities while 

31 percent terminated in Africa and 28 percent in the Asia and Pacific 

region. On the contrary, 34 percent of its accumulated bandwidth in 2006 

was because of links which terminated in the US and Canada, while less 

than 1 percent of bandwidth terminated in Africa and 1 percent termi-

nated with the Asia and Pacific region. This reflects the fact that the links 

with Africa and Asia are characterized by very low capacity, contrary to 

very high bandwidth (submarine) links with US and Canadian cities. So, 

on one hand there is a demand for a few but high- capacity transatlantic 

links, and on the other hand there is a demand for a lot of low capacity 

links with numerous cities in Africa and the Asia and Pacific region. As 

a result, there is a high demand for data exchange between London and 

a few specific US and Canadian cities (the link between London and New 

York is for every year of the study period the highest- capacity link) and a 

much lower demand between London and several cities in Africa and Asia 

and the Pacific. What is interesting though is to try to explain these dif-

ferent demands. The links between London and North America are more 

straightforward to explain since they interconnect the two most developed 

regions of the planet, Europe and North America, and they represent the 

interaction that takes place between them and, up to a point, the interac-

tion that takes place between the two global cities of London and New 

York. In addition, it highlights the role of London as a gateway to North 

America for the rest of the European cities and its great importance in 

the geography of the Internet. The links with Africa and Asia though are 

more complicated. Firstly, they represent the global need for universal 

 connectivity. The lack of Internet infrastructure in Africa makes the use of 

international (and expensive) backbone links essential even for intra- Africa 

data exchange (ITU 2004). And because of London’s importance in the 

Internet geography, cities from Africa and Asia are connected to London 

in order to achieve global and regional Internet connectivity. A second 

reason lies in London’s role as a global city. Its predominant position in 

the world cities hierarchy is a significant pull factor in attracting backbone 

links from remote cities, underlining the extensive and geographically dis-

persed demand for data exchange and consequently interaction with one 
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108 The geography of the Internet

Table 4.6  Geographic allocation of backbone connections, % of binary 

links

2001

Africa Asia 

and 

Pacific

Europe Latin 

America 

and 

Caribbean

Rest 

of 

Europe

USA and 

Canada

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

London 22 30 36 45 34 7 0 0 5 15 4 6

Paris 33 30 18 15 45 6 0 0 0 0 4 4

Frankfurt 3 2 11 6 65 6 0 0 8 11 14 9

Amsterdam 9 5 9 4 73 6 0 0 3 4 6 4

Milan 0 0 15 4 75 4 0 0 0 0 10 4

Stockholm 0 0 5 1 74 4 0 0 16 11 5 2

Brussels 17 5 0 0 61 3 0 0 6 4 17 6

Oslo 17 5 11 3 56 3 0 0 11 7 6 2

Palermo 19 5 31 7 19 1 13 67 13 7 6 2

Lisbon 33 8 0 0 40 2 7 33 0 0 20 6

Munich 7 2 20 4 60 2 0 0 0 0 13 4

Copenhagen 0 0 0 0 86 3 0 0 7 4 7 2

Athens 0 0 0 0 80 2 0 0 0 0 20 4

Hamburg 0 0 10 1 60 2 0 0 10 4 20 4

Leuk 50 8 30 4 10 0 0 0 0 0 10 2

Sofia 0 0 0 0 80 2 0 0 0 0 20 4

Madrid 0 0 0 0 89 2 0 0 0 0 11 2

Geneva 0 0 0 0 78 2 0 0 0 0 22 4

Helsinki 0 0 0 0 67 2 0 0 22 7 11 2

Warsaw 0 0 0 0 63 1 0 0 13 4 25 4

Nittedal 0 0 0 0 57 1 0 0 43 11 0 0

Luxembourg 14 2 0 0 71 1 0 0 0 0 14 2

Bucharest 0 0 0 0 67 1 0 0 0 0 33 4

Zagreb 0 0 0 0 75 1 0 0 0 0 25 2

Dublin 0 0 0 0 75 1 0 0 0 0 25 2

Belgrade 0 0 0 0 75 1 0 0 0 0 25 2

Lausanne 0 0 0 0 75 1 0 0 0 0 25 2

Rotterdam 0 0 0 0 100 1 0 0 0 0 0 0

Tirana 0 0 0 0 33 0 0 0 0 0 67 4

Düsseldorf 0 0 0 0 100 1 0 0 0 0 0 0

Gdansk 0 0 0 0 50 0 0 0 0 0 50 2

Tartu 0 0 0 0 50 0 0 0 50 4 0 0

Thessaloniki

Graz

Hannover

Total 10 100 11 97 65 67 0 100 4 93 9 91

Notes:
(1) 1 (3) 1 (5) 1 (7) 1 (9) 1 (11) 5 (13) 1 (15) 1 (17) 1 (19) 1 (21) 1 (23) 5 100%.
The cities included here fulfill at least one of the following criteria: % of extra- European 
links . 5 20%, and % of total bandwidth because of extra- European links .5 5%.

Source: Adapted from Tranos and Gillespie (2011).
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Table 4.6  (continued)

2006

Africa Asia and 

Pacific

Europe Latin 

America 

and 

Caribbean

Rest 

of 

Europe

USA and 

Canada

(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)

London 31 31 28 35 33 7 0 0 3 13 6 16
Paris 37 18 14 9 43 5 2 33 0 0 4 5

Frankfurt 18 13 20 18 51 8 0 0 7 22 4 8

Amsterdam 3 1 9 4 69 5 0 0 6 9 13 11
Milan 12 3 12 4 68 4 0 0 0 0 8 5

Stockholm 5 1 16 4 68 3 0 0 11 9 0 0

Brussels 17 2 8 1 67 2 0 0 0 0 8 3

Oslo 14 1 0 0 71 1 0 0 0 0 14 3

Palermo 20 3 53 10 20 1 0 0 0 0 7 3

Lisbon 56 9 0 0 31 1 6 33 0 0 6 3

Munich 17 1 0 0 83 1 0 0 0 0 0 0

Copenhagen 6 1 0 0 65 2 0 0 18 13 12 5

Athens 0 0 19 4 75 3 0 0 0 0 6 3

Hamburg 0 0 8 1 75 2 0 0 0 0 17 5

Leuk 50 1 50 1 0 0 0 0 0 0 0 0

Sofia 0 0 0 0 100 1 0 0 0 0 0 0

Madrid 20 3 7 1 53 2 7 33 0 0 13 5

Geneva 0 0 0 0 70 2 0 0 0 0 30 8

Helsinki 0 0 0 0 100 1 0 0 0 0 0 0

Warsaw 0 0 0 0 80 2 0 0 20 9 0 0

Nittedal 100 10 0 0 0 0 0 0 0 0 0 0

Luxembourg 0 0 0 0 100 1 0 0 0 0 0 0

Bucharest 0 0 0 0 86 1 0 0 14 4 0 0

Zagreb 0 0 0 0 100 2 0 0 0 0 0 0

Dublin 0 0 0 0 80 1 0 0 0 0 20 3

Belgrade 0 0 0 0 100 1 0 0 0 0 0 0

Lausanne 0 0 0 0 75 1 0 0 0 0 25 3

Rotterdam 0 0 0 0 50 0 0 0 0 0 50 3

Tirana 0 0 0 0 100 1 0 0 0 0 0 0

Düsseldorf 0 0 0 0 83 1 0 0 0 0 17 3

Gdansk

Tartu

Thessaloniki 0 0 25 1 75 1 0 0 0 0 0 0

Graz 0 0 0 0 0 0 0 0 100 4 0 0

Hannover 0 0 0 0 0 0 0 0 0 0 100 3

Total 14 98 11 94 65 62 0 100 3 83 5 95
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Table 4.7 Geographic allocation of backbone connections, % of bandwidth

2001

Africa Asia 

and 

Pacific

Europe Latin 

America 

and 

Caribbean

Rest 

of 

Europe

USA and 

Canada

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

London 0 18 0 54 64 15 0 0 0 10 36 53

Paris 0 48 0 29 87 15 0 0 0 0 12 14

Frankfurt 0 0 0 3 94 15 0 0 0 13 6 6

Amsterdam 0 3 0 3 86 14 0 0 0 0 14 15

Milan 0 0 0 0 96 3 0 0 0 0 4 1

Stockholm 0 0 0 0 96 6 0 0 1 52 2 1

Brussels 0 1 0 0 99 7 0 0 0 1 1 0

Oslo 0 1 0 3 99 2 0 0 0 1 1 0

Palermo 13 25 4 3 9 0 2 67 1 0 71 0

Lisbon 0 1 0 0 91 0 0 33 0 0 9 0

Munich 0 0 0 3 99 1 0 0 0 0 1 0

Copenhagen 0 0 0 0 76 3 0 0 0 3 24 6

Athens 0 0 0 0 73 0 0 0 0 0 27 0

Hamburg 0 0 0 0 95 2 0 0 0 0 5 1

Leuk 11 2 4 0 42 0 0 0 0 0 42 0

Sofia 0 0 0 0 94 0 0 0 0 0 6 0

Madrid 0 0 0 0 89 2 0 0 0 0 11 2

Geneva 0 0 0 0 99 2 0 0 0 0 1 0

Helsinki 0 0 0 0 95 1 0 0 3 15 2 0

Warsaw 0 0 0 0 96 0 0 0 0 0 4 0

Nittedal 0 0 0 0 48 0 0 0 52 2 0 0

Luxembourg 0 0 0 0 96 0 0 0 0 0 3 0

Bucharest 0 0 0 0 100 0 0 0 0 0 0 0

Zagreb 0 0 0 0 26 0 0 0 0 0 74 0

Dublin 0 0 0 0 93 0 0 0 0 0 7 0

Belgrade 0 0 0 0 54 0 0 0 0 0 46 0

Lausanne 0 0 0 0 75 0 0 0 0 0 25 0

Rotterdam 0 0 0 0 100 0 0 0 0 0 0 0

Tirana 0 0 0 0 40 0 0 0 0 0 60 0

Düsseldorf 0 0 0 0 100 1 0 0 0 0 0 0

Gdansk 0 0 0 0 50 0 0 0 0 0 50 0

Tartu 0 0 0 0 67 0 0 0 33 0 0 0

Thessaloniki 0 0 0 0 0 0 0 0 0 0 0 0

Graz 0 0 0 0 0 0 0 0 0 0 0 0

Hannover 0 0 0 0 0 0 0 0 0 0 0 0

Total 0 100 0 99 86 91 0 100 0 98 14 100

Notes:
(1) 1 (3) 1 (5) 1 (7) 1 (9) 1 (11) 5 (13) 1 (15) 1 (17) 1 (19) 1 (21) 1 (23) 5 100%.
The cities included here fulfill at least one of the following criteria: % of extra- European 
links . 5 20%, and % of total bandwidth because of extra- European links .5 5%.

Source: Adapted from Tranos and Gillespie (2011).
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Table 4.7  (continued)

2006

Africa Asia and 

Pacific

Europe Latin 

America 

and 

Caribbean

Rest 

of 

Europe

USA and 

Canada

(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)

London 0 41 1 41 64 17 0 0 1 24 34 49

Paris 0 22 0 9 81 14 0 1 0 0 18 17

Frankfurt 0 1 1 12 89 13 0 0 1 17 10 8

Amsterdam 0 2 0 4 83 11 0 0 0 1 17 12

Milan 0 1 1 3 94 3 0 0 0 0 5 1

Stockholm 0 0 0 0 92 5 0 0 8 51 0 0

Brussels 0 0 0 0 100 3 0 0 0 0 0 0

Oslo 0 0 0 0 91 1 0 0 0 0 9 1

Palermo 14 19 43 18 4 0 0 0 0 0 39 1

Lisbon 1 2 0 0 96 1 0 1 0 0 3 0

Munich 0 0 0 0 100 1 0 0 0 0 0 0

Copenhagen 0 0 0 0 85 4 0 0 0 2 14 4

Athens 0 0 15 12 79 1 0 0 0 0 5 0

Hamburg 0 0 0 0 97 3 0 0 0 0 3 0

Leuk 17 0 83 0 0 0 0 0 0 0 0 0

Sofia 0 0 0 0 100 0 0 0 0 0 0 0

Madrid 1 11 0 0 96 4 0 98 0 0 3 1

Geneva 0 0 0 0 83 2 0 0 0 0 17 2

Helsinki 0 0 0 0 100 1 0 0 0 0 0 0

Warsaw 0 0 0 0 99 1 0 0 1 2 0 0

Nittedal 100 1 0 0 0 0 0 0 0 0 0 0

Luxembourg 0 0 0 0 100 0 0 0 0 0 0 0

Bucharest 0 0 0 0 100 0 0 0 0 0 0 0

Zagreb 0 0 0 0 100 0 0 0 0 0 0 0

Dublin 0 0 0 0 96 1 0 0 0 0 4 0

Belgrade 0 0 0 0 100 0 0 0 0 0 0 0

Lausanne 0 0 0 0 75 0 0 0 0 0 25 0

Rotterdam 0 0 0 0 50 0 0 0 0 0 50 0

Tirana 0 0 0 0 100 0 0 0 0 0 0 0

Düsseldorf 0 0 0 0 92 2 0 0 0 0 8 1

Gdansk 0 0 0 0 0 0 0 0 0 0 0 0

Tartu 0 0 0 0 0 0 0 0 0 0 0 0

Thessaloniki 0 0 7 0 93 0 0 0 0 0 0 0

Graz 0 0 0 0 0 0 0 0 100 1 0 0

Hannover 0 0 0 0 0 0 0 0 0 0 100 2

Total 0 100 1 99 83 88 0 100 1 99 15 100
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of the main nodes of the globalized informational economy. Last but not 

least, it could also be observed that London’s backbone links with Africa 

as well as with Asia and the Pacific region also reflect Britain’s past Empire.

At the same time, irrespective of the very small share of African and 

Asian connections to London’s total bandwidth, London remains the 

city with the greatest capacity towards Africa (Table 4.7, column 14) and 

the Asia and the Pacific region (column 16) and of course towards the 

US (column 23) and the rest of the European cities (column 18). In other 

words, because of London’s vast accumulated bandwidth, even the routes 

which represent a very small share of its total degree centrality are enough 

to give London the role of the dominant city in the IP communications 

with other continents. The above once more highlights London’s impor-

tance in the geography of the Internet infrastructure.

However, its dominance in Africa’s Internet connectivity was not con-

stant through time. In 2001 and in terms of binary links, both London and 

Paris had a share of 30 percent each in Europe’s total links with Africa 

(column 2 in Table 4.6). What is interesting though is that Paris’s links 

with Africa were at higher capacity than London’s and as a result Paris 

was the dominant city in connecting with Africa in terms of capacity, 

since it represented 48 percent of Europe’s total capacity towards Africa 

(column 2 in Table 4.7). The above can be interpreted as a competition 

over time between London and Paris to become Europe’s main Internet 

infrastructure hub, and also as a competition to be the gateway city for 

communications with other continents such as Africa. From an Internet 

service provider (ISP) perspective, the latter can be translated as a compe-

tition for selling universal (and regional) connectivity to a continent with 

very low infrastructural capacity and strong colonial relations both with 

London and Paris. Over time, London seems to have succeeded in this 

competition and gain the role as the main gateway city both for Africa and 

for Asia and Pacific region.

In general, Paris’s extra- European links seem to have a similar spatial 

structure to London’s, but because of their lower capacity, Paris’s impor-

tance at the European level is lower than London’s. Apart from its links 

with Africa, 14 percent of its binary degree centrality is due to connections 

with Asia and the Pacific region, reflecting again the demand for exten-

sive (in geographical range) but not intensive (in terms of bandwidth) 

post- colonial digital links. It should be noted here that 18 percent of the 

accumulated bandwidth in Paris is dedicated to communications with the 

US and Canada, almost half of London’s percentage, again indicating 

London’s dominance in Europe’s Internet geography.

Regarding the other two highly central cities, Frankfurt and Amsterdam, 

their global character is mainly reflected in the binary degree centrality. In 
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general, Frankfurt has a more balanced division of its extra- European 

links and Amsterdam is more tied with the US and Canada. A significant 

share of Frankfurt’s binary degree connectivity is because of its links with 

Asia and the Pacific, and Africa. In addition, Frankfurt is the dominant 

gateway city in terms of binary backbone links with the rest of Europe 

(17 percent of Europe’s total links with the rest of Europe region), which 

includes countries such as Russia, Ukraine, Belarus and also Iceland and 

Greenland. However, Frankfurt’s links towards the cities of the rest of 

Europe are rather low capacity, since Frankfurt is only responsible for 17 

percent of Europe’s total bandwidth towards this region. The dominant 

city in terms of bandwidth bound for Internet links with the rest of the 

Europe is Stockholm, which carries 51 percent of Europe’s total band-

width towards the cities of the rest of Europe. In more detail, the above 

high- capacity backbone links, which enable Stockholm to have such a 

dominant role in 2006, are towards Moscow and St Petersburg, while 

Frankfurt’s links are also with Moscow and St Petersburg and in addi-

tion with Kiev, Lvov and Minsk. Looking retrospectively, Frankfurt also 

managed to increase its importance over time in providing connectivity 

to Africa and the Asia and Pacific region. Amsterdam on the other hand 

is more focused to European Internet backbone links. The main share of 

Amsterdam’s links with non- European cities is cities from North America. 

More specifically, 13 percent and 17 percent of its degree centrality (binary 

and weighted) are due to US and Canadian links. The above enables 

Amsterdam to control 11 percent and 12 percent of Europe’s binary links 

and bandwidth to North America.

Going further down in Table 4.6, apart from Stockholm, Copenhagen 

and also Warsaw and Bucharest are interesting cases because of their 

large share of links with the rest of Europe. What is also interesting is the 

complementarities between them: while Stockholm decreased its share 

of connections with these countries, Copenhagen increased it over time. 

However, its links are not of high capacity as can be seen in Table 4.7. 

Interestingly enough, though, for the case of Warsaw and Bucharest, 

the extra- European links refer only to cities in the rest of Europe. The 

geographic proximity between the cities of Central and Eastern Europe 

explains why the above cities, which do not have other extra- European 

links, are well connected with the cities of what is defined here as the “rest 

of Europe”.

Brussels is also a unique case. It is the only city which can be found at 

such a high rank in both centrality measures, but in which almost 100 

percent of its already accumulated bandwidth is due to intra- European 

links. Although 33 percent of Brussels binary degree centrality is because 

of its links with non- European cities, these links are of low capacity and 
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this is the reason why they result in an insignificant share of external links 

in terms of bandwidth. It could be said that the above reflects the city’s 

unique role: hosting the European Union’s headquarters makes it impor-

tant, but its importance is almost exclusively intra- European in terms of 

the IBN function.

The next interesting case is Lisbon: 56 percent of its total binary con-

nectivity is towards Africa and 6 percent towards Latin America. The 

above shares are equal to 9 percent and 33 percent of Europe’s total con-

nectivity with Africa and Latin America and the Caribbean region, which 

enables Lisbon to be the fifth most dominant city for African connectivity 

and to share the first place for Latin America and the Caribbean region. 

However, in Europe in total there are only three links with the latter 

region, one of which terminated in Lisbon in 2001. This is not surprising, 

though, because Latin America and the Caribbean region mainly gain 

universal IP connectivity through the US and more specifically through 

their gateway city, Miami (Garcia 2000; Grubesic and O’Kelly 2002). And 

this is obviously the reason why Lisbon (along with Madrid, Milan and 

Palermo) has a direct link with Miami.

In total, the capacity of links with Africa and Latin America is very low 

as can be seen in Table 4.7. This reflects the low demand for Internet serv-

ices in these regions, but at the same time the need for universal connec-

tivity. In addition, the importance of geography in submarine backbone 

networks roll- out is also reflected in these links. The location of Lisbon 

facing the Atlantic is a competitive advantage for setting up backbone 

fiber links with Africa because of the way these links are rolled out: the 

fiber is installed by a special ship, which follows a route near the coast of 

Portugal and Africa. Lisbon is a very suitable location for setting up such 

links, but it cannot be claimed that this is the main reason why Lisbon is 

highly connected with Africa. Lisbon is also a suitable location for setting 

up links with the US, but its share of connectivity with the US is very 

low (6 percent), highlighting the multidimensional interpretation of the 

backbone Internet geography. The main reason behind the extensive links 

with Africa is Portugal’s colonial past, which is reflected once more in the 

geography of the backbone networks.

A similar case to Lisbon is that of Madrid. Almost half of the Spanish 

capital’s connections in 2006 were with non- European cities. More spe-

cifically 20 percent of its binary degree centrality was due to links with 

Africa, 7 percent with Asia and the Pacific, 7 percent with Latin America, 

having one of the three backbone links that Europe shares with this con-

tinent. In terms of capacity, Madrid is the main nodal point for links with 

Latin America and the Caribbean since 98 percent of Europe’s dedicated 

bandwidth for this continent passes through Madrid. However, this is a 
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recent development because in 2001 Madrid only had links with European 

cities and North America. Madrid is also an important node for commu-

nications with Africa; 11 percent of Europe’s bandwidth to this continent 

comes through the Spanish capital. Once again, a multilevel interpretation 

of the geography of the IBNs can be observed: Madrid’s extra- European 

backbone links seem to be defined both by the city’s location at the south- 

west tip of Europe, but also by its historical relations with Latin America.

Palermo is another fascinating case: 80 percent of its binary degree 

connectivity results from backbone links which terminate in cities outside 

Europe. More specifically, in 2006, 20 percent of the city’s 13 links were 

with African and 53 percent with Asian and Pacific cities. Even more inter-

esting is its share of links with Latin America and the Caribbean region in 

2001, which reached 13 percent and enabled it to be the most important 

European node for backbone connections with Latin America. Its global 

character is even more obvious when the discussion turns to the weighted 

degree centrality. In 2006, 14 percent of its accumulated bandwidth was 

because of its links with African cities, 43 percent because of the Asia and 

the Pacific backbone networks and only 4 percent because of the intra- 

European links. From the dominance point of view, 14 percent of Europe’s 

bandwidth to Africa and 18 percent towards Asia and the Pacific region 

pass through Palermo. In addition in 2001 67 percent of Europe’s capacity 

towards Latin America and the Caribbean was passing through Palermo. 

Furthermore, 39 percent of its total bandwidth terminates in Northern 

America. All in all, Palermo is an Internet node of global importance. The 

reason behind this is its geographical location. It is located in Sicily, in the 

middle of the Mediterranean Sea, which was always an area with great 

trade activity between Europe, the Middle East and Africa. It seems that 

nowadays the trade activity in the area takes place not only on the sea’s 

surface but also on the sea floor; the trade past of the Mediterranean Sea 

is replicated in the numerous fiber optic cables of the IBNs, which are laid 

on the floor of the Mediterranean Sea, and Palermo is a nodal point for 

these corridors of the digital economy.

When the discussion focuses on the determinant role of geography 

and physical distance in the allocation of the extra- European links, then 

Athens is also a good example: 19 percent of its binary and 15 percent 

of its weighted degree centrality is because of its links with Asia and the 

Pacific region, and more specifically with the neighboring countries of 

Turkey and Israel. The above capacity represents 12 percent of Europe’s 

total capacity towards this continent.

On the other hand, for some cases geographic proximity is not a 

determinant factor at all. Leuk (Switzerland) and Nittedal (Norway) for 

instance do not have any intra- European links. Leuk is only served by two 
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international backbone links which terminate to Africa and to Asia and 

the Pacific region. Nittedal had a degree centrality of 10 in 2006 and all of 

the links are with Africa. So, for these cities geographic proximity is not a 

determinant factor for their Internet backbone connectivity.

A different case is the Swiss cities of Geneva and Lausanne as well as 

Dublin. They shared, respectively, 30, 25 and 20 percent of their backbone 

links, and 17, 25 and 4 percent of their accumulated bandwidth, with the 

US and Canada in 2006, while the rest of their connections are only with 

European cities. The above pattern highlights the unique international 

character of Switzerland and the demand for interaction with specific 

cities; the link between New York and Geneva might reflect to a certain 

extent the location of the United Nations (UN) headquarters in the 

former, and the concentration of the UN’s agencies in the latter (Sassen 

2008). In addition, Dublin has well- established socio- economic relations 

with the US, with significant bidirectional migration flows (e.g. Walsh 

2007) and in addition is located on the western tip of Europe.

Contrary to the interpretation of the above cities’ Internet backbone 

links with North America, back in 2001 a different group of cities used to 

be highly connected with US cities, and for very different reasons. Cities 

such as Bucharest, Zagreb, Belgrade, Tirana and, to a certain extent, 

Athens used to be highly dependent upon the US in order to gain univer-

sal connectivity. Even at this time a significant part of the intra- European 

data traffic was through the US (Townsend 2003). Countries with low 

connectivity did not have any other choice but to use the expensive trans-

atlantic backbone networks even for short intra- European data transfers. 

The US took advantage of its primacy in the development of the Internet 

to vend such services across the globe in ways similar to London’s, and to 

a certain degree Lisbon’s, attempt to provide global connectivity to their 

past colonies.

Retrospectively, the allocation of the connections from Europe towards 

the rest of the world seems to be quite stable, with the only differences 

in the connections with Africa and the US and Canada. Regarding the 

allocation of the capacity, the changes over time are minor and the vast 

majority of the extra- European bandwidth is because of links with North 

America.

4.5.2 Betweenness and Eigenvector Centrality

Continuing the analysis of centrality scores according to different meas-

ures, Table 4.8 presents the betweenness centrality scores for the 30 most 

central European cities. The whole table can be found in the Appendix of 

this chapter. As was stated above, this centrality measure is based on the 
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binary network and it is a representation of how common it is to find a city 

as an internal (not origin or destination) part of a geodesic; or using the 

Internet terminology, how common it is for a city to be one of the different 

hops which consist of a data packet route between any potential origin and 

destination, without taking into consideration the centrality of the origin 

and the destination. Apparently, the number of connections that each city 

has does not affect this measure. Betweenness centrality does not reflect 

infrastructural supply, as could be assumed for the degree centrality which 

measures the accumulated binary connections or the accumulated band-

width. On the contrary, it is a representation of the importance of a city in 

the Internet data transport system. As a result of this structural difference 

between the two indicators the cities’ hierarchy presented in Table 4.8 is 

very different from the one which emerged from the degree centrality.

For presentation reasons, the same method as above is adopted here 

and the cities’ centralities are analyzed in blocks of ten following the 

centrality ranking. The first tier of the ten most central cities has been 

changed with respect to the degree centrality measures. The most impor-

tant change refers to the well- established, up to now, four most central 

cities. According to this measure the cluster of London, Paris, Frankfurt 

and Amsterdam does not exist any more. Just like the binary degree cen-

trality measure, Frankfurt is the most central city according to between-

ness centrality of the intra- European network, and is followed by London, 

Vienna and Milan, with the latter being the one which is mostly relatively 

favoured by this measure. Further below, Paris and Amsterdam are found 

in fifth and sixth place and interestingly enough the rest of this tier’s cities 

are located in the Eastern and South- Eastern part of Europe: Zagreb, 

Budapest, Warsaw and Athens, with the Croatian and Polish capitals 

being favored by this measure. Looking at betweenness centrality retro-

spectively, notable changes took place during the six- year study period. In 

2001, apart from the changes in the top rank positions, with London being 

the most central city followed by Frankfurt and Amsterdam, the most 

notable changes were for the cities of Eastern and South- Eastern Europe: 

Budapest, Warsaw and Athens were replaced by Stockholm, Geneva and 

Lisbon. In terms of centrality change, apart from Frankfurt, these Eastern 

European cities were the only ones that experienced centrality increase 

during the study period, with Warsaw having the greatest increase. It 

can be easily observed that over time there is a noteworthy geographical 

pattern of change in Europe: because of the development of the Internet 

infrastructure in Eastern and South- Eastern European cities and their 

steady disengagement from the US in order to gain universal Internet con-

nectivity, cities from this area managed to integrate in the IBN in Europe. 

Most importantly, they integrated well enough to appear more central 
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than some of the cities of the West, with greater presence in the informa-

tional economy.

What is interesting though is to verify the above for the overall network 

and not only for its intra- European extraction. When all the links are 

Table 4.8 Betweenness centrality 2001–06

2001 2006 E.c. 

change 

2001–

06 (%)

a.c. 

change 

2001–

06 (%)

E.c. a.c. E.c. a.c.

Frankfurt 73.1 2 22.0 3 100.0 1 63.7 2 36.8 189.8

London 100.0 1 100.0 1 62.5 2 100.0 1 −37.5 0.0

Vienna 59.4 4 12.0 9 49.2 3 14.0 4 −17.2 16.2

Milan 45.7 6 12.4 8 39.6 4 12.2 6 −13.4 −1.1

Paris 57.6 5 49.3 2 36.4 5 34.8 3 −36.9 −29.3

Amsterdam 72.7 3 17.3 4 30.3 6 12.5 5 −58.4 −27.6

Zagreb 24.6 9 4.6 18 30.1 7 7.5 10 22.5 62.3

Budapest 5.9 28 0.9 37 19.3 8 6.3 12 227.1 583.0

Warsaw 1.4 35 2.5 21 18.6 9 5.6 13 1193.3 120.6

Athens 5.0 29 1.5 33 13.7 10 5.4 14 171.0 269.5

Copenhagen 18.0 12 5.4 13 11.7 11 7.7 9 −34.7 42.4

Hamburg 0.0 48 3.6 19 10.8 12 3.1 17 −13.1

Prague 14.4 15 2.3 24 10.6 13 2.9 18 −26.2 23.2

Marseille 8.6 14 2.2 19

Dublin 12.5 20 2.3 26 8.6 15 2.2 20 −31.5 −4.3

Monaco 1.0 37 0.2 44 8.6 15 2.2 20 746.8 857.4

Ostrava 8.6 15 2.2 20

Zürich 22.6 11 4.6 17 7.9 18 1.9 23 −64.8 −59.1

Belgrade 0.2 43 1.4 34 6.1 19 1.6 26 2608.7 13.6

Ljubljana 12.8 17 2.0 32 4.2 20 1.7 25 −66.8 −11.1

Stockholm 26.9 7 9.1 10 3.8 21 1.8 24 −85.8 −80.5

Madrid 10.9 26 2.4 23 3.8 22 4.4 15 −65.3 85.0

Barcelona 4.8 30 1.0 36 2.6 23 0.8 29 −46.1 −14.9

Stuttgart 0.0 48 0.0 52 2.3 24 1.1 27

Nicosia 0.0 48 0.0 52 2.2 25 1.0 28

Skopje 1.8 33 0.4 39 1.1 26 0.1 41 −37.3 −59.7

Pristine 1.1 27 0.2 38

Tirana 0.0 48 0.3 41 1.1 28 0.3 33 −4.4

Bratislava 0.3 42 0.4 40 1.0 29 0.3 36 311.5 −21.4

Podgorica 1.0 30 0.1 42

Note: E.c. 5 European cities; a.c. 5 all cities.
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included in the analysis, in 2006 London was the most central city, once 

again demonstrating its global importance in the geography of the Internet. 

Paris and Amsterdam overtook Milan, and Vienna remained in the same 

position. The three cities from Eastern Europe, that is Budapest, Warsaw 

and Athens, were replaced by Copenhagen, Palermo and Lisbon because 

of their geographically extensive linkages with non- European cities, which 

enable them to be part of many different geodesics. Back in 2001, between-

ness centrality for the whole network was even more biased toward the 

Western part of Europe. London, Paris, Frankfurt and Amsterdam were 

the three most central cities. Vienna was the only gateway city for Eastern 

Europe and the rest of the South- Eastern countries were replaced by 

Stockholm, Brussels, Palermo and Lisbon, reflecting to some extent the 

degree centrality for all the cities in Table 4.4.

The second tier of cities seems to be much differentiated by the same 

tier of Table 4.4; only three of ten cities are common in the second tiers 

of the two binary centrality measures: that is, Copenhagen, Hamburg and 

Prague. Apart from the Czech capital, Ostrava, Belgrade and Ljubljana 

constitute a cluster of Eastern and Southern cities. Cities such as Ostrava 

and also Dublin and Monaco climbed in the hierarchy while Zürich’s cen-

trality is undermined by this measure. If the overall network is taken into 

consideration, a few changes would have taken place in this tier. Apart 

from the cities of South- Eastern Europe mentioned above, Madrid would 

also be part of this tier, again because of its extroversive connectivity 

profile.

Looking backwards, many changes took place in the six- year study 

period. Belgrade and Monaco gained a lot in terms of betweenness cen-

trality. In general, only four out of ten cities were of this tier in 2001. The 

changes are even more radical when the overall network is taken into con-

sideration. Cities such as Marseille and Ostrava would be further below, 

sharing the 52nd place, and cities such Geneva, Oslo, Nittedal and Leuk 

would be part of this tier because of their external links.

Looking at the remaining cities of Table 4.8, many differences with 

the degree centrality can be observed. Important cities in terms of degree 

centrality such as Stockholm, Brussels, Geneva and Lisbon lost posi-

tion in betweenness rank, while a cluster of cities from South- Eastern 

Europe consisting of Skopje, Pristine, Tirana, Podgorica and Thessaloniki 

appears to be more important using this measure. These changes denote 

the differentiated hub roles observed in the European IBN. The increase 

in Internet penetration in Eastern Europe at the end of the study period 

generated the need for Internet hubs in this area, and this is what the above 

changes reflect.

Indeed, betweenness centrality provides another view of how cities act 
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as nodes in the IBN. It could be compared with the binary degree central-

ity, because both of them are based on the binary network. While degree 

centrality is a connectivity indicator providing valuable information on 

the number of the cities that a city is directly connected with, betweenness 

centrality is an indicator of how important the location of a city is, not in 

geographical but in network terms.

The last centrality measure analyzed here is the eigenvector central-

ity for the weighted network, which is presented in Table 4.9. As it was 

stated above, this centrality measure is useful because the centrality score 

of a city is based on the centrality of its neighbors. Again, for comparison 

reasons, the last column of the table presents the rank of the degree cen-

trality for the weighted network of the intra- European international links. 

The same strategy applies here and the eigenvector centrality analysis is 

based on city blocks of ten. Just like the weighted degree centrality, the 

cluster of the first four highly important cities emerged again: London is 

the most central node and is followed by Paris, Frankfurt and Amsterdam. 

What is interesting here is the fact that the difference between the first and 

second city in terms of the normalized score is the smallest compared with 

the other centrality measures. Obviously, because this indicator takes into 

consideration the importance of neighbors, the differences in centrality 

measures are smoother than the more direct approach of degree central-

ity. The cities which are included in the first tier of eigenvector and not 

in the first tier of weighted degree centrality are Brussels, Düsseldorf and 

Geneva. The reason why these cities were advanced under this centrality 

measure is because of their intensive linkages with the cluster of the four 

most central cities. The explanation for the above intensive connectiv-

ity is twofold: all of the above- mentioned cities are included in Europe’s 

pentagon, so not only the small physical distance, but also their intensive 

socio- economic links define this connectivity pattern. This is the reason 

why cities such as Copenhagen, Stockholm and Vienna, which accumu-

lated enough bandwidth to be part of the first tier of cities regarding the 

weighted degree centrality, ended up being part of the second tier of cities 

for this measure. Apparently their connectivity pattern with the highly 

centralized cluster of cities was not intensive enough to enable them to 

remain in their positions according to the accumulated bandwidth, which 

is due to their roles as gateway cities to the North and East of Europe.

Changes because of the inclusion of the extra- European links as well 

as changes over time are minor for this indicator. When the backbone 

connections with non- European cities are taken into consideration the 

main change is that Copenhagen and Dublin appear to be more central, 

obviously because of their high- capacity links with New York. In general, 

changes because of the external links are negligible as almost all of the 
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non- European cities appeared to have very low centrality because only 

their backbone links with European cities are included.18 Retrospectively, 

Stockholm and Copenhagen used to be more central for both versions 

of the network. Madrid and Hamburg experienced the highest  centrality 

Table 4.9 Weighted eigenvector centrality 2001–06

2001 2006 E.c. 

change 

2001–

06 (%)

a.c. 

change 

2001–

06 (%)

E.c. a.c. E.c. a.c.

London 98.4 2 100.0 1 100.0 1 100.0 1 1.6 0.0

Paris 100.0 1 77.4 2 92.3 2 70.4 2 −7.7 −9.0

Frankfurt 88.5 3 58.7 4 79.9 3 55.3 3 −9.7 −5.8

Amsterdam 85.0 4 66.3 3 65.1 4 52.0 4 −23.4 −21.6

Madrid 11.7 8 7.8 9 33.5 5 21.6 5 186.8 178.7

Brussels 59.0 5 40.9 5 24.9 6 16.7 6 −57.8 −59.2

Milan 14.1 6 8.6 8 15.1 7 9.4 8 7.1 9.7

Düsseldorf 9.3 11 5.8 10 12.0 8 8.9 9 29.0 53.6

Geneva 9.7 10 5.8 11 11.3 9 7.4 12 16.4 28.4

Hamburg 5.3 13 3.9 13 10.9 10 7.6 11 104.5 98.0

Copenhagen 9.9 9 11.1 6 10.6 11 10.0 7 6.8 −9.7

Dublin 2.8 16 2.3 15 10.2 12 7.9 10 268.5 244.6

Zürich 8.1 12 4.8 12 8.8 13 5.2 14 8.2 9.0

Warsaw 0.4 26 0.2 27 8.8 13 4.7 15 2117.3 1868.2

Stockholm 13.7 7 9.6 7 8.6 15 5.4 13 −37.0 −44.1

Vienna 2.6 17 1.4 18 7.3 16 3.9 16 185.4 186.3

Prague 1.0 19 0.5 25 5.4 17 3.0 18 443.0 473.1

Barcelona 1.0 19 0.7 19 5.0 18 3.1 17 406.8 325.7

Lisbon 0.8 24 0.6 24 3.9 19 2.7 19 397.8 391.7

Oslo 4.6 14 3.0 14 2.9 20 2.6 20 −37.0 −13.3

Budapest 0.4 26 0.3 26 2.2 21 1.1 22 443.0 313.3

Athens 0.6 25 0.7 20 2.0 22 1.5 21 231.8 125.3

Bucharest 0.2 29 0.1 34 1.6 23 0.8 24 714.5 931.9

Bristol 1.4 24 0.9 23

Helsinki 1.0 19 0.6 21 1.1 25 0.5 27 8.6 −18.5

Munich 1.0 19 0.6 23 0.9 26 0.5 28 −9.5 −11.7

Bratislava 0.2 29 0.1 29 0.9 26 0.4 30 352.5 227.6

Tallinn 0.2 29 0.1 30 0.7 28 0.5 29 262.0 365.2

Basel 0.0 34 0.0 39 0.7 28 0.4 31 1082.7

Kolding 0.5 30 0.3 33

Note: E.c. 5 European cities; a.c. 5 all cities.
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increase and Brussels the highest decrease through the six- year study 

period.

The second tier of cities consists of the more peripheral (in geographi-

cal terms) cities, which perform a significant role in the geography of 

the Internet in Europe. The hub cities of North Europe, Copenhagen, 

Stockholm and Oslo, as well as these of the Eastern and South- Eastern 

Europe such as Warsaw, Vienna and Prague, are included here. In addi-

tion, Dublin and Barcelona because of their high- capacity links with 

London and Paris, respectively, are found in this tier. Finally Zürich 

appears to be a peripheral city in the geography of the Internet, despite 

locating in Europe’s core.

Again the changes because of the extra- European links as well as the 

changes over time are minor, with Warsaw gaining the most centrality 

increase. Interestingly enough, despite Lisbon’s external links, its central-

ity because of the inclusion of extra- European linkages did not change 

simply because its links are of low bandwidth and with cities which appear 

to be of low importance.

The third tier contains even more peripheral cities. From the Eastern 

and South- Eastern part of Europe Budapest, Athens, Bucharest and 

Bratislava are part of this tier, while from the North, Helsinki, Tallinn 

and Kolding can be found here. From Central Europe, Munich and Basel, 

despite their geographic proximity to the most connected cities, are char-

acterized by low eigenvector centrality. Differences over time and after the 

inclusion of the non- European links are again minor.

All the above centrality measures provide different but equally valuable 

understandings about the distinctive roles of the European cities in the 

IBN, helping to better understand the geography of the Internet infra-

structure in Europe. Binary and weighted degree centralities represent the 

infrastructural supply, with the latter better highlighting the economic 

geography of Europe and the former being associated with political as well 

as physical geography. On the contrary, the other two centrality measures 

are more related with the technological nature of the Internet backbone: 

betweenness centrality highlights the potential utility of the city in the IP 

data transfer because of its location in the network space, while eigenvec-

tor centrality highlights cities’ importance based on its indirect weighted 

links, in a way similar to the Internet’s function.

4.5.3 Summary of Different Centrality Measures

In order to summarize the above centrality measures, cluster analysis is 

applied. As the main goal here is to cluster cities based on their perform-

ance on the centrality indicators, cluster analysis is an appropriate method 
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as its usefulness in classifying relatively “raw” data in an exploratory 

comparative framework is well established (Nijkamp et al. 1999). Based 

on the above analysis, the resulting clusters, apart from distinguishing the 

obvious most centralized cities, also provide interesting insights concern-

ing the least central cities. In order to achieve this, the empirical method of 

k- means is utilized. In simple terms, this non- hierarchical method results 

in k new clusters, with k being a priori defined (Rogerson 2006). All the 

centrality indicators were included in this analysis as they highlight differ-

ent facets of the Internet infrastructure: the binary and weighted degree 

centrality, the betweenness and eigenvector centrality, with and without 

the extra- European links. This method was applied for both 2001 and 

2006. In order to avoid a two- cluster solution with the most central cities 

(usually London, Frankfurt, Paris and Amsterdam) forming one cluster 

and having the rest of the cities crowded in a second cluster, calibration 

tests were initially applied in order to select a k suitable for the analysis. 

According to these tests, the most suitable k for better explaining the 

pattern of centrality was equal to 7. Table 4.10 presents the allocation of 

the European cities to the new clusters.

In total, the four leading cities form the “golden diamond” of the 

Internet infrastructure (Tranos and Gillespie 2011) as they are almost 

always found in the top of the European hierarchy. And most importantly, 

their hegemony is stable over time. While London and Paris have a unique 

character and for both years they shaped individual clusters, London is the 

most central city. This can be attributed to London’s character as a global 

city and as the main European gateway. The above is in accordance with 

previous results from world city research: despite the different approaches, 

concepts, methodologies and data sources (Derudder and Witlox 2005), 

all the relevant studies identify London, along with New York, Tokyo 

and Paris, at the top of the global urban hierarchy (Taylor 2004). Indeed, 

IBNs, but also other networks such as aviation (see Chapter 5), provide 

London with the essential infrastructural layer, underpinning the global 

city process. Based on the well- accepted argument that the flows through 

world cities are more important structural elements for these cities than 

what is contained within them (Derudder and Witlox 2005), it can reason-

ably be advanced that London’s dominance in the (European) IBN is inte-

grally associated with its leading position in the global urban hierarchy. 

In addition, transatlantic communication links connecting London with 

the East Coast of the US traditionally attracted the attention of investors 

for new developments. Malecki and Wei (2009) highlight the fact that 

during the 1890s, a telegraph from Paris to London was transmitted faster 

through New York than directly between the two cities, because of the 

technological advance of submarine cables (Headrick 1991). Interestingly 
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enough, the same used to happen to intra- European Internet traffic even 

in the early 2000s, as a significant proportion was transmitted via the 

US (Townsend 2003). In addition, even in 2006 the link with the highest 

capacity involving a European city was the one between London and 

New York. It can be said that London was always favored by a surplus 

of communication links with the US, which enabled London to perform a 

gateway role for the European cities in terms of transatlantic communica-

tions. To sum up, for various economic, historical and geographic reasons 

including its hegemony in the transnational urban network, London is not 

only the leading city in terms of Internet connectivity in Europe, but it also 

performs a vital hub role, acting as a gateway following historical patterns.

Following the European urban hierarchy, Paris is the second most 

central city in the European Internet backbone. According to Table 4.11, 

which presents the centers of the new clusters and their main characteris-

tics, Paris appears to be more central when capacity is taken into consid-

eration. This can be translated to a connectivity pattern based more on 

links of higher rather than of lower capacity.

Different connectivity patterns, but similar roles, can be identified 

Table 4.11 Cluster centers

1 2 3 4 5 6 7

2001 Degree 100 89 86 57 39 34 11

degree (w.) 97 100 95 15 48 12 1

degree (ac) 100 66 42 24 22 16 5

degree (w.- a.c.) 100 76 70 10 32 9 1

betweenness 100 58 73 53 17 17 3

betweenness (a.c.) 100 49 20 12 13 6 1

eigenvector (w.) 98 100 87 8 59 6 1

eigenvector (w.- a.c.) 100 77 63 5 41 4 0

N 1 1 2 2 1 10 52 69

2006 Degree 92 58 61 100 57 27 8

degree (w.) 100 85 65 81 20 13 1

degree (ac) 100 49 32 70 26 13 4

degree (w.- a.c.) 100 66 50 58 13 9 1

betweenness 63 36 30 100 44 10 1

betweenness (a.c.) 100 35 13 64 13 4 1

eigenvector (w.) 100 92 65 80 11 11 1

eigenvector (w.- a.c.) 100 70 52 55 7 7 0

N 1 1 1 1 2 13 57 76

Note: w. 5 weighted; a.c. 5 all the cities.
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126 The geography of the Internet

for the other two cities of Europe’s Internet diamond, Frankfurt and 

Amsterdam. While Frankfurt is more central according to the binary 

centrality measures (degree and betweenness) revealing a relatively high 

number of low- capacity links, Amsterdam – like Paris – is favored by 

fewer high- capacity Internet backbone links. However, both of them 

perform hub roles. Frankfurt’s high betweenness centrality illustrates 

this function, as its central location in the middle of Europe enables it to 

share direct links with a great number of cities located in both Western 

and Eastern Europe. On the other hand, Amsterdam’s hub role in the 

European IBN is illustrated not only by its high centrality measures, but 

also by the fact that it hosts the most important Internet Exchange Point 

(IXP) in Europe in terms of Internet traffic (Euro- IX 2006).

Nevertheless, cluster analysis reveals new information when the discus-

sion moves away from the four most central cities. More specifically, the 

fifth cluster is formed by Milan and Vienna for both 2001 and 2006 and 

is characterized by high binary degree centrality measures, intermedi-

ate weighted degree and betweenness centrality and very low eigenvec-

tor centrality. The above characteristics reflect cities with quite central 

locations (betweenness) which are linked with a large number of other 

cities (binary degree) with relatively low- capacity links (weighted degree). 

Vienna and Milan are the two cities allocated to this cluster. The former 

is the main gateway city for Central and Eastern Europe, and is the fifth 

and fourth most central city in regards to binary degree and betweenness 

centrality. However, these links are of low capacity as is reflected in the 

lower weighted degree centrality (eighth most central). Milan on the other 

hand is Italy’s main node, but it also performs a hub role for the South 

of Europe. Interestingly enough, Milan’s high- capacity links are with 

Northern cities, but the majority of its links are with Southern cities and 

all of them are of low capacity.

The sixth cluster consists of moderate central cities, but still important 

for Europe’s Internet backbone geography for both years. This cluster 

includes the hub cities of Northern Europe, Stockholm, Copenhagen (as 

well as Oslo in 2001) and Hamburg, as well as Madrid (and Lisbon in 

2001) and the secondary – after Vienna – hub cities of the Eastern and 

South- Eastern Europe such as Athens, Budapest, Prague, Warsaw and 

Zagreb. Interestingly enough, the Northern European cities are very well 

connected in terms of their installed capacity and links with the rest of 

the world and consequently act as hub cities for Internet backbone con-

nectivity in their hinterlands. However, because of their peripheral loca-

tion, these cities cannot perform important roles for the function of the 

overall network, as is reflected in their low betweenness and eigenvector 

centrality measures. In 2001, Prague and Sofia were the only cities in this 
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cluster from that area, a fact which indicates the radical increase of the 

Internet backbone connectivity in Eastern and South- Eastern Europe 

during the six- year study period. In addition, this cluster also includes 

some central (in geographical terms) cities, such as Brussels, Geneva and 

Zürich (Munich in 2001), for which, despite their location in Europe’s pen-

tagon, their Internet backbone centrality measures are not high enough 

to enable them to be part of Europe’s first tier. Finally, for both years the 

most extensive cluster is the one which refers to the least central cities: 

75 percent of the connected cities for both years are found in this cluster, 

 indicating the highly centralized character of the IBN in Europe.

4.6 CONCLUSIONS

Summing up the above analysis, the first point which should be mentioned 

is the highly skewed distribution of the backbone links when their capacity 

is taken into consideration. There is a small number of links which can be 

characterized as outliers because their capacity is much greater than the 

average. What is interesting from a geography point of view is that these 

outliers are mainly concentrated in Europe’s core area, known as the pen-

tagon. Additionally, over time there is a trend towards a decrease in the 

variation of the capacity of the backbone links. Technological improve-

ments and cost reductions enabled this cohesion trend in the capacity 

distribution: while the maximum capacity link was increased by a factor 

of six (from 77 768 to 467 671 Mbps) during 2001–06, the lowest- capacity 

link was increased by a factor of 31 (from 0.064 to 2Mbps). Apart from 

this, specific reasons should explain the skewed distribution of the high- 

capacity backbone links among cities such as London, Paris, Amsterdam 

and Frankfurt. An attempt to explain this takes place in Chapter 6 of this 

book.

Also interesting are the results of the centralization measures in order 

to better realize the network’s big picture. According to degree centrali-

zation, there is a clear tendency for a more centralized network over the 

six- year study period. The trend is similar when the betweenness centrali-

zation is calculated. However, according to this measure, which is a better 

proxy of the IP data packet transport system, the European international 

IBN is less centralized compared to the previous measure, which is more 

related to the infrastructural capital. The centralization of the network, 

though, appears to be higher regarding the eigenvector centrality, which 

also takes into consideration the indirect links. But the network seems 

even more centralized when the capacity of the backbone links is included 

in eigenvector centrality calculation. All in all, it could be said that the 

M3051 - TRANOS  978781953365  PRINT.indd   127M3051 - TRANOS  978781953365  PRINT.indd   127 22/01/2013   13:1422/01/2013   13:14



128 The geography of the Internet

European extraction of the international IBN is in general moderately 

centralized, but when the capacity is included in the analysis the network 

appears to be more centralized.

Even more interesting from a geography standpoint are the different 

centrality measures. These local statistics reveal the distinctive roles cities 

perform in the Internet function. Firstly, London is by some margin 

Europe’s leading world city, expressed both in terms of its very high levels 

of binary and weighted centrality within the Internet and by its high level 

of connectivity with cities in other regions of the world. The other three 

European cities with demonstrable world city status are Paris, Frankfurt 

and Amsterdam. Paris is the second most important city in terms of its 

centrality weighted by bandwidth, and Frankfurt in terms of the number 

of cities it is connected with. Amsterdam is behind both of these cities, but 

it is characterized by substantial bandwidth accumulation and displays 

a high level of connectivity with North American world cities. In total, 

55 percent of the intra- European bandwidth and 59 percent of the whole 

bandwidth of the European cities is allocated among London (17 percent 

and 22 percent respectively), Paris (14 percent and 14 percent), Frankfurt 

(13 percent and 13 percent) and Amsterdam (11 percent and 11 percent).

All of the other major cities in Europe are substantially behind the 

Internet diamond formed by these four cities. Stockholm, Copenhagen 

and Hamburg are well connected in terms of their installed capacity and 

direct binary linkages, but they seem to be much less central in terms 

of indirect links, reflecting the peripherality of the northern edge of the 

European urban system and the hub roles they perform in their hinter-

lands. Stockholm, however, does have high bandwidth links with the 

major Russian cities.

Amongst this second tier of major cities, Madrid and Brussels have rela-

tively high levels of centrality in terms of bandwidth, both of them having 

high- capacity links with one or more of the cities constituting the Internet 

diamond, even though the number of cities they have direct links with is 

relatively modest. Vienna and Milan, in contrast, have a large number 

of low- capacity links. Vienna appears to be acting as a gateway or hub 

for cities in Central and Eastern Europe, while Milan is playing a similar 

role for Southern Europe; most of its direct links are with southern cities, 

though its few high- capacity links are with London, Paris and Frankfurt, 

but also with Vienna and Zürich.

Another tier down, a group of cities consisting of Zürich, Warsaw, 

Budapest, Athens, Lisbon and Palermo are characterized by relatively 

high numbers of direct connections, but predominantly in low bandwidth 

links. Most of these cities have connectivity patterns that are primarily 

external to Europe, at least in terms of the definition of Europe used here. 
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For Palermo and Athens, these links are primarily to the Near and Middle 

East, while for Lisbon they are primarily to Africa. Warsaw and Budapest, 

in contrast, are oriented towards Eastern and Central Europe, respec-

tively. Zürich on the other hand appears to have all the “right connec-

tions” as it is connected with most of the high- centrality cities in Europe.

All in all, despite the fact that the network has been expanded mainly 

towards the East during the six- year period and some cities outside the 

core gained in terms of centrality, its core remained strong and the overall 

network appeared to be slightly more centralized.
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5.  Internet backbone and aviation 
networks: a comparative study

5.1 INTRODUCTION

This chapter compares the topology and the derived urban geographies 

of two infrastructural networks: the Internet backbone and the aviation 

network across European cities. While the latter consists of the inter-

national intercity aviation links, the former consists of the long- haul 

Internet Protocol (IP) links, which connect long- distance destinations and 

are responsible for the global character of the Internet (Malecki 2004). 

This analysis aims to explore how these networks are developed across 

European cities, understand their different topologies and compare the 

way the Internet backbone and the aviation networks interconnect the 

nodes of the European urban network. This topological exercise can feed 

a European urban geography discussion by providing insights to the dif-

ferent roles European cities perform in these networks. As Derudder et al. 

(2007) highlight, cities can derive functional centrality due to their roles in 

infrastructural networks.

Such a comparative analysis is crucial for this book, the main focus of 

which is the geography of the Internet infrastructure, for various reasons. 

Firstly, from an economic geography standpoint, both the Internet 

(Malecki 2002a) and the aviation network (Graham 1998) facilitate the 

knowledge- based economy (OECD 1996): while the Internet transports 

the informational goods (O’Kelly and Grubesic 2002), the aviation 

network transports the main actors of the knowledge economy, the people 

who form the managerial elites (Castells 1996; Beaverstock 2002), across 

the distributed centers of production and consumption in order to inter-

act and acquire complex and tacit knowledge (Rimmer 1998). In reality, 

the “spatial organization of the new international division of labour” 

(Friedmann 1986, p. 69) is materialized by advances in these two networks. 

The spatial distribution of these facilitators might be reflected in or affect 

the agglomeration of specific – global – economic activities (Matsumoto 

2007).

In addition, and from an urban geography perspective, both networks 

support the “world city process” (Castells 1996). Telecommunications just 
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like transportation are “friction- reducing technologies”, because of their 

ability to reduce the cost of distance (Cohen et al. 2002; Cohen- Blankshtain 

and Nijkamp 2004), and enable global interaction by facilitating global 

economic activity (Malecki and Wei 2009) and supporting the emergence 

of a world cities network. As Derudder (2006, p. 2029) highlights, “in a 

networked context, important cities derive their status from what flows 

between them rather than from what remains fixed within them” (Amin 

and Graham 1999; Allen 1999; Castells 2001). Both networks carry a 

significant part of these flows (Taylor 2004). Smith and Timberlake (2002 

p. 139) recognize world cities as the “spatial articulations of the global 

flows that constitute the world economy” and Rimmer (1998, p. 439) 

identifies them “as junctions in flows of goods, information and people 

rather than as fixed locations for the production of goods and services”. 

However, these flows are not transported in an abstract space, but rather 

on this specific infrastructural layer, identified by Castells (1996) as the 

first layer of the space of flows, which is (unequally) spread around the 

world following a network topology and mostly consists of the Internet 

and the aviation network (Taylor 2004). Following Derudder’s (2006) 

typology, this chapter is an infrastructure- based attempt to analyze tran-

snational urban networks by comparing the structure of these two infra-

structural networks, on which this approach is usually based (Derudder 

and Witlox 2008).

On the other hand, transportation and communication networks are 

affected by the evolving world city system (Keeling 1995). Because of the 

private character of telecommunications and the aviation industry, the 

spatial distribution of their networks is mostly shaped by the spatially dif-

ferentiated demand for such services. Considering that demand for com-

munications is maximized among world cities and their “hinterworlds” 

(Taylor 2004), carriers primarily invest in locating their networks among 

such locations. This enables Graham and Marvin (1996, p. 3) to announce 

cities as the “power houses of communications”. Despite their global 

reach, both networks are selective on which nodes of the urban network 

they interconnect with and on the intensity of the connections, following a 

cherry- picking pattern (ibid.).

Regardless of the plethora of aviation- related studies, rather limited 

research has been conducted on the spatiality of the Internet infrastruc-

ture (Bakis 1981; Hepworth 1989; Kellerman 1993). More importantly, 

with the exception of Choi et al. (2006) and Devriendt et al. (2010a), to my 

knowledge no other studies have attempted a comparison between these 

two networks from both a geographical and a topological standpoint.

For this comparative analysis a variety of methods are used: from 

simple statistical analysis to complex network analysis and quadratic 
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136 The geography of the Internet

assignment process (QAP). What is also important is that this comparison 

does not take place in an abstract topological space, but in real geographi-

cal space, using the European cities as the networks’ nodes. For the needs 

of this analysis the Internet backbone capacity and air passengers have 

been aggregated at the city level.

The remainder of the chapter goes as follows: the next section uses 

economic argumentation to explain the topology of the two networks at 

a micro scale; the third section describes the data and the methods; after 

that, the derived urban geographies are examined; then the two networks’ 

structures are analyzed and compared and the chapter ends with some 

conclusions.

5.2  ECONOMIC REALIZATION OF THE 
STRUCTURE OF THE TWO NETWORKS

Both networks are usually developed as privately owned networks by air 

carriers and Internet service providers (ISPs). Regardless of the fact that 

the focus of this chapter is the aggregated networks of numerous carriers, 

it is important to understand the nature of these infrastructures at the 

micro level. From the topological standpoint, both networks are rolled out 

as non- planar networks. The Internet function is based on the IP for data 

packet transport, which is characterized by multiple switch points between 

origin and destination. In contrast, aviation networks are designed to 

support less switching as the passengers’ hassle increases dramatically with 

switching. While most air trips do not consist of more than three differ-

ent legs, IP data packets usually go through ten different switching points 

(routers) before they reach their destinations.

At the level of individual aviation carriers, there are two main network 

structures nowadays: hub- and- spoke, which is the dominant structure for 

full service airlines (FSAs); and point- to- point, which is usually the pre-

ferred structure for low- cost carriers (LCCs). Hub- and- spoke networks 

appeared as a result of deregulation process in the United States (US) 

aviation industry in 1977 (Button and Stough 2000). The business model 

behind such topology is based on feed arrangements along spokes, with 

the traffic being diverted to the hub, which plays the role of a switching 

node (Alderighi et al. 2007; Gillena and Morrison 2003). Holloway (2003) 

indicates three types of externalities arising from such topology: economies 

of scope, which refer to the reduced cost because of channeling passengers 

through hub cities; economies of density, which are more important than 

economies of scale19 (Williams and Baláž 2009; Dobruszkes 2006) as the 

increased passenger flows on specific spokes enable the carrier to use 
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larger aircraft, which are characterized by lower cost per mile; and market-

ing economies of scale, which occur when the carriers take advantage of 

the information economies by choosing a hub airport and by marketing 

themselves as the dominant players in the region. Hub- and- spoke topol-

ogy appears to be the most efficient structure for the FSAs due to the 

derived economies of density (Hendricks et al. 1995; Gillena and Morrison 

2003). Indeed, Shy (2001) highlights that, when the carrier’s operational 

fixed cost is high, hub- and- spoke is the preferred topology.

However, this is not the case for the LCCs, which base their function on 

point- to- point topologies (Dobruszkes 2006). Instead of feeding passenger 

traffic through hubs, LCCs tend to directly connect origin and destina-

tions without interconnecting the overall network. Rather than establish-

ing hub nodes, LCCs establish technical bases, which offer direct flights 

instead of switching facilities (Alderighi et al. 2007). The development of 

such carriers, with Ryanair being the pioneer for Europe in 1995, is an 

important factor for the development of the European aviation network. 

Dobruszkes (2006) identified four different types of LCC point- to- point 

networks: (1) small; and (2) broader networks with exclusivities; and (3) 

small; and (4) broader networks imitating charters. Such topologies fit 

better with the overall LCC business profile and result in higher returns: 

in accordance to Shy’s (2001) argument, LCCs decrease fixed costs by 

using an array of policies including maximization of flying time per plane, 

pressure on the workforce, better occupation rates, less complex services 

to passengers, homogenous fleet type and use of secondary and cheaper 

airports (Gillena and Morrison 2003; Dobruszkes 2006). The resulting 

lower fixed costs make the diversification from hub- and- spoke topologies 

the most lucrative choice. Overall, two different types of networks cur-

rently coexist in Europe: the hub- and- spoke type developed around main 

airports for FSAs, and the point- to- point type for LCCs.

The economics behind the topology of the Internet backbone networks 

(IBNs) are more complicated. Contrary to what applies to the aviation 

networks, the main cost for the IP networks’ roll- out is not the fixed cost 

of switching, but the high sunk cost of the fiber optic cables’ installation, 

and consequently the main economic constraint is the number and the 

total length of network edges. Therefore a fully connected network, where 

the physical length and total number of the edges is maximized, is not 

the optimal choice for the Internet network designers. On the  contrary, 

in direct links in the IP networks generate negative externalities as 

their extensive use is related with data transmission delays, known as 

latency, which degrade networks’ efficiency (Obraczka and Silva 2000).

The complexity of the interpretation of the IBNs’ structure is increased 

when other non- economic factors are considered. Resilience, which is 
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138 The geography of the Internet

defined as the “capability of a system to maintain its functions and struc-

ture in the face of internal and external change and to degrade gracefully 

when it must” (Allenby and Fink 2005, p. 1034), is among the main restric-

tions in the process of the network’s design. The hub- and- spoke networks 

are the most vulnerable when the network is under attack, because such 

networks cannot function without the main hubs, which are usually the 

target of attacks by informed agents (Grubesic and Murray 2006). Even at 

the disaggregated level of the individual ISPs, their commercial success is 

related to their ability to provide security guarantees. Thus, clear hub- and- 

spoke networks are not the preferable choice for the IP networks. In addi-

tion, resilience is also enhanced by redundant links both at the aggregated 

but also at the micro level, as in the case of a link failure, redundant links 

can take over traffic.

Path dependency also affects networks’ topology. ISPs, in order to 

achieve universal connectivity, interconnect with other ISPs and exchange 

data (peering) either in private points of presence (POPs) or in public 

Internet exchange points (IXPs). It is not surprising that the three IXPs 

with the highest Internet traffic in 2007 were among the first IXPs estab-

lished in early 1990s in Europe and are located in Amsterdam, London 

and Frankfurt (Euro- IX 2008). Regardless of the ISPs’ geographical 

scope, they connect to such points to exploit the emerging economies of 

scale (Greenstein 2004).

In summary, the following constraints for the Internet backbone carri-

ers can be highlighted: (1) minimization of the length of the installed fiber 

optics and the number of network edges because of the fiber installation 

cost; (2) creation of hubs in order to achieve economies of scope and scale; 

(3) avoidance of clear hub- and- spoke structures because of the increased 

vulnerability; (4) reduction of the use of switching points in order to 

decrease latency; and (5) increase of presence in popular IXPs. Evidently, 

there is not a “universal” Internet network structure. It depends on the 

scope and priorities of each ISP. In reality, the IBNs combine different 

structures: minimally connected ring networks are usually enriched with 

redundant links and the result is partially connected mesh structures, 

which include both rings and hubs to meet the above constraints.

5.3 DATA DESCRIPTION

Two different datasets are utilized here: the international intercity Internet 

backbone (TeleGeography 2007) and aviation links in Europe for the 

period 2001–06 (ICAO 2008). For example, links between London and 

Paris as well as links between London and New York are included in 
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the analysis, but links between London and Manchester, and New York 

and Tokyo, are excluded. For both networks, nodes are aggregated at 

the NUTS 3 level when multiple nodes exist in a region. Both binary and 

weighted links are considered: the former represent the existence of a con-

nection between any two cities, while the latter represent the “lit” capacity 

of the intercity linkages in Mbps or the annual passenger flows. The above 

network weights are widely used in the field of Internet geography (Moss 

and Townsend 2000; Townsend 2001a, 2001b; Malecki and Gorman 

2001; Malecki 2002a, 2004; Gorman and Kulkarni 2004; Rutherford et 

al. 2004), in world cities research (Choi et al. 2006; Derudder and Witlox 

2005, 2008; Lee 2009) and in complex- network literature (Amaral et al. 

2000; Gastner and Newman 2005; Guimera et al. 2005). The main differ-

ence is that while the bandwidth represents the capacity of the installed 

infrastructure (supply side), the passenger volume represents the usage of 

the service (demand side). As no data are available for intercity IP flows, it 

is assumed here that installed capacity reflects the demand for such com-

munications.20 Additionally, redundant connections are considered and 

multiple links between any two nodes are aggregated and the sum of all 

the weights is used.

Another difference is that the aviation network is directional whereas 

the IP one is not. In order to eliminate this, the directed aviation network 

was converted to a undirected one by symmetrizing its edges using the 

maximum value, following Choi et al.’s (2006) methodological choice.

To facilitate the analysis, initially the network attributes of the 62 

European cities which participate in both networks are studied on the 

basis of all the links (including the extra- European ones). Then, a struc-

tural network comparison of the two subnets between these 62 cities takes 

place. An illustration of these networks can be found in Figures 4.2 and 

5.1.

From a first glance it is obvious that there are structural differences 

between the two networks. While the most important IP edges (capacity 

greater than 2.5 standard deviations above the mean) form a ring with 

London, Paris, Amsterdam and Frankfurt, for the aviation network 

no such pattern emerges. On the contrary, the busiest links (passenger 

volumes greater than 2.5 standard deviations above the mean) are dis-

played in the form of star networks around nodal cities such as London 

and Paris (Figure 5.1). In total, the aviation network is denser as it consists 

of double the number of edges as the IBN (308 and 153 edges, respectively) 

because of the higher number of operators. However, no normalization 

process has been applied as the interest here is in the resultant aggre-

gate network rather than a business view. Finally, in the six- year period 

the number of backbone edges increased by 15.7 percent while for the 
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 aviation network the increase reached only 8.8 percent, highlighting the 

still- evolving character of the former in terms of connecting more cities.

5.4 URBAN NETWORK GEOGRAPHIES

5.4.1 Urban Hierarchies and Roles

Firstly, the degree centrality for the binary and the weighted networks 

is presented. This is a measure of infrastructural capital as it represents 

the number of links through which a city is served as well as the installed 

capacity. Table 5.1 presents the degree centralities, which have been 

calculated by also considering the links with non- European cities. The 

observations are ranked according to the weighted degree centrality for 

the aviation network. The first observation is that the cluster of the four 

main cities performs similarly in the two networks: regardless the inclusion 

of weights, London, Paris, Frankfurt, and Amsterdam form a “golden 

diamond” of the most central nodes in both networks in Europe, with 

London being always the dominant city.

The main differences between the two networks are observed in the next 

tier of cities. Madrid is the fifth most central city with regard to passenger 

flows and the sixth based on the binary aviation links. However, it moves 

down to the twelfth position when the discussion moves to the Internet 

backbone binary degree centrality, but enjoys the seventh- highest interna-

tional bandwidth accumulation in Europe, mostly due to the high- capacity 

link with London. Madrid is followed by Milan and Copenhagen. The 

Danish capital maintains almost the same position in both infrastructural 

networks. Milan is Italy’s main hub for both networks, but is more central 

in the aviation network. Rome is Italy’s second hub, but severe differences 

exist between the two networks: while it is the tenth most central city in 

Europe with regard to the aviation network in 2006, it is served by only 

one international IBN. In addition, cities such as Munich, which is part 

of Europe’s “pentagon” (EC 1999), as well as some famous tourist des-

tinations such as Barcelona, Prague, Lisbon and Athens, gain positions 

compared with their Internet bandwidth centrality ranking. On the other 

hand, cities outside Europe’s pentagon such as Stockholm and Vienna as 

well as more core ones such as Hamburg, Brussels, Geneva and Zürich are 

more central in the IBN than in the international aviation one. In addi-

tion, some cities which are secondary according to traditional urban hier-

archies, such as Manchester, Barcelona, Munich and Berlin, seem to have 

lower Internet degree centrality than aviation, presumably because much 

of the international Internet traffic passes through another major city. For 
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142 The geography of the Internet

the aviation network the cities’ ranking based on the binary connections 

follows more or less the weighted ranking, but this is not the case for the 

IBN. This discontinuity reflects ISPs’ ability to upgrade and rewire their 

networks, adjusting capacity to demand or reflecting different marketing 

policies (Gorman and Kulkarni 2004).

Table 5.1 also presents betweenness and eigenvector centrality, two 

measures which were defined in the previous chapter. As betweenness cen-

trality includes only binary links, this measure has greater similarity with 

Table 5.1  Centrality indicators for the most central cities in the Internet 

backbone and aviation network, 2006

Binary degree Weighted degree Betweenness Eigenvector

Internet Aviation Internet Aviation Internet Aviation Internet Aviation

London 100 100 100 100 100 100 100 100

Paris 49 72 66 57 35 50 70 67

Frankfurt 70 71 58 43 64 39 55 47

Amsterdam 32 54 50 38 13 33 52 54

Madrid 15 37 16 24 4 22 22 41

Milan 25 39 13 19 12 9 9 34

Copenhagen 17 26 18 15 8 3 10 25

Munich 6 31 3 14 0 14 1 24

Rome 1 21 0 14 0 1 0 31

Barcelona 7 20 2 11 1 4 3 30

Prague 9 30 5 9 3 9 3 18

Stockholm 19 17 20 9 2 0 5 19

Lisbon 16 17 2 9 9 11 3 21

Athens 16 15 3 8 5 5 2 19

Manchester 1 21 0 7 0 3 0 11

Oslo 7 12 5 6 0 0 3 13

Helsinki 5 12 5 5 0 0 1 11

Warsaw 10 17 6 5 6 1 5 11

Berlin 1 12 0 4 0 0 0 11

Düsseldorf 6 13 8 4 0 1 9 10

Geneva 10 6 8 4 0 0 7 15

Brussels 12 8 12 3 0 0 17 10

Cologne 14 3 2 6

Bucharest 7 12 1 3 0 2 1 6

Dublin 5 6 4 3 2 0 8 10

Vienna 28 6 14 3 14 0 4 7

Stuttgart 9 10 0 3 1 3 0 7

Hamburg 12 11 13 3 3 0 8 8

Zürich 14 9 7 2 2 0 5 5

Source: Tranos (2011).
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the binary degree centrality ranking. However, differences exist as Vienna 

is the fourth most central city, justifying its role as a gateway for Central 

and Eastern Europe (Rutherford et al. 2004). Lisbon also gains positions 

because of its role as a gateway city for Africa and Latin America as 

indicated by the existence of a vast number of low- capacity links between 

Lisbon and these continents (Tranos and Gillespie 2011). The opposite 

applies for Stockholm: despite the vast capacity which lands there, because 

of the end- track phenomenon (Grubesic and O’Kelly 2002; O’Kelly and 

Grubesic 2002; Wheeler and O’Kelly 1999) the Swedish capital does not 

appear to have a central role in the Internet function according to this 

measure.

With regard to the aviation network, differences also occur between 

binary degree and betweenness centrality. While Lisbon and Athens 

appear to gain positions in the ranking because of the relatively high 

number of links with cities outside Europe, most Northern European cities 

appeared to be less centralized because of the end- track phenomenon.

With reference to the IBN and eigenvector centrality, cities such as 

Madrid, Brussels, Dublin and Lisbon gain positions as they have more 

connections to central nodes. In contrast, cities such as Stockholm, 

Vienna, Helsinki, Munich and Rome appear to be less central due to the 

existence of fewer links with central nodes. With regard to the aviation 

network, Prague, Bucharest and Cologne gain some places in the relevant 

ranking, while Hamburg, Dublin and Geneva lose places.

In order to summarize the above, the methodological choice of Chapter 

4 is adopted here again: cluster analysis is applied for all the different 

centrality measures. Cluster analysis, as mentioned before, is a suitable 

method for classifying data in an exploratory comparative analysis frame-

work (Nijkamp et al. 1999). It is applied here in order to identify clusters 

of cities based on their performance on the above complementary central-

ity indicators. The resulting clusters will provide insights about the cities’ 

network roles. In order to achieve this, the k means method is selected. 

This non- hierarchical method results in k new clusters, with k being 

defined a priori (Rogerson 2006).

After calibration tests, k 5 8 is selected. As expected, London, Paris, 

Amsterdam and Frankfurt emerge as separate clusters (clusters 2, 4, 1 and 

5, respectively). In addition, Madrid and Milan, which are characterized 

by similar patterns of relatively high centrality measures, but lower than 

the four cities listed above, are clustered together (cluster 6). The most 

interesting clusters are 3 and 8 and they are presented in detail in Table 5.2. 

Cluster 3 consists of cities which are more central in the aviation network, 

as is proved by the centralities of the derived clusters. While tourist des-

tinations are an important part of cluster 3 (Barcelona, Prague, Rome, 
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144 The geography of the Internet

Athens and Lisbon) as well as Central European locations (Munich), 

important post- industrial nodes of the transnational urban system can 

be identified in cluster 8: Brussels as the location of the European Union 

(EU) headquarters, Geneva as the UN centre, Zürich as a financial and 

banking centre, but also the three Scandinavian capitals reflecting the 

knowledge- intensive character of the Nordic economies (Batowski and 

Pastuszak 2008; Benner 2003; Vence- Deza and González- López 2008). 

Finally, cluster 7 consists of cities which are not particularly central in any 

network.

5.4.2 Extroversive Cities

London’s global character, which has been highlighted many times in 

this book, is reflected in the aviation network as well. As is shown in 

Table 5.3, in 2006 almost half of the passengers travelling through, from 

or to London (55 percent of all connections) had a non- European origin 

or destination. Table 5.4 gives a more detailed view for the most extro-

versive cities. The most popular origins (or destinations since the data is 

Table 5.2 Clusters 3 and 8

Cluster Cities Cluster centers

I_b A_b I_w A_w I_Bet A_Bet I_Eig A_Eig

3 (more 

 central in 

aviation)

Athens, 

Barcelona, 

Copenhagen, 

Lisbon, 

Manchester, 

Munich, 

Prague, Rome

 9 23 4 11 3 6 3 22

8 (more 

central in 

Internet) 

Brussels, 

Budapest, 

Dublin, 

Düsseldorf, 

Geneva, 

Hamburg, 

Helsinki, Oslo, 

Stockholm, 

Warsaw, 

Wien, Zürich

12 10 9  4 3 0 6 10

Note: I: Internet backbone; A: aviation; b: binary degree centrality; w: weighted degree 
centrality; Bet: betweenness centrality; Eig: eigenvector centrality.

Source: Tranos (2011).
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symmetrized) for London are North American cities (24 percent of the 

passengers and 17 percent of connections) followed by Asian and Pacific 

cities (17 percent and 25 percent respectively). In addition, London’s 

dominance for almost all the destinations is obvious. For instance, 38 

percent of all the passengers travelling between Europe and the US and 

Table 5.3 Percentage of extra- European connections

City Internet 2006 Aviation 2006

Weighted

(%)

Binary

(%)

Weighted

(%)

Binary

(%)

Frankfurt 11 49 54 64

London 36 67 47 55

Paris 19 57 40 48

Manchester 0 0 34 29

Amsterdam 17 31 31 43

Madrid 4 47 29 39

Nice 0 0 26 50

Brussels 0 33 25 25

Munich 0 17 24 33

Milan 6 32 23 36

Zürich 3 14 20 31

Copenhagen 15 35 18 24

Lisbon 4 69 18 38

Rome 0 0 18 35

Marseille 0 0 13 25

Athens 21 25 13 32

Dublin 4 20 13 11

Düsseldorf 8 17 9 16

Berlin 0 0 9 18

Ljubljana 0 0 9 17

Oslo 9 29 8 18

Cologne 100 100 8 20

Helsinki 0 0 7 22

Hamburg 3 25 6 19

Bucharest 0 14 6 12

Stockholm 8 32 6 17

Barcelona 0 0 5 24

Riga 2 20 5 9

Warsaw 1 20 5 13

Prague 0 0 5 9

Note: Only the 30 most extroversive cities are appeared in this table.
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Canada travel through, from or to London. The same applies to the binary 

links. Nonetheless, just like the IBNs, London’s dominance is smaller in 

comparison to the actual flows. In other words, the binary links are more 

widely distributed in Europe than the passenger flows. However, this 

inconsistency between binary and weighted connections is not that evident 

for the aviation network, for reasons explained above.

Yet, the most extroversive city is Frankfurt, since 54 percent of all its 

passengers and 64 percent of all its links are extra- European. Frankfurt 

seems to have a different role as a hub city for Asia since 34 percent of 

all its binary connections and 23 percent of all its passenger flows had 

an origin or a destination in the Asia and Pacific region. In terms of 

dominance, it is the second most important hub for this continent after 

London. Surprisingly enough, the financial capital of Germany seems to 

have a distinctive connection with the Asia and Pacific region in general: 

for both infrastructural networks Frankfurt is the second most important 

European hub for this region regarding the binary network, and also Asia 

and the Pacific is the region outside Europe which shares the most links.

In general, apart from the four most central cities, the rest appear to 

be more introversive. For all of them, the percentage of extra- European 

travel flows is less than 30 percent However, Lisbon and Madrid are 

again interesting cases since both of them have important links with 

Latin America and the Caribbean region. In 2006, 25 percent of Lisbon’s 

binary connections and 13 percent of the passenger loads were with Latin 

America and 26 percent of Madrid’s links and 22 percent of its passenger 

flows were with this region as well. In terms of dominance, Madrid is the 

main gateway city for this region in terms of both binary and weighted 

links. In comparison with the IBN, the importance of the ties between 

Madrid and Lisbon and Latin America and the Caribbean remains or 

even increases in terms of dominance as European hubs but also as a pro-

portion of these cities’ total links and flows. However, what is decreased 

in comparison to the IBN is the share of these cities’ binary and weighted 

links with Africa. In the IBN London is the dominant city for communi-

cations with Africa. However, the share of Lisbon’s and Madrid’s binary 

links with this continent was high (56 percent and 20 percent respectively). 

Regarding the aviation network, though, London and Paris are the main 

hubs and also have the highest proportions of links with this continent, 

decreasing the role of Lisbon and Madrid in communications with Africa. 

All in all, Lisbon and Madrid have distinctive roles as gateway cities with 

Latin America in both infrastructural networks, but they only have such 

roles with Africa in the Internet backbone.

It should also be highlighted that the centrality of some cities such 

as Vienna, Geneva and Budapest for the aviation network has been 
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 underestimated due to the exclusion of some airlines from the International 

Civil Aviation Organization (ICAO) dataset, such as Austrian Airlines. 

However, the spatial pattern of aviation centrality as presented here 

remains a good approximation of the reality.

5.4.3 Urban Role Similarities

In order to compare the similarities of the urban roles in these networks, 

correlation analysis is applied for the city centrality measures derived from 

the two networks. Table 5.5 presents Pearson’s correlation coefficient for 

the Internet backbone and the aviation network based on all the different 

centrality measures which were discussed before. The centrality measures 

used here are based on the global extents of the two networks, but only 

the centralities for the 62 common cities are included in the correlation 

analysis. In general, correlation coefficients for all the different centralities 

measures are very high, indicating high associations between the two net-

works nodes’ centralities and the consequent urban roles. Comparing the 

correlations of the different centralities there are some patterns that can be 

indicated. First, weighted degree centralities’ correlation coefficients are 

higher than those for the binary networks, and eigenvector centralities’ 

correlation coefficients are higher than those for the betweenness cen-

tralities. In other words the capacity and the flows that the cities create 

or attract are more associated between the aviation and the IBN than the 

number of the links that the cities are served by. This can be linked with 

the previous finding that the weights of the links are more related to eco-

nomic geography than the structure of the binary links.

However, more interesting patterns emerge after focusing not on the 

entire sample of the 62 cities, but on the different clusters that are shaped. 

Going back to the cluster analysis results, the four most central cities were 

clearly distinguished from the remaining cities. This can also be seen in 

Table 5.5 Centrality correlations

Degree (w) Degree (b) Betweenness (b) Eigenvector (w)

0.925 0.906 0.960 0.896

0.948 0.911 0.962 0.919

0.964 0.910 0.962 0.936

0.955 0.910 0.956 0.938

0.967 0.890 0.950 0.931

0.957 0.889 0.923 0.902

Note: All coefficients are significant at 0.01 level.
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Figure 5.2, where the scatter plots of the four different centralities meas-

ures for the two different networks are presented. In order to have a more 

accurate reflection of how associated the centrality measures for the two 

infrastructural networks are, Table 5.6 presents the correlation coefficients 

without the four most central cities, and only for the remaining 58 cities. 

What is interesting is that correlations based on these 58 cities are very 

low when comparing to those derived from the overall sample. So, it could 

be said that the high coefficients observed in Table 5.5 are highly affected 

by the similarities between the four main European hubs (London, Paris, 

Amsterdam and Frankfurt). Consequently, the similarities in the urban 

roles that the remaining cities perform in these two infrastructural net-

works are less intensive. Thus, correlation coefficients for the 58 cities vary 

from 0.39 to 0.603, indicating a mediocre association between the centrali-

ties of the two networks. In other words, apart from the four most central 

cities, the centralities of the rest of the 58 common cities vary significantly 

between the two networks.

Another interesting point is that the correlation coefficients for the 
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0

25

50

75

100

0 25 50 75 100

Binary betweenness centralities

0

25

50

75

100

0 25 50 75 100

Weighted degree centralities

0

25

50

75

100

0 25 50 75 100

Weighted eigenvector centralities

0

25

50

75

100

0 25 50 75 100

Figure 5.2 Scatter plots of the centrality measures for the two networks
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centralities of the 58 least central cities for the two networks are higher for 

the two degree centrality indicators than for betweenness and eigenvector. 

The correlation coefficients for the betweenness centrality are, for all six 

years but one, lower than the coefficients for the binary degree centrality, 

and accordingly the correlation coefficients for the eigenvector centrality 

are always lower than the coefficients for the weighted degree centrality. 

This means that when only the direct links are taken into consideration 

(degree centrality) the centrality measures of the 62 common cities are 

more associated between the two infrastructural networks. On the con-

trary, when the indirect links are taken into consideration (betweenness 

and eigenvector centrality) the centrality measures of the nodes of the 

two networks appear to be less associated. Despite the small differences, 

especially between degree and eigenvector centralities for the weighted 

network, the consistency of these differences indicates the dissimilar 

nature of these networks. The IBN structure enables and promotes com-

munications through indirect links, while lengthy (that is, multiple hops) 

aviation indirect links usually result in more inconvenience and diminish 

the network’s efficiency.

5.5 NETWORK TOPOLOGIES

5.5.1 Empirical and Theoretical Models

In this section, the topology and the overall network structures of the 

two infrastructural networks are under study. In order to approach these, 

complex network analysis is employed, which focuses on the connectivity 

patterns of the different actors (“who is connected to who”) instead of 

the behavior of single actors (Latora et al. 2003, p. 2). The attributes of 

Table 5.6 Centrality correlations for the remaining 58 cities

Degree (W) Degree (B) Betweenness (B) Eigenvector (W)

0.535** 0.527** 0.323*

0.601** 0.572** 0.458** 0.496**

0.628** 0.567** 0.317* 0.593**

0.592** 0.534** 0.579**

0.604** 0.507** 0.390** 0.598**

0.606** 0.524** 0.603** 0.587**

Note: Coefficients significance: ** at 0.01 level, * at 0.05 level, blank for insignificant 
coefficient.
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the two networks are compared with attributes of three widely used theo-

retical network models. Firstly, the random network (RN) model refers to 

large- scale networks with no obvious structure (Erdös and Rényi 1959). 

Because the nodes’ degree distribution follows a Poisson distribution, the 

majority of nodes in an RN have the same number of links and they are 

located near the average degree k. Thus, vertices that deviate from this are 

rare (Reggiani and Vinciguerra 2007; Albert and Barabási 2002; Fosco 

2004).

The second pillar is the small world (SW) networks, the basic feature 

of which is the coexistence of short average distance with high clustering 

coefficient,21 a measure of a node’s cliquishness (Fosco 2004; Latora and 

Marchiori 2001). Their degree distribution is quite similar with the RN 

networks with a peak value k which decays exponentially (Albert and 

Barabási 2002). However, a SW network can be approached as a set of 

clustered and highly connected at local level nodes, which coexist with 

links that span the entire network, linking furthest clusters.

The third pillar is the scale- free (SF) networks, which are characterized 

by the existence of a few highly connected super- hubs and a vast major-

ity of less- connected vertices, a pattern which is reflected in a power law 

degree distribution (Barabási and Albert 1999). Such networks are formed 

based on growth and preferential attachment (Albert and Barabási 2002).

The main network elements in order to compare an empirical network 

with the above theoretical models are the average distance, the cluster 

coefficient, the vertex degree distribution and the s metric (Albert and 

Barabási 2002; Li et al. 2005). Regarding the latter, as illustrated in section 

3.3.2, Li et al. (2005) proved that there is a variety of networks whose 

vertex degree distributions follow the same power law, but they are char-

acterized by different quantitative and qualitative attributes. The s metric 

measures the hub structure of the network and the higher the value of the 

s is, the more common it is for highly connected nodes to be connected 

with similar highly connected ones. Thus, an empirical verification of an 

SF network cannot be based just on degree distributions and power laws, 

but needs to be accompanied by high s metric values.

Table 5.7 presents the above network statistics for the two networks. 

In general, average distances as well as diameter are always higher for the 

case of the IBN. As explained above, aviation networks are designed to 

facilitate shorter routes with fewer switching nodes in comparison to the 

Internet networks. In addition, the aviation network appears to be more 

clustered than the Internet backbone one. This difference in the coefficient 

reflects the higher importance of the direct links for the aviation network 

than for the Internet backbone one, as more links exist among a node’s 

nearest neighbors in the former than in the latter.
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According to Table 5.7, both networks’ average distances and diameters 

are shorter than or very close to the same measures for the same size RN 

networks. Moreover, clustering coefficients are always higher compared 

to the same- sized RN networks. This indicates the existence of SW charac-

teristics for both networks.

Furthermore, the vertex degree distributions are empirically tested 

to explore whether the networks follow a power or an exponential law. 

For this exercise, cumulative distribution functions (CDFs) are utilized, 

which indicate the probability (or the frequency) that a node interacts 

with x or more other nodes. Contrary to the probability distribution 

function (PDF), CDFs have the ability to minimize the statistical noise 

usually present in the tail of the PDF (Newman 2005). CDF plots can be 

created by transposing the axis of a Zipf’s rank–frequency plot (Adamic 

2000; Newman 2005). Figure 5.3 illustrates the CDF for the two subnets 

of the 62 cities for the six- year period, for both the binary and weighted 

versions.

Overall, the plots for the weighted Internet networks are more differen-

tiated over time in comparison to the aviation network. This occurs due 

to technological improvements such as the diachronic bandwidth upgrade 

and the still emerging character of the IBN. After applying ordinary least 

squares (OLS) for the CDF’s curve estimation (Faloutsos et al. 1999; 

Gorman and Kulkarni 2004; Patuelli et al. 2007; Schintler et al. 2005) 

exponential laws fit better for both the weighted and the binary networks, 

indicating SW characteristics. The results can be seen in Table 5.8.

Table 5.7 Network statistics

Networks Average 

distance

Average 

distance 

RN

Diameter Diameter 

RN

CC CC RN

Internet 

backbone 

networks

2001 2.337 2.670 5 6 0.598 0.107

2002 2.195 2.756 4 6 0.669 0.071

2003 2.191 2.673 4 6 0.634 0.087

2004 2.087 2.546 4 5 0.594 0.109

2005 2.206 2.533 5 5 0.601 0.072

2006 2.250 2.508 5 5 0.61 0.092

Aviation 

networks

2001 1.992 1.993 4 3 0.657 0.157

2002 1.927 1.975 4 3 0.676 0.171

2003 1.928 1.946 4 3 0.652 0.195

2004 1.912 1.925 4 3 0.64 0.184

2005 1.976 1.976 4 3 0.668 0.176

2006 2.004 1.939 4 3 0.677 0.177
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However, on closer observation, it seems that CDF plots for the weighted 

aviation networks consist of two different slopes: one almost parallel to 

the x- axis for the least- connected cities and a steeper one for the most- 

connected cities, forming a power- law tail. Indeed, if only the 20 most 

connected cities are plotted, the distributions of the weighted aviation 

network fit better with a power law as the R2 is higher than 0.97. This 

indicates that an SF structure, which is related to a power- law degree 

distribution and to the existence of a small number of highly connected 

nodes and a bulk of poorly connected nodes, exists only for the first tier of 

the best- connected cities. By contrast, the second tier of cities seems to be 

more homogenous, as fits better with an exponential distribution, which 

is typical for SW networks. However, this is not the case for the IBN, the 

CDF of which is characterized by a rather homogenous exponential distri-

bution, indicating clearer SW attributes.

The next step is the computation of the s metric using equation (3.3), 

which is relatively high for the aviation network during 2001–06 (0.687–

0.712).22 But even such values of the s metric are not enough for the 

emergence of SF hubs. If the five most connected cities for 2006 of both 

infrastructural networks were removed (8 percent of all networks’ nodes), 

then the average distance among all reachable cities for the Internet 
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Figure 5.3 Internet backbone and aviation CDF
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backbone would be increased only by 10 percent, and for the aviation 

networks by 24 percent. The latter demonstrates a more vital role for the 

hubs in the aviation network than in the Internet backbone. However, for 

SF networks, the increase would be more than 100 percent (Albert et al., 

2000).

To sum up, both networks do not fit with the SF model, verifying the 

results of previous studies such as Schintler et al. (2005) for the IBNs in 

the US and Europe, and Amaral et al. (2000) for the aviation network, 

among others. This can be justified by the physical constraints of both 

networks (Li et al. 2005; Amaral et al. 2000) illustrated in section 5.3. 

Both networks have some highly connected hubs, but they cannot hold 

the network together. The less homogenous distribution of technol-

ogy and passenger loads in comparison to the binary links indicates 

the existence of SF properties when the weights are considered in the 

analysis, but at the same time the homogenous distribution of the 

actual  connections clearly indicates SW characteristics. In addition, the 

 aviation network’s truncated CDF leads us to characterize it as a broad- 

scale network, which according to Amaral et al. (2000) is a subclass of 

SW networks just like SF networks. While physical constraints prevent 

the formation of a power- law degree distribution and result to truncated 

CDFs for the former, no such constraints are present in SF networks 

and this explains the formation of power- law degree distributions. 

However, this is not the case for the IBN, which appears to resemble 

SW networks.

Table 5.8 Power, exponential and Tanner functions – OLS results

Network Weighted Binary

Exp R2 Power R2 Exp R2 Power R2

Internet backbone 

network

2001 0.800 0.736 0.967 0.83

2002 0.878 0.744 0.985 0.834

2003 0.854 0.79 0.977 0.841

2004 0.87 0.734 0.946 0.828

2005 0.849 0.726 0.968 0.801

2006 0.830 0.792 0.953 0.816

Aviation network 2001 0.833 0.77 0.990 0.71

2002 0.864 0.793 0.977 0.69

2003 0.867 0.783 0.969 0.691

2004 0.866 0.789 0.981 0.724

2005 0.878 0.701 0.978 0.729

2006 0.899 0.729 0.973 0.718
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5.5.2 Network Structural Similarities

In order to compare the topologies of the two networks a quadratic 

assignment procedure (QAP) is employed. This is a non- parametric cor-

relation test, which does not refer to actors, but to the whole network by 

correlating each pair of networks via permutations. The results can be 

interpreted as correlation coefficients (Choi et al. 2006; Chon 2004). For 

the case of the binary networks and for the subnets between the 62 cities, 

the structural similarities between the two infrastructural networks are 

low but significant with a steady increase for the whole six- year period 

(Table 5.9). Choi et al. (2006) compared the same networks for 82 world 

cities in 2002 and the result was an almost four times higher QAP coef-

ficient (0.46). It seems that at a global scale there are similarities in these 

network topologies, but at a lower scale such similarities are weak. This is 

not surprising because of their nature as global networks designed to serve 

the distributed global centers of production and consumption. At such 

a scale, they are expected to share structural similarities since they serve 

the same cities. However, at a lower scale, when less important nodes of 

the transnational urban network are included in the analysis, the location 

decisions of the infrastructural networks’ designers become less obvious, 

reflecting different scalar geographies.

5.6 CONCLUSIONS

The main aim of this chapter is to test empirically how the two compo-

nents of the first layer of the space of flows facilitate the world city process 

by interconnecting European cities. Through this comparative analysis, 

Table 5.9  QAP correlations between the Internet backbone and the 

aviation network

Year QAP

2001 0.126

2002 0.145

2003 0.145

2004 0.146

2005 0.153

2006 0.160

Note: All coefficients are significant at 0.01 level.
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the unique attributes of both networks and also the different roles that dif-

ferent cities perform in these networks emerge.

Both networks are characterized by the existence of some very well- 

connected cities, which play the role of hubs. While the aviation network is 

the result of the aggregation of numerous hub- and- spoke networks (indi-

vidual carriers networks), the IBN is the result of the overlay of networks 

with more diverse structures. The results of the complex network analysis 

did not suggest any clear SF networks, but indicated structures closer to 

SF networks for the aviation network, which according to theory have 

a very few super- connected nodes and a bulk of low- connectivity nodes, 

as justified by the nature of these networks. Hubs are more vital for the 

aviation network than for the IBN, but in any case are not strong enough 

to keep the network together. This enables us to consider the aviation 

network as a broad- scale network, but this is not the case for the IBN, 

which resembles a SW.

The analysis indicates that the Internet backbone is more homogenous 

and less centralized than the aviation network in Europe. In addition, the 

Internet network appears to reinforce, but at the same time to challenge, 

the existing urban hierarchies as the different topologies result in different 

urban roles. London, Paris, Amsterdam and Frankfurt are the main hubs 

in Europe for both global infrastructural networks. Apart from these four, 

European cities have rather different centralities and distinctive roles with 

respect to the two networks. Both networks are articulations of the knowl-

edge economy, but there are dissimilarities between them: both are influ-

enced by the knowledge economy (Malecki 2004; Rimmer 1998; Tranos 

and Gillespie 2009), but only the aviation network’s structure is much 

affected by the geography of the tourism industry (Keeling 1995). While 

the aviation network reflects more traditional urban hierarchies, the IBN 

results in an emerging contemporary urban geography in Europe, since it 

enables cities which are not part of the traditional core to become part of 

the first tier of the most connected cities and to perform more important 

roles in the European urban network than they usually do.

What is next on the research agenda is to understand the reasons behind 

the existing geographical distribution and to analyze whether and how 

cities can exploit these new roles to alter their development trajectories.
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6.  An explanatory analysis of the 
(unequal) distribution of the 
Internet backbone networks

6.1 INTRODUCTION

The discussion in Chapters 4 and 5 was focused on analyzing the unequal 

distribution of the Internet infrastructure among the European cities. 

After applying basic statistical and network analysis techniques, the 

elitist nature of the digital infrastructure became apparent as the Internet 

backbone networks (IBNs) tend to agglomerate in specific locations. This 

chapter drives the analysis a step further forward and focuses on explain-

ing the factors that determine the spatial distribution of Europe’s IBNs. 

As analyzed in Chapter 2, these backbone networks can be regarded as the 

infrastructural underpinning that enables the Internet to function, seam-

lessly and apparently placelessly from the viewpoint of the user. The aim 

of this chapter is then to identify, through the use of statistical modeling, 

the factors that influence the connectedness and the installed capacity 

between European cities. Firstly, connectedness refers to the probability 

of a city being connected to one or more backbone networks. Secondly, 

the installed Internet backbone capacity between any two cities refers to 

the weights of the network edges, which were initially analyzed in section 

4.3. Two models are estimated here to identify the factors influencing the 

above: a probit model which predicts the probability of a region to be 

connected with at least one IBN, and a simple spatial interaction model 

(SIM) which predicts the installed capacity between two regions. While 

the former is expected to bring to light the socio- economic and geographic 

factors affecting the probability of a region being connected with the 

highest tier of the Internet infrastructure, the latter will utilize these find-

ings in a geographic context and explore the role of physical distance in 

connecting two regions with such infrastructure.

Despite the interpretation of early commentators that the Internet 

has an anti- spatial nature (Mitchell 1995), we know that the Internet is 

not a homogenous system spread equally around places (Gorman and 

Malecki 2000). Indeed, the rapid Internet penetration led to deterministic 
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views about the impact of information and communication technologies 

(ICTs) on spatial configuration, declaring the death of cities (Gilder 1995; 

Drucker 1998; Kolko 1999), the death of distance (Cairncross 2001), the 

emergence of tele- cottages (Toffler 1980) and, in general, the end of geog-

raphy, because of the widespread penetration of ICTs. However, such 

narratives have not been accompanied by empirical research and hard 

evidence. Although we know that “cities are alive and well” (Malecki 

2002a, p. 419), and that ICTs did not generate such striking one- way 

impacts, there is not yet sufficient empirical knowledge about the relation-

ship between the Internet and physical space, especially at the aggregated 

level of geographic analysis. Indeed, the complexity of cyber place (CP) 

prevents the a priori adoption of (over)simplistic approaches including the 

cartoonish “shrinking world” metaphor, which encompasses the complex 

interrelations between capital, space and technology and the subsequent 

recasting rather than shrinking impacts on space (Kirsch 1995).

A scalar issue needs also to be highlighted here. While in Chapter 4 

and 5 the analysis focused on cities, now the scale of the analysis turns 

to regions. This can be justified by two reasons. From a theoretical 

standpoint, areas larger than the core urban areas can potentially benefit 

from or utilize such Internet infrastructure. In order to incorporate such 

spillover effects, the scale is extended to what is identified in Europe as 

NUTS 3 regions. This scale of analysis is also very close to the notion of 

the city- region, which was discussed earlier in Chapter 2. From an empiri-

cal standpoint, more statistical data is available at the regional level. Such 

data will be used to build the necessary explanatory variables for the 

above models. Technically, this scalar change is achieved by aggregating 

the urban Internet network measures to the NUTS 3 regions (that is, con-

nectedness of a region and installed backbone capacity between any two 

regions).

The next section outlines the data and the methods used for the analysis. 

Then, section 6.3 presents the results of the analysis. Firstly, the probit 

model and the connectedness are discussed and then the analysis turns to 

the SIM and the role of distance in the formation of the IBN. The chapter 

finishes by presenting the main conclusions of this explanatory analysis.

6.2 MODELS, DATA AND METHODS

To answer the above research questions an empirical quantitative approach 

and modeling techniques have been adopted. The results of the network 

analysis of the Internet backbone infrastructure presented in Chapter 4 

feed the econometric models, which explain the socio- economic factors 
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behind the unequal distribution of the IBN. In order to achieve this, a 

panel data approach is implemented. As was briefly described in Chapter 

3, panel data refers to a two- dimensional database where observations 

exist over time for a number of cross- section units. It is differentiated by 

simple cross- section datasets because it includes observations over time 

– contrary to a single point in time cross- sectional approach. It is also 

differentiated by time series because it contains observations for multiple 

cross- section units over time contrary to the one- unit approach of time 

series (Maddala 2001). Additionally, it is differentiated by the repeated 

cross- section or trend datasets, which contain data for the same variables 

but for different cross- section units over time (Finkel 1995).

The panel data approach is preferred to a simple cross- sectional 

approach for various reasons: (1) panel datasets provide a large number 

of data points, increasing the degrees of freedom and reducing the 

collinearity among explanatory variables, and as a result improve the 

efficiency of econometric estimates; (2) the longitudinal dimension of 

the panel data allows the analysis of a number of important economic 

questions which need sequential observations in order to be answered; 

and most importantly (3) panel data improves the researcher’s ability 

to control for missing or unobserved variables (Hsiao 2003). Such 

omitted- variable bias as a result of unobserved heterogeneity is common 

in cross- section models (Rodríguez- Pose and Tselios 2008). The above 

methodological advantages, but also the structure of the existing data 

which has been derived by the network analysis, led to adopting a panel 

data approach.

In order to answer the research questions stated above, two econometric 

models are constructed. The first one is a probit model which predicts the 

probability that a European region is connected with at least one IBN, and 

can be represented as follows:

 Pr(E*it)5 a1 1 bMACROit 1 gURBANit 1 dWORLDi 1 zSPATIALi

 1 Ktt 1 uit (6.1)

E*i,t is the probability for a region i in year t to be connected with at least 

one IBN, which is unobservable. Instead we observe a variable connecti,t 

defined as {
connectit 51   if E*it .  0
connectit50   otherwise. MACRO is a vector including variables reflect-

ing macroeconomic environment of region i in year t; URBAN is a vector 

echoing the urban character of region i in year t; WORLD is a vector 

reflecting the world city- ness of the region i; SPATIAL contains vari-

ables reflecting spatial structure; and t is a time trend. uit is the composite 

error, which can be further analyzed ui,t 5 ui 1 eit with ui denoting the 
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 time- invariant unobserved heterogeneity and eit the error term. Finally, a1 

is the constant term.

In order to estimate this model an extensive dataset has been con-

structed. The starting point is a binary variable which indicates whether a 

NUTS 3 region is connected or not to at least one IBN (variable connect 

in Table 6.1). In total, there are 8100 observations for 1350 regions over a 

six- year period (8100 observations 5 1350 NUTS 3 3 6 years). This vari-

able will be used to model the probability that a region has direct access to 

a backbone network.

This dataset is expanded with socio- economic data which will be used 

as explanatory variables (Table 6.1). The justification for the inclusion of 

these variables lies in the Internet geography literature. Firstly, the role 

of macroeconomic indicators of a region in attracting Internet backbone 

infrastructure is studied (vector MACRO in 6.1). Three such indicators 

are included in the analysis: (1) prosperity level depicted by gross domestic 

product (GDP) per capita gdp_pc (in Table 6.1) and measured in purchase 

power standards (PPS) per habitant; (2) market size represented by GDP 

(gdp) measured in PPS; and (3) the importance of the service economy 

measured as the share of the gross value added (GVA) of the tertiary 

sector in the regional GVA (gva_srvc). These three variables will be used 

to test the hypotheses that the probability of a region to be connected to at 

least one IBN is affected by market size, development level and the level of 

the service economy. These hypotheses can be justified by the argumenta-

tion developed in the relevant literature around the private nature of the 

ISP, their cherry- picking nature and the infrastructure allocation decisions 

based on the ISPs’ expectations for demand (e.g. Graham and Marvin 

2001).

In addition, one more variable indicating the lagging European regions 

during the period 2000–2006 is utilized. During that period, more than 35 

percent of the European Union (EU)’s structural funds were transferred 

to the NUTS 2 regions which were characterized either by low develop-

ment level in the pre- 2000 period (less than 75 percent of the EU average), 

or by remoteness and/or by low population density (EU 2011). Based on 

this information, a binary variable was built indicating the location of 

a NUTS 3 region inside the borders of an Objective 1 NUTS 2 region 

(obj1).

Secondly, the urban character of a region as an attractor of the Internet 

infrastructure is tested. As was extensively discussed in Chapter 2, the 

Internet and accordingly the underpinning Internet infrastructure is 

mostly an urban phenomenon (Rutherford et al. 2004). In order to test this 

proposition, population density is used as a proxy for the urban character 

of a region (pop_dens).
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162 The geography of the Internet

Thirdly, as has been exposed by the discussion around the world and 

global city literature, the position of a city in the global hierarchy is related 

to and also relies upon its digital infrastructure (Sassen 2004; Taylor 

2004). In order to test this proposition, the world city roster according to 

the Globalization and World Cities Research Network (GaWC) (2008; 

Taylor 2004) is utilized here. Based on this hierarchy, a binary variable 

is constructed which takes the value of 1 for these NUTS 3 regions which 

contain one of the cities included in GaWC’s roster (wc).

In addition, the world city character also appears to be related to inter-

national aviation flows. As discussed in Chapter 2, aviation networks 

together with the IBN form the first layer of the space of flows (Castells 

1996; Taylor 2004). In addition, such measures have been extensively 

utilized in understanding the world city network and the relevant trans-

national urban hierarchies (see also Chapter 5). Here, the weighted cen-

trality measure for the international intercity aviation network, which was 

calculated in Chapter 5, is used as an explanatory variable for the distribu-

tion of the IBN (aviat_inter). The hypothesis which is tested with this vari-

able is that digital infrastructure co- locates with intensive international 

aviation flows, mirroring either the attractiveness of world cities – to the 

extent that the latter is reflected in the international aviation flows, or path 

dependency patterns according to which cities which traditionally acted as 

transportation hubs retained their roles in the digital economy as well by 

attracting digital infrastructure.

Finally, a set of dummy variables are used to test the impact of spatial 

structure on the allocation of the IBNs. Firstly, the explanatory value of 

the location of a region inside Europe’s pentagon23 is tested (pentagon). 

The underlying hypothesis is that Europe’s pentagon represents the 

core of Europe (EC 1999) and selective infrastructural networks will be 

attracted by this regional attribute. Then some physical characteristics of 

the European regions are also tested, such as the attractiveness of coastal 

(coast) and insular (island) regions. Coastal regions could be favored by 

submarine cables landing in port cities. On the contrary, insular regions 

might not attract digital infrastructure because of their remote character, 

but at the same time they might be favored by their location. The region 

of Palermo is an example of the latter case (see Chapter 4). Finally, the 

location of a region by national border as an attractor is also tested here 

(border). As discussed in Chapter 2, backbone networks are responsible 

for international and long- haul Internet connections (Malecki 2004). With 

the use of a dummy variable which takes the value of 1 for these regions 

located by national borders and 0 otherwise, the attractiveness of border 

regions is tested.

Table 6.1 presents the descriptive statistics of the dependent and inde-
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pendent variables. From a first observation it becomes apparent that the 

subset of regions which are connected with at least one IBN during the six- 

year study period are characterized by higher macroeconomic indicators, 

population density, aviation flows and world city- ness. However, these 

patterns will be further verified by the modeling analyses.

The second model utilized in this chapter is a simple SIM:

 capacityijt 5
MitMjt

db
ij

 (6.2)

Based on the Newtonian equation, the impact of physical distance dij 

between i and j on the Internet backbone capacity (capacityij,t) installed 

between i and j on year t will be estimated, given the geographic and socio- 

economic characteristics included in vectors Mit and Mjt.

A second dataset is build for the SIM. The spatial level of the second 

dataset changes from the regional i level to the interregional ij level. The 

dependent variable is the bandwidth capacity of the installed infrastruc-

ture between i and j (see variable capacity in Table 6.2). In total 304 unique 

ij links are included in the analysis. During the six- year study period 

from the potential 1824 links (304 3 6 5 1824), only 1090 observations 

are present. This means that for 734 of all the potential links there was 

no active backbone connections during the study period. These ‘births’ 

and ‘deaths’ of links indicate the dynamic character of the IBN despite 

its nature as physical infrastructure. As explained in Chapter 2, rewir-

ing is possible for the IBN due to the ease of activating (lighting) already 

installed fiber optic cables.

Having this variable as the starting point, the dataset is expanded with 

some of the explanatory variables used for the previous model. In more 

detail, GDP per capita, GDP and population density are included in the 

dataset both for regions i and j. These variables will represent the masses 

of the Newtonian equation. Table 6.2 presents the descriptive statistics of 

the dataset built for the estimation of the SIM.

6.3 EMPIRICAL ANALYSIS

6.3.1 Connectedness

The first model estimated in this section is the probit model predicting 

the probability that a region is served by at least one Internet backbone 

connection. The general model presented in the previous section (equation 

6.1) can be represented in more detail:
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 Pr (E*it) 5

 a1 1 b1ln(gdp_pcit
) 1 b2ln(gdpit

) 1

 b3gva_srvcit 1 b4obj1i 1 g1ln(pop_densit
) 1 d1wci 1 d2ln(aviat_interit

)

 1 z1 pentagoni 1 z2 coasti 1 z3 borderi 1 z4 islandi 1 ktt 1 uit (6.3)

Table 6.3 presents the results for the panel probit model using random 

effects estimators. This methodological choice will enable the inclusion 

of the time- invariant variables in the model. The underlying assumption 

is that the individual effects are uncorrelated with the regressors (Greene 

2003). Based on the results of this model, conclusions about the role of 

regional characteristics in the connectedness of a region can be drawn. 

Firstly, the impact of the regional macroeconomic conditions is discussed 

(columns 1–3 in Table 6.3). The most consistent impact can be observed 

for the natural logarithm of the market size, which has a significant 

positive impact despite the different regression specifications. Similarly, 

the digital connectedness of a region appears to be negatively related to 

lagging – Objective 1 – regions. However, the other two macroeconomic 

variables do not have a consistent character. GDP per capita is positively 

related to the probability of a region being served by an IBN only in a 

univariate framework (column 1). To a certain extent, this is not surpris-

ing as the characterization of a lagging – Objective 1 – region includes the 

least prosperous regions according to the pre- 2000 period. Regarding the 

service sector variable, it appears to be positively related with the prob-

ability of a region being connected with an IBN. Nonetheless, this rela-

tion stops being significant when the population density is incorporated 

in the regressions. In total, when the variables reflecting the urban and 

spatial regional characteristics are included in the models, GDP per capita 

and the share of service sector stop being significant predictors, while the 

market size and the lagging regions based on the pre- 2000 period classifi-

cation are significantly related, in a positive and negative way respectively, 

with regional connectedness.

Then, the natural logarithm of population density is used as a proxy 

for the urban character of the NUTS 3 regions (column 4). As discussed 

before, the Internet infrastructure is expected to favor highly urbanized 

regions, not only because the expectations for demand in these areas are 

higher, but also because the level of sophistication of the economy in urban 

areas could potentially enable the more efficient exploitation of the advan-

tages that such digital infrastructure brings. The above argumentation is 

validated by the modeling exercise as the connectedness of a region with 

IBN appears to be positively related to population density. Interestingly 

enough, the magnitude of the coefficient only decreases slightly with the 
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168 The geography of the Internet

inclusion of the other explanatory variables, which is an indication of the 

consistency of the urban character of this digital infrastructure.

The next element in the modeling exercise is to test whether the world 

city- ness is related to regional connectedness. The two variables used for 

this aim are the international aviation flows and a dummy variable indi-

cating whether a region includes a city which is part of the GaWC (2008) 

world city roster. Both of them are positively related to regional con-

nectedness when they are the only explanatory variables included in the 

regression (column 5). However, the impact of the aviation flows variable 

stops being significant when other explanatory variables are included in 

the model. On the contrary, the wc variable not only remains significant 

despite the different regression specifications, but its magnitude is higher 

than any other dummy variable, indicating the importance of the trans-

national urban interdependencies in the structure of the IBN (column 6).

Then, the spatial characteristics of the region are also tested. Firstly, 

it needs to be highlighted that spatial characteristics, as they are denoted 

by the dummy variables for the pentagon, coastal, border and insular 

location, are not significant predictors of the probability of regional con-

nectedness when other repressors are not included in the model (column 

7). In other words, only the combined impact of the spatial configuration 

variables with the other regressors is significant, and not their individual 

effect.

In more detail, the location of a region in Europe’s pentagon does not 

play a significant role as an attractor of IBNs. In addition, coastal loca-

tion is negatively related to regional connectedness. Thus, not only is the 

argument that coastal locations might be favored as landing points of sub-

marine cables not valid, but an opposite phenomenon is observed: coastal 

regions are disadvantaged in attracting at least one Internet backbone 

connection. However, it needs to be highlighted here that the effect of this 

variable is marginally significant. Furthermore, border location is posi-

tively related with connectedness. This verifies the initial hypothesis that 

IBNs have a preference towards border locations as a means to empower 

their transnational character. Finally, insular location is not related to 

regional connectedness with at least one IBN. It seems that the periph-

erality of insular regions in European territory is not reflected in digital 

connectedness.

In order to test for potential endogeneity issues between regional con-

nectedness and the explanatory variables, the poor man’s exogeneity 

strategy is implemented (Hays et al. 2010). Endogeneity in this frame-

work is related with simultaneity and is defined as the “simultaneous 

determination of response variables and regressors” (Baum 2006, p. 185). 

In this case, simultaneity might derive from the fact that connectedness 
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is not related to the above described explanatory variables observed in 

year t, but instead to those observed in year t − 1. Such complications 

might arise because there is always an adoption period for an infrastruc-

ture or a new technology to be utilized (see for example the discussion 

about the productivity paradox in section 2.5.2). The modeling strategy 

to correct for potential simultaneity problems is the introduction of 

time lags between the dependent and independent variables (Maddala 

2001; Banerjee and Duflo 2003). Because of the rather narrow time 

dimension of the panel dataset, only a one- year time lag is used for this 

analysis.

Table 6.4 presents the results of regression 8 from Table 6.3 using one- 

year lags of the time- variant right- hand- side variables from model (6.3) as 

the explanatory variables. The main difference between the regression in 

Table 6.4 and regression 8 from Table 6.3 is the magnitude of the effects, 

which is higher when the lagged regressors are introduced. Qualitatively 

speaking, though, the sign and the significance of the effects remained 

unchanged, validating the results presented in Table 6.3.

6.3.2 The Effect of Distance on Installed Capacity

The results of the previous model are utilized here to support the analysis 

of the effect of distance on the installed backbone capacity. Given the 

explanatory factors for regional connectedness, which were exposed in the 

previous section, the impact of physical distance on the installed capac-

ity between two connected regions is estimated here. Although we know 

that spatial configuration and the importance of agglomeration for social 

and economic activities is valid in the frame of the digital economy, we 

still do not know whether and how the Internet is affected by the tyranny 

of distance. While it is established that the Internet is a friction- reducing 

technology (Cohen et al. 2002; Cohen- Blankshtain and Nijkamp 2004), 

the effect of physical distance on its structure is still uncertain. Put simply, 

we do not know whether costs related with physical distance can affect the 

structure of the IBN.

The novelty of this research lies on the fact that even though the geo-

graphic analysis of the Internet already has a short history of almost 15 

years (Moss and Townsend 1997; Wheeler and O’Kelly 1999; Malecki and 

Gorman 2001; Malecki 2002a), the impact of distance on the formation of 

the Internet – and most specifically on the formation of CP, which is the 

most well- defined Internet element in a spatial context – has not yet been 

empirically tested. The above is not surprising, as it reflects the overall 

disregard of the Internet and the digital infrastructure by spatial scientists 

(Bakis 1981; Hepworth 1989; Kellerman 1993).
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170 The geography of the Internet

Distance is approached here as a measure of both cost and proximity. 

Starting from the cost perspective, as explained above, IBN is a physical 

infrastructural layer and of course the installation of this infrastructure 

involves some cost. From the Internet service providers (ISPs)’s point of 

view, the topology of their networks is the outcome of various factors. 

They try to minimize installation cost, maximize network efficiency and 

resilience, and adjust the above to the individual business models and the 

geographic scope of each ISP. Summarizing the analysis from Chapter 5, 

Table 6.4 Probit model on the connectedness with IBN, lagged regressors

Variable

L.gdp_pc (ln) −1.425

(1.35)

L.gdp (ln) 6.239

(8.98)**

L.gva_srvc 7.678

(1.68)

obj1 −5.619

(4.38)**

pop_dens (ln) 1.185

(3.12)**

aviat_inter (ln) 0.012

(0.32)

wc 7.95

(5.21)**

pentagon −2.091

(1.14)

coast −4.34

(2.82)**

border 5.232

(4.36)**

island 3.469

(1.73)

t −0.072

(0.83)

Constant −65.556

(7.73)**

Observations 5803

NUTS 3 regions 1243

Notes: Standard errors in parentheses; * significant at 10%; ** significant at 5%; *** 
significant at 1%. ‘L.’ denotes 2 one- year lag.
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such constraints include: (1) minimization of the length of the installed 

fibre optics and the number of network edges because of the fibre instal-

lation cost; (2) creation of hubs in order to achieve economies of scope 

and scale; (3) avoidance of clear hub- and- spoke structures because of 

the increased vulnerability; (4) reduction of the use of switching points in 

order to increase network efficiency (minimize network latency); and (5) 

increase of presence in popular Internet exchange points (IXPs) in order to 

peer data with other ISPs. On the other hand, the IBN locations represent 

– to some extent – the ISPs’ perspective for the demand for such services. 

Given the above constraints, ISPs will install more infrastructure between 

places that according to their market expectations will generate more 

demand for such digital infrastructure.

The generalized equation of the SIM (equation 6.2) can be written 

again in a more detailed form in order to reflect the explanatory variables. 

After the relevant logarithmic transformations the following linear model 

derives:

 ln(capacityijt
) 5 b1ln(Mit

)   1b2ln(Mjt
)1b3ln(dij

)1b4Tt1b5CNTRij1uijt

 (6.4)

capacityijt represents the installed capacity between region i and region j in 

year t; Mit and Mjt are vectors including the explanatory variables from the 

previous model (6.3) and depict the masses of the Newtonian equation; dij 

is the physical distance between i and j; Tt is a vector of yearly effects and 

CNTRij is vector of country- to- country effects.24

According to the relevant literature, there are three main modeling 

approaches in estimating a linear panel data model (Johnston and 

Dinardo 1997; Maddala 2001): the pooled ordinary least squares (OLS), 

the fixed effects model (FE) and the random effects model (RE). The 

former is the simplest one and its main characteristic is that it ignores the 

panel structure of the data and uses simple OLS to estimate the model. 

Pooled OLS only differentiates from simple OLS in that the latter has 

information about N observations while the former includes information 

about N observations for T time periods resulting in NxT total number 

of observations. The assumptions that underlie this method reflect the 

assumptions of the classic linear model, namely that the composite error 

is uncorrelated with the dependent variables. Although pooled OLS is the 

simplest method, usually it is not appropriate for estimating panel data 

models (Johnston and Dinardo 1997).

The FE model can be approached as a derivative of the pooled OLS. In 

this estimation dummy variables are introduced to “account for the effects 

of those omitted variables that are specific to individual  cross- sectional 
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units but stay constant over time, and the effects that are specific to each 

time period but are the same for all cross- section units” (Hsiao 2003, 

p. 30). More simply put, the FE estimation is not based on the variation 

between different cross- section units, but instead on the variation within 

cross- section units, removing the bias of the unobserved heterogen-

eity that might occur because of omitted variables. This is achieved by 

utilizing the temporal dimension of panel datasets. By introducing first 

differentiation, the error term is only based on the eijt as the ui and uj time- 

invariant factors are dropped because of the subtraction. Similarly, all the 

time- invariant variables are dropped from the estimation. This process 

results in unbiased coefficients estimation using OLS (Johnston and 

Dinardo 1997). However, the main drawback of this estimation is that 

the elimination of the cross- sectional variation might result in efficiency 

reduction of the estimated regression parameters (Rodríguez- Pose and 

Tselios 2008).

The third suggested model for estimating panel data is the RE. This 

approach exploits the serial correlation in the composite error and the 

model is estimated using a generalized least squares (GLS) framework 

(Wooldridge 2003). Contrary to the FE approach where the effects of 

the omitted cross- sectional variables are considered as fixed over time, 

in this case the cross- sectional specific effects are considered as random 

variables (Hsiao 2003). The ui are assumed to be independent of the uijt as 

well as mutually independent (Maddala 2001). The main attribute of the 

RE is that the cross- sectional variation is retained similarly to the pooled 

OLS and contrary to the FE coefficients (Mairesse 1990). When no meas-

urement errors occur, the pooled OLS and RE models result in similar 

estimates when the variation across observations is mostly cross- sectional 

(Partridge 2005).

The selection of the most appropriate estimation is based on how the 

time- invariant interaction effect uij is treated. As the main objective of this 

model is to test the effect of distance, which is a time- invariant variable, 

RE estimation needs to be chosen since the adoption of FE estimators 

would have resulted in the elimination of distance from the SIM. Table 6.5 

presents the relevant regressions. Regressions 1–4 include market sizes as 

the Newtonian masses for i and j, regressions 5–8 GDP per capita, 9–12 

population density and regressions 13–16 include all the above. For each 

different block of regressions four different specifications are estimated. 

Firstly, the simple SIM is presented (regressions 1, 5, 9 and 13). Then time 

effects (regressions, 2, 6, 10 and 14), country- to- country effects (regres-

sions 3, 7, 11 and 15) and the combined impact of time and country- to- 

country effects are gradually added to the model.

The main observation that can be made from this table is the  consistent 
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negative impact of distance. Indeed, the capacity between two connected 

regions is negatively related to the distance between these two regions. 

Distance has a significant negative impact for the simple version of the 

SIM (regressions 1, 5, 9 and 13): despite the different variables used 

to depict the Newtonian masses – that is, GDP, GDP per capita and 

population density – distance negatively affects the backbone capacity 

between i and j. Most importantly, even when all of the above variables 

are included in the regression, distance continues to have a significant 

negative impact. Going a step further in testing the robustness of the 

negative role of distance, yearly and country- to- country effects are 

gradually entered into the regressions. Even when these two effects are 

individually added in the models which use GDP and GDP per capita for 

the Newtonian masses (5, 6, 7 and 8), distance remains its negative and 

significant impact. The fact that distance maintains its significance even 

after the inclusion of the country- to- country effects signifies the robust-

ness of the negative impact of physical distance on the Internet backbone 

capacity. However, the effect of distance stops being significant when 

country- to- country effects are included in the models which use popula-

tion density (10) and the three explanatory variables together (14). In 

addition, distance is not a significant predictor of the installed capacity 

when both yearly and country- to- country effects are jointly inserted in 

regressions. Nonetheless, the latter does not diminish the robustness of 

the previous results, as when both yearly and country- to- country effects 

are included in the regressions, there is a rather large number of right- 

hand- side variables.

Apart from the distance effect, the coefficients for the variables depict-

ing the Newtonian masses appear to have the same signs as in the previous 

model predicting regional connectedness. The only exemption is popula-

tion density, which appears to be negatively related with the installed 

capacity and not always significant when the other explanatory variables 

are included in the regressions (13–16).

In addition, to further validate the above results of the analysis, alter-

native estimations are also presented in Table 6.6. Firstly, a two- way 

fixed- effects estimation is presented. This specification is differentiated 

by the usual FE because it addresses unobserved effects at two dimen-

sions (Baltagi 1995). Thus, the error term uijt from equation (6.4) can be 

analyzed as follows: uijt 5 mit 1 ljt 1   vij. In this case, mit and ljt are the i 

and j as well as time- specific effects (the masses of the Newtonian equation 

which are time- variant) and vij the remainder stochastic disturbance term. 

The two- way FE will result in omitting the i and j time- specific effects and 

enable us to estimate the effect of distance. Country- to- country and yearly 

effects are also included in this specification. The results in Table 6.6 
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confirm the negative impact of distance in the installed Internet backbone 

capacity.

Furthermore, following among others Fischer and Wang (2011), the 

count nature of the installed Internet backbone capacity is addressed 

using Poisson regressions, which is estimated by means of maximum likeli-

hood estimation techniques. The latter addresses a potential drawback of 

OLS- based estimation, that the data might not meet the general assump-

tion that counts of the dependent variable are log- normally distributed 

around their mean value with a constant variance (Hoekman et al. 2010). 

Therefore, Poisson and negative binomial estimations are presented in 

Table 6.6. Not surprisingly, the above different specifications validate 

the previous outcome since they result in a negative and equal- magnitude 

coefficient for the effect of distance on installed Internet backbone capac-

ity between two regions.

Table 6.6  SIM on the installed capacity between two regions, alternative 

specifications

2- way 

FE

Negative 

binomial

Poisson Poisson

0(ln) −0.997 −0.141 −0.141 −0.144

(3.00)** (6.00)** (6.00)** (6.31)**

gdp_i (ln) omitted 0.079 0.079 0.063

(3.05)** (3.05)** (2.47)*

gdp_j (ln) omitted 0.17 0.17 0.166

(5.87)** (5.87)** (5.85)**

gdp_pc_i (ln) omitted 0.133 0.133 0.097

(3.15)** (3.15)** (2.36)*

gdp_pc_j (ln) omitted 0.265 0.265 0.193

(4.90)** (4.90)** (3.63)**

pop_dens_i (ln) omitted −0.016 −0.016 0.001

(0.86) (0.86) (0.07)

pop_dens_j (ln) omitted −0.039 −0.039 −0.025

(2.66)** (2.66)** (1.71)

Constant 11.624 −4.295 −3.314

(0.1) (7.45)** (5.85)**

Country- to- country effects yes no no yes

Yearly effects yes no no yes

Observations 1057 1057 1057 1057

ij pairs 302 302 302 302

Note: Standard errors in parentheses. * significant at 10%; ** significant at 5%; *** 
significant at 1%.
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6.4 CONCLUSIONS

The main objective of this chapter is to provide insights for the pull and 

push factors which shape the location of the highest tier of the Internet 

infrastructure. Using econometric techniques, firstly the impact of macro-

economic conditions was estimated. From the factors tested here, market 

size and Objective 1 lagging regions have the strongest push and pull 

effects for a region to be connected to at least one IBN. What is interest-

ing is that development level, reflected in GDP per capita, usually has no 

significant effects. This is in accordance with previous research (Tranos 

and Gillespie 2009), which also concluded that market size plays a more 

important role in regional connectedness than development level.

Furthermore, the analysis confirms the urban nature of the Internet 

infrastructure. IBNs are attracted by the level of urbanization in a region 

depicted by population density, and also by the position of region’s urban 

agglomerations in the world city network. As discussed in Chapter 3, 

because of the private character of the telecommunications industry, the 

spatial distribution of such networks is shaped mostly by the spatially 

differentiated demand for such services. Considering that demand for 

communications is maximized among world cities and their hinterworlds 

(Taylor 2004), carriers invest primarily in locating the digital infrastruc-

ture among such locations. The above reflects the strong interrelation 

between digital infrastructure and global urban interdependencies, pro-

viding empirical justification for previous conceptual research on global 

cities (Sassen 2004) and the splintering urbanism (Graham and Marvin 

2001, 1996) and the declaration of cities as the “power houses of communi-

cations” (Graham and Marvin 1996, p. 3). As Castells (1996) highlighted, 

such networks are global but not universal, as they are very selective about 

which nodes of the world urban network they include.

Next, the impact of spatial characteristics was tested. In regards to 

connectedness, physical attributes such as the location of a region in the 

geometric core of Europe or the coastal, insular and border character of a 

region are not important enough on their own to attract IBNs. However, 

given the previously described push and pull factors, coastal regions are 

disadvantaged in regards to connectedness. On the contrary, the prob-

abilities for a region to be served by at least one IBN are higher in border 

locations, a finding which reflects the transnational character of this 

 infrastructural network.

Finally, the analysis moved from a model explaining regional connect-

edness with IBNs to a SIM model exploring the impact of distance on the 

installed capacity between two connected regions. Despite the early discus-

sions about the non- spatial nature of the Internet, the analysis revealed 
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that even a system such as the Internet, the evolution of which was based 

on topological and not on geographical attributes, is affected by distance. 

Similarly to other interaction phenomena such as migration, communica-

tion, commuting, trade and so on, but also similarly to their underpinning 

infrastructural layers, such as transport infrastructure, the capacity of the 

highest tier of the Internet appears to be negatively related to distance. Put 

simply, the smaller the distance between two connected regions, the larger 

the installed capacity between them. Accordingly, this finding leads to 

the conclusion that Tobler’s First Law of Geography, according to which 

“everything is related to everything else, but near things are more related 

than distant things” (Tobler 1970, p. 236), is valid in the digital economy. 

The above can be approached both as an indication for the role of distance 

as cost in physical connectivity (Waxman 1988) and also as an indication 

of higher demand for Internet backbone services between nearer desti-

nations. This result is in agreement with previous studies which focus 

on the interlink between physical distance and the digital infrastructure 

(D’Ignazio and Giovannetti 2007).

In total, this chapter provided the bridge between Internet’s topology 

and real- world geography. After understanding the topological attributes 

of the IBN and the derived urban hierarchies, the econometric analysis 

revealed the factors which shape the unequal spatial distribution of the 

highest tier of the Internet infrastructure. Despite the Internet’s nature as a 

complex technical system, real- world geographies can explain much of the 

variability of the distribution of this element of the Internet infrastructure, 

which is responsible for its global character. Yet, the derived question is 

whether and how regions can take advantage of this infrastructure and use 

it as a development policy tool. This is the focus of the next chapter.
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7.  Internet infrastructure and regional 
economic development: a causality 
analysis

7.1 INTRODUCTION

This chapter explores the relationship between the Internet infrastructure 

and regional economic development at an aggregated pan- European level. 

Apart from identifying the significance of such a relationship, the main 

challenge here is to understand the direction of causality: do investments 

in digital infrastructure stimulate regional economies, or is economic 

development a pull factor for the Internet infrastructure?

As discussed in Chapter 2, technology has always been a component 

of growth models, but the assumptions behind this have varied over 

time. Solow’s neo- classic model (1956) treats technology as an exogenous 

factor, independent of capital and labor (Pike et al. 2006; Aghion and 

Howitt 1998). Romer’s (1986, 1990) endogenous growth theory empha-

sizes even more the impact of technology and technological change on 

growth process. New economic geography (Krugman 1991a, 1991b) iden-

tifies spatial structure as the result of simultaneous action of centripetal 

and centrifugal forces (Krugman 1998). Therefore, the information and 

communication technology (ICT)- related transport and communications 

cost reduction could lead to a disturbance of the current equilibrium 

between centrifugal and centripetal forces (Maignan et al. 2003).

In addition, productivity gains due to the extensive use of ICTs, which 

are integral elements of the digital economy (Antonelli 2003; Atkinson 

and McKay 2007), are well established in the literature, both at macro 

(national economies) and micro (firm) level. As analyzed in Chapter 2, 

such productivity gains emerge due to the general purpose technologies 

(GPT) nature of ICTs and mainly the Internet. However, these GPT pro-

ductivity effects can only be materialized through investments in physical 

infrastructure (Lipsey et al. 2005). This role is played for the case of the 

Internet by the Internet infrastructure, which is defined as the hardware of 

the Internet. The Internet backbone network (IBN) is an essential element 

of this hardware. Consequently the emerging question, which will be 
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explored in this chapter, is whether the spatially differentiated distribution 

of the digital infrastructure, as has been analyzed in the previous chapters, 

can result in localized developmental impacts. Despite the extensive dis-

cussion on productivity gains presented above and extensively discussed 

in Chapter 2, little research has yet taken place on the aggregate effect of 

this infrastructure at the meso- regional level.

From the technical point of view, we know that because of the unequal 

distribution of the Internet infrastructure as analyzed in Chapters 4 and 

5, geographic location affects Internet connectivity and the speed at which 

data can be received and transmitted. Nonetheless, such differences in 

the quality of Internet connectivity are mostly visible to large users such 

as transnational corporations (TNCs), for the accommodation of which 

cities need to be served by the highest rank of the Internet’s physical 

infrastructure. Thus, the agglomeration of digital infrastructure in spe-

cific locations may influence the economic development of these areas by 

advancing access to the digital economy and by affecting competitiveness 

at the micro-regional and consequently the meso- regional level. In practi-

cal terms, advancements in the highest tier of the Internet infrastructure 

can increase regional attractiveness for firms dependent on such infra-

structure (financial firms, back- office activities, creative industries) and 

increase the productivity of existing firms as well as the quality of digital 

services for end- users (Cornford and Gillespie 1993).

On the other hand, communication networks can also be affected by 

the evolving world city system (Keeling 1995) and instead of the Internet 

infrastructure affecting regional economic development, regional eco-

nomic development level could also be a pull factor for the distribution of 

the Internet infrastructure. As discussed in Chapter 6, regional connected-

ness with the IBN is affected by the position of regional urban centers in 

the world city network. Given the fact that the demand for the highest tier 

of the Internet infrastructure is probably maximized among cities which 

are intensively interconnected with the transnational urban network, a 

causality question can be raised: does the digital infrastructure stimulate 

or follow regional economic development?

Such a causality problem is not rare in regional science, and especially in 

the discussion about infrastructure and regional economic development. 

Banister and Berechman (2003) in their research on transport infrastruc-

ture noted that the empirical evidence is mixed. While some researchers 

conclude that increases in productivity may result in increases of infra-

structural capital, others argue that the direction of causation is just the 

opposite. Interestingly both causal relations might also co- exist in specific 

locations.

As briefly presented above, arguments for both types of causal 
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 relationships can be found in the literature. Table 2.4 reviews a number of 

studies which have dealt with this problem. As discussed in section 2.5.6, 

the direction of causality between ICTs, and more specifically the Internet 

infrastructure, and regional economic development is an open burgeoning 

issue.

Revealing the direction of causality in such a relationship, apart from 

its academic importance, can provide valuable insights for the local and 

regional policy agenda. A significant causal relationship running from the 

Internet infrastructure to regional economic development could justify 

the inclusion of such infrastructure in local and regional development 

policy frameworks as a policy tool to stimulate economic activity. On the 

other hand, a unidirectional causal relation with causality running from 

economic development to ICTs will impair the efficiency of such policies, 

since economic development is just a pull factor for the location of the 

Internet infrastructure. A bidirectional causal relationship will result in a 

cyclical phenomenon: policies for ICT stimulation will also result in eco-

nomic development, which in turn will result in further stimulation of the 

demand for and supply of ICT. In addition, the lack of a significant causal 

relationship between ICT and economic development prevents policy-

makers from using one of them as a stimulating tool for the increase of 

the other (Wolde- Rufael 2007).

The structure of the chapter is as follows. Section 7.2 presents the data 

and the methodological framework of this chapter. Then, in section 7.3, 

the causality analysis takes place. In section 7.4, the results are discussed 

and the chapter ends with some concluding remarks.

7.2 DATA AND METHODOLOGICAL FRAMEWORK

In order to explore the relation between the IBN and regional economic 

development, the weighted degree centrality aggregated at NUTS 3 level 

will be utilized. Although other centrality measures, such as binary degree, 

betweenness and eigenvector centrality, have also been calculated in 

Chapter 4, weighted degree centrality is used here, as it reflects the digital 

infrastructural capital of the European NUTS 3 city regions instead of 

topological attributes of the network nodes.

In order to identify the causal relation between the Internet infrastruc-

ture and the level of economic development, Granger causality tests are 

employed. Such tests are based on a bivariate model where the dependent 

variable y is regressed against k lagged values of y and k lagged values of x. 

Using such a model, the null hypothesis can be tested according to which 

x does not cause y. If the test proves to be significant then the null hypoth-
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esis can be rejected, and then it can be concluded that x Granger- causes 

y (Hood III et al. 2008). This latter signifies that y is better predicted if 

all the information (both the lagged values of y and x) is included in the 

model than if the lagged values of x are excluded (Hurlin and Venet 2003). 

In order to evaluate both directions of causality between regional eco-

nomic development and the Internet infrastructural capacity, this model 

is run twice, interchanging the dependent with the independent variable. 

For the purposes of the analysis, regional economic development is repre-

sented by gross domestic product per capita (GDP pc) at constant prices 

for the NUTS 3 city regions.

The Granger causality test appears to be the most widely used method 

for empirically assessing causal relationships between digital economy- 

related variables (infrastructure, teledensity, telecom investment) and 

economic development and growth, but also in general in econometrics, 

as all the studies presented in Table 2.4 are based on this method. Granger 

causality tests were initially introduced for time series (Granger 1969). 

However, recent developments on panel data analysis enable this applica-

tion in models with such specifications (Hoffmann et al. 2005). Hood III 

et al. (2008) highlight three reasons why the Granger causality test works 

better with panel data: (1) panel data provides more flexibility in modeling 

the cross- section units than time- series analysis separately for each cross- 

section; (2) panel data allows more observations to be included in the 

analysis, and consequently more degrees of freedom than time- series data; 

(3) finally, and also because of (1) and (2) above, the Granger test is more 

efficient with panel than with time series data (Hurlin and Venet 2003).

7.3 EMPIRICAL GRANGER CAUSALITY ANALYSIS

In order to explore whether the Internet infrastructure Granger- causes 

regional economic development or the reverse, the following dynamic 

panel data model is applied:

 yi,t 5 ai 1 a
r

k51
g(k)yi,t2k 1 a

r

k51
bi

(k)xi,t2k 1 ei,t (7.1)

For each cross- section unit i, and for all t [1,T], the regressors are lagged 

values of the dependent variable (yi,t−k) and lagged values of the independ-

ent variable (xi,t−k), both of them for all cross- section units.25 ai represents 

the fixed effects, ei,t the error term, k the lags, and r the time periods 

(Hood III et al. 2008). This model is run twice using both the natural loga-

rithm of degree centrality and the GDP per capita as dependent variables.
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With regard to the specifications of (7.1), in order to maintain sufficient 

degrees of freedom, it is assumed that gk are constant and bk
i  identical 

for all k [ [1,r ]. While the former assumption prevents variation in the 

autoregressive coefficient among cross- section units from time period to 

time period, the latter only prevents variation in the regression coefficients 

from time period to time period26 to address spatial heterogeneity (Hurlin 

and Venet 2003; Hood III et al. 2008).

An important distinction in the literature with regard to the different 

Granger causality applications for panel data is based on the treatment 

of the autoregressive and slope coefficients as being equal for all the 

cross- section units. Hurlin and Venet (2003) addressed the heterogene-

ity of the casual relations between the different cross- section units by 

not having such a restriction, and by testing the causality direction for 

each cross- section unit. Applications of this method include, among 

others, the work of Hood III et al. (2008) and Tervo (2009). Others 

(Shiu and Lam 2008; Hartwig 2010) assumed the equality of the coef-

ficients across different- cross section units, and addressed the heteroge-

neity issue indirectly by splitting the panel into smaller and theoretically 

homogeneous groups. The latter can be approached as a special case of 

(7.1), where the loss of the ability to directly address the heterogeneity 

issue is offset by the use of estimators other than ordinary least squares 

(OLS), such as difference and system GMM (generalized method of 

moments), which address the endogeneity problem that might arise 

because of the simultaneity effect between the dependent and the inde-

pendent variable.

In order to exploit the advantages of both methods (that is, consid-

eration of the cross- section heterogeneity, and addressing the endogeneity 

problem) both of them are applied. Firstly, the Hurlin and Venet (2003) 

method is presented. This method provides causality insights at the level 

of the cross- section units. The first step is to examine whether both time 

series (degree centrality and gross domestic product per capita) are sta-

tionary. The stationarity condition is crucial for the consistency of the 

OLS coefficients. In order to do this, the Levin, Lin and Chu test is applied 

(Levin et al. 2002), according to which stationarity holds.27

This method tests for the existence of the following three possible causal 

scenarios (Hood III et al. 2008):

1. A homogeneous causal relationship between x and y for all cross- 

section units.

2. No causal relationship between x and y for any cross- section units.

3. A causal, but no constant across all cross- section units, relationship 

between x and y. Hurlin and Venet (2003) further distinguish two pos-

M3051 - TRANOS  978781953365  PRINT.indd   184M3051 - TRANOS  978781953365  PRINT.indd   184 22/01/2013   13:1422/01/2013   13:14



 Internet infrastructure and regional economic development  185

sible subcases: (a) different types of causal relationships across cross- 

sections; and (b) no evidence of any causal relationship for at least one 

cross- section unit.

In order to research the first scenario, first, the following hypothesis is 

tested:

H1: For all i, x does not cause y (Hood III et al. 2008).

The testing of this hypothesis is based on the statistical test:

 F1 5
(RSS2 2 RSS1

) /Nr

RSS1/ [NT 2 N(1 1 r) 2 r ]
 (Hurlin and Venet 2003) (7.2)

This test examines whether or not the inclusion of the lagged independ-

ent variable increases the explanatory value of model (7.1) in predicting 

the dependent variable. In order to do so, the model described in (7.1) 

with N the number of the cross- section units, r the number of lags, and T 

the number of time periods is run twice: the first time, no restrictions are 

induced (unrestricted), but, the second time, a restriction is introduced 

referring to the nullity of the regression coefficients for all the lags. This 

restriction makes the prediction of the dependent variable dependent only 

on the fixed effects, and on the lagged version of the dependent variable 

(Hood III et al. 2008). Then the sum of the squared residuals for the unre-

stricted (RSS1) and the restricted (RSS2) model are calculated, and the F1 

test is estimated using (7.2). The significance of the test is based on the F 

distribution, with Nr and NT 2 N(1 1 r) 2 r degrees of freedom for the 

nominator and the denominator, respectively.

This hypothesis is tested for both directions: the lagged degree central-

ity impacts on GDP per capita, and vice versa for one-  and two- year 

lags.28 The results of these tests are shown in Table 7.1. Based on these test 

results, the first hypothesis (H1) can be rejected only when the one- year 

lags of both variables are used as the explanatory variables. This means 

that the inclusion of the independent variable in both models increases the 

explanatory value of the models in predicting the dependent variable and, 

consequently, for the one- year lag periods there is a bidirectional causal 

relationship between the two variables.

The next step is to examine the nature of these causal relationships, as 

the F1 test cannot conclude whether these exist for a subset or for all cross- 

section units. In order to examine this, a second hypothesis is tested:

H2: x causes y for all i (Hood III et al. 2008).
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This hypothesis is tested using the following F test:

 F2 5
(RSS3 2 RSS1

) /r(N 2 1)

RSS1/ [NT 2 N(1 1 r) 2 r ]
 (Hurlin and Venet 2003) (7.3)

Again RSS1 refers to the sum of the square residuals of the unrestricted 

model, while RSS3 is the sum of the square residuals of a new restricted 

model based on (7.1). The restriction here is that the regression coefficients 

are equal for each cross- section unit and over time29 (bi,t21 5 bi,t2k
)(Hood 

III et al. 2008). This restriction will enable the examination of the homoge-

neity of the causal relationship. Similarly to the F1 test, the significance of 

the F2 test is based on the F distribution with Nr and NT 2 N(1 1 r) 2 r

degrees of freedom for the nominator and the denominator, respectively. 

The F2 test for the causal relationship from the one- year lagged degree cen-

trality to GDP per capita is 1.940, and for the reverse relationship it is 1.870, 

and both of them are significant at p , 0.01. The latter result enables the 

rejection of the H2 hypothesis, which means that the above causal relations 

are not homogeneous across the cross- section units. In other words, a causal 

relationship might only exist for a subset of the 48 city regions (weak het-

erogeneity) or might be invariant across city regions (strong heterogeneity).

To investigate for which city regions these causal relationships are true, 

a third hypothesis is tested:

H3: For i, x does not cause y (Hood III et al. 2008).

In order to investigate this hypothesis, a test is calculated for each one 

of the 48 city regions included in the analysis.

 F3 5
(RSS2,i 2 RSS1

) /r(N 2 1)

RSS1/ [NT 2 N(1 1 r) 2 r ]
 (Hurlin and Venet 2003) (7.4)

For the restricted model, the nullity of the coefficient of the lagged 

explanatory variable for each cross- section unit is imposed (bk
i 5 0). In 

Table 7.1 F1 tests

t−1 t−2

degree Ë GDP pc 2.029*** 0.593

GDP pc Ë degree 1.964*** 0.422

Note: ***p , 0.01.
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order to calculate the F3 test, model (7.1) is calculated 96 times separately 

for each of the 48 cross- section units, and for both relationships. Then, the 

significance of these 96 F3 tests is examined and, accordingly, the existence 

and the direction of the causal relationship for each cross- section unit is 

discussed. Table 7.2 presents the results of the F3 test for all the city regions 

included in the analysis.

The first conclusion that can be drawn from the above tests is that for 

half of the 48 city regions included in the analysis, there is a causal rela-

tionship: for 18 regions the relationship runs from the degree centrality 

to GDP per capita; for six city regions causality runs from the GDP per 

capita to degree centrality; and for two city- regions the analysis identified 

a bidirectional relationship. This finding is important, as it is proves that 

for most of the city regions for which a significant causal relationship 

exists, the Internet infrastructure provision, as reflected in the accumu-

lated bandwidth capacity (degree centrality) positively affects – in Granger 

causality terms – regional GDP per capita, rather than the GDP per capita 

being a pull factor for this infrastructure allocation.

Nonetheless, the main limitation of the Granger causality tests lies 

in the bivariate nature of the basic model, which does not account for 

spurious relationships. This can be partly addressed with the use of panel 

data, but also with the use of instrumental variables. Following Shiu and 

Lam (2008) and Hartwig (2010), (7.1) is estimated again for both direc-

tions using GMM: (1) for all the cross- section units, in order to confirm 

F1; (2) for those cross- section units for which causality runs from degree 

centrality to GDP per capita (F3a); (3) for those cross- section units for 

which causality runs from GDP per capita to degree centrality (F3b); and 

finally, (4) for those cross- section units for which no causal relation was 

observed.30 In order to address the endogeneity problem which might have 

arisen in the first estimation, the dynamic panel firstly introduces first dif-

ferences of all variables in order to eliminate individual effects. In order to 

eliminate the correlation that might exist between the error terms and the 

differenced lagged dependent and the independent variables, Arellano and 

Bond (1991) introduced the use of lags of the dependent and independent 

variable as instruments in a GMM framework. Later, Arellano and Bover 

(1995) and Blundell and Bond (1998) suggested first differencing not on 

the regressors, but rather on the instruments, a choice which results in 

increasing the efficiency (Roodman 2006). The latter approach, known as 

system GMM, is used here.

After the model’s estimation for both directions of causality, and for the 

different cross- section subsets identified from the first – fixed effects- based 

– causality tests, the Wald test is utilized in order to test the previously 

stated hypotheses. Table 7.3 presents the results of this analysis.
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190 The geography of the Internet

GMM estimators validate only one direction of causality: when all the 

cross- section units are included in the analysis, GMM verifies that the 

direction of – the non- homogeneous – causality runs from the Internet 

backbone capacity to the GDP per capita. The same applies when the 

analysis only includes the cross- section units for which the first causality 

tests indicated a unidirectional relation from the degree centrality to the 

GDP per capita. However, this is not the case when the analysis is focused 

on those cross- section units for which there is evidence for reverse causal-

ity in the first stage of the analysis. For these cases, GMM did not confirm 

the initial results as, according to the GMM estimators, no causal relation 

can be identified for these cross- section units. It needs to be highlighted 

here that, for this case, only 40 observations were included in the regres-

sions. However, even when all the cases are included in the analysis, the 

reverse relation with the causality running from economic development to 

the Internet infrastructure is not significant. Therefore, and also because 

of the robustness of GMM against endogeneity, the reverse causal rela-

tionship for these eight cases cannot be verified here. Finally, GMM con-

firms the previous results for those cross- section units for which no causal 

relationship was proved.

The geographical representation of the results (see Figure 7.1) is also 

interesting. Maybe the pattern is not clear- cut, but still there is a visibly 

higher concentration of city regions with a significant causal relationship 

running from the Internet infrastructure to the economic development 

level in the Northern part of Europe.31 Conversely, for most of the city 

regions located in the Southern part of Europe (the Iberian Peninsula 

and the Mediterranean arc), and also for some of the Eastern and Central 

European city regions, there is no statistically significant causal relation 

between Internet infrastructure and the economic development level. 

Thus, an emerging North–South divide for the role of the Internet infra-

structure as a significant – causal – predictor of regional economic devel-

opment is the main outcome of the analysis.

7.4 DISCUSSION

The results of the above analysis are in accordance with previous studies 

dealing with ICT and (regional) economic development, which were 

presented in Table 2.4. Additionally, the heterogeneous nature of the 

causal relationship between the Internet infrastructure and regional eco-

nomic development concurs with Capello and Nijkamp’s empirical results 

(1996b, p. 26) that “mere accessibility to advanced telecommunications 

infrastructure and services does not necessarily lead to a better corporate 
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192 The geography of the Internet

and regional performance”. Certainly, as happens with infrastructure 

in general (Banister and Berechman 2003; Huddleston and Pangotra 

1990), digital infrastructure is a necessary, but not a sufficient, condition 

for economic development (Gillespie and Robins 1989; Graham 1999; 

Gibbs and Tanner 1997; Hackler 2003). The lack of a causal relationship 

running from the digital infrastructure capacity to economic development 

in 28 out of 48 city regions might have occurred because of the lack of the 

other necessary, but sufficient, factors for economic development. Such 

critical factors can be grouped under the term “absorptive capacity”. This 

notion – borrowed from administrative science – can be identified here as 

the ability of a city or a region to “recognize the value of new informa-

tion, assimilate it, and apply it to commercial ends” (Cohen and Levinthal 

1990, p. 128). This “digital” absorptive capacity enables a city or a region 

to utilize the digital infrastructural capital in the production process and 

generate positive impacts in the local economy. In other words, absorp-

tive  capacity can be approached in this context as the “organizational, 

managerial, technical and strategic knowledge, which is not present 

everywhere, and is not at all a public good”, but is necessary in order for 

the advantages of ICTs to be materialized (Capello and Nijkamp 1996a, 

p. 226).

From a geographical standpoint, the spatial heterogeneity in the exist-

ence of a causal relationship can be explained by the spatial differentiation 

of the regional capacity. Indeed, this emerging North–South divide in the 

significance of the causal relationship corresponds to the well- established 

socio- economic North–South divide in Europe which is related to, among 

other things, differences in economic development level and prosperity, 

technology adoption, innovation and human capital level (e.g. Cutrini 

2010; Rodríguez- Pose and Tselios 2009; Paci and Usai 2000; EC 1999). 

In short, it seems that it is more difficult for the South of Europe to take 

advantage of the Internet infrastructure and use it as a development tool, 

in contrast to the higher efficiency in exploiting this infrastructure that is 

observed in the Northern part of Europe.

To illustrate this situation in a more formal way, Table 7.4 presents 

the results of an auxiliary regression, the dependent variable of which is 

a binary variable indicating the existence, or not, of a causal relationship 

from digital infrastructure to regional economic development. The regres-

sors here are the three variables used as proxies for absorptive capacity at 

the city- region level: the gross value added (GVA) of the tertiary sector 

as a percentage of the total regional economy, reflecting the intensity of 

the service economy; the number of registered patents in high technol-

ogy, which denote innovative regional environments; and the number of 

students as a percentage of the total number of student in each country, 
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which represents knowledge intensity. In addition, a control variable was 

also used to account for that part of the tertiary sector which is related 

to the tourism industry, and is not related to the digital economy.32 For 

this reason the number of beds per region was used. It also needs to be 

mentioned that all variables used were the average of the period 2001–06.

The results of the logit model confirm the foregoing discussion. The 

Internet infrastructure appears to generate significant positive effects 

for regional economic development in places where: the (non- tourism) 

service industries represent a vital component of the regional economy; 

intensity of high- technology patents registration is observed; and there is 

a concentration of university students. These results are preliminary and 

further analysis needs to take place in order to understand in depth the 

factors behind the absorptive capacity in a digital economy framework. 

Nonetheless, the logit model provides a preliminary authentication of the 

critical framework factors which are necessary for a city region to take 

advantage of the digital infrastructure.

7.5 CONCLUDING REMARKS

The analysis has revealed in general that the Internet infrastructure 

does not follow, but precedes economic development. Indeed, it would 

have been an oversimplification to conclude that the topology of such a 

Table 7.4 Auxiliary logit model

Dependent var.: significant or not causal relationship (degree Ë gdp pc, binary)

GVA in services 24.337

(8.506)***

Beds −0.00004

(0.000)**

high tech 0.008

(0.004)**

Students 0.04

(0.015)***

Constant −20.227

(6.762)***

Observations 48

Pseudo R2 0.396

Note: Standard errors in parentheses. * significant at 10%; ** significant at 5%; 
*** significant at 1%.
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194 The geography of the Internet

complex system as the Internet is merely based on the level of economic 

development. Although the Internet backbone providers incorporate 

expectations for demand in their location strategies, demand for such- 

high tier digital infrastructure is not based purely on the level of economic 

development. On the contrary, location strategies can be approached as 

an amalgamation of the expectations for demand and the topological con-

straints governing the efficiency of the IBNs (Tranos 2011).

This analysis does not come without limitations. Granger causality is 

an imperfect method for approaching causality issues, just like any other 

method (Hood III et al. 2008), with its bivariate nature being the main lim-

itation. To increase the robustness of our analysis, a two- level approach 

was adopted here: a bivariate OLS, and a dynamic GMM framework for 

Granger causality tests. All of these indicate a causal relation running 

from the Internet infrastructure to regional economic development, and 

address the heterogeneity of regional space. Nonetheless, future research 

should elaborate on the present results and expand the Granger causal-

ity analysis to a multivariate framework in order to control for other 

factors, which affect regional economic development and the topology of 

cyberplace.

In total, the findings of the analysis are backed up by the literature and 

can be used as a justification for the inclusion of digital infrastructure in a 

local policy framework for stimulating the economy. This discussion takes 

place in the following and final chapter of this book.
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8. Conclusions

The aim of this chapter is to summarize the key findings of this book, 

further discuss the results and link them with a policy framework. Firstly, 

based on the empirical results, the three research questions stated in the 

first chapter are briefly addressed here. Additionally, the contribution 

to the relevant literature is also highlighted. The next section focuses on 

policy recommendations based on the research’s findings. This chapter 

ends with ideas for a future research framework.

8.1  RESEARCH QUESTIONS AND FURTHER 
CONTRIBUTION TO THE LITERATURE

As analyzed in the first chapter, there are three main research questions 

which initiated this book.

RQ1: How is the Internet infrastructure allocated across the European 

city- regions?

As explained in Chapter 3, in order to approach the Internet infrastruc-

ture, the international Internet backbone network (IBN) was studied. The 

geographical analysis firstly highlighted this infrastructural network’s ten-

dency to expand over time, including more links and also connecting more 

cities. Interestingly enough, the European part of the network appears to 

grow faster than the network of the extra- European links. Additionally, 

if the capacity of the backbone links is not taken into consideration, the 

IBN appears to be moderately centralized. However, when the capacity is 

included in the analysis, the network appears more centralized, indicat-

ing a higher concentration of the high- capacity links. From a geographic 

perspective, different roles were recognized for different cities, but one 

thing is for sure: over the six- year period, London was the main hub of 

the international IBN in Europe. Its importance is not limited only to the 

European part of the global network: London, along with New York, is 

one of the cities with the highest accumulation of bandwidth worldwide. 

Apart from London, Paris, Amsterdam and Frankfurt appear to be key 

locations for the topology of this network. Indeed, more than half of 
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196 The geography of the Internet

the total  bandwidth accumulated in European city- regions is allocated 

across these four city- regions. Regardless of the importance of these hubs, 

analysis showed that they are not important enough to hold the network 

together, as no clear evidence of scale- free network (SF) attributes were 

found. However, the existence of small world network (SW) properties, 

such as low average distance and high clustering coefficient, highlight the 

efficiency of this network. The latter though appears to be quite differ-

ent when technology (bandwidth) is excluded from the analysis and the 

focus turns on the topology of the IBN. Based on this analysis, the clear 

role of some cities as gateway locations for their hinterlands emerged. 

The important thing is that these hinterlands are not only independent of 

country borders, but sometimes overcome Europe’s borders and reflect 

post- colonial relations. Additionally the binary links also reflect location 

and physical geography, contrary to the bandwidth distribution which 

seems to be more related with economic geography.

RQ2: Which are the socio- economic factors that shape the distribution of 

the Internet infrastructure across the European city- regions?

The analysis identified a set of components which appear to affect the 

regional connectedness with and the installed capacity between regions 

because of the IBN. In brief, the importance of macroeconomic condi-

tions and especially market size, the influence of urbanization and world 

city- ness, as well as the negative effect of coastal and the positive effect 

of border regions, were highlighted as factors which significantly affect 

regional connectedness with IBN in Europe. In addition, the negative 

impact of distance in installed capacity was also identified with the use of 

a simple SIM. The latter highlighted the spatiality of the Internet despite 

the early discussions about ICTs and the death of distance.

RQ3: What are the impacts that the Internet infrastructure can generate 

on the development of city- regions in Europe?

The econometric modeling concluded that wherever a significant causal 

relationship between the Internet infrastructure and regional economic 

development exists, then the causality runs mostly from the Internet 

infrastructure to regional economic development. From the geography 

point of view, an interesting conclusion was the emergence of an almost 

North–South pattern of this causal relationship, with the Northern city- 

regions appearing to be more efficient in exploiting the installed Internet 

infrastructure. This geographic divide is related to the higher absorp-

tive capacity and intensity of the knowledge economies, which enables 
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Northern regions to take advantage of the highest tier of the Internet 

infrastructure.

Apart from the above empirical results, which directly correspond to 

the three research questions, this research further contributes to the rel-

evant literature. Firstly, as the Internet geography of Europe has not been 

explored in depth, this study is valuable in understanding how European 

cities and regions participate in this global infrastructural network and 

how they benefit by this network. Indeed, as highlighted in Chapter 2, the 

majority of empirical studies in the emerging field of the Internet geogra-

phy are concerned with the United States (US) IBN, but also the quanti-

tative data used in these papers only refers to the early 2000s. This study 

fills the gap of empirical research on the European Internet geography, 

but also presents and analyzes recent data after the telecoms crash of the 

early 2000s.

Furthermore, the explanatory analysis of connectedness and installed 

capacity of European regions is a contribution to the literature. As high-

lighted in section 2.3.2, apart from a very few exceptions, not many studies 

have attempted in the past to analyze the socio- economic reasons behind 

the distribution of the Internet infrastructure.

Additionally, this book contributes to the field of world cities research. 

The adoption of a relational approach – whenever this is possible – is a 

valid contribution due to the lack of such studies in this field (Taylor 2004; 

Short et al. 1996). In order to do so, this study contributes to the empiri-

cal justification of Castells’s (1996) space of flows, bringing to light inter-

urban relations to the extent that they are reflected in this infrastructural 

network. In short, this book contributes to bridging the gap between the 

theoretical work of Castells (1996), Sassen (2000a) and others, and the 

lack of empirical research about the emerging space of flows, as identified 

by Taylor (2004).

However, the Internet is not the only facilitator of the world city process 

and according to Taylor (2004) the first layer of the space of flows consists 

of both the Internet infrastructure and the aviation network: while the 

latter transports the main actors of the global city process – the manage-

rial elites as they are identified by Castells (1996) – the former transports 

the ideas and the products of the digital economy. Additionally, a great 

discussion has taken place in the communications geography literature 

about the link between telecommunications and transportation. The 

burgeoning question is whether and to what extent there are complemen-

tarities between the two networks. This book draws upon these points 

by comparing the topology and the geography of these two networks as 

well as explaining the differences and the similarities in the way these two 

networks facilitate the world city process. The empirical results of this 
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198 The geography of the Internet

analysis, such as the illustration of the different roles that different cities 

perform in these two networks, contribute both to the world city litera-

ture, but also to the communications geography literature.

In addition, the present research also contributes to the field of regional 

science. It not only confirms that the Internet infrastructure is a significant 

predictor of the level of economic development of regions in Europe, but 

it also verifies the existence of a significant causal relationship running 

from the Internet infrastructure to regional economic development. These 

empirical results are a contribution to the relevant literature for two 

reasons. Firstly, it is the first time, to my knowledge at least, that empirical 

research has confirmed such a causal relationship. Regional scientists, eco-

nomic geographers and urban planners have avoided including such net-

works in their research, because of their complex technical nature and the 

lack of relevant data. However, the radical expansion of the Internet and 

the digital economy increases the need to include this digital infrastructure 

in the research agenda. The robust results of this study can support this 

process. Secondly, there was always a debate about the direction of causal-

ity between infrastructural capital in general and more specifically within 

telecommunications – as was highlighted in section 2.5.6 – and (regional) 

economic development. This study contributes to this debate with the 

empirical results from the causality analysis.

To sum up, this study, apart from answering the three research ques-

tions by conducting empirical quantitative research tailored to the 

special needs of the study, also contributes to relevant but at the same 

time diverse fields of literature. Moreover, as will be illustrated in the 

next section, the empirical analysis of this book can also result in policy 

implications.

8.2 POLICY INSIGHTS

The same relatively limited interest that the research community has 

demonstrated for the link between ICT and (regional) economic develop-

ment applies to policy domain as well (Cohen- Blankshtain and Nijkamp 

2004; Graham and Marvin 1996). Hence, issues such as ICT, telecom-

munications, the Internet and the Internet infrastructure were neglected 

or misused by policymakers. A quite straightforward explanation for this 

relative lack of interest is the invisible and complex nature of this infra-

structure (Batty 1990; Graham and Marvin 1996; Hackler 2003), contrary 

to the visible nature of other more traditional infrastructural capital such 

as the various transportation networks. As explained in Chapter 2, digital 

infrastructure only becomes visible when it stops working (Star 1999). 
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And apart from the lack of institutional data and knowledge about ICT 

(Cohen et al. 2002), it could also be assumed that policymakers are reluc-

tant to invest in infrastructure that is not directly visible to their voters.

Apart from this book’s academic ambition in supporting and promoting 

the inclusion of ICT and the Internet infrastructure in the field of regional 

science, this study also aspires to justify and promote the inclusion of these 

elements in the local and regional development agenda. Indeed, this study 

has demonstrated econometrically that for some of the interconnected 

(with international backbone networks) European regions, the accumu-

lated bandwidth is a significant causal factor of economic development. 

The geographic analysis of the outcome of the econometric modeling and 

its interpretation using other relevant theoretical and empirical studies 

pointed out that the resulting North–South pattern is due to the spatial 

differentiation of the intensity of the knowledge economy and the regional 

absorptive capacity for exploiting this infrastructure.

The above findings can justify the inclusion of elements such as the 

Internet infrastructure in the local and regional development agenda. As 

literature suggests (Cieślik and Kaniewska 2004; Wolde- Rufael 2007), 

the existence of a causal relationship between ICT and economic devel-

opment, where the causality runs from ICT to economic development, 

can justify the inclusion of digital infrastructure in a policy framework 

for stimulating the economy. However, the non- homogenous character 

of the impacts of ICT on (regional) economic development is the main 

reason for policymakers’ misspecification about the investment on such 

infrastructure:

The impact of telecommunications technologies on regional development is not 
a straightforward mechanism. One of the greatest mistakes would be to expect 
a direct linkage between the supply of new technologies and economic and 
regional development. The link between these two elements, technology on one 
side and economic and regional development on the other, is a rather complex 
phenomenon. Its successful results stem mainly from a collection of essential 
elements which have to be present and have to be exploited in the right way. 
(Capello and Nijkamp 1996a, p. 235)

ICT- related policies can be divided into three groups regarding their 

strategic approach (Cohen et al. 2002):

 ● Direct policies. Such policies aim at promoting the availability and 

the use of ICT. They target both the supply and demand of ICT 

infrastructure and services. They include a variety of policy tools 

from strategic city plans for ICT implementation to policies for 

bridging the digital gap.
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 ● Indirect policies. This group of policies intends to achieve non- ICT 

goals with the use of ICT. For instance, the use of ICT as a tool for 

stimulating the (regional) economy is such an example. Again, both 

supply and demand- oriented policies are included here, such as the 

provision of ICT infrastructure – supply side – or e- governance- 

related services – demand side.

 ● By- the- way policies. These are policies of which the outcome only 

accidentally affects – directly or indirectly – the field of ICT. A well- 

known example in the literature is the US defense industry, which 

pushed ICT developments such as the Internet, but the policy goal 

was far from ICT- related (Markusen 1988).

However, the implementation of an indirect ICT policy for enhancing 

regional economic activity which only focuses on the supply side might not 

be enough. The investment in infrastructure appears to be a precondition 

for economic development, but it cannot automatically result in enhancing 

economic activity via the micro and the territorial effects described above 

(Gibbs and Tanner 1997; Gillespie 1991). Hence, as highlighted above, 

the supply- side policies should be accompanied by an existing regional 

capacity for exploiting this production input or/and by direct demand- side 

policies in order to advance this regional capacity.

However, unlike transport infrastructure, this precondition for develop-

ment is mostly in the hands of the private sector (Priemus 2007). Telcos 

decide where and how they roll out their networks based on market assess-

ments. The outcome of this process is usually the cumulative strength-

ening of the core regions and the resulting widening of the quality gap 

between core and peripheral regions in terms of connectivity, which in 

the long term might turn out to be a substantial burden for development 

(Camagni and Capello 2005). The question is whether and how could 

policy makers react in this process. Literature suggests the adoption of a 

moderate interventional approach in order to correct the outcome of the 

market forces (Cohen- Blankshtain et al. 2004) and the inclusion of ICT 

in urban policies (Horan and Jordan 1998; Couclelis 2000; Cohen et al. 

2002). Indeed, recently cities have started being proactive in improving the 

level of ICT infrastructure in their territories (Hackler 2003). Examples 

include extension of the municipal Internet broadband networks, partner-

ship with private telecom firms to extend their fiber networks, the building 

of networks and opening to Internet service providers (ISPs) (Cohen- 

Blankshtain and Nijkamp 2004; van Winden and Woets 2004), as well as 

a number of European Union (EU) initiatives (Capello and Spairani 2008; 

Camagni and Capello 2005).

To sum up, this research suggests that the level of the Internet infra-
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structure – at least as this is reflected in the accumulated international 

Internet backbone capacity – is a significant causal factor for economic 

development, and because of this attribute policymakers can use it as a 

means for stimulating the regional economy. However, two difficulties 

arise. Firstly, the effect of such infrastructure is not homogenous. Despite 

the importance of this infrastructure, not all places can benefit by this pre-

condition for development. Regional capacity and related policies as well 

as other demand- side policies are necessary in order for a city or a region 

to exploit such endowment. Secondly, as this infrastructure is mostly a 

responsibility of the private sector and policymakers are not fully aware 

of its special (technical and non- technical) attributes, it is difficult to inte-

grate such policy goals into urban and regional policies. Indeed, “ICT is a 

young concept, and ICT policy- making is still in its infancy” (Cohen et al. 

2002, p. 34), but still, according to Martin (2003), investments in ICT are 

preferred to financing highways as it promotes technological convergence 

among regions with the use of public programs for telecommunications, 

the Internet and training of human capital.

8.3 EPILOGUE

The main aim in conducting this study was to explore the spatiality of the 

Internet, which is a technical system with strong topological attributes. 

Nonetheless, behind these characteristics there is an almost hidden spatial 

and territorial dimension, which has been largely neglected by both 

researchers in the spatial sciences and practitioners. In accordance with 

other studies located in this small, but still active and emerging research 

field of Internet Geography, the present book has attempted to reveal 

some of these hidden geographic attributes of the Internet.

Although spatiality is usually not an issue in the discussion around 

the Internet, this book aimed to address this viewpoint by approaching 

the Internet infrastructure from a spatial perspective, despite the concep-

tual and technical difficulties. The novelty of this book lies not only in 

the spatial perspective, but mostly in the effort to quantify these issues 

through an evidence- based modeling approach. While research focusing 

on the Internet from a real- world geography perspective is not new in the 

literature, hard evidence deriving from modeling exercises has not yet been 

extensively utilized.

What this book has not touched upon is the inter- city Internet Protocol 

(IP) flows because of the lack of relevant data. Such a study could reveal 

the actual city- to- city interactions in a high spatial and temporal resolu-

tion. Advances in network science would enable the study of the dynamics 
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of IP (inter)urban interactions, revealing important information about the 

economic nature of these flows (Nagurney and Qiang 2009). However, 

it is difficult to gain access to such data. As mentioned above, although 

telcos collect such data for network calibration, access is usually restricted 

due to competition reasons. Additionally, there is no central author-

ity with responsibility for collecting data on traffic flows (Kende 2000). 

Nonetheless, recent examples of partnerships between telcos and research-

ers from the fields of geography, planning and regional science raise 

confidence for the feasibility of such research projects. Examples include 

the MIT SENSEable City Laboratory NYTE project, which focused on 

mapping IP flows between New York City and the rest of the world (Ratti 

et al. 2008), but also advances in utilizing data from mobile phone opera-

tors (e.g. Ahas et al. 2007; Lambiotte et al. 2008; Reades et al. 2009).

To conclude, despite the inherent difficulty in approaching the Internet 

from a spatial perspective, the above analysis revealed not only the spatial 

dimension of the Internet, but also the interrelation between the so- called 

“placeless” Internet and spatial configuration. This overall finding leads 

to the final point of this book. Geography, planning, regional science and 

spatial sciences in general cannot afford to ignore the digital revolution 

and the intensification of the digital economy, for two reasons. Firstly, 

new digital phenomena, such as the Internet, have spatial reflections that 

need to be approached from a geographic standpoint. The spatial analysis 

of IP flows is such an example. Secondly, the profusion of new bottom- up 

data derived from digital sources, such as ISPs and mobile phone opera-

tors, enables the research community to study and quantify traditional 

geographic questions from a new perspective, achieving greater spatio- 

temporal resolution. From a policy perspective, such analytical efforts will 

enable researchers to inform policymakers and to include digital themes 

in the local policy agenda. For these two reasons, a focus on an e- regional 

science, which will address digital phenomena from a spatial perspective 

and utilize digital data to approach traditional geographical questions, 

appears as an exciting outlook.
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Notes

 1. Nevertheless, the above hypothesis has some limitations, which will be discussed in 
detail in Chapter 3, where this study’s main data is presented. 

 2. According to Taylor (1997), the two different types of relational data that can be found 
in the literature are the flows between cities and the organizational links between them. 
For his seminal work presented here (Taylor 2004), the second type of relational data is 
used. 

 3. Other terms used to approach this phenomenon and not analyzed here are: “the weight-
less economy” (Quah 1996), “virtual economy”, “e- economy” and so on. 

 4. It should be noted that the long cycle theory did not originated with him but rather with 
other earlier economists such as the Dutch Marxist Van Gelderen, who introduced this 
idea in 1913, 13 years before Kondratieff (Freeman and Soete 1997; Mumtaz 2003).

 5. The part of knowledge which is not “codifiable” is identified as tacit knowledge and is 
embodied in practices, people and networks (Maignan et al. 2003). 

 6. It was developed by Ray Tomlinson in July 1970 (Castells 2001). 
 7. Apart from capital, classical economics identify land (or natural resources) and labor as 

the three basic resource categories. The appropriate combination of them leads to the 
production output and income (Biehl 1991).

 8. Face- to- face communication can be divided into two components: the “conversation” 
and the “handshake”, with the former being the “metaphor for simultaneous real- 
time interactive visual and oral messages”, and the latter for the physical co- presence 
(Leamer and Storper 2001, p. 4). ICTs can only decrease the cost of the conversation 
component.

 9. For simplification reasons, routing is excluded from this argument. In reality part of 
the installed capacity in a city is used for routing purposes and does not reflect direct 
city- to- city digital interactions.

10. NUTS stands for Nomenclature of Territorial Units for Statistics and represent the 
official territorial units for the provision of regional statistics (EC 2009). NUTS 2 
regions have a more regional character, while NUTS 3 are closer to a metropolitan area 
or a city- region.

11. The Social Network Analysis software UCINET was utilized for this purpose (Borgatti 
et al. 2002).

12. In network analysis terminology “distance” does not refer to Euclidean distance, but 
to the number of nodes that separate any two nodes. And because usually there are 
plenty of different ways to connect any two given nodes (also known as a “walk”), 
we usually focus on the shortest distance, known as “geodesic distance” (Nooy et al. 
2005). Some studies use the term “diameter” to name the above measure. For the needs 
of the present study, the term “diameter” is used to express the longest distance in the 
network.

13. Time series are differentiated by panel data because it lacks the cross- section dimension 
(Maddala 2001).

14. The “pentagon” is the core area of the European Union (EU) and is defined as “a 
geographical zone of global economic integration” (EC 1999). It is encompassed by 
London, Paris, Milan, Munich and Hamburg.

15. The points marked with the star symbol represent backbone links with capacity greater 
than 1.5 inter- quartile ranges. 

16. These are: Frankfurt, Hamburg, Stuttgart, Karlsruhe, Düsseldorf, Munich, Nuremberg, 
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Berlin, Hameln, Hannover, Cologne, Saarbrucken, Krefeld, Dortmund, Dresden, 
Ehingen and Hilden.

17. It should be highlighted here that the increase in the non- normalized centrality is not 
independent from the technology improvement and this is the reason why the normal-
ized one is usually used.

18. New York is the main exception to this. Even if only its backbone links with Europe are 
taken into consideration, its weighted degree centrality is equal to 46 percent of London 
centrality. This would enable New York to take the fifth position in the relevant rank 
for the European cities

19. Economies of scale are related here with the extension of the network (Dobruszkes 
2006).

20. In reality, the installed “lit” capacity exceeds current average demand both due to 
infrastructure overbuild and because backbone capacity is designed to accommodate 
pick data packet flows which are much higher than the average. However, there is no 
evidence that this mismatch is spatially differentiated and existing lit capacity appears 
to be a fairly good proxy for the demand for intercity Internet communications.

21. Clustering coefficient is the ratio between the existing numbers of edges among a node’s 
nearest neighbors and the maximum number of these edges (Albert and Barabási 2002).

22. For the Internet backbone network s metric was lower (0.596–0.651).
23. The area enclosed by a pentagon with its corners being the cities of London, Hamburg, 

Munich, Milan and Paris, often used to denote the “core” area of Europe.
24. In total, 153 unique country- to- country effects have been identified over the six- year 

period.
25. Following Hood III et al. (2008), the instantaneous case (the current value of x is 

included as a regressor) is excluded from the model because of a potential simultaneity 
problem.

26. Regressions coefficients are allowed to change from lag to lag.
27. The values are −1.612 for degree centrality and −0.328 for GDP per capita, both signifi-

cant at the 1 percent level.
28. Owing to the limited time dimension of the panel data (T 5 6), testing for p . 2 was not 

possible as it would lead to a major decrease of the observations.
29. Because models with more than one lag have already been excluded from the analysis, 

this hypothesis in reality tests the equality across cross- section units in t − 1 (bi 5 bj
) .

30. While Shiu and Lam (2008) and Hartwig (2010) divide regions into groups based on 
geographical or economical reasons, this chapter divides regions into groups based on 
the results following the method of Hurlin and Venet (2003).

31. An attempt was made to perform the GMM- based causality analysis using a clear 
North–South division, following Shiu and Lam (2008) and Hartwig (2010). However, 
no significant results were produced based on such division, and therefore the division 
resulting from the first- stage causality analysis was used instead.

32. Other service industries are also not related to the digital economy, but tourism indus-
tries tend to concentrate in specific locations, creating an extensive bias when the focus 
is to capture other non- tourism services.
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