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FOREWORD

Sustainability is a new discourse aimed at promoting a new strategy in the development of
energy, water and environmental (EWE) systems. It is becoming increasingly clear that
the quest for sustainable development requires integrating economic, social, cultural,
political, and ecological factors. It requires grassroots initiatives, as well as simultaneous
consideration of the local and global dimensions, and of the ways by which they interact.
It also requires broadening of the space and time horizons to accommodate the need for
intra-generational as well as international equity. The behavior and properties of a EWE
system arise not merely from the properties of its component elements, but to a large
degree also from the nature and intensity of their dynamic interlinkages. It has become
evident that the complexity of these problems requires enhancement and deepening of the
understanding of the implications of the different aspects of sustainability. Resources,
economy and environment are the key components that affect the quality of life on our
planet. It has also been recognized that the social aspect, including information exchange,
is of fundamental importance in understanding sustainable development. In this respect
the 3™ Dubrovnik Conference on Sustainable Development of Energy, Water and
Environment Systems held in 2005 have offered the best opportunity for the
dissemination, exchange and promotion of new ideas for interdisciplinary, multi-cultural
and multi-criteria evaluation of EWE systems.

Consequently, the main objectives of the conference were:

e Development of new methods for the analysis and evaluation of EWE systems (such
as emergy and exergy analysis, life cycle assessment, ecological footprint, MIPS,
etc.).

e Analysis of potential scientific and technological processes addressing the
interactions between energy, water and environment.

e Promotion of a new field of sustainability science that seeks to understand the
fundamental character of interactions between EWE systems and society.

e Development of inter-disciplinary partnerships bringing together leading experts in
physical, life, and environmental sciences, engineering, economics, and social
sciences and informatics.

e Development of models of energy, water, and environmental systems, and their
evaluation.

e Enhancement of methodologies for assessing the comparative sustainability of
different EWE systems options, taking into account economics, environmental
resource use, and social validation.

Among the number of the presented papers those which have met the standard of the
reviewing procedure adapted for this volume are selected.
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The Proceedings comprises of the following chapters:

Sustainability Science.

Energy Policy and Planning.

New Renewable Energy Sources and Energy Efficiency.
Energy Cogeneration.

Water Management.

Water Desalination and Treatment.

Environment Assessment and Evaluation.

Environment Managment.

The leading articles in each chapter are contributions from important authors in field.

It has to be recognized that without support of UNESCO this volume will not be
available. In this respect the editors of the Proceedings of the Third Dubrovnik
Conference on the Sustainability Development of Energy, Environment and Water
Systems are very pleased to express our admiration to the His Excellency Mr. Koichira
Matsuura, the Director General of UNESCO for his effort in supporting sustainable
development on our planet.

The support of FEuropean Commission INCO programme, of Hrvatska
elektroprivreda d.d. — Zagreb and of Ministry of Science, Education and Sports of the
Republic of Croatia is acknowledged.

The editors of this volume would like to express high appreciation to the Members of
the Scientific Advisory Board of the Conference in promotion of the Conference.

It is the great pleasure of editors to recognize active role of the Members of
International Scientific Committee in promotion and reviewing papers. The authors of the
papers deserve high appreciation for their cooperation in the preparation of the
manuscript of this volume. It is our obligation to recognize great contribution of the
Organizing Committee.

Editors:
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SUSTAINABILITY AND SAFETY EVALUATION OF
ENERGY SYSTEM

NAIM H. AFGAN

Instituto Superior Técnico, Technical University of Lisbon, Av. Rovisco Pais
Lisbon, P-1049-001, Portugal

MARIA G. CARVALHO

Instituto Superior Técnico, Technical University of Lisbon, Av. Rovisco Pais
Lisbon, P-1049-001, Portugal

In the assessment of long term behavior of the complex system we have to introduce notion of
sustainability as the measure for the quality of the system. It is defined as the quality which is
measuring the ability of our society to secure and not compromise the ability of future generation to
have quality of the life at least the same as our generation. The safety property of complex system is
immanent to any system. It reflects quantitative merit for degradation of the system. Also, it includes
rate of changes for any process leading to degradation of the system. Environmental degradation is
among the most pressing global issues confronting modern society. Sustainability and safety are
linked with the similar essential idea to prevent degradation of the quality of the system. The
sustainability is defined as the aggregation function of physical, social, technological, environmental
and resources parameters. The safety is time derivative of the sustainability index. Demonstration
examples of application of the multi-criteria in evaluation Sustainability Index and Safety Index of
the system proves that the evaluation of complex system is involved in sustainable development
research with associate uncertainty suggesting that the research should move toward the search for
general principle and guiding questions for new investigation.

1 Introduction

The vulnerability of modern world is an important issue to our humanity. For this reason
it is of great importance to understand the state of system which may lead to the
hazardous degeneration of any life support systems [1]. We now live in the world with
treats that most of our sophisticated man made systems may become source of the
hazardous species which may effect human lives. Fundamental safety consciousness is a
challenge for understanding the need for the development of appropriate methodology for
the assessment and evaluation of potential standard for safety. We are witnessing
everyday that the safety notion is a key issue in human life. It has effects with individual
and collective consequences in long term and short term span of time.

The development of sustainability science has become ultimate goal of modern
society [2]. Like any other knowledge the safety science is cumulative resource of human
history. Number of hazardous events is increasing which may be justified as consequence
of the need for the better understanding individual events as much as the notion of
collective properties of life support systems. It is immanent to any life support system to
be described with the respective properties representing collective set of individual



indicators. Relation between the safety properties of complex system and any other
property of complex system is the fundamental quality indicator of the system.

In the assessment of long term behavior of the system we have to introduce notion of
the sustainability as the measure for the quality of the system [3,4]. It is defined as the
quality which is measuring the ability of our society to secure and not compromise the
ability of future generation to have quality of the life at least the same as our generation.
This measurement is aimed to facilitate control of the steady state of our systems. The
safety of any system is closely linked to the change of quality of the system. It is known in
thermodynamics that any change of the entropy of the system is directed to its maximum.
If we look at the global scale of complex systems the maximum entropy will mean the
death of the system. If we consider complex system defined with sustainability as the
indicator of its quality, it is logical to assume that the time change of sustainability of the
system may be used as the measure for the potential changes of safety of the system. Even
it was accepted that present science is not in position to allow us to explain or model the
complex system in the world, in the past number of years the attention was focused to
study phenomena that seemed to be governing the spontaneous appearance of novel
structure and their adoption to the changing environment [5]. Most of the life support
systems are convoluting to the formation of the new structure and require a new approach
in the evaluation of the system. The complexity of the systems is increasing in current
decade. There are many reasons. Among those are: ontological changes, epistemological
changes and changes in the nature of decision making. Sustainability development
requires integrating economic, social, cultural, political and ecological factors. From the
scientific viewpoint there are two basic tasks: one of the most important is the
identification and understanding the linkages between different factors and different
scales that originate the possible changes in one component of the system into other parts
of the system. Other task is understanding the dynamic of the system.

Environmental degradation [6] is among the most pressing global issues confronting
modern society. Investigation of the potential capacity of the complex system to cause
environmental degradation is an important goal of modern science. Study of these
problems has imposed the demand for the assessment of safety properties of complex
system [7]. In this respect definition of the safety property of the system is the essential
parameter which define the adaptability of the system to its surrounding. Since
sustainability of the complex system is by itself its property of the system, it is acceptable
to take the sustainability change as the property indicator for the safety of the system.

Sustainability and safety are linked with the similar essential idea to prevent
degradation of the quality of the system. As sustainability is defined as the aggregation
function of the physical, social, technological, environmental and resources parameters it
can be defined that the safety is time derivative of the sustainability indicators. Abrupt
change of the sustainability will lead to the disastrous degradation of the system.
Similarly, it can be taken that any adverse change in the sustainability indicator as the
respective measure for the safety degradation of the system.



2 Sustainability

Sustainability comprise complex system approach in the evaluation of the system state.
By its definition sustainability include definition of quality merits without compromising
among different aspect of system complexity. It is of paramount importance for any
system as the complex system to quantify elements of complexity taking into a
consideration various degree of complexity. As regards complexity elements of the
system it can be codified as the specific structure reflecting different characteristics of the
system as shown in Figure 1.

Any process is characterized by the entropy production as the measure of the
irreversibility of the processes within the system. So, the complexity element of the
system is reflecting internal parameter interaction can be defined by the entropy
production in the system. In the complexity definition of system one of the element is
entropy generation on the system or exergy losses in process [8].

Complexity elements of the economic indicators are structured in different levels are
intrinsic to the specific levels and are measured in different scale. In the classical
evaluation of system the economic merits are of primary interest. Since the economic
quality is reflecting optimization function imposing minimum finale product cost, there
are a number of parameters which are of interest to be taken into a consideration in the
mathematical model for the determination of the optimized values of required for its
evaluation.

Mutual interaction between the system and its surrounding is immanent for any life
support system. As it is known the system is taking material resources from the
surrounding and disposing residual to the environment. Among those residuals are the
most important those which are in gaseous form and are dissipated to the environment.
Also, most of the energy system is disposing low entropy heat to the environment.

The social element of complexity of the system is property of the complex system. In
the social aspect of the system is included risk of environmental changes, health and
nuclear hazards and may have to deal with a compounding of complexity at different
level. Also, under social constrain reflecting social aspect of complexity of energy system
are added values which improve the quality of the human life.

The technology quality of the system is the element of the complexity of the system.
It may be defined and qualified as the potential upgrading of the individual part of the
system and also as the interrelation among the elements. In the language of complex
system this property can be understood as the inherent creativity of spontaneous
appearance of novel structure. Thermodynamically, information introduced in the system
is the negentropy as the result of the change in the structure of system leading to the
better performance.
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Figure 1. Sustainability Index Structure.

3 Safety

In the decade from 1991-2000, natural disasters killed a reported 665,598 people,
probably an underestimate. And every year over 211,000 people are affected by natural
disasters - two-thirds of them from floods. The number of weather-related disasters
(droughts, floods and storms, for example) has doubled since 1996 while the number of
geophysical disasters (e.g. earthquakes and volcanic eruptions) has remained steady over
the last decade. And while floods cause the most damage, earthquakes run a close second,
causing nearly US$270 billion of damage in the decade from 1991-2000.

The risk of natural disasters is often known and some preventive measures can be
taken to protect human life, using selected materials and practices for building, avoiding
flood-prone areas, etc. But it is often impossible to protect historic monuments from
damage. Local authorities might also draw up a disaster action plan that could include
briefing emergency services on how to limit the damage.

The safety of complex system property is immanent to any system. It reflects
quantitative merit for the degradation of the system. Also, it includes rate of changes for



any process leading to degradation of the system. It may be seen as the potential property
predicting total degradation of the system. It is commonly known that any degradation of
the system precede the changes of the main properties of the system. Since sustainability
is a complex property of any system the description of the sustainability change in time
scale will lead to the possibility to define those rates of changes which may have different
consequences. There are different disasters which are reflection of the specific causes. For
life support systems they are classified depending type of disasters. Figure 2 shows
participation of the type of disaster in the total number of disasters [9].
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Figure 2. Disaster Statistics.

Taking into a consideration the change of individual elements of complexity we can
design quantities which are of importance for definition of the potential states leading to
the degradation of the system. In this respect we can analyze all elements of the
complexity of the system and their change in the time scale.

Any process in the system is characterized with the entropy production as the
measure of the irreversibility of the processes within the system. The stationary state of
the process is characterized by the constant entropy production [15]. Non linearity of any
process leads to the very fast degradation of the system. Typical example of this type of
process is explosion. So, the rate of changes of entropy production in the system can be
taken as the characteristic quality of the system which describes safety of the system.

The change of economic elements of indicator is intrinsic to the specific
characteristic to be measured in the time scale. The time change of the economic
indicators is common to the classical evaluation of system. Any crises of the economic
system is preceded by corresponding changes in the economic indicator of the system.
Qualitative measurement of these indicator changes may lead to the forecast of the



economic crises which is only one element of the potential disastrous changes of the
system effecting its safety. Figure 3 shows schematic presentation of Safety Index.

SUSTAINABILITY
INDEX
at ty

SUSTAINABILITY
INDEX
att,

SAFETY INDEX

l

Figure 3. Schematic presentation of Safety Index.

The mutual interaction between the system and its surrounding is immanent for any
system. The changes in the interaction rate will effect the safety of the system. If this
processes are in steady state it can be considered that the system safe. As good example
for this type of changes of indicators is the interaction of the system and its surrounding in
the case of radioactive leaks from the nuclear facilities, which may lead to the hazardous
consequences.

The change of social element of complexity of the system is property of the complex
system. The social aspect of the system includes the risk of environmental changes, health
and nuclear hazards and may have to deal with a compounding of complexity at different
level. It is of interest to notice that some of the social changes are an inherent
characteristic of the system. As example we can take any strike which is result of the
economic changes of the system. Similar example can be seen if there is sudden change in
the environment which will lead to the social disturbance.

4  Multi-criteria Evaluation of Sustainability and Safety

The complex system requires special methodology for the evaluation. Since complexity of
the system is closely related to the multi-dimensional space with different scale, the
methodology has to bear multi-criteria procedure in evaluation of the complex system.

The method for multi-criteria evaluation and assessment of complex system has
proved to be promising tool for the determination of quality of the system. Even it was
shown that there are some deficiencies in the presented method, it is a new route in
tracing future analysis of complex system.



Sustainability comprises complex system approach in the evaluation of the system
state. By its definition, sustainability includes definition of quality merits [10, 11]. It is
important for the assessment of any complex system to quantify elements of complexity
taking into a consideration various degree of complexity. The complexity elements of the
system can be codified as the specific structure reflecting different characteristics of the
system [12, 13]. It should include description of the interaction of internal parameters of
the system and the system interaction with the different aspect of socio-economic-
environment of ecosystem. The adoption of system to its surrounding leads to the
physical, social and environmental interaction between the system and its surrounding. If
there are number of different systems to be compared taking into a consideration potential
behavior of individual system in the same surrounding there must be potential option
which will give quantified quality priority among the system under consideration.

In order to define quantities which are used as measuring parameters in evaluation of
the systems a following definition of qualities are adapted [14].

4.1. Resource Quality

Complex system is composed of number of elements which are connected with the aim to
perform specific function, The organization of the system elements is reflecting optimized
structure of the system following specific pattern. The material conversion
characterization is thermodynamically justified process with optimal internal parameters
of the system. In this respect the quantification of thermodynamic quality of the system is
reflecting number of parameters which are defining the design of the system. Otherwise, it
can be stated that the complexity element of internal processes in the system can be
defined as the quality of material conversion measured by the thermodynamic efficiency
of the system or any other parameter including integral parameters of thermodynamic
system [15]. The material conversion process is characterized by the entropy production
as the measure of the irreversibility of the processes within the system. So, the complexity
element of the system reflecting internal parameter change and can be defined by the
entropy production in the system [16]. Lately it is becoming popular to make exergy
analysis of the system as the tool for the quality assessment of the system as whole and
also determine exergy losses in individual elements of the system [8]. In this case the
complexity element is entropy generation on the system or exergy losses in conversion
process.

4.2. Economic Quality

Any complex system evaluation has to include economic validation of the product
and it has to be the basic building block of the assessment procedure [17]. Also, it is
indispensable element of the complex system. The quality of complex system has to
comprise the economic validation of the system as the element of complexity. The main
characteristic of the economic quality of the system is defined by the parameters
comprising individual sub-elements of complexity reflecting economics of the system
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product. It is usually accepted to determine the economic indicator as the reflection of
those sub-elements of complexity which are in the different scale. For this reason
formation of fuzzy set of indicators for the consideration of energy system options is not
trivial and has to reflect different conception of the system. Complexity elements of the
economic indicators are structured in different levels are intrinsic to the specific levels
and are measured in different scale. Since the economic quality is reflecting the
optimization function imposing minimum finale product cost, there is a number of
parameters which are of interest to be taken into a consideration in the mathematical
model for the determination of the optimized values required for its evaluation [18].

4.3. Environment Quality

Mutual interaction between the complex system and its surrounding is immanent for any
life support system [19]. For the complex system there are number of interaction which
are defined by the respective parameters. On the first place, these interactions are the
effects of system on the environment. As it is known that every system is taking material
resources from the surrounding and disposing residual to the environment. Among those
residuals are the most important those which are in gaseous form and are dissipated to the
environment. Also, most of the complex systems are disposing low entropy heat to the
environment. So the interaction between the system and environment is defined by the
amount of material and energy transferred. The assessment of these interactions between
the system and environment leads to recognition of the new element of complexity of the
system. The basic components of environmental complexity element will be used in the
assessment of the quality of individual system among the number of options under
consideration. Every complex system is entity with the strong interaction with
environment. There are ontological changes i.e. human-induced changes in the nature
proceeding at unprecedented rate and scale and resulting in grooving connectedness and
inter dependency. Molecules of carbon dioxide produced in the energy system leads to the
global climate changes and adding new element to the complexity of energy system.

4.4. Technological Quality

The complex system structure organization is subject to the constant development in
order to improve its functionality and performance quality [20]. The adoption of the
system to the new requirement is complementary to the organization changes as the
property of the complex system. The assessment of technological development implies
adaptability of complex system to its evaluation. Information technology has
demonstrated that its application to any system can lead to the intelligent system with self
controlling ability. The potentiality for further improvement can be seen as the
potentiality for self-organization of the system. This can be achieved with the use of
information knowledge, organization and also introduction of new processes. It may be
defined and qualified as the potential of the individual part of the system and also as the
interrelation among the elements. In the language of complex system this property can be
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understood as the inherent creativity of spontaneous appearance of novel structure..
Thermodynamically, information introduced in the system is the negentropy as the result
of the change in the structure of system leading to the better performance [22].

4.5. Social Quality

Social aspect of the complex system is important factor to define the quality of the
system. Beside the adverse effect of the system on the environment, there may be another
driving force for the social changes in the region [21]. It can bring new jobs, new
investment, new infrastructure and many other advantages in the region. This quality of
the system must be defined as the elements of the complexity of the system. The
interactions of the system with society are properties of the whole, arising from the
interactions relationship among the system and surrounding. With a number of options
under consideration the social element of complexity of the system will comprise integral
parameters and their evaluation. The social aspect of the system includes risk of
environmental changes, health and nuclear hazards and may have to deal with a
compounding of complexity at different level. Also, under social constrain reflecting
social aspect of complexity of system are added values which improve the quality of the
human life.

5 Indicators

In order to develop appropriate tool for the quality presentation of complex system, it is
of interest to introduce the notion of the indicators which are measuring parameters of the
respective quality [22]. Before, we will introduce individual indicators the agglomeration
procedure is described.

5.1. Hierarchical Concept of Indicators

As it was shown different complexity elements are expressed as the integral property of
the system. For the determination of these elements respective model are used based on
the mathematical description of the processes within the system.

Recently it has become necessary to make assessment of any system taking into a
consideration the multiple attributes decision making method. It has been exercised in the
number of cases the evolution of systems with criteria reflecting resource, economic,
environment, technology and social aspect [23, 24, 25]. A complex (multi-attribute, multi-
dimensional, multivariate, etc.) system is the system, whose quality (resources,
economics, environment, technology and social) under investigation are determined by
many initial indices (indicators, parameters, variables, features, characteristics, attributes,
etc.). Any initial indicator is treated as the quality’s, corresponding to respective criteria.
It is supposed that these indices are necessary and sufficient for the systems’ quality
estimation [26].

An example of graph-representation of a 2-height pyramidal hierarchy of indices is
pictured on the Figure 4.
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Figure 4. Graphical presentation of the algorithm for the sustainability evaluation of complex systems.
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5.2. Safety Index

If it assumed that the sustainability indicator is time dependent function , we can take
predefine time increment and determine Sustainability Index at the beginning and the end
of the time increment.

In this respect we can form respective data bases reflecting individual values of the
indicators for the specific time. Following the same procedure for the Sustainability Index
Increment for the specific time increment we will obtain change in the Sustainability
Index as measure of the Safety Index, Figure 5. If this procedure will be applied for the
different time increments the results obtained will give us possibility to justify Safety
Index as the property of the complex system. Introduction of block diagram is aimed to
show the procedure for the definition and determination of the safety index. As it can be
noticed the first step in this procedure is to define an increment of time for the collection
of the basic data to be used in determination indicators.
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Figure 5. Block Diagram for Safety Index.
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The safety in complex systems is an open question. We have described one approach

to achieving this goal that has been demonstrated on several real systems, including
energy environment and water systems [28, 29]. Safety, however, is not something that is
simply assessed after the fact but must be built into a system. By identifying safety-related
requirements and design constraints early in the development process, special design and
analysis techniques can be used throughout the system life cycle to guide safe software
development and evolution.
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Since the publication of »The limits to growth« as a report to the Club of Rome we know that we
have to adapt to living according to a new development paradigm: Instead of unlimited economic
growth which is appropriate for an open system with unlimited energy supply and natural resources
we have to develop a strategy of living in a »growth limited society«. This is so since we are at the
end of the »growth society« which started about 4000 years ago with the start of agriculture and
about 200 years ago with the »industrial revolution« and we are for the first time in history reaching
the ecological and other capacity limits of our planet. The realization of that is of a particular
importance now when Europe is entering a new development cycle. This cycle is on one hand driven
by demographic changes induced by an ageing population, globalization and the transfer of
production to countries with cheaper labour force and on the other hand by informatics, biosciences
and nanotechnology. The various possible scenarios of the future are shown and it is demonstrated
that a sustainable development and/or survival scenario is achievable if certain conditions are met.
Standardisation is important for sustainable development, because on one hand it assures quality of
measured data on environment and indicators of sustainable development and on the other hand it
helps in implementation of new environmentally friendly technologies.
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1 Introduction

Since the introduction of the sustainable development concept by the Brundtland
commission in 1987 [1] and Agenda 21 as an action plan for sustainable development in
1992 [2] there have been many attempts to measure sustainability using various
sustainable development indicators [3]. Sustainability implies a balanced development of
economy, society and environment in such a way that development with current
generation leaves at least the same or better chances for development also to future
generations. Sustainability is measured by international organisations, such as United
Nations or European Union (EU), with economic, social, environmental and institutional
indicators [3]. There have been also many academic attempts to measure sustainability. A
comprehensive overview of sustainability has been performed by the Initiative of Global
Leaders of Tomorrow Environment Task Force, which created the Environmental
Sustainability Index (ESI) [4, 5] and the Environmental Performance Index (EPI) [6].

Current development of Europe is driven by demographic changes induced by an
ageing population, globalization and the transfer of production to countries with cheaper
labour force as well as by informatics, biosciences and nanotechnology. Indeed, EU has
declared that its goal is to build a knowledge-based competitive economy by 2010 and to
become a knowledge-based sustainable society by the year 2025.

The two critical issues are over use of resources on one side and environmental
pollution on the other side, and they are interconnected. One of the most serious
environmental pollution issue is the emission of green house gases (GHG) connected with
the over use of oil resources. The significance of the Kyoto protocol limiting and reducing
GHG emission is more political than scientific and practical. The CO2 emissions
reductions that it requires — an average of 5.4 % below 1990 levels by 2008 — 2012 - are
extremely modest. The biggest emitter of green house gasses, the USA, which produces
25% of global CO2 emissions, has no plans to take part in the Kyoto agreement. Fast
growing countries — China and India — have no emission limits. Also European countries
which signed the Kyoto protocol, can do significantly more to decrease the use of
resources and to decrease pollution. Standardization in European Union would
significantly decrease the over use and pollution.

There are two important effects of standardization. On one hand standardization
assures that measured data on environment are accurate, and on the other hand
standardization helps in introducing new practices, which are more sustainable. The first
issue has been intensively studied. The International Institute for Sustainable
Development for instance issued a comprehensive review [7] to the International
Organization for Standardization (ISO), which held a Social Responsibility Conference in
2004. This review focused on issues related to ISO’s role in standardization of sustainable
development and contained recommendations related to next steps in the standardization
process [7]. Another study was prepared by Natural Resources Canada, which
demonstrated the importance of Data Standardization for Generating High Quality Earth
Observation Products for Natural Resource Management [8].
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In this contribution we focus on the second issue and try to answer the question how
standardization can help to introduce new and more sustainable practices. We discuss a
specific example of wind barriers and their use in transport. These wind barriers on one
hand reduce energy use and also provide other social, environmental and economic
benefits.

2 Case study example — multifunctional wind barriers

The current EU policy is insufficient to shift the current development trends toward
sustainability. We argue that standardization, and optimization using best practices and
policies that require implementation of environmental standards, such as IPPC, have to be
formulated as EU directives. Once they are accepted within EU, their success will
guarantee their spread elsewhere.

We discuss a specific example of good practice regarding wind barriers and their use
in transport. These wind barriers on one hand reduce energy use and provide other social,
environmental and economic benefits. The Ajdovs¢ina-Vipava highway in Slovenia has
been selected for a pilot test, because strong pulsating wind causes this highway to be
closed for a significant part of the year. Figure 1 shows a map of the region where wind
barriers are proposed to be built. A design of the new wind barrier has been made, which
will allow the traffic to flow throughout the year, and at the same time serve as a source of
renewable energy.

Figure 1. Map of the region where wind barriers are proposed to be built.
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Figure 2. Wind pattern around the barrier.

Proposed design of a wind barrier is shown in Figure 2 as a cross section
perpendicular to the highway. The barrier is designed as a series of wings on the side,
from which the strong wind blows, and another wing on the other side for stabilization of
the wind pattern. The wing system is 1.3 m high, and the wing on the other side is 1,8 m
long. The system is designed so that the wind speed on the highway is reduced from the
nominal speed 35 m/s below 2 m/s. All these wings are designed to be adjustable, so that
they would move according to the wind pattern. Each wing would be equipped with
piezoelements and solar cells. During strong winds the wings would convert wind energy
into electrical energy using piezoelements. When there is no wind, the wings rotate
toward the sun, so that solar cells can be efficiently used.

3  Various scenarios

Current trends without a widespread implementation of new environmental standards are
unsustainable ecologically and socially as demonstrated at UN conferences in Rio de
Janeiro in 1992 and confirmed in Johannesburg 2002. The business as usual is
impossible. The world today is fundamentally different from the one in which the current
scientific enterprise has developed [9]. There are strong couplings among biological,
ecological, physical, economic, business, social, R&D and political systems. They each
have distinct value systems and have evolved in a regime of weak coupling. To avoid
catastrophic scenarios [9, 10] our approach has to be integrated emphasizing knowledge —
business — governance intertwining.
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Meadows et al. [10] developed several quantitative scenarios of global development. We
tested their model with various assumptions regarding technological development and
implementation of technological solutions with new environmentally friendly
technologies as standards. All scenarios which don’t assume implementation of new
environmentally friendly technologies as standards predict a collapse of industrial
production and deterioration of environment already in the first half of this century. If the
current industrial civilization wants to survive without a complete breakdown of its
institutions and quality of life, it is therefore vital to:

e Develop, accept and implement new environmental standards, such as for example
the IPPC Directive of the European Union [11].

e  Stimulate new scientific discoveries and technological implementations of ideas,
which can improve the state of environment, such as multifunctional wind barriers
described in the previous chapter.

e Standardize these new discoveries, so that they become common practice.

This standardization of new environmentally friendly technologies can either be achieved
due to their superior economical performance or as an international agreement, such as
European Union Directive or United Nations protocol.

Only if new discoveries can be standardized for global applications, there is a chance
that a collapse of industrial production can be avoided.

4 Conclusion

Using a specific example of multifunctional wind barriers we demonstrated the
importance of standardization for sustainable development. We further used quantitative
models of development in order to demonstrate that implementation of new
environmentally friendly technologies is vital for survival of current industrial civilization
and its transition to sustainability. Broad implementation of these technologies can either
be achieved because of their superior economic performance or with international
agreements for standardization of these technologies. The example of multifunctional
wind barriers demonstrates that creative ideas can lead to development of new
technologies, which are both economically competitive and environmentally sustainable.
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The environmental problems created by centuries of industrial development as well as the
elimination of social disparities triggered by a globalised market-driven economic order and the re-
evaluation of the western consumption patterns, require a new approach to the use of technology.
The emerging new sustainable technologies should not only have the required functionality but also
must be cleaner, environmentally friendly and socially acceptable. Their use should balance market
profitability with environmental considerations and social accountability. The paper examines the
formation of the notions of environmental and sustainable technologies which is then followed by an
analysis of trends and country rankings in four specific technological groups, namely anti-pollution,
environmental, renewable energy and nanotechnologies. Studies of patented technologies in the
USA are used to examine how different countries fare in the development of new technologies the
application of which can potentially lead to more sustainable economies.

1 Introduction

The rapid development during the industrialisation era not only created powerful
economies and widespread urbanisation, it also established the authority of modern
technology. For example, Engels in 1844 [1] conceptualised the power of science as the
third element in the traditional land-people relationship and argued that its potential and
capabilities are limitless and hence, humans can successfully resolve any resource scarcity
by the means of technology. Technological advancement became and continues to be a
major factor among others in making material production efficient, substituting for limited
or expensive resources (including human power), allowing enormous progress in our
understanding of human health and prolonging life expectancies, organising and
managing people’s livelihoods. The technological race was the main arena of competition
between the West and the former Eastern European economies, and now continues to play
a major part in the development of the North as well as in the economic aspirations of the
South.

The industrial development all over the world however was plagued with environmental
and social unsustainability. The deterioration of the natural environment, loss of
biodiversity, climate change are happening amidst a widespread acceptance of social
disparities, division of the world and concentration of power. Many see science and
technology as playing a panacea role in solving the environmental problems created by
centuries of industrialisation as well as in eliminating the gaps caused by a market driven
economic order, where the high consumption patterns of the elite dominate “rational”
behaviour and production. Irrespectively of whether you agree with the prowess of the
human genius to resolve the problems with technology, it is clear that there is a need for a
new type of technologies which can support the currently emerging culture of
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sustainability, based on a holistic view of the economic, social and environmental aspects
of human activities. These technologies must be economically viable, environmentally
friendly and socially acceptable. The paper examines the formation of the notions of
environmental and sustainable technologies and then follows with an analysis of trends
and country rankings in four specific technological groups believed to be representative
of these new technologies, namely anti-pollution, environmental, renewable energy and
nanotechnologies.

2 Sustainable Technologies

Some major changes in the last few decades gave raise to the understanding that
sustainable development can only be achieved through the use of sustainable
technologies. What are they and how can countries and companies position themselves
against this trend?

The upsurge in economic globalisation in the 1980s affected not only trade, labour and
financial markets but also impacted profoundly on the nature and rate of technological
change. Around about the same time, environmental issues became a major concern
across countries and industries. The opponents of globalisation have ample evidence of
worldwide increase in environmental degradation and economic inequality (see for
example Borghesi and Vercelli [2]), a major role in which has been played by technology
and technological developments, such as the Green Revolution (Shiva et al. [3] write
about its detrimental effect on village life in India and other developing countries) or the
large increase in greenhouse gas emissions from the fossil fuel based economies. The
proponents of economic globalisation, however, view it according to Tisdell [4] “as a
positive force for environmental improvement and as a major factor increasing the
likelihood of sustainable development through its likely boost to global investment” (p.
185), Studies, such as that by the OECD [5] claim that there are positive environmental
consequences from the interconnected world economy, from the opening of the domestic
markets, introduction of environmental legislation and subjecting firms to international
demand patterns (including green consumerism).

The development, implementation and use of technologies have been influenced largely
by the imperatives of the day and the values embedded in the organisations holding the
necessary resources. A significant component of this development has been new
technologies that have less impact on the environment and/or help restore environmental
health. The intent of these environmental technologies is to reduce the overall ecological
impact by humans and their advantages/benefits include a significant reduction in the
environmental impacts of the activities of companies, agencies or people using them [6].
Companies with strong R&D capabilities and the capacity to bring innovative products
and processes realised that good environmental performance can enhance market
performance [7] and started to generate ranges of clean technologies. Publicly funded
research, including universities, became another significant source of innovative solutions
that reduce the human impact on the environment. A positive outcome of the
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interconnected world is the facilitated diffusion of these environmental technologies,
services and technological solutions across different markets as well as industries. They
became incorporated in new business practices, in the new way of marketing and
designing products and production processes. Examples include close loop water
collection for water recycling and reuse; photovoltaics for energy generation as a
renewable energy technology; systems allowing reuse of air and oil filters as material
recycling technologies; biodegradable chemicals as pollution control technology [8].
Against the debates about the Kantian principles of universal justice [9] and Foucault’s
reflections on centralisation of power [10], the care for the environment is seen as a
luxury that only the developed rich can afford.

The sustainability agenda of the 1990s and 2000s re-emphasised concerns raised earlier
during the appropriate technology movement about social responsibility in technology
development (eg Schumacher in 1973 [11]). Socially responsive and environmentally-
sound (benign or restorative) technological solutions are now expected to become more
mainstream on commercial markets. Their number, availability and coverage of sectors
and industries are increasing all the time. The renewable energy sector is seen as having
an enormous potential to deliver sustainable technologies and this perspective is shared
equally by government (eg Alber et al., [12] for a State of Hawaii government) and
private industry (eg Yang [13] for a business perspective from Shell). The housing
industry is another example of a large sector which offers opportunities for application of
sustainable technologies (eg AMA Research [14]). The applications of sustainable
technologies in the food market, land use, water management are other extremely
important and contested areas (eg the Western Australian State Sustainability Strategy
[15]). There is also a lot of hope associated with the new emerging frontier technologies
as nanotechnologies which are perceived as inherently green with high potential to
influence the way we do things today (eg Marinova and McAleer [16]).

While the notion and development of environmental technologies cross a wide range of
science and engineering disciplines and require multidisciplinary and interdisciplinary
knowledge, approach and skills, sustainable technologies are even more encompassing.
They are conceptualised in a sphere which joins together integrative analytical skills,
smart synthesis expressed in frontier technical solutions, and contextual understanding of
the problems and implications from the existence, removal, introduction and interactions
of new technologies, including environmental, social and economic dimensions. The
concept of sustainability also has the effect of engaging community, not just technological
experts and policy makers in value-loaded debates, as it affects the future and future
generations [17].

Sustainable technological innovation views technologies as means to achieve broader
aims than economic profit to include environmental restoration and conservation, social
justice as well as economic prosperity and improved quality of life [18]. The sustainable
technology approach also requires understanding of the interactions between technology
and the social, ecological and economic systems. For example, it is not possible to look
for waste management solutions without examining the nature of the goods, their
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production, the distribution networks, consumer choices, domestic and work practices,
government policies, legislation and environmental regulations. Similarly, it is impossible
to satisfy the demand for energy without analysing its nature as well as economic, social
and environmental costs and benefits.

Sustainable technologies are therefore technologies which can simultaneously and
synergistically include market profitability, environmental considerations and social
accountability. By balancing these three aspects, they allow for sustainable practices. The
market as well as society expects sustainable technology ventures to deliver in a
synergistic way economic, environmental and social benefits. These innovations need to
be socially acceptable and contribute to the appropriate natural resource management.
The sustainable technologies concept has enormous growth potential, both for each
country and globally, and also within each separate industry or across industries. Major
efforts are made specifically at a local level of governance as this is where the effect of
any changes — deterioration or improvement — in the social, natural and economic
environment are most immediately felt. Example of this are the efforts of the local
government in the US City of Portland [19] to facilitate the introduction of sustainable
technologies by establishing databases of best practices and setting up benchmarks.
Although the prevailing business attitude still is to continue with the business as usual
scenario that demonstrates almost unilateral preference for economic values, the changes
towards a more sustainable way of doing things are accelerating. The pressure is coming
from all directions, including civil society, government and non-government
organisations. It is a movement which can no longer be ignored. There is an emerging
consensus that the sustainability imperatives require new approaches and new ways of
thinking to respond to the current environmental and social concerns. The following are
some examples of strategies adopted and consequent changes:

e Some companies are at the forefront of environmental management and sustainable
technology implementation. For example, such companies have adopted the
voluntary international standards ISO 14000 (covering environmental management
systems, environmental auditing, environmental performance evaluation, eco-
labelling and life-cycle analysis), perform triple-bottom-line accounting, or are
endorsing the Factor 4 and industrial ecology principles.

e In many companies the importance of sustainability is reflected in establishing
sustainability managerial positions. Their role is to direct and be responsible for the
whole impact of the companies’ business.

e Companies are changing their perception of the area of business they are in by
adopting a long-term perspective and engagement with their clients rather than the
pursuit of immediate and fast profits.

e Innovative companies and research organisations are investing at the forefront of
sustainable technology development. This has resulted in intensive investment in
research and development and consequently in numerous new technologies that have
the potential to be sustainable.

The latter development is what constitutes the focus of interest for the rest of this paper. It
can be expected that in the future all technological development will be sustainable.
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However, for the time being many traditional technologies have started to incorporate
environmental features which make them safer to use. There are also certain new groups
of technologies that are viewed as being more encouraging to sustainability than others.
These trends are discussed in the section to follow.

3 Trends in Selected Sustainable Technologies

Four representative technology groups have been chosen to examine to shed light on the
quantitative trends in the development of sustainable technologies. They are anti-
pollution, environmental, renewable energy and nanotechnologies. The approach used in
this analysis is based on previous studies of patented technologies in the USA (see
Marinova and McAleer [16], [20], [21]) and the data are derived directly from the US
Patent and Trademark Office (PTO). It should be noted that as the assigning of patents to
a particular group of technologies is done on the basis of keywords (rather than through a
thorough analysis of the patents’ descriptions and specifications), the actual numbers are
of informative value. They are however robust enough to outline trends and changes that
have happened over a 27-year period of analysis, namely between 1975 and 2002.

The patent data are by date of patent application, not date of issue which tends to distort
technological trends. It takes at least two years after an application is lodged for a patent
to be issued, and in some cases this delay can be as long as 10 years. The data for 1975-
1999 were extracted from the US PTO database on 8 April 2005, and for 2000-2002 on 1
July 2006. As time goes patent numbers for recent years are likely to slightly increase as
more delayed applications are being approved.

The first group, namely anti-pollution technologies, is traditionally perceived as a reaction
to fix the damage or restore environmental health. Figures 1 and 2 show that although the
overall number of anti-pollution technologies has been increasing since the mid 1980s
(see Figure 1) their share of all patented technologies has dropped (see Figure 2). Most
possible explanation of this is that pollution prevention has become a mainstream
requirement for technology development rather than end-of-the pipe solution.

The second group (as presented in Figures 3 and 4) covers broadly technologies that are
designed to benefit or restore the ecology. The absolute and relative numbers of these
environmental technologies have been steadily increasing until the mid 1990s and then
have levelled off. Some concern can be raised in relation to the issue that their relative
share in the overall patented technologies in the USA has remained low at below 2.5%
and has dropped to around 1.9% in most recent years. If a significant shift towards
sustainability is expected to occur, then more prominent technology development
activities should be observed. However, a possible explanation for the relatively low
levels of patenting of environmental technologies can be found in the fact that
sustainability often requires technological solutions which are locally grounded. Their
application is restricted to the specific conditions of the locality and linked to geo-,
climate, biodiversity and cultural factors and are not easily transferable; hence the
redundancy of the need for patenting.
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Figure 1. Annual US anti-pollution patents, 19752002.
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Figure 2. Share of anti-pollution to total US patents (%), 1975-2002.

The group of renewable energy technologies comprises the wide range of solar, wind,
wave, tide, geothermal, hydro and biogas patented energy solutions. During the 27-year
period, their absolute numbers have been slightly on the increase since the late 1980s (see
Figure 5), however their relative share has experienced a significant drop from 1.4% to
below 0.6% and only recently has slightly increased to the low 0.7% (see Figure 6).

The last group of technologies analysed, namely nanotechnologies, are very different in
nature as far as sustainability is concerned. These technologies are perceived to be
inherently ecological and to have a great future potential in many sectors such as
medicine, agriculture, manufacturing, construction, transport and communications among
others. They typically use few resources and, for example, can process all types of waste
or be used in preventive medicine [18]. The absolute number and relative shares of these
technologies has dramatically increased in recent years (see Figures 7 and 8). Currently
their share in new patented technology is just below 4%. Whether the use of
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nanotechnologies by society, companies and individuals will lead towards a more
sustainable way of living is something yet to be seen and will depend on how deeply the
sustainability culture has been adopted as a main value system.
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Figure 3. Annual US environmental patents, 1975-2 002.
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Figure 4. Share of environmental to total US patents (%), 1975-2 002.

4 Country Comparisons

It is also interesting to examine how different countries fare in the development of these
new technologies the application of which can potentially lead to more sustainable
economies. Table 1 presents comparative data on a national level for the four groups of
technologies for the top twelve foreign countries patenting in the USA. The USA itself is
not included due to disparities between comparing domestic and international patenting
(the US performance would be the best in all three categories but this country
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Figure 6. Share of renewable energy to total US patents (%), 1975 —2002.

also has the advantage of performing in a domestic market). The ranking of the countries
is based on their share of US patents — as a measure for their global presence,
technological specialisation index — as a measure of the national importance of the
technologies and proximity to the market — as a measure of commercialisation (for further
explanation, see Marinova [22]). It is estimated that around 50% of all patents registered
in the USA originate from foreign countries [23]. During the 1975-2002 period analysed,
the top twelve foreign countries cover 45% of all anti-pollution technologies, 29% in
nanotechnology, 27% in environmental technologies and 26% in renewable energy. This
is also indicative of the relative importance which foreign countries assign to the
implementation of the sustainability concept in the American market. Japan ranks first in
anti-pollution technologies, second in renewable energy and nanotechnologies and third
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in environmental technologies. France is first in nano- and renewable energy technologies
and Germany is first in environmental technologies.
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Figure 7. Annual US nanotechnology patents, 1975-2002.
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5 Conclusion

1975-2002.

The study reveals that although around for two decades, the practical adoption of the
concept of sustainable technologies has only just started. These technologies still

represent a very small share of the new patents.

On the one hand, the type of technologies

patenting is very informative as to where the economically strong economies are going
and as to what their priorities are. However, it also raises very important issues about the
disparity between the ones who can afford to pay for a more sustainable way of living and

the ones who cannot.
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Table 1. Country rankings in technology development, 1975-2002

Anti- Environ
pollution mental Renewable Nano
Country technologies technologies energy technologies
Australia 9 3 3 5
Canada 6 5 6 5
France 2 10 1 1
Germany 3 1 3 3
Italy 3 8 9 10
Japan 1 3 2 2
Korea 5 10 10 8
Netherlands 7 2 11 4
Sweden 10 8 8 12
Switzerland 10 6 5 9
Taiwan 7 12 12 10
UK 12 7 7 7

The efforts of the global community to combat the problems of social justice, poverty and
environmental degradation in the pursuit of a better quality of life will be supported and
dramatically enhanced by smart and breakthrough technological developments. We are
witnessing the emergence of the new sustainable technologies which will contribute to the
development of the ethics, values and practices of the new sustainability culture but it will
be up to the global community to make the best use of them for the sustainability of all
people on the planet Earth.
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Space Models are new space geometries that are created to emphasize the particularities of the geo-
referenced data being analyzed. A Space Model integrates groups of regions that present similar
behavior attending to a specific characteristic. Each group represents a cluster aggregating regions
that are similar regarding to the analyzed characteristic, and regions in different clusters are as
dissimilar as possible. This paper proposes the creation of Space Models, through the STICH (Space
Models Identification Through Hierarchical Clustering) algorithm, as an alternative approach for
data visualization, where the geometry of the maps is created from the data itself. The achieved
results are illustrated through a set of examples that are compared with conventional representations,
showing that Space Models provide real added-value over conventional approaches, namely by
facilitating the identification of peculiarities in the data.

1 Introduction

Maps are used in many application areas to support the visualization of geo-referenced
data. However, the geometry explicit in each map is defined for or with a specific
purpose, being sometimes later used in applications for which it was not conceived. This
is often the case with maps representing administrative subdivisions of the geographic
space. Administrative subdivisions inside a country — parishes, municipalities, and
districts, for example — are defined following specific criteria and an accumulated number
of changes along the years, and not following a natural division of the space. They are
later used as a reference for data analysis, even when they are not the most suitable
resource for that. As an example, consider the ‘Emissions of greenhouse gases’ indicator
distribution across the 15 European countries® represented in Figure 1, and collected at
NUTS II level.

* These were the 15 European countries that integrated the European Union until April
2004.
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In the map shown in Figure 1, the conventional method for data visualization was
used. Since the data is available at NUTS II level, the obvious choice for visualization is
to use a map with the NUTS II geometry, classify the data values within a given number
of classes (6 in this case), and paint the NUTS II regions accordingly to the class of the
data value associated to each region. Geographic Information System (GIS) tools provide
means to build these maps automatically, including the classification of the data values in
different classes using a few different methods (Equal Interval, Quantile, Natural Breaks
(Jenks), Standard Deviation).

Emissions of greenhouse gases
[ Ja67.21- 883731

[ e897.31 - 17804,03

[ 1780403 - 2624285

[ 2624295 - 33046 37

I 004697 - 63419,73

B ca412.73 - 10275173

Figure 1. ‘Emissions of greenhouse gases’ indicator across Europe.

The first problem with this approach is that the NUTS II regions are of very different
sizes: large regions in countries like Spain and Sweden, and very small regions in
countries like Germany and Belgium. The second problem is the choice for the number of
classes used to group the data values (and consequently the number of different colors
used to paint the regions). In this example, regions with data values between 367,20 and
8897,31 are classified within the same class (more than an order of magnitude between
the lower and upper limits). Therefore, the observation of the map does not provide any
information about what regions are close to the lower limit (performing better) or close to
the upper limit (performing worst). To observe these differences, a larger number of
classes must be used, probably turning the map very confusing and loosing the whole
picture. Finally, even with a considerable small number of classes (6 in this example), this
map does not clearly shows the best and worst regions in terms of the indicator under
analysis.

To overcome these limitations this work describes an approach for the identification
of Space Models - new space geometries that are created to emphasize the particularities



35

of geo-referenced data. Each Space Model integrates groups of regions that present
similar behavior attending to a specific characteristic. Each group represents a cluster
aggregating regions that are similar regarding to the analyzed characteristic, and regions
in different clusters are as dissimilar as possible.

In order to identify Space Models the hierarchical clustering algorithm STICH —
Space Models Identification Through Hierarchical Clustering — was developed, allowing
the identification of sets of regions with similar behavior.

Space Models are of great importance for the analysis of indicators (environmental or
social, for instance) associated to regions and to understand the main differences between
these regions. This is the objective of the EPSILON (Environmental Policy via
Sustainability Indicators on a European-wide NUTS III Level) project®, in which the
collected sustainability indicators are analyzed in order to identify regions with similar
behavior, and regions that exhibit different trends in data, in order to achieve a sustainable
development across Europe. This project contributed to the better understanding of the
European Environmental Quality and Quality of Life, by delivering a tool that generates
environmental sustainability indices at NUTS-III level. The work described in this paper
was developed as part of the EPSILON project and was integrated into that tool as an
added-value functionality for data analysis.

This paper is organized as follows. In the next section, the fundamentals of Space
Models are introduced and the algorithm used for their creation is described. Then, the
application of Space Models in the analysis of sustainability indicators is presented
through a set of examples. These examples compare the results obtained through the use
of Space Models with the results that are achieved by conventional visualization
approaches based on administrative maps. The following section is dedicated to the
description of the Space Models Tool implementation and its integration into the
EPSILON Tool. Finally, we present some concluding remarks.

2 Space Models

Human beings mentally use space models to simplify reality and to perform spatial
reasoning more effectively. When we look to the birth rate of the several districts of a
country and try to analyze the available data, our first thought is to group districts with
similar birth rate. This procedure allows us the creation of a space model.

Space Models are new geometries of the space that are created to emphasize
particularities of the analyzed data. A Space Model integrates groups of regions that
present similar behavior attending to a specific characteristic explicit in the data. Each
group represents a cluster aggregating regions that are similar regarding to the analyzed
characteristic. Regions in different clusters must be as dissimilar as possible. Besides the
role of Space Models in data analysis, their creation also allow their use as a mean for
data visualization when the available maps are not suitable or do not fit specific purposes.

® A project founded by the European Commission through the IST program (contract IST-
2001-32389). More details can be found in http://www.sustainability4europe.org/.
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2.1. Concepts associated to Space Models

The creation of Space Models [1, 2] through clustering techniques [3, 4, 5] allows the
identification of groups of regions that emerge from the analyzed data and not groups of
regions that are imposed by either analysis techniques or human constraints.

The process of creation of Space Models presented in this paper is completely
autonomous and automatic (its algorithm is resumed in the next subsection) and assumes
several assumptions that guarantee the quality of the obtained Space Models. The
principles are:

e  Space Models must be created from the data values available for analysis, and no
constraints can be imposed for their identification.

e The created Space Models must be the same, independently of the order by which the
available data is processed in the clustering process.

e Space Models can include clusters of different shapes and sizes.

e Space Models must be independent of specific domain knowledge, like the
specification of the final number of clusters.

2.2. The identification of Space Models with the STICH algorithm

The STICH algorithm [1, 2] is based on an iterative process in which the several regions
are grouped according to their similarity with respect to a specific characteristic. In each
step of this process the clusters are formed joining the & most similar regions, being & a
value identified from the data and dependent of each cluster.

This iterative process starts with all regions in different clusters, i.e. each region
constitutes a cluster, and ends with all regions grouped into the same cluster. As a
hierarchical clustering algorithm it allows the identification of several Space Models, one
at each iteration of the clustering process.

The formal specification of STICH can be found in [1, 2]. Figure 2 depicts a simple
example in which the iterative process of STICH and the clusters identification is
exemplified. In this example, 5 steps were needed to aggregate all data into one final
cluster. At each step different data aggregations are obtained based on the calculation of
the Similarity Matrix of the regions. This matrix contains all the distances existing
between each pair of regions. After this calculation STICH identifies the k-nearest-
neighbors of each region, being k a value that can be different from one region to another
(for more details see [1, 2]). The average of the k-nearest-neighbors of each region is
calculated and the region is afterwards assigned to the cluster in which it appears with the
minimum k-nearest-neighbor average. At this point new clusters are obtained and new
centroids are calculated for them.
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Figure 2. The clustering process of STICH.

3 Space Models in Sustainability Development

The work described in this paper, including the STICH algorithm, was developed within
the framework of the EPSILON project with the aim of turning the analysis and
visualization of sustainability indicators easier and more powerful. Although Space
Models can be used in many application areas, in this section we present some examples
within the area of sustainability indicators analysis. With these examples, some of the
benefits of Space Models are demonstrated and compared with conventional approaches
based on administrative maps. However, note that conventional techniques continue to be
useful in many scenarios, and that Space Models approaches are, in many situations, a
complement to these techniques.

Space Models created by using the STICH algorithm have some characteristics that are
illustrated in the following examples, namely:

e They facilitate the identification of peculiarities in the analyzed data by highlighting
regions where the geo-reference data is considerably different from the average. This
allows the easy identification of regions with particular problems or regions that
perform much better than others for a given indicator.

e The same data can be visualized at different levels of aggregation, corresponding to
different Space Models, where the number of clusters and their limits are extracted
from the data itself. These different levels of aggregation allow the analysis of the
same data from a very detailed (although maybe confusing) level to a very broad
level (less detail) without hiding the most different regions.

e A Space Model created from a given indicator can be used to assist on the analysis of
another indicator.
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To illustrate these characteristics, some data was extracted from the EPSILON database
and used to create Space Models examples. The selected datasets are described next.

3.1. The data available at the EPSILON project

One of the outputs of the EPSILON project is a database that stores a large amount of
information related to the sustainable development assessment across 15 European
countries. The data in this database reflects the sustainability model developed by the
project and is organized accordingly to a 4x4x4 structure: four pillars (Economic,
Environmental, Institutional and Social), four themes per pillar and four sub-themes per
theme. Each sub-theme is supported by a number of indicators and sub-indicators from
where the corresponding value is calculated. Additionally, the database includes a number
of quality assessment parameters that provide information about the quality of the data.
This structure is replicated at four levels of detail (NUTS 0 to NUTS III) with different
amounts of data for each level. For more information on the sustainability model
developed by the project see [6].

The data used in the examples described below was extracted from the EPSILON
database. The first selected dataset (dataset 1) is the ‘Soil Toxicity Index’ indicator
distribution across the 15 European countries collected at NUTS I level. This dataset has
a total number of 74 records. The second dataset (dataset 2) is the ‘Groundwater Quality’
indicator distribution across the 15 European countries collected at NUTS I level. This
indicator represents the quality of the groundwater by means of the level of hazardous
substances. This dataset has a total number of 74 records. The third example uses two
datasets (datasets 3 and 4): one with the indicator ‘Average number of units in all
economic activities’ (activities such as, mining, quarrying, manufacturing, electricity, gas,
transport, restaurants, etc.), and the other with the indicator ‘Emissions of greenhouse
gases’. These two dataset are available at NUTS II level and have 204 records each.

3.2. The Space Models obtained through the STICH algorithm

This section describes some examples of Space Models obtained with the STICH
algorithm for the datasets identified above.

Figure 3 presents a Space Model obtained by the STICH algorithm after grouping the
dataset 1 data values in 4 clusters. Note that the number of clusters is not an initial
parameter of the STICH algorithm — the Space Model with 4 clusters was chosen among
all the Space Models created by the STICH algorithm (this Space Model was obtained at
the 19™ iteration of the clustering process).

This example shows that the Space Model obtained by the STICH algorithm
highlight a region (the one formed by two NUTS I regions, DKO and DE3, marked with
two circles) where the average value of the ‘Soil Toxicity Index’ is much lower than the
same value in all other regions. This allows the easy and immediate identification of the
areas that perform much better than all others in terms of this indicator. In Figure 4, a
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conventional map, with the data values classified in 4 classes, is presented. With this
classification, some important information is lost.

Soil Toxicity Index
Average : Limits

[ Jooe3s. [0-0,1279]
[ 04028 ; [0,2665 - 0,6134]
I 07062 (0636 - 0.82)

B coosa (o o0ss - 0,437

Figure 3. Space Model obtained by STICH.

Soil Toxicity Index
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[ 0376168 - 0564119
I 0.564120-0,728795
I . 725799 - 1,000000

Figure 4. The same data using Natural Breaks classification of the map in 4 classes.
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For example, note that the region DE3 belonging to the lower class in Figure 3, is
now (in Figure 4) aggregated to other regions for which the performance in terms of the
analyzed indicator is much worse. In this particular case, regions like DE3 are displayed
with the same performance as UKK. However, the first one has a value of 0 while the last
has a value of 0,376167. In summary, the map shown in Figure 3 allows a more easy
identification of the most relevant (best and worst) cases, therefore overcoming the
second problem identified in the map shown in Figure 1.

The next two figures (Figures 5 and 6) shows the same data (dataset 2) at different
levels of aggregation, that is, different Space Models with different number of clusters (11
and 3 clusters respectively) and different limits for each cluster. These two Space Models
correspond to the output of the clustering process at the end of two different iterations.
This example illustrates the versatility of the Space Models approach.

Groundwater Quality
Average | Limits
0:(0-0]

[ Jos: pad-044)
[ ]os3, p53-053]
[ os0; ps0-061]
[ 064 pE4-064]
I 056 ; 066 -067]
o7 p71-071]
073 073-073]
I 05 076-076)
I 057 BT -08T]
I 00 Do%ET - 1]

Figure 5. Space Model obtained by STICH at the 2™ iteration.

By choosing the appropriate iteration of the clustering process, the user is given the
opportunity to analyze the same data at different levels: from a very detailed analysis to a
broad view of the data. Moreover, with this approach, the regions that are more different
than the others are not hidden by the choice of a small number of clusters (broader view
in Figure 6). Note that, in this example, Spain stills highlighted as the best region, even
when only three clusters are considered.
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Figure 6. Space Model obtained by STICH at the 9" iteration.

The next example shows how a Space Model created from a given indicator — the
‘Emissions of greenhouse gases’ indicator at NUTS II level (shown in Figure 7) — can be
used to assist on the analysis of another indicator — the ‘Average number of units in all
economic activities’ indicator also at NUTS II level (shown in Figure 8).

In this example, the ‘Emissions of greenhouse gases’ indicator was used to create a
Space Model. Then, the data related to the ‘Average number of units in all economic
activities’ indicator was grouped exactly the same way (the same original regions) as the
STICH algorithm did for the first indicator. Finally, this aggregated data was shown on
top of the created Space Model.

The indicator analyzed in Figure 8 is related to the average units of all activities such
as, mining, quarrying, manufacturing, electricity, gas, transport, restaurants, etc. It is
therefore expected that the regions with more activities be more favorable to the
emissions of greenhouse gases. Actually, as seen in Figure 8, the darker regions (regions
with high number of activities) are closely related to the darker regions in Figure 7°
(regions with high emissions of greenhouse gases). In summary, this usage of the STICH
approach facilitates the cross analysis of related indicators.

¢ The Space Model presented in Figure 7 can also be compared with the map in Figure 1
that represents the normal classification of the European Countries in 6 classes for the
same dataset.
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Figure 8. Analysis of the indicator ‘Average number of units in all economic activities’ in the Space Model
obtained for the indicator ‘Emissions of greenhouse gases’.
4 Technological characterization

The results described in the previous section were obtained from an implementation of the
STICH algorithm called Space Models Tool — SM-Tool. The SM-Tool is a software
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module implemented in Visual Basic for Applications (VBA), the language embedded in
the ESRI ArcView 8.2 (the Geographic Information System adopted by the project). The
implementation of the STICH algorithm included in this module was developed as a set of
DLL’s (Dynamic Link Libraries) implemented in Visual Basic 6.0 (VB6). The result is a
functionality that can be easily added to the ArcView working environment to perform
data analysis. More detailed information about the implementation of the SM-Tool is
available in [7].

The same set of DLL’s, implementing the STICH algorithm, were integrated into the
EPSILON Web Tool being developed by the project. This Web tool, available in the
Internet (http://141.40.224.68/epsilonproject) using a simple browser, provide the
possibility for users to perform benchmarking between different countries regarding their
sustainable development. The benchmarking is supported by all the data available in the
EPSILON database.

Figure 9 presents the EPSILON Web Tool in a clustering task, using the SM-Tool. In
this figure it is possible to see the results of the data clustering in a specific iteration of
this process. The user has the possibility to indicate the Space Model that wants to see,
selecting a specific iteration in the iteration bar (each iteration is represented by a
rectangle in the right-up corner of the map).

W B M Vews %- B mwm- grm

Help
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Figure 9. The EPSILON Web Tool.
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5 Conclusion

In this paper, a new technique for geo-referenced data analysis and visualization, based on
a clustering algorithm, was presented. This technique, available through a Space Models
Tool, was developed within the context of the EPSILON project and was integrated into
the EPSILON Web Tool developed by the project. The benefits of this technique were
demonstrated through a set of examples oriented towards the analysis and visualization of
sustainability indicators. These examples and other results have shown that the described
technique provides real added-value over conventional approaches.

Nomenclature

EPSILON — Environmental Policy via Sustainability Indicators on a European-wide
NUTS Il Level

NUTS — Nomenclature of Terrestrial Units for Statistics

STICH - Space Models Identification Through Hierarchical Clustering
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ENHANCING THE INDICATORS OF SUSTAINABLE DEVELOPMENT
OF THE COASTAL ZONE
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Opatija, 51410, Croatia

The paper analyses indicators of sustainable development in coastal zone. Indicators of the UN
Commission on Sustainable Development as well as regional indicators of the European
Environmental Agency are addressed. Implementation of indicators in the Republic of Croatia is
discussed, both at national and local level in the Littoral Mountain County. Furthermore, paper
reviews the application of indicators and the methods of reporting in the Republic of Croatia with
particular reference to the Littoral-Mountain County.

1 The Concept and Function of Indicators of Sustainable Development

Pollution in coastal zone is the result of unplanned development, the collapse of
traditional activities, coastal erosion and the lack of appropriate communication and
transport networks. Regional seas are confronted with various coastal pressures [1], and
at the same time the data concerning loads in the Mediterranean are insufficient [2].

In dealing with integrated coastal area management it is necessary to address the
interaction of coastal systems and the associated social benefit. Namely, coastal area
management in fact involves the analysis of a multitude of social, economic and
environmental data as well as the decision-making aimed at sustainable development on
the basis of complete information, in the process of open consultation with all parties
concerned.

Preliminary issue is the appropriate definition of the concept of an indicator, bearing in
mind that the terms such as measure, variable, parameter and index can be found in
literature. In that it is necessary to point out that an indicator is used to describe the effort
in building empirical approach to understanding the dynamics of coastal systems.
Therefore, the indicator is a statistical parameter which, traced in time, extends data
concerning the trends in development of the state of certain phenomenon, whereby its
significance lays even beyond the scope of the very statistics.

Therefore indicators may transmit the perception of natural and social science into
manageable information which facilitates the decision-making process.

A system of criteria [3] is, as a filter, used at each stage of selection and development of
key indicators. Therefore quality indicators are sensitive to change and are supported by
reliable and available data which users can understand and accept.

According to OECD [4] successful indicator should:

e reduce the number of measurements which would normally be necessary to
accurately present the state, and
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e simplify the procedure of reporting to the management, shareholders and the
community.

2 Applying the Driver-Pressure-State-Impact-Response System in an
Integrated Coastal Zone

When applying the driver-pressure-state-impact-response system (DPSIR) to integrated
coastal zone management, the indicators may be classified as follows [5]:

e Drivers represent large-scale socio-economic conditions and sectoral trends such as
patterns of use of coastal land and its cover, or growth and development of coastal
industries.

e Pressure such as patterns of modification of coastal swamps, input of industrial
POPs/metal and fertilizer use in coastal watersheds may have a direct impact on the
quality of coastal environment.

e Indicators of state describe visible changes in dynamics of coastal environment and
functions describing the coastal environment.

e Impacts represent direct variations of the measured value of social benefit associated
with environmental conditions such as cost of the disease transmitted by the sea, lost
value of the beach for recreational bathing or losses of value in terms of commercial
fishing due to polluters load.

e Responses are defined as an institutional response to system changes (originally
actuated by changes in state and impact indicators).

3 Indicators of the UN Commission for Sustainable Development

UN Commission for sustainable development (CSD) projected the development of highly
aggregated indicators by engaging the experts from all sectors of the economy, social and
natural sciences and politics, as well as by involving non-governmental organisations and
considering the attitudes of native population.

In total 58 indicators are included in the core set of indicators of sustainable
development. The theme oceans, seas and coasts are divided into two thematic sub-
themes — coastal zone and fisheries. Indicators of the sub-theme coastal zone are algae
concentration in coastal waters and the percent of total population living in coastal
areas [6]. The alternative or supplementary indicator for the algae concentration in
coastal waters is the bacterial level in coastal bathing waters.

Said core set of indicators represent the basis for national governments to develop their
own programmes for indicators and for monitoring their development. The states shall
have to demonstrate the flexibility and judgement in their efforts to develop national
system of indicators of sustainable development.

4 Indicators of the European Environmental Agency (EEA)

Although the majority of EEA indicators [7] in the theme water are indirectly or directly
related to coasts area and the sea, coastal waters are particularly addressed by core indicators
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bathing water quality, chlorophyll in transitional, coastal and marine waters, nutrients
in transitional, coastal and marine waters, urban waste water treatment, and other
indicators accidental oil spills from marine shipping, chlorophyll-a concentration in
transitional, coastal and marine waters, classification of coastal waters, discharge of oil
from refineries and offshore installations, frequency of low bottom oxygen
concentrations in coastal and marine waters, hazardous substances in marine
organisms, illegal discharges of oil at sea, loads of hazardous substances to coastal
waters, nutrients in coastal waters, phytoplankton, algae in transitional and coastal
waters, saltwater intrusion, source apportionment and loads of nutrients to coastal
waters and trends in aquacultures production, and newly introduced cultured and
associated species in European Seas.

The system of EEA indicators in the theme coasts and seas [8] also includes core
indicators dealing with aquaculture and fisheries as well as other indicators hazardous
substances in mussels in north-east Atlantic and input of hazardous substances in
north-east Atlantic.

As from 2001, EEA in its regular annual issue Environmental Signals publishes the
indicators dealing with coastal sea [9,10].

Information system Eurowaternet for transitional, coastal and marine waters has been
implemented in 2002 with the purpose of acquiring fresh, targeted and reliable data.
Eurowaternet technical guidelines set out the data content and format required by the
European Environmental Agency from maritime conventions and national sources [11].

The activities within the framework of Coastal monitoring and management — COAST
Project focus on activities in further development and derivation of advanced environmental
indicators for monitoring and evaluating European coastal and marine eutrophication,
including the improvement of algorithms for processing of satellite data and adaptation and
application of numerical models for the provision of physical and biological data required for
indicator calculation [12].

5 Integrated Indicators and their Applicability

Besides the necessity to develop indicators in the theme eutrophication and hazardous
substances, the information on biological quality of the environment and effect of various
substances (multistress) on the quality of environment caused by human activity is
required. It is therefore necessary to develop integrated indicators of impact.

Current intensity of work on indicators leads to discussion about the danger of excessive
amount of data, so we agree with the opinion that sets of indicators should aggregate the
data contained in a variety of single environmental indicators. Namely, too many
indicators may only compromise the legibility of information and therefore the indicators
should focus upon interaction and not the environment itself. Opponents of such an
attitude hold that due to a series of assumptions that must be made in a process of
aggregation, the original datum gets lost. Little has been done to date on integration of
indicators [13].
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6 The Problem of Karst Area

There is exceptionally high probability of obtaining irrelevant data in karst areas. When
accompanied by incautiousness those may erroneously interpret the state of an aquifer.

The problems of monitoring water in majority of karst terrains may be classified in 4
categories [14]:

1. Where to monitor for pollutants: At springs, cave streams, and wells shown by
tracing to include drainage from a facility to be monitored or at wells selected
because of convenient downgradient location, whereby it is sometimes necessary to
perform monitoring several kilometres away from the facility.

2. Where to monitor for background water quality: At springs, cave streams, and wells
in which the waters are geochemically similar to those to be monitored for pollutants
but which are shown by tracing not to include drainage from the facility.

3. When to monitor: Before, during, and after storms or meltwater events and also at
known base-flow conditions - rather than regularly with weekly, monthly, quarterly,
semi-annual, or annual frequency.

4. How to reliably and economically determine the answers to problems 1, 2, and 3:
Reliable monitoring of ground water in karst terrains can be done, but it is not cheap
or easy.

7 State of Indicator Development in the Republic of Croatia

7.1. The Obligation to Develop Indicators

As is the case in a number of other countries, especially those in transition, Croatia also
suffers from the lack of basic data concerning the environment and the information about
the data already in existence, as well as the lack of quality statistical data, particularly the
qualitative and quantitative data on interaction of development activities and state of the
environment — the indicators, as basis for the process of (political) decision-making.

Particular emphasis should be placed upon obligations resulting from the activities
related to EEA and the activities derived from various conventions as well as those
related to ensuring public access to information, based on Aarhus Convention [15].

Environmental protection in the Republic of Croatia has for years been the task of
various administrative and professional institutions. There are series of data concerning
the state of the sea, air, water and soil. Major problem arises from the fact that such data
are not mutually correlated, they are sometimes partial, often mutually incompatible, and
has until recently been hardly accessible to participants and the general public.

Environmental Protection Act [16] adopted in 1994 in its Article 41 provides for the
obligation of the former State Nature and Environmental Protection Directorate to
institute environmental information system in collaboration with the ministries and other
state administrative bodies: obligations of the institutions which should participate in
building such a system are governed by Regulation concerning the environmental
information system [17] laying down the content, methodological basis for environmental
information system, obligations, method of delivering data and the method of
administering the environmental data.



49

Implementation of the Register of emissions in the environment in the Republic of
Croatia [18] has started in 1997 with only few subjects reporting the pollution. A
significant rise in the number of reported polluters has been recorded during subsequent
years [19].

There is a lack of correlation between environmental data and socio-economic
development or, more precisely, there are no indicators. For example the data related to
surface waters are collected and their administering is financed by Croatian Waters
(Hrvatske vode) or other state institutions that is companies, but they are not clearly
identified at national level nor compared with the existing EU indicators [20]. The data on
wastewaters and their treatment are procured from competent offices, that is companies who
manage sewerage systems and devices for wastewater treatment as well as from industrial
establishments who use and pollute water and discharge wastewaters. The data referring to
private systems for several households are not collected at all as those are outside the scope
of responsibility of municipal utility companies. Finally, in statistical processing of
environmental protection it is necessary to involve to greater extent the households as units
of natural consumption and pollution of water.

7.2. Dispersion and insufficiency in processing the indicators of coastal
environment in the Republic of Croatia

Collection, storing and usage of data and information concerning the sea, in connection
with indicators of pressure, state and impact on the environment and humans is not
satisfactory. There is no common national programme which would cover in an integral
manner the measuring and analysis of the state of the sea in Croatia nor all the types
(DPSIR) and kinds of indicators. For that reason there is no unique data bank, but on the
contrary [20]:

e Data on the state of quality of the sea, sediment and biota are mainly found in the
Institute for Oceanography and Fisheries Split-Dubrovnik and Ruder Boskovi¢
Institute Rovinj-Zagreb.

e Datarelated to pressures from urban infrastructure systems and water resources in
Croatian Waters.

e Datarelated to pressures from faecal pollution of beaches in the Institute of Public
Health.

e Data related to socio-economic pressures in coastal zone in State Bureau of
Statistics.

Pressures/impacts on eutrophication or total influx of nitrogen and phosphorus into the
sea have never been estimated on an integral basis. There are neither measurements of
atmospheric sedimentation nor measurements of loads which by surface flow from
coastal terrains — watersheds reach the sea. There is no document or report presenting
data on the quantity of nutrients discharged annually into the sea from single source or all
the sources nor has an effort been undertaken in defining the methodology to calculate
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such values with regard to particular karst features of coastal belt and the islands in
Croatia.

The data concerning intensity of construction in littoral are not accessible although
they may be readily obtained using satellite or air views. Nobody has by now collected
such data nor is there an appropriate study assessing the magnitude of such an indicator.

There are no indicators for heavy metals as their concentration is not measured with
water flow.

Data on concentration of metals in seawater, sediment and in selected bioindicator
organisms do exist within the institutions that perform such measurement. There is no
integral report and state evaluation nor the trend of change for the entire Adriatic.

There are no data concerning pollution by oil and oil products, but one may find the
data on marine accidents and in that sense possibly assessed quantities of oil and oil
products discharged into the sea. Damages are recorded by surveyors of the Ministry of
environmental protection and by Port authorities so that the data concerning possible
figures may be obtained from those bodies.

Data on the intensity of annual faecal pollution load discharged into the coastal sea
in tons per year do not exist. The reason therefor is that the wastewaters flow of is not
measured so that the load may not be estimated on the basis of directly measured data.

In Croatia to date, the data have to major extent not been gathered or processed in
compliance with the method of reporting in the EU, apart from some which are mainly
linked to the state of seawater quality. That means that without further processing of
available raw data one may not obtain the necessary information adapted to the method
of reporting in EU documents. That refers in particular to indicators of pressure which are
particularly missing, that is, they have not till now been evaluated systematically and
integrally.

The major shortcoming of the data related to features of wastewaters from
communities, industry and watercourses, that is the sources of pollution is that no
measurement of flow is performed with the measurement of concentration of particular
indicators. Therefore all the data measured are useful only as indicators of relative state
and may not be used in calculation of pressures nor for assessment of nature of waters
pursuant to Croatian legislation.

The Environmental Agency which was established by virtue of Decision of the
Government of the Republic of Croatia [21] as central institution for gathering and
aggregating the environmental data on national level, data processing, administering
environmental database, monitoring the state of the environment and environmental
reporting aims to institute indicators listed in the Table 1. Values of some are being
reported on the Agency web page [23]. Special Croatian indicator is envisaged for karst
protection [24].
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Table 1. Draft list of national indicators for the sea [22].

Item Indicator

1 Classification of coastal sea

2 State of eutrophication

3 Biological seawater quality

4 Sources of inflow of nutrients into the sea

5 Pollution of the sea by hazardous substances

6 Phytoplankton algae in transitional and coastal waters

7 Concentration of chlorophyll-a in transitional, coastal and marine waters
8 Oxygen regime in coastal waters and the sea

9 Accidental discharge of oil into the sea

10 Beach water quality

11 Introduction and spread of “imported” species
12 Protected coastal zone
13 International cooperation in sea-related management

8 Reporting on Coastal Area at Local Community Level — Example of the
Primorje — Gorski Kotar County

In the Environmental state report of the Littoral-Mountain County [25], major sources of
water and sea pollution have been indicated in table form although they refer to industrial
polluters only. Furthermore total wastewater quantity in m’/year is presented, while the
section dealing with characteristics of technological wastewaters merely enumerates
hazardous substances registered in wastewater.

In the section dealing with quality of coastal water it is stated that in the area of
Croatian littoral a systematic testing of sanitary quality of coastal seawater is carried out
as well as the series of occasional surveys for specific purposes such as establishing
environmental state of the sea for the purpose of determining optimum location of
underwater discharges, establishing receptive capacity of the sea within bays and locating
the nautical and tourist facilities.

It also states that the Land-based pollution monitoring programme — LBA, in
implementation since 1994, makes part of systematic programmes related to the sea, but
not within the meaning of seawater quality, but for monitoring the introduction of
pollution from land into the sea.

The report furthermore refers to Internet pages of the Institute of Public Health which by
different colours indicates the presently valid assessment of seawater quality as high-
quality, suitable for bathing, moderately polluted and more heavily polluted on the basis
of [26]:

e Internal criteria for purity of seawater for bathing introduced on the basis of proper
experience and opinion in order to single out in assessing the areas with seawater
that is very clean and not only suitable for bathing.

e Regulation concerning the standards on beach seawater quality [27] prescribing more
stringent criteria than the corresponding European directive [28] as guideline values
laid down in European directive are adopted as binding in our Regulation.
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e criteria of World Health Organization and Environmental Programme of the United
Nations.

In 2005 the national Environmental Agency published their first report on the sea, coastal
zone, fisheries and aquaculture [29] which is based on marine environmental indicators.
Data, principally on the state is, where available, reported for individual counties.

9 Conclusion

The review of international and regional indicators brings to evidence the existence of a
series of indicators which endeavour to present the state of littoral area and the sea for the
sake of decision-making, policy making and informing the public.

Croatia is distinguished by substantial quantity of data obtained for the sake of
internal monitoring of state from the part of competent institutions, scientific research
and participation in international projects, but such dispersed and non-aggregated data are
not presented in the form of indicators, simple or integrated, which would be easily
comprehensible and accessible to development decision-makers and the public.

On the basis of global and regional experience in Croatia, a system of sustainable
development indicators for coastal zones and the sea must be introduced which shall suit
the capabilities and particular features of our country with respect to karst characteristics
of our coast and the islands in which the process of pollution takes a course which differs
from that in other parts of the region. Croatia indicators must at the same time be more
stringent, but also specific and compliant with those of international community in order
to present the state on the territory of our country and integrate themselves into indicators
for the Mediterranean which must also be further developed.

Establishing of the Environmental Agency whose task is creation of common
environmental information system in the most expedient and most economical way and
the introduction of quality and representative indicators accessible to the public
represents a breakthrough that will significantly improve the methods of reporting used to
date, such as description of methods and presenting evaluation in text form without an
insight into historical patterns.

In the field of local community one must mention to activity of Littoral-Mountain
County which by elaborating its report on the state of environment identified the
existence and lack of particular data essential for the environment, and represents the first
step in creating environmental metabase.

On the basis of aforesaid and owing to particular position of the Adriatic as closed
sea within the closed Mediterranean sea it is necessary to apply all the international and
regional standards, reinforced by domestic standards which should in the sector of land-
based pollution and pollution from ships become even more stringent. In that respect the
development of separate indicators in areas having exceptional landscape value and of
sustainable development indicators in the areas of tourist infrastructure development is
proposed, especially the indicators of interaction of port and transhipment facilities with
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resources of certain specific industries such as tourism for which state of the environment
is of the prerequisites for its very operation.
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In this paper a method for quantifying sustainability of agro-ecosystems, based on over-production
of entropy, is suggested. It is demonstrated that how land management practices could change the
excess of entropy in an agro-ecosystem. Different crops have different value of over-production of
entropy. It is assumed that these differences are due to a varying, but in many cases an excessive, use
of high artificial energy and characteristics of the crop by itself plays a minor role. While the method
allows only for rough estimate of entropy in agro-ecosystems, it can be stated that, due to a reduction
of artificial energy input, sustainability could be improved. Also the results of barley and sugar beet
confirm this matter. Nevertheless, all the examined crops are far from reaching a sustainable state
from a thermodynamic point of view.

1. Introduction

The terms “sustainable” and “sustainability” have been variously defined and widely used,
but there is general agreement that it has an ecological basis. In the most general sense,
sustainability is a version of the concept of sustained yield, the condition of being able to
harvest biomass from a system in perpetuity because the ability of the system to renew
itself or be renewed is not compromised [10].

For agro-ecological, research to contribute to making agriculture more sustainable, it
must establish a framework for measuring and quantifying sustainability [8, 15]. Farmers
need to be able to assess a particular system to determine how far from sustainability it is,
which of its aspects are least sustainable, exactly how it can be changed to move it toward
sustainable functioning. And once a system is designed with the intent of being
sustainable, farmers need to be able to monitor it to determine if sustainable functioning
has been achieved. The methodological tools for accomplishing this task can be borrowed
from the science of ecology [10]. Ecology has a well-developed set of methodologies for
the quantification of ecosystem characteristics such as nutrient cycling, energy flow,
population dynamic, species interactions and habitat modification [1]. Using these tools,
agro-ecosystem characteristics, and how they are impacted by humans, can be studied
from a level as specific as that of an individual species to a level as broad as that of the
global environment. On approach is to analyze specific agro-ecosystems to quantify at
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what level a particular ecological parameter or set of parameters must be at for sustainable
function to occur. A few researchers have already done work in this area, and some of
quantifiable ecological parameters that were used for quantification of sustainability are:
soil organic matter content [9], input : harvest loss ratio for each macronutrient [13],
biocide use index' [13], ecosystem biophysical capital” [7], soil enzyme activity [5], peak
standing crop [21] and plant species diversity [21].

Another kind of approach is to begin with the whole system. Some researchers, for
example, have been working on developing methods for determining the probability of an
agro-ecosystem being sustainable over the long-term [6, 11]. Using a systems framework
for measuring the carrying capacity of a particular landscape, they apply a methodology
for integrating the rates of change of a range of parameters of sustainability and determine
how quickly change is taking place toward or away from a specific goal. Such an analysis
is limited by the difficulty of choosing which parameters to integrate into the model, but
has the potential for becoming a tool allowing us to predict if a system will be able to
continue indefinitely or not. The paucity of this kind of data indicates that much research
of this kind still needs to be done.

But entropy (as an indicator of degradation) could be used as an index for quantifying
of sustainability in agro-ecosystems. A system, which accumulates entropy, can not exist
for a long time and will inevitably be self destroyed. In this assay thermodynamic
approach suggested by Svirezhev [22] and by Svirezhev and Svirejeva-Hopkins [23] was
used for estimation of the entropy balance of agro-ecosystems.

2. Materials and methods

In accordance with second law of thermodynamic the entire input convert to output with
defined efficiency. Nowadays, industrial cultural energy is used either directly or
indirectly in agriculture. Direct use occurs when industrial cultural energy is used to
power tractors and transport vehicles, run processing machinery and irrigation pumps, and
heat and cool greenhouses. Industrial energy use occurs when industrial cultural energy is
used off the farm to produce the machinery, vehicles, chemical inputs and other goods and
services that are then employed in the farming operation.

Pimentel supposed that the relation between the crop yield, y, and the input of the
artificial energy, W, is linear, y = #W. The empirical coefficients of energy efficiency (7)
were calculated from different agro-ecosystems in many countries and various regions. In
fact, the coefficient # is a modification of the well-known thermodynamic efficiency
coeficient, which is a consequence of the first law. On the basis of first law of
thermodynamic this coefficient is usually less than 1, however, on the contrary, the
coefficient, # is may be more than 1 in agro-ecosystems. The point is that formally we

' Index based on several factors, including use rates, toxicity and area sprayed; values
above 50 are considered indicative of excessive biocide use.

*_Defined as the capture of adequate solar energy to sustain cycles of matter in an
ecosystem.
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must take into account the solar energy (E;). Thus the correct form for the efficiency
coefficient willbe,y =y (W + E) orn=y/(W + E,).

In the case of Pimentel’s coefficient # we get y = f (W + E), It is obvious that when
industrial energy input equal to 0, this mean that =0,

YW, E)=y(0,E)+ (dy/IW)W. M

Here we assume that the first term is negligibly small in comparison to the second
one. If the artificial energy input trends to 0, then any cultural plant will be replaced by
wild vegetation. As a result the crop yield will be very low if W is small.

(dy / IW), term is m, which relatively constant for current crop at a given climate.
Therefore, the intensification of agriculture (the increase of crop production) correlates
with an increase of artificial energy flow in the ecosystem. There are however limits,
determined by the second law, which prevent an infinite increase of crop production. In
other words, we pay for the cost of increasing productivity by degradation of environment,
in particular, soil degradation [22, 23]. In order to support these statements, the entropy
balance for an agro-ecosystem to be considered as an open system in thermodynamic
sense was calculated. In the open systems the total variations of entropy result from of two
1tems:

das wm—0= d,'S(t) +deS(t)- (2)

Where diSy= dQy / Ty, dQy is the heat production caused by irreversible processes
within the system and 7T}, is the environmental temperature (in K) at a given point of the
earth’s surface, which is occupied by an agro-ecosystem. The term d,S, corresponds to
the entropy of exchange processes between the system and its environment, i.e. the
entropy export out of the system. In accordance with the theory, developed by Svirzhev
[22] the annual total rate of entropy is equal to:

oc=1/T(W+IP,—Py. 3)

Where T is the mean temperature of a vegetative period and the value W is the annual
inflow of artificial energy. If the value AP; is a part of the annual gross agro-ecosystem
production, P;, which remains on the field (respiration and residues), then d;:S = (W + AP;)
/ T. Additionally d.S = - Py / T, where P,is the annual gross primary production (GPP) of
a successionally closed ecosystem.

It is obvious that the net production is equal to (7/-r)P;, where r is the mean
respiration coefficient. The term P, then describes the respiration losses. The %y, fraction
of the net production is being extracted from the system with the yield, so that the crop
yield equals to:

y=k(l-r)P,. “
The residues are equal to (7 - k)(I - r)P;. Then:
jJJI = (1 - k)(l - }") P] residue T er respiration (1' k+ k}") Pl' (5)
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Using Eq. (4) we express the value P, by the known value of crop, y, and re-write Eq. (5)
in the form API= (1 -k + k )P, = ((I1 - S) /S) y, where:

S=k(l-r. (©6)

And finally, the entropy balance of agro-ecosystems will be:
1 1-S
=—W+——y-P). (N
o= ( 5 7 >)

Net primary production (NPP) one ecosystem at our research where supposed 2500
kg ha™' (personal communication with natural research organization, 2004), since, the
annual GPP was used 35 GJ ha-1 (Table 5). When using the Pimentel relation y= W,
then:

1 n
o=—[Wl-n+-)-F]
1 ' 1 1 > ®)
:7[y(;+§—1)—Po]

It is obvious that if ¢ > 0, then a system accumulates entropy. Using the part of Eq.
(8) containing only W, we get from the condition ¢ = 0 an estimation for “limit energy
load”:

_ b, . ©)
l-n+((n/s)

cr

It is obvious that if W > W,,, then ¢ > 0 and such an agro-ecosystem destroy its
environment, i.e. an agro-ecosystem cease to be sustainable. Note the “limit energy load”
concept is a typical empirical one and it refers to the maximum value of the total
anthropogenic impact (including tillage, fertilization, irrigation, grain transportation and
drying, etc.) on one area unit of agricultural land.

Using the part of Eq. (8) containing only y under the same condition “sustainable
crop”, i.e. the maximum crop production (in dry matter) for “sustainable agriculture” was
calculated:

£, , (10)

Yo = W)+ (/) —1"

where y,, means sustainable crop.

2.1. Site experiment description

The data for the case study were collected at the agricultural Torogh research station of
Ferdowsi University of Mashhad (36° 38’ N and 59° 7’ E), Iran Long term (> 30 years)
mean annual rainfall in Mashhad is 282 mm and with a mean annual temperature of 12.7°
C (mean minimum 0.3° C in January; mean maximum 24.6° C in June). Soil of
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experimental site with 29.7 percent sand, 53.7 percent silt and 16.8 percent clay is placed
in loam silty class.

2.2. Measurement of cultural energy inputs and harvest outputs

In order to Measurement of cultural energy inputs and harvest outputs, the total output and
input that took place on the agricultural Torogh research station within 2003 year was
recorded, all calculation was adjusted according to available statistic. Input included
machinery, pesticides, fuel, seed and fertilizer. This included the kind of input as well as
the amount and date of application. The inputs were measured in kg per ha. To account
for the energetic loud of each component conversion factors are needed. For this we used
the method of Pimentel [19] with the modification of Triimpler [24]. The total energy
content (in Pimentel’s sense) of different inputs is shown in Table 1. In order to estimate
agro-ecosystem’s outputs (crop yield) information about total energy content of harvested
biomass, which comprises fruit and also a fraction of straw, was needed (Table 2).
Furthermore data was needed concerning the gross production of the crops. This was
calculated with straw/fruit and shoot/root ratios taken from the literature. Combined with
the energetic information about fruit and straw the factor k was calculated (Table 2). Note
that the unit, which the ratios refer to, is biomass. Since the energy content of fruits, straw
and roots are different (see Table 2); these ratios were recalculated in energy units. Zarea-
Fizabady [28] found that respiration coefficient for herbaceous plant communities
growing in the study site to be 0.3. This value was used to estimate GPP on the basis of
NPP.

3. Results and discussion

Results showed that inorganic fertilizer (30.8%) particularly nitrogen fertilizer, consist
the most proportion of the energy input. Fossil fuel for equipment (26.5%), irrigation
systems (24%) and energy invested in off the farm equipment (12.4%) are in the later step
(Figure 1).

Growing level of energy inputs to agricultural have played an important role in
increasing yield levels in many of the worlds agricultural ecosystems over the past several
decades. However, using the modern industrial technology result in increasing entropy. In
the other word high entropy in modern agricultural systems is the cost which human being
pays for alternating ecological relationship with industrial inputs.

In the agricultural Torogh research station, 51.5 % of energy use is direct, and 48.5 %
is indirect. The production of fertilizers special nitrogen fertilizer accounts for the great
majority of indirect energy use in agriculture. Nearly one third of all the energy used in
modern agriculture is consumed in the production of nitrogen fertilizer [14]. This energy
cost is high because nitrogen fertilizer is used so intensively and because a large amount
of energy is required to product it [19]. This energy input could be reduced greatly by
using manure, biological nitrogen fixation and recycling.
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Table 1. Energy content for relevant agriculture inputs.

Product Energy content
Reference
[MJ ke'|
Inorganic fertilizer
N 80 Average values of different studies ( Deleage [4];
P . . . o
14 Projektgemeinschaft Bioenergietriager [20])
K 9
Organic fertilizer 3.2 Palz and Chartier [18]
Pesticides 77-254 [MJ1']  Special values for all different pesticides (Pimentel [19]; Trimpler [24])
Seed . . .
2.99-5.67 Special values for all different crops (Burmeister [2])
Machinery
production 86.8 Bowers [3]
Transport 8.8 Loewer et al. [16]
Maintenance 477 Fluck [5]
Fuel -1 . . . © s
41[MJ 1] Projektgemeinschaft Bioenergietréger [20]

Table 2. Gross energy content of different crops at an average water content of 20% (MJ kg™) [14].

Fabaceae Beet Barley Wheat Grassland

Gross energy content of fruit 15.4 16.4 14.8 15.0 14.6
Gross energy content of straw 14.5 13.4 13.9 14.0 14
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Table 3. Land management, input and output of energy in the agricultural Torogh research station (2003).

T R T —
Wheat 20 35.24 126.00 3.57
Irrigated barley 30 31.17 98.05 3.14
Dryland barley 24 22.39 48.35 2.16
Forage corn 7 31.67 120.41 3.80
beet 2 126.58 196.00 1.55

Table 4. Straw/fruit- and shoot/root-ratios for different crops [12, 25, 26, 27]

Fabaceae Beet Barley Corn Wheat Grassland
Straw/seed ratio 2 0.3 1 0.7 0.9 -
Shoot/root ratio 7.5 0.8 2.8 4 29 33
k 0.78 0.93 0.73 0.72 0.74 0.70

Table 5. k, S, T and r values for different [21].

crop k N T (inK) r
Wheat 0.74 0.48 290 0.35
Barley 0.73 0.47 290 0.35

Corn 0.98 0.63 299 0.35

Beet 0.93 0.60 295 0.35

k = The fraction of the net production is being extracted from the system with the yield.

S = The fraction of the gross production is being extracted from the system with the yield.
T = Mean temperature of vegetation period (in K)

7 = mean respiration coefficient.
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Figure 1. Composition of the total agricultural energy input in the Torogh research station in 2003 in percent.

50 percent of total direct energy is consumed in irrigation systems, this energy is high
because world wide 65 percent of the water used in irrigation is wasted (evaporated or
transpired), meaning that only about 35 percent of applied irrigation water actually
contributed to crop growth [17].

Some wastage of water is inevitable, but a deal of waste could be eliminated if
agriculture practices were oriented towards conservation of water than maximum of
production. Another 26 percent of total the energy used in off the farm to produce the
machinery and farm equipment.

To set an example the scheme of further calculations will be demonstrated for wheat.
In order to calculate the entropy balance of a wheat field with Eq. (8). We have to know
the values of Wory, #, S =k (1 - r), Ppand T. The energy input for wheat field in 2003 is
equal to 35.26 GJ ha-1’the output, which is the crop production y (grain + the main part of
straw), is equal to 126 GJ ha-1 (see Table 3). Using these values the ratio # = output/input
was calculated, #=35.24/126 = 3.5.

From Table 5 we get K= 0.74, and since r=0.3, then S= k (1-r) = 0.481. After Zarea-
Fizabady P, is equal to 35 GJ ha-1 and the average temperature of air during vegetation
period is 290 °K. Substituting all these values into Eq. (8) we get: X = 0.496 GJ ha-1 K!
per year.

Using Eq. (9) and Eq. (10) the limit energy load and the sustainable crop production
per year was calculated: W,, =7.21 GJ ha-1, y,, = 25.75 GJ ha-1.
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In order to estimate the deviation of the system from a sustainable trajectory we
introduce the following criterion:

Sd:W—Wcr:y—ycr, (11)
W, Ver

cr

Using Eq. (11) we can estimate the deviation from a sustainable agriculture for wheat
in this year, S; = 0.79. ,Also these calculations is done for other culture in 2003 year (see
Table 6). The highest and less amounts of entropy was observed in sugar beet and barley,
especially rainfed barley, respectively (Table 6).

Low excess of entropy in barley field especially dryland barley, which is very similar
to a natural ecosystem, is expectable. Producing of entropy in agriculture is closely related
to the level of modification of natural ecosystem processes. The costs are small when
humans leave the basis structure of the ecosystem interact. But when a complex natural
ecosystem is replaced by a crop monoculture with a life form very different from that of
the native species producing of entropy rise steeply [22].

So, low entropy amount in rainfed barley is expected because of lower manipulating
by human being.

Table 6. Entropy excess, o, and deviation of sustainability, Sy, in 2003 for different crops in the agricultural
Torogh research station.

Entropy .
crop excess Wer Energy input Yer Energy output Sy
(GInat K G a1l [GJ ha-1] [GJ ha-1] [GJ ha-1]
Wheat 0.47 721 35.24 25.75 126.00 0.79
Irrigated
0.36 8.30 31.17 26.08 98.05 0.73
barley
Dryland
0.14 10.90 21.39 23.54 48.35 0.49
barley
Forage
0.45 6.58 31.68 25.00 120.41 0.79
corm
beet 0.75 17.38 126.58 26.94 196.00 0.86

Ver= The sustainability crop production
W,.= The limit energy load
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Substituting the term k (1-r) with S in Eq. (8), this Equation is re-written in the form:

_1 b 12
U—T[W+(k(1_r) Dyl. (12)

In accordance with Eq. (12) some approach for designing sustainable system is:

1.

Firstly reduced anthropogenic energy input, W; because of humans try to force on
the environment in the production of food, energy is needed in order to maintain
optimal growth and development of the crop organisms. Larger inputs of cultural
energy enable higher productivity. However, there is not a one-to-one relationship
between the two. When the cultural energy input is very high “return” on the
“investment” of cultural energy input is often minimal [2, 10].

Sustainable agro-ecosystems enable through decrease input of industrial cultural
energy and increase of biological cultural energy produce food with more energy
efficiency. Biological cultural energy is renewable and in facilitating the production
of harvestable biomass is efficient. Also, agro-ecosystems that rely mainly on
biological cultural energy are able to obtain the most favorable ratios of energy
output to input.

Secondly reduced crop production, y, but this of course would counteract the aims of
agriculture. Moreover, this is not suitable measure, as is the case with intensively
production of rice in southeast of Asia. Intensified biological systems, which have
low entropy, can keep yield in high level [1].

Thirdly, increase of export of biomass; this corresponds to the increase of k in Eq.
(11). For instance, by removing more straw with the harvest. But this could decrease
the soil organic carbon in the long run, which has a negative effect on soil fertility
and therefore can not be the aim of sustainable agriculture. Moreover, the process of
extraction of residues (straw and roots) requires a lot of additional energy. Therefore,
to increase k we must increase W. As a result, we do not only decrease o, but it may
also increase. As a conclusion, the reduction of anthropogenic energy input seems to
be most useful strategy. The study in hand proves the effectiveness of this tool. On
the one hand the waste of fertilizer was reduced and on the other hand the yield
increased, which could, however, partly be a result of different weather conditions.
As suggested in this paper, the key to more sustainable use of energy in agriculture
lies in expanding the use of biological cultural energy. Biological input are not only
renewable, they have the advantages of being, and able to contribute to the ecological
soundness of agro-ecosystems.

The excess of entropy of a site depends on several parameters. In the following the
accuracy of the applied data will be discussed. Primary productivity was calculated
with accurate data about crop yield and empirical values for biomass ratio between
root, straw and harvested parts of the plant. In addition, a general respiration
coefficient was applied, which had been determined by Zarea-Fizabady [28] on
several herbaceous species of the study site. As plant cannot adopt both the
root/shoot ratio [25] and respiration coefficient [16, 28] to weather and soil
conditions, these values only allow an estimation of the real situation.
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The resulting excess of entropy significantly depends on the selected reference
system. To accord with the hypothesis, the reference system must be a mature natural
system, which is similar to the examined agro-ecosystem. Only in this case the
anthropogenic ecosystem still has the same property to export entropy to its
environment without degradation. Under the climate and soil conditions in Mashhad
district a natural succession would result in a pasture ecosystem (like on all pasture in
semiarid region of Iran). As a pasture is not successionally close to farmland, we
selected long-term fallow pasture as a reference, which produce 2500-kg ha biomass
that seems to be a good compromise between the demands of maturity and similarity.
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In this paper, it is shown that in support of its ability to improve the overall economic cost-
effectiveness and flexibility of the Danish energy system, the financially feasible integration of
large-scale heat pumps with existing CHP units, is critically sensitive to the operational mode of the
heat pump vis-a-vis the operational coefficient of performance (COP), which is set by the
temperature level of the heat source. When using only ambient air as the heat source, the total heat
production costs increases by about 10%, while the partial use of condensed flue gas from the CHP
unit as a heat source results in an 8% cost reduction. Furthermore, the operational analysis shows
that when a large-scale heat pump is integrated with an existing CHP unit, the projected spot market
situation in Nord Pool towards 2025, which reflects a growing share of wind power and heat-bound
power generation electricity, will reduce the operational hours of the CHP unit significantly, while
increasing the operational hours of the heat pump unit. In result, a heat pump unit at half heat
production capacity in combination with heat-only boiler represents as an alternative to CHP unit
operation, rather than a supplement to CHP unit operation. While such revised operational strategy
would have an impact on electricity markets, the result indicates that in a sustainable energy system,
either a large-scale heat pump should fully replace an existing CHP producer, or the size of the heat
pump to be integrated with an existing CHP unit should be much below half of the CHP unit’s heat
production capacity. The CHP with heap pump design should allow for both combined (CHP unit
and heat pump) and sole operation (heat pump only).

1 Introduction

Large-scale integration of intermittent renewable energy technologies such as wind power
and photovoltaics into existing energy systems represents a major opportunity for
increasing energy efficiency, reducing emissions, and optimizing the economic feasibility
of the energy system [1]. Such development will be requiring innovative solutions in the
design and operation of the overall energy system, in particular in order to regulate in
periods of excess power production, maintaining power quality, and increasing the
capacity value of small power producers.

In the case of Denmark, with about 20% of the total electricity supply coming from
wind power and plans for increasing the share of wind power to 25% by 2010, measures
are being developed for securing a continued efficient and cost-effective integration of
grid-connected wind power. Besides the large-scale penetration of wind power, the

T Corresponding author.
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Danish energy system is furthermore characterized by a continued policy strategy to
promote system energy efficiency in the form of distributed combined heat and power
production, which supplies about 50 of total heating demand and 50% of total electricity
demand in 2003.

In the Western part of the Danish electricity system, annual electricity production
from wind and CHP is currently matching annual electricity demand, and new off-shore
wind farms and the increasing demand for district heating, are giving rise to a situation in
which supply surpasses demand, and periodically results in critical excess supply. Figure
1 illustrates the increasing significance of this challenge [2].

Projected Electricity Production by Wind Power and CHP
In Denmark's Western Grid (Eltra)

B Electricity Production from Wind
[ Electricity Production from CHP
Electricity C

GWh per year

2005 2010 2015 2020

Projected Excess Power Production
In Denmark's Western Grid (Eltra)

B Critical Excess Power Production
(@ Exported Excess Power Production

GWh per year

2005 2010 2015 2020

Figure 1. The current and projected share of wind power and CHP-based power generation in Denmark’s
Western grid, and the resulting projected excess power generation.
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To avoid the foreseen problems in planning for extensive penetration of wind power in
Denmark’s Western grid, current plans suggests that new wind farms should better target
export markets. Such strategy will involve major investments in increasing transmission
capacities to neighboring countries Germany, Norway, and Sweden. Meanwhile other
strategies, which attempts to assess opportunities for allowing an even larger share of
intermittent renewables into the Danish energy system (50% or more of total annual
electricity production) might be more cost effective [3]. Such alternative strategies seeks
to increasing the flexibility of the existing supply and distribution network; strategies that
may be more cost-effective, while neutralizing the problems related to critical excess
production of electricity.

The strategy to limit excess electricity production by increasing the flexibility of the
national system, involves the design of sustainable energy systems which relies on the
integration of effective storage and relocation technologies. Figure 2 exemplifies the
overall principle for the integration of selected storage and relocation technologies.

Elactricity

Mechanical El. boiler Cooling "
Heat pump a4 Cooling Bam
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Figure 2. Integration of storage and relocation technologies in the energy system.

But which options are more feasible, from a technical, environmental, economic, and
financial perspective? Heat pumps, hydrogen storage, or pumped storage? Comparative
techno-economic analyses of advanced system designs are required in order to assess the
comparative advantages and disadvantages, and possibly to identify those options which
could benefit from particular attention by policy makers and project developers.

Lund et. al [3] points to one most promising option in a short- to medium-term
perspective; integration of large-scale heat pumps at the site of existing CHP-plants. From
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extensive system analyses using the model EnergyPLAN it is found that the levelized
economic benefit in the case of Western Denmark amounts to €2.5 mill. per year at
current wind power production levels. The analysis shows that it will be feasible to
integrate a total of 350 MWe heat pumps, equivalent to the installation of one 1 MWe
heat pump at the site of the average CHP-plant.

In fact, standard large scale compressor heat pumps are typically available up to
about 1 MWe, equivalent to 3-6 MW heat output, though the integration of heat pumps is
likely to be requiring a customized design process in most cases [4,5]. Issues related to
ozone-depleting and global warming contributing refrigerants is a problem of the past as
CFC and HCFC are being phased out, introducing natural working fluids like carbon
dioxide and water. Findings suggest that natural working fluids are introduced without
compromising the COP, however it is known that using carbon dioxide as a working fluid
in compression systems generate high pressure differences across the compressor as well
as large efficiency losses associated with the throttling process [6]. The Danish
Technological Institute is currently collaborating with the Centre for Positive
Displacement Compressor Technology to design and demonstrate a technology that
balances the rotor forces in twin screw compressors for high pressure applications,
thereby significantly improving the efficiency of large-scale heat pumps using carbon
dioxide as the working fluid.

A strategy intended to promote the integration of heat pumps suggests the emergence
of a new role for small power producers in the regulation of supply and demand for
electricity. Certain key conditions needs to be taken into account for this purpose; most
importantly the communication between the system authority and the individual plant
operator and the ability of the plant to react quickly to supply requirements. Research
projects indicate that starting and stopping plants currently may take from as little as 10
minutes to as much as 4-6 hours. Furthermore, the ability and willingness of the small
power producer to supply reactive power would increase the flexibility of the system and
allow the system authority to postpone certain investments in for example condensators
[7].

However, in order to establishing such new regime and role for small power
producers, regulators will be required to establish new conditions for grid-connection
under which investment and operational strategies will be reflecting the economic costs
and benefits.

In fact, in March 2005, 26 Danish CHP plants offered their combined capacity of 361
MWe to the Western grid authority, thereby suggesting a model for how it may become
financially attractive for small power producers to become providers of regulative
capacity [8]. Taking it a step further, small power producers may just as well also provide
an additional regulative option by allowing the central grid authority to bid for making
use of heat pumps at the site of the CHP plants for the purpose of taking excess power
production in situations of such.
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2 Objective and methodology

In this paper, it is assessed whether the suggested economic feasibility of system
integrated large-scale heat pumps is currently reflected in the market place, i.e. whether it
is financially attractive under the current market conditions for small power producers to
install and operate a large-scale heat pump.

The analyses are making use of a design and optimization model of a typical CHP-
plant with and without heat pump, on the basis of which a financial cost-benefit analysis is
prepared. The energyPRO software [9,10] is used to model and optimize the simulated
operation of the plant over the planning period. On the basis of the financially optimized
plant operation, a simple net present value approach is used as the key criteria for
assessing the comparative financial feasibility of the options included under the analysis.

3 Techno-economic assumptions

In the comparative analysis of the performance of large-scale heat pumps, 3 options are
compared:

Reference: Continued operation of an existing 4 MWe (3 MWe + 1 MWe) natural-
gas fired CHP plant with 1,200 m3 thermal storage (grid-connected, heat used for district
heating).

Alternative A: Reference plus cold source heat pump (ambient air is always used as
heat source).

Alternative B: Reference plus partial hot source heat pump (flue gas is condensed
and periodically used as heat source).

All options are optimized according to an operational strategy that allows demand at
any given hour to be met by the cheapest production component, shifting between or
combining the engine-generator, the heat pump, and the heat-only boiler, producing to the
thermal storage, whenever feasible.

3.1 General assumptions

With 2005 as the first full year of operation, the case options are analyzed over a planning
period of 20 years, equivalent to the assumed life time of the heat pump, furthermore
assuming that to be the remaining lifetime of the existing CHP unit; making all
investments fully depreciated within the planning period.

A nominal financial discount rate of 15% p.a. is applied in the calculation of the
financial net present value. While this discount rate may seem rather high, it is assumed to
mirror well the time preference for new investments among the stakeholders in focus.
Current fiscal premiums and taxes are assumed constant in nominal terms. Fixed and
variable O&M costs are assumed to increase at the rate of inflation, which is assumed to
be 2% p.a. A 70/30 debt-equity ratio is assumed, debt being financed over 10 years at 5%
p.a. effective. The results and conclusions are not particular sensitive to these
assumptions.
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Table 1. Key techno-economic assumptions.

Reference Alternative A Alternative

B
Heating demand
Annual supply 24.5 MWh
Installed capacities
CHP-Heating 6.5 MW 3 MW 4 MW
CHP-Electricity 4.0 MWe
Efficiencies
CHP unit — thermal 39%
CHP unit — overall 90%
Heat-only boiler — overall 95%
Heat pump — COP 3 4
Investments
Heat pump 0.7 mill. € 0.9 mill. €
Var. annual O&M costs
CHP unit (€/MWh elec. prod.) 6.5 €/MWh
Heat-only boiler (€/MWh heat prod.) 1.5 €/MWh
Heat pump (€/MWh heat prod.) 4.0 €MWh 4.0 €MWh

Financial fuel costs and revenues from the sale of electricity are based on previous
year values (March 2004 to February 2005) projected to develop over the planning period
at rates similar to those projected for economic costs according to the Danish Energy
Authority [11]. The initial natural gas price is based on fixed monthly prices for large
consumers [12], and the electricity selling and purchase tariff is based on Nord Pool spot
market prices [13]. Electricity purchase taxes for heating purposes apply for electricity
used to feed the heat pump.

3.2 Case options

Table 1 holds the key techno-economic assumptions for the 3 options under analysis.
Particular uncertainty relates to the coefficient of performance (COP) of the heat pump,
which is highly sensitive to the temperature levels of the heat source as well as of the heat
sink. The average temperature level of the heat source is uncertain due to the various
conditions under which the heat pump will operate: in periods the engine-generator will
not operate and the heat pump will have to operate on the basis of a low temperature heat
source, perhaps ambient air, under which conditions the COP may be as low as 2, and is
unlikely to reach a COP higher than 4 (Alternative A). In other periods the heat pump
may operate in parallel with the engine-generator, possibly allowing for heat recovery by
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condensation of flue gasses, which will result in a relatively small temperature lift of the
heat pump, as a result of which a COP of between 3 and 5 may be achieved (Alternative
B). By including these two alternatives in the comparison, the aspect of this uncertainty is
partially explored.

The specific investment cost for large-scale heat pumps is not expected to change
towards 2030; however the COP for new heat pumps may be expected to improve by as
much as 20% by 2030 without any increases in investment and O&M costs (ref). The
potential increase is not considered under this analysis. The technical life time of the heat
pump is assumed to be 20 years at the specified O&M costing levels.

4 Results

Figure 3, 4 and 5 illustrates the operational characteristics of the 3 case options during a
week in November 2005. It appears from a review of this and other weeks over the
planning period that following the integration, the heat pump will significantly overtake
heat production from the CHP unit, Alternative B more so than Alternative A.

Table 2 shows the key financial results for the operation of the 3 case options. It
appears that the financial conclusion as to which option is the more feasible depends on
the operational mode of the heat pump. Alternative A, which uses ambient air as the only
heat source increases total costs of operation, while Alternative B, which is assumed
periodically to be using condensed flue gases as heat source, reduces total costs of
operation.

Table 2. Key financial results.

Reference Alternative A Alternative B
Net present value (€) -6.3 mill. -7.0 mill. -5.7 mill.
Levelized production cost 41.1 45.7 37.7
(€/MWh-heat)
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Figure 3. Sample operation profile for optimized natural gas fired CHP plant without heat pump.
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Figure 4. Sample operation profile for optimized natural gas fired CHP plant with Alternative A heat pump.
Heat pump overtakes a significant share of heat production.
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Figure 5. Sample operation profile for optimized natural gas fired CHP plant with Alternative B heat pump.
Heat pump overtakes almost entirely heat production.

5 Conclusion

In conclusion, the results indicate that when a large-scale heat pump is integrated with an
existing CGP plant, the current and projected spot market situation in Nord Pool supports
a significant preference in the operation of the heat pump over the CHP unit. However,
uncertainties related to the performance of the heat pump under various operational
strategies must be further explored through tests and demonstration projects.

On the financial feasibility, the results indicate that when using only ambient air as
the heat source (Alternative A), the overall heat production costs increases by about 10%.
In an operational situation that allows a COP increase by 25% accompanied by an almost
30% increase in investment costs (Alternative B), the overall heat production costs are
reduced by about 8%.
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The financial results are obviously sensitive to the conditions for grid-connecting
small power producers. The recent move by small power producers teaming up to supply
firm capacity to the grid may benefit the CHP unit relatively if rewarded. Another
potential impact will be the combination of the increase in electricity demand due to the
use of heat pumps and the decrease in electricity produced by the CHP unit, which will
drive up market prices for electricity and thereby benefit the CHP unit relatively over the
heat pump. Analyses will be required in order to assess the feed-back effect on the Nord
Pool spot market from the possible increase in demand from heat pumps and the reduced
electricity production from the CHP units.

Possibly, financial instruments are required effectively to improve the financial
viability of large-scale heat pumps. Most importantly, it seems relevant to discuss which
options the market may reasonably introduce in order to introduce the option for
regulating electricity demand and supply by the use of heat pumps in order to avoid
critical excess power production and exports of excess power production, whenever
feasible. Also of current interest, will be the effects of introducing CO2-credits and RE-
certificates.

With construction periods of less than 1 year, the integration of large-scale heat
pumps with existing small power producers may be the key to allowing a large share of
intermittent renewables into the power grid in the short to medium-term. Such integration
would help to securing a flexible and cost-effective operation of the energy system and
policy strategies and market conditions should be developed accordingly.

However, while such revised operational strategy, based on a design that allowes for
both combined (CHP unit and heat pump) and sole operation (heat pump only), whould
have an impact on electricity markets, the results indicate that in a sustainable energy
system as the evolving Danish energy system, either a large-scale heat pump should fully
replace an existing CHP producer, or the size of the heat pump to be integrated with an
existing CHP unit should be much below half of the CHP unit’s heat production capacity.

Acknowledgments

The findings in this paper are part of the results of a Ph.D. project at Aalborg University,
which is supported financially by Energinet.dk, the TSO of Denmark. Moreover the
presentation is part of the EU-funded DESIRE-project (Dissemination Strategy on
Electricity balancing for large Scale Integration of Renewable Energy).

References

1. L. Nielsen et al., Vedvarende energi i stor skala til el- og varmeproduktion, Risg,
December 1994.

2. Danish Energy Authority, Rapport fra arbejdsgruppen om kraftvarme- og VE-
elektricitet, October, 2001.

3. H. Lund et al, Lokale Energimarkeder, Institut for Samfundsudvikling og
Planlaegning, Aalborg Universitet, January 2004.



78

W

11.

12.
13.

IEA’s heat pump centre, http://www.heatpumpcentre.org/.

Danish Energy Authority, Draft Technology Data Sheets, March 2005.

N. Stosic, I.LK. Smith and A. Kovacevic, A Twin Screw Combined Compressor And
Expander For CO2 Refrigeration Systems, Centre for Positive Displacement
Compressor Technology, City University, London, 2002.

Energinet.dk (then Eltra), Decentral kraftvarme pa markedsvilkar, F&U 2003 projekt
5227, Slutrapport, March 2004.

Energinet.dk (then Eltra), http://energinet.dk, Eltra Newsletter March 2005.

EMD, http://emd.dk, EnergyPRO software.

. H. Lund, A. N. Andersen, Optimal Designs of Small CHP-Plants in a Market with

Fluctuating Electricity Prices, March 2004.

Danish  Energy  Authority,  Appendiks:  Beregningsforudsetninger  for
samfundsekonomiske beregninger pa energiomradet, Horingsudkast, October 2004.
Dong, http://dong.dk, natural gas prices.

Nord Pool, http://nordpool.dk, spot market prices for electricity.




CDM IN AFRICA - AN ANALYTICAL FRAMEWORK FOR ACTION *

MARCOS ALEXANDRE TEIXEIRA'

RGESD - Department of Mechanical Engineering, Instituto Superior Técnico,
Pv. de Mecénica I, 2° Andar
Lisbon, Portugal

LUIS MANUEL ALVES
RGESD - Department of Mechanical Engineering

SERGIO TEIXEIRA SANTOS
RGESD - Department of Mechanical Engineering

JOAO SARMENTO CUNHA

TERRASYSTEMICS - Praga Sdo Paulo, 19, 1 — Dto.
Lisbon, 1200 — 425, Portugal

MARIA DA GRACA CARVALHO
RGESD - Department of Mechanical Engineering

The implementation of CDM, as a market-based tool for sustainable development, is seen as a
critical tool for the African continent to achieve the Millennium Goals. Many years, initiatives and
projects have been implemented since the start of Kyoto’'s negotiations, but few have been the
achievements in terms of the impacts in regional sustainable development. This paper carries out a
survey on the most recent CDM programmes and initiatives conducted in African countries
(especially in the Sub-Saharan Countries, as they are perceived to suffer the greatest impacts of
climate change). This survey was then used to analyse and identify particular trends, especially
when focusing in the achievements of those programmes and initiatives. A panel was also set-up for
comparing past and present scenarios. Based on the information collected and analysed, a strategy
was put forward to overcome the main weakness and propose possible steps for future action.

1 Introduction

Climate change is no longer a new topic in the international agenda. The key issue lies on
the general perception of public and private actors; some see it as a threat, others as an
opportunity, others still as business driver, while a few may actually perceive it as new
path for sustainable development (SD),. When climate change was first discussed in a
global forum [1], probably no one anticipated such a long and drawn-out process on this
matters (i.e. that it would take so many years for its ratification), and above all, most did

* This work was supported by EC, within the SYNERGY Programme Managed by the
DG TREM (Contract No. 7.623/D/02-001).
T Corresponding author: mteixeira@ist.utl.pt.
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not envisage the current state of affairs, namely the insufficient steps being taken and the
lack of political leadership demonstrated by the many of the institutions involved in the
process.

Furthermore, the Clean Development Mechanism (CDM), a forward-looking,
market-based tool for engaging poor countries in carbon abatement initiatives, was looked
upon to become one of the main drivers of SD in several of the less developed countries
(LDCs), but, at present (and now more than 10 years later), this is yet to become a reality.
This paper will, therefore, explore this issue in more detail, focusing on one of the regions
expected to benefit the most from CDM initiatives, the African Continent.

This paper is not only based on a survey of literature, publications and web-based
material, but also on two years of field experience in connection to the development of the
Project “CDM for Sustainable Africa - Capacity Building for Clean Development
Mechanism in Sub-Saharan African Countries”. The objective of this project was to
create an appropriate framework for CDM project implementation and facilitate CDM -
related investments in the SAHEL (meaning the Sahara desert boundary) and the SADC
(Southern Africa) regions .

2 CDM as A Development Tool

Starting from the premise that combating climate change is a global endeavour, it was
agreed that action would have to be concerted at the international level; and from this
concept the idea of optimising emissions reductions in the most cost-effective way
naturally followed. The concept of developing projects that could reduce Green House
Gases (GHG) emissions anywhere in the world (possibly, where these were cheapest)
emerged from this framework, such that these credits could then be used in covering
carbon emissions in other countries, especially those subject to emissions ceilings. As said
in Article 12, paragraph 2 of the Kyoto Protocol:

“The purpose of the clean development mechanism shall be to assist Parties not
included in Annex I in achieving sustainable development and in contributing to the
ultimate objective of the Convention, and to assist Parties included in Annex I in
achieving compliance with their quantified emission limitation and reduction
commitments under Article 3...”'

This makes sense in a global business approach. But there are always pertinent issues
such as costs, available funds, risks, other more attractive projects, different
commitments, the respect for sovereignty, addressing the environmental aspects as well as
the global sustainable development objectives. Thus, a political and regulatory framework
needed to be established. It was against this scenario of different perspectives and
diverging goals that the foundations for CDM were established, at the first Conference of
the Parties (COP).

Although CDM initial ideas were quite clear, as time went by, it has been perceived
as not been able to achieve its initially proposed targets, for example, the Small Scale
CDM Projects were to be an important tool in addressing the sustainable development of

* http://www.rgesd-sustcomm.org/CDM_AFRICA/CDM_AFRICA.htm
! www.unfece.int
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small communities, but those projects lack the critical mass to support the burden of the
fixed costs. The second wave of more promising projects involved the transfer of
appropriate technology to LDCs, but these often become constrained by the difficulty of
demonstrating their additionality. In poor countries with a severe technology gap, the
CDM Projects were expected to be a major push factor for sustainability in the industrial
sectors, however, government bureaucracy and the absence of a support structure made
such projects more difficult to implement [2].

Taking all of this into consideration, it is easy to conclude that CDM was not the
expected magic pill for tackling climate change. This article will attempt to further
develop and analyse some of the barriers that block CDM investments / actions and,
wherever possible, shed some light on ways to overcome them, with regard to the African
Continent.

As a final word, the authors would like to warn, that the growing feeling that CDM,
as a market-based tool is failing to achieve the promotion of its sustainable development
goals, makes it even more important to secure the benefits from carbon finance beyond its
purely monetary benefits, otherwise, there is a risk of political repercussions and the re-
evaluation of positions/attitudes by several donor organizations, as already alerted by the
WWEF [3].

3  African Situation

Africa is indeed not a big contributor of GHG emissions, as it only accounts for 3.2% of
world emissions (1992 levels), mainly produced in the energy and land use sectors (32%
and 37 % respectively), as can be seen in Figure 1. Although, this may in itself reduce any
interest in this market for CDM projects, Africa is one of the most vulnerable continents
to the potential impacts of climate change. Furthermore, the low industrial base poses a
threat that economic growth, if a sustainable path is not chosen (i.e. less energy intensive
and with cleaner technology process), will lead to the exponential growth in carbon
emissions [4].

To accomplish this overarching objective, the proposed project takes the Kyoto
Protocol agenda as a general framework for implementing its specific objectives, in other
words, making proper use of the CDM to achieve sustainable development in Africa. This
continent has an enormous natural resource potential, including energy resources, but also
the world’s lowest economic and social indicators, thus facing major development
challenges at all levels.

The actions carried in the past within these countries had the intention of contributing
towards the creation of the greatest number of CDM activities, the identification of
barriers for investments, supporting actions for creating endogenous capacity to remove
such barriers, and to avoid or minimise future emissions by promoting environment-
friendly technology transfer.

On the surface, CDM has been regarded (by various players in developed and
developing countries) as a cooperative instrument to promote sustainable development
while achieving cost effective GHG mitigation. However, due to dissimilar economic,
political, social and technological conditions in developing countries, Africa has not been
able to attract sufficient investments through the CDM route. Of a total of 50 “Activities
Implemented Jointly” (ALJ), projects during the pilot phase, only two projects came to
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Africa. Recently, under the Netherlands Carbon Purchase Programme (CERUPT), out of
a total of 20 projects approved, none has been approved for implementation in Africa.
Furthermore, out of over forty business methodologies submitted to the CDM Board of
Executives, of which eleven have been approved and six have gone as PDDs (project
Design Document) to the CDM Executive Board (EB), only one on landfill from South
Africa is under active consideration as the methodology is being approved (Source:

http://www.cdmwatch.org/).
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Figure 1. Carbon Dioxide Emissions per continent [4].

4 Past Activities

Here are some of the past activities on CDM in African Countries, more specifically in
the area of capacity building and project portfolio building. The bellow list of actions
does not try to cover all experiences in the continent, but instead to provide a general
picture of the activities developed and the main outcomes achieved.

The Clean Development Mechanism and Africa. Regional Workshop. Accra, Ghana,

21 — 24 September, 1998 [5]. Main issues discussed:

e CDM Governance — Need for reduced bureaucracy and ensuring that the
developments goals of the hosting country are actually achieved. The International
Board composition should be of 11 members, out of which 6 from developing

countries.

e  African Focal Points — no agreement on whether Africa should begin to establish
CDM agencies. Was suggested a partition of credits, 50% developed country partner,
20 host country partner, 20 % host country government, 4 % adaptation funds and 1

% for the CDM agency.
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e Baselines — It was clear that the lack of precise and reliable data makes it difficult to
build baselines. A combination of national (and or regional) and project-specific
baseline would be required for CDM projects in Africa.

e  Additionality — Due Africa’s low level of emissions, additionality would be focused
in financial aspects, so CDM would improve attractiveness of projects to investors.

e  Monitoring, verification and Certification —SD objectives are to be incorporated in
the process as an issue for further discussions to move from more short-term
objectives (i.e. infrastructure or job creation), to “poverty alleviation”. Capacity
Building Programmes should target the lack of competence to carry out such.

e Equity issues —Africa, as has been marginalised in international mechanisms in the
past, a quota system should be put in place to ensure enough CDM projects in Africa.
Another aspect is that it should not be constrained with emissions targets.

e  Getting started — A fund should be set-up to assist the development of credible
projects and build confidence and overall understanding. This would support
countries to develop agencies; adaptation strategies; project portfolios; capacity
building, R&D and Demonstration programs.

e Other existing mechanisms — CDM must not be used as a substitute for other
mechanisms such as ODA and GEF

e Types of CDM projects — energy and sustainable transport projects are to be pursued.

UNIDO at the project “Engaging the Private Sector in Clean Development Mechanism
Project Activities”, a United Nations inter-agency project, focused on Brazil and South
Africa. One of the main features was the promotion of CDM projects by developing an
Investment and Technology Promotion Office (ITPOs). The program followed an agenda
of meetings between CDM Delegate Programme for South Africa and potential investors
in Japan (around 30 between 21% to 31% May, 2003, in Tokyo).

The project was related as success, with “bridge-building” effects between Japanese
investors and South Africa CDM Project Developers, and the presentation of a CDM
portfolio of 23 projects. Many questions were raised concerning the institutional
infrastructure, regulations, status of the Designated National Authority (DNA). The low
share of energy related projects indicated that more capacity-building work needed to be
done in this area. Many of the contact reports had parts of it made confidential as
requested by the participants.

CD4CDM Project (on going at the present date, www.cd4cdm.org). United Nations
Environment Programme (UNEP) launched the project “Capacity Development for the
Clean Development Mechanism” with financial support from the Dutch Government. The
UNEP Risg Centre (URC) is the supporting organisation contracted by UNEP to
implement the project.

The project has the target to establish GHG emission reduction projects, consistent
with national SD goals (especially in the energy sector), and also to prepare people in the
host countries to became capable of analysing the technical and financial merits of
projects and negotiating financing agreements with Annex 1 countries or investors.
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The project aims at a broad understanding of the opportunities offered by the CDM,
and developing the necessary institutional and human capacities to allow them to
formulate and implement projects under the CDM framework. 12 countries, in 4
developing regions, have been selected to participate in the project: North Africa and
Middle East; Asia; Latin America and Sub-Saharan Africa - Cote d’Ivoire, Mozambique
and Uganda. The project has successfully implemented a series of 20 national and
regional workshops and 4 books.

BEA International — Bureau of Environmental Analysis International, three-day
workshop on Application of Climate Change and Energy Technologies: Opportunities and
Incentives for Investments in Africa [6].

In this event, CDM related issues were discussed such as: regional capacity
enhancement, public and private CDM initiatives, enhancement of partnerships between
national and international private and public entities, country CDM programmes, and
capacity building constraints (e.g. technical, information, institutional and financial
capacity). Some of the main considerations were:

e On public-private partnership on CDM, it was recommended a common strategy to
be developed in Africa.

e Capacity Building — general concerns were expressed regarding the skills and
expertise of environmental ministries and environmental officers and trainers. Was a
consensus that more training activities are needed to enable more CDM investments

e CDM awareness - international NGOs, regional offices, and CDM focal points must
increase their efforts to persuade the international community to invest in African
countries. Was also suggested the creation of a ‘CDM Desk for Africa’ or ‘Regional
Desks’ to serve as advisory bodies.

e Small Scale — these should receive special attention in building the CDM portfolio,
highlighting the community benefits.

Another special issue concerned small-scale projects. In creating a CDM portfolio, more
attention should be given to the specific community benefit of a project. Other key issues
discussed:

e The need to address the development criteria at country level (instead of adopting
universal principles) and the risk of a ‘race to the bottom’

e In the past, Africa’s position against the sink projects was in line with European
NGO’s but now there has been a clear shift in this issue. As such, there is a lack of
unity in the G77+ China Block and Africa’s voice is not being heard.

e Africa need to gain experience in implementing CDM projects. There has been work
in some baseline methodologies in the LULUCF at local level (Kenya), but yet some
institutional problems exist to sort-out contractual arrangements

CDM for Sustainable Africa - Capacity Building for Clean Development Mechanism
in Sub-Saharan African Countries. Project coordinated by the RGESD — IST, where,
during 18 months a Consortium with European and African Institutions took forward the
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objective of creating an appropriate framework for CDM project implementation and
facilitate CDM related investments in the SAHEL (meaning the Sahara desert boundary)
and the SADC (Southern Africa) regions. To accomplish this goal, the project foster the
understanding of CDM as a tool to achieve SD in Africa.

The “CDM for Sustainable Africa” project was therefore conceived to ensure
attainment of long-term sustainable development of environmentally friendly technologies
through capacity building. Feasibility studies for the most promising projects identified
were developed for exploring these potential projects in the Sub-Saharan Countries, as
well as a table of potential CDM Projects for the target region.

5 Current Situation

CDM is not a “common-sense” business and there are several barriers to its fulfillment as
a development tool and also as a business oriented activity. Worldwide, there are many
barriers and milestones within the CDM process, and all of them vary from project to
project and from site to site. Thus, one must be proactive to overcome them according to
each reality. Listed below are a few key points on the process that all participants must
consider when pursuing a CDM application [7]:

e The role of the key entities established to manage and monitor the CDM;
e Legal process involved in developing and registering the project and sales of CER;
e  The legal requirements in the Hosting Country, i.e. eligibility and ‘additionality’ test;

e Complying with domestic law frameworks, particularly legal ownership of CER,
foreign investment restrictions, property law and security law issues;

e  Project Finance and the various means of structuring and financing CDM projects
and how the CER are transferred in the international and domestic registry systems;

e How the project management team plans deal with the risks particular to CDM
projects and how to incorporate them into the negotiation of the CER; and

e The contracts, and compliance to the different perspectives that the project developer
in a developing country may hold on various clauses compared to the CER buyer.

The main risks remains in the lack of reliable information and the need of a secure
environment to promote the changes that must take place during the CDM life cycle (for
the enterprise as well as for others stakeholders). At the end, this is what CDM is made of,
changing towards a new framework for developing and securing their long term activities.

Within the “CDM for Sustainable Africa” project, an assessment was made to
analyse the present barriers to CDM projects in the target countries. It consisted on a
specific survey questionnaire with the leading questions/indicators related to policy,
technical, financial and legal issues.

This material was used within the local stakeholders in Botswana, Mozambique,
South Africa and Zambia and at Agrhmet Centre (that further administered those
questionnaires in their Sahelian member states namely Niger, Cape Verde and Gambia).
The list of barriers identified was:
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e Policy Barriers: limited awareness of CDM in Government, NGOs and Private
Sector; impromptus response by governments to ratify the Kyoto Protocol; no fully
established CDM National Authority; lack of a formally functional SD criteria and
dedicated committee; limited awareness of benefits of CDM and its relationship to
business by Government, NGOs and Private Sector and limited fora at which CDM
issues are discussed.

e Technology Barriers: limited awareness on renewable and energy efficiency tech. as
potential CDM; limited and sometimes non-existence of knowledge on selection of
appropriate renewable energy and energy efficiency technologies as potential CDM
projects; very few countries have experience with developing CDM projects; limited,
and in some cases lack of assistance to the private sector by Government and NGOs
in resolving barriers; limited, and/or non-existence, of databases with information
related to CDM; limited, and at times non-existence, R&D facilities for development
and demonstration of CDM related technologies; limited human resource for the
PDD elaboration and for new methodologies; few support services for PIN (Project
Idea Note) and PDD elaboration and conducting feasibility studies, and formulation
of business plans related to CDM and problems faced by countries with projects
under development would include lack of: capacity to develop project, prompt
government support, project development assistance (funding), skilled human
resources to develop the PDD, finance to fund CDM work and men power to be
allocated for CDM work.

¢ Financial Barriers: lack of financial base from local investors to contribute for
project implementation, as there is limited to no awareness of local/regional
institutions in CDM projects; limited awareness of availability of international
investment sources and limited awareness of risks associated with CDM project
implementation and of the transaction costs in CDM implementation and CERs
selling on project economics.

e Legal Barriers: limited to no awareness of the Protocol as an international law
within NGOs and Private Sector, as well as the legal issues in the development of
CDM projects at all levels (Government, NGO and Privates Sector); limited, and for
private sector almost no, awareness of Legal arrangements during CDM development
and lack of capacity in most countries to negotiate for a CERPA.

6 Discussion

Looking to the list of barriers found, and also keeping in mind the conclusions and

achievements of the last actions mentioned, there are some obvious trends, namely the

following:

1. The lists of barriers continue to be more or less the same, despite the efforts of the
international community;

2. CDM is seen much more as a form of gaining access to international funds than to
build a Sustainable Development Agenda;

3. Private sector still lacks understanding of Kyoto related business opportunities;
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4. The CDM initiatives are more common among governments, then academia and
almost absent in the private and banking sectors.

Other issue frequently debated is the strong link between CDM projects and
sustainable development, and how those investments are to be important for the local
communities. However, with no clearly defined SD criteria (which are at the core of
CDM project design), this issue of great importance, has so far received little attention by
the main key players (as it was not to be expected).

CDM in Africa is mainly considered a source of foreign income, while other aspects
are being disregarded. The numbers, on the other hand, show that Africa is losing this
battle. The statistics reveal that Foreign Direct Investment (FDI), in the developing
countries are concentrated in more or less 10 countries, with Africa’s share of this capital
decreasing over time, from around 17% in 1960 to about 3% by 1999. The whole
continent (except South Africa) received only 0.6% of the world’s FDI in 2000, as can be
seen on Table 1 [8].

Also, these investments are not equally spread in the African economy, as they tend
to concentrate in the natural resource industries such as mining, oil, timber, coffee, tea,
cocoa; sectors where competitive advantages outweigh the negative factors [9].

From a CDM perspective, when considering the investments directly related to the
CDM in developing countries, Africa does not come at the top of the list of hosting
countries. Furthermore, when this information is cross checked — i.e. FDI and CDM
investments — it is evident that one does not follows the other, as demonstrated in [10].

Also, in this paper is stated that low income, agrarian economies with relatively poor
infrastructure have limited scope for attracting FDI inflows, regardless of whether their
policies are trade-friendly. This is in line with the declining shares in global FDI inflows
of low income countries in sub-Saharan Africa, despite their liberalization of trade and
investment regimes. FDI flows have remained very modest, compared with other regions,
such as Asia and Latin America.

Table 1: Distribution of World FDI inflows, 1986-2000 (in %). Source: [8].

Region 1986 - 1990 1993 - 1998 1999 — 2000
Developed Countries 82.4 61.2 80.0
Developing Countries 17.5 353 17.9
Africa 1.8 1.8 0.8
Latin America & Caribbean 5.0 12.3 7.9
Asia & Pacific 10.6 21.2 9.2
Central & Eastern Europe 0.1 3.5 2.0
Least developed countries (LDCs) 0.4 0.6 0.4

With regard to potential projects, although Africa lags behind in the preparation,
submission and implementation of CDM projects, various options are physically present
throughout Africa for the development of PDD and a large number of potential projects
have been identified, mostly Small Scale CDM projects. Some examples are:

5. Better use of wood resources (improved stoves and efficient charcoal making
processes);

6. Efficiency improvement in Coal based thermo-electrical facilities (optimization of
coal combustion process, via better process monitoring);
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7. Energy efficiency project with technology transfer. Cases of revamp of industrial
units with technology transfer (i.e. insertion of bio-digestion plants on present units.
As the incorporation of 3 different technologies in a slaughter house in Botswana;

8. Energy efficiency improving project with business as usual technology. Appropriate
for CDM projects focused in industrial units revamp with BAU technology (i.e.
enhancing of cogeneration in sugar cane mill in Mozambique (one case studied);

9. Landfill gas-to-energy projects. These projects may be attractive to be developed as
CDM projects in regions where suitable landfills are available, such as South Africa.
Also, these projects rely on existing CDM background (with methodology already
approved. This was also the first CDM project registered);

10. Wind Mills (but not at all sites); and

11. Biodiesel and solar energy projects — alternative and / or renewable energy projects
to specific sites and situations.

The results of the case-studies have shown that there are feasible opportunities for
CDM projects in different areas of Africa and that, due to its heterogeneity and diversity,
it is difficult to speak in general terms about what type of CDM projects would be
feasible, as these potential projects are strongly related to local conditions and site
specificities (physical and structural conditions), and to each Country’s reality.
Nevertheless, some general observations on the feasibility of different types of projects
can be made, in a sectoral approach, as there is some homogeneity in technological levels
across the continent:

Meat Sector — countries with a relatively large meat production sector in Sub-
Saharan Africa: South Africa (1.8 Mton), Nigeria (1.1 Mton), Kenya and Tanzania. Meat
product exports mainly from Southern African countries (Namibia, South Africa,
Botswana, Zimbabwe and Swaziland). In the mentioned countries, there may be options
for development of CDM projects based on anaerobic digestion of meat processing
wastes, similar to what has been examined for Botswana.

Use of Agricultural residues — the northern and central African countries do not have
very large amounts of agricultural process residues, however in these countries it mainly
concerns field residues that are often hard to collect. Furthermore, utilization of these
residues may cause unwanted soil degradation. In countries where there is a large
population pressure on wood resources however, collecting and briquetting these field
resources may be an option. Examples of countries with high concentrations of
agricultural field residues (wheat and barley straw) are Egypt (10.6 Mton), Tunisia (1.1
Mtons), Morocco (3.0 Mtons), Ethiopia (5.3 Mtons), South Africa (4.2 Mtons) and
Algeria (3.6 Mtons). If this is machine-harvested and no real alternative use is available, it
could be feasible to generate power from this resource.

Sugar Cane Mills Cogeneration — the enhanced use of sugar cane bagasse in
cogeneration scheme is particularly attractive in Non-Tropical Southern Africa, and
particularly the small country of Swaziland (some 6 Mton of bagasse is available in this
region of which 1 Mton in Swaziland). And yet, if this is a common practice around the
globe, the present technological situation in African mills create an opportunity to, using
BAU technology, have an electric energy surplus that is not present in the baseline (as
energy generation is not considered in the mills’ strategic planning). At the same time,
better use of forestry residues, namely wood residue based power generation could be
further developed. Other main African areas where large amounts of bagasse are available
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in concentrated form are Mauritius (1.5 Mton) and Réunion Island (500 kton).

Most of the above mentioned ideas for CDM projects are based on the increased
utilisation of renewable resources for energy production. Another category of potential
CDM projects relates to efficiency improvements of existing supply chains, such as
improved charcoal production in (Niger and Mozambique case study), as well as grid
extension that is focused in displacing local energy generation based on diesel engines
(Zambia case study).

Furthermore, the local profile of the African private sector at present is mainly made-
up of micro, small and medium-scale enterprises that often operate in the informal
economy and, as such, most trade and investment promotion institutions do not reach
them and channels for financial intermediation are ill-adapted to their needs [11]. Those
that do not have access to information nor funding lines to undergo CDM projects.

This key support is critical in drawing a CDM strategy, as would it be difficult for
those enterprises to seek for the necessary resources (financial and technological) to go
through the CDM project cycle, as well as for reaching the international markets. Also it
is difficult to argue that such modest additional CDM financing is the needed final push to
make a project commercially viable, but it is still conceivable that the CDM could help to
overcome non-financial barriers to implementing some climate mitigation projects.

Another key issue is that the host countries need to adopt appropriate SD evaluation
methodologies that are transparent to potential investors, especially concerning the
important aspects of project evaluation. This ill-defined part of the cycle could be quickly
addressed if the methodology for approaching the issue were subject to a regional
consensus, such that the potential similarities and specific differences could be respected.
In this sense, the authors do recognise the potential of the methodology described by [12],
based in a two angle analysis:

First — Recognise that GHG emissions, and the human induced global warming, are
determined by general development pathways and by specific climate mitigation policies.
Thus lead us to start thinking of future options in a more holistic way, rather than just
focusing on individual energy supply, technology demand or adaptation measures. The
critical aspect is to place climate policy in the broader context of technological and socio-
economic policy development, rather than just being one among the many items of those
policies.

Second — Recognition of the linkages and potential synergies and trade-offs in each
concrete policy option. As the options were inventoried, it became clear that they are
focused in a certain issue within a specific sector. However, for a full economic appraisal
it is necessary to take into account the indirect impacts on climate (including mitigation
and adaptation), development targets and social goals. Policy options must not be guided
by sector-specific results but, instead, encompass the full spectrum of potential impacts.

And even if each country does define a set of criteria (and many are possible), this
has to be made with the contribution of local stakeholders. The lack of interaction
between knowledgeable technology partners and organisations representing local
stakeholders is also at the core of another serious problem: the significant probability that
the project design is suboptimal. This was, for example, observed in the development of a
bio-digestion project based on Methane recovery and substitution of fossil fuels with
biogas from abattoir waste (Botswana). The local organisation initially proposed to bottle
the produced biogas. After the discussions with the European partner, this proposal was
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developed into a more flexible range of technical solutions to better suit local
stakeholders expectations. However, a number of project ideas suggested by the local
partners were deemed impossible to be converted into tangible CO2-mitigating projects.

Local partnerships are essential in preparing CDM project proposals to the PIN and
PDD level. However, it is commonly observed that some local consulting teams operating
in the region typically lack the technical background and adequate capacity to seek new
opportunities for CDM Projects and their development to PIN and PDD level. Through
international exchange programmes, local consulting organisations may gain increased
exposure to foreign solutions that might be appropriate at the local level. Meanwhile, it is
recommended that local CDM organisations are assisted in build expertise by contacting
external partners with sufficient technical expertise to develop more suitable projects
(developing CDM projects to PIN or PDD level).

Host countries need to promote the inclusion of CDM aspects in the financial
engineering of projects. As illustrated by some of the technical solutions proposed in this
project, there is a need to further develop capacity for sound financial project engineering.
Furthermore, the inclusion of CER sales in project finance can significantly increase the
feasibility of CDM projects. For many typical CDM projects, however, the major share of
the investment is typically provided by local stakeholders who often do not clearly
understand how to incorporate into the project finance possible benefits and additional
fixed costs associated with trading CER’s and the CDM.

Although this project has contributed to increased awareness among local
stakeholders through the workshops organised, additional actions are required to facilitate
the adoption of projects that are only feasible through the sales of CER’s.

As was shown in the CDM barriers assessment phase, the official support structure
for CDM in the African hosting countries (Focal Point and/or DNA) is considered rather
weak. Several countries have not even ratified the Kyoto Protocol, and information on the
definition of local SD criteria is often lacking. There is a clear need to develop local
partnerships to stimulate local on-site activities, which would speed up the process of
CDM project preparation and develop confidence with outside investors.

Difficulties to obtain accurate information from local sites for these specific projects
(case studies) were also experienced, as many of the final users of the proposed CDM
projects were not directly involved in the design process and did not clearly understand
what was expected from them.

7  Conclusions

Anyone reading the above comments may consider that the barriers for developing CDM
projects are insurmountable. At the moment, Africa has significantly less experience in
the adoption of CDM projects and is making slow progress along the learning curve.
There are, however, great CDM opportunities in different sectors of society.

In the political sphere, African countries need to ratify the Kyoto Protocol and
establish national DNA and/or focal points. In addition, opportunities need to be
identified and developed for projects that, indeed, present a strategic advantage in
incorporating the sales of CER’s, not only because of financial gains but also through
their positive impact on both climate change and local sustainable development.

One of the forms to proceed with this strategy is to combine creative thinking, local
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entrepreneurship and the promotion of linkages with technology suppliers and R&D
organisations in Europe.

As such, one option is to foster the understanding that it is necessary to develop a
new model for CDM capacity-building activities in Africa. This model must be closer to
the private sector, focused on relevant technical assistance to the project developers
(consulting and technology providers), and in partnership with the local financial
institutions (project finance). Only after these actors become fully aware of Kyoto
business (and related opportunities) can we proceed to further initiatives focused on the
local governments.

These actions are to be developed in a cluster approach, gathering players based on
their competence (by sector and area of expertise) instead of their geographical
disposition. By doing so, it is expected that CDM projects become closer to the local
realities, while also strengthening a more solid portfolio of business initiatives.

After this first phase has been completed, further actions should be focused on Small
Scale Projects and the definition of Sustainable Development criteria. This last aspect is a
key element in the process of engaging the government and public opinion in
consolidating the final elements of the CDM chain.

This method would allow, firstly, the creation of a set of solid projects, gathered by
business areas and/or sectors, capable of attracting foreign investment (one of the key
development issues at present). Secondly, the building of a framework to attain the
critical mass necessary to make the CDM process move forward in the African continent.
The first stage would entail disengaging the action from governments and placing the
emphasis on the private sector (not necessarily associated to geographical distribution).
Once this local CDM agenda gains momentum, it would be conveyed onto the local
stakeholders for the definition of SD priorities, and be realised in Small Scale CDM
projects most appropriate to local conditions (using the methodology suggested in the
text).
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The research of difference of window frames between Japan and Europe shows that aluminum sash
windows with higher thermal transmittance are popular in Japan and wood casement windows with
lower thermal transmittance are popular in Europe. Popularization of wood windows for energy
saving from houses is treated as one of the practical and effective means to reduce carbon dioxide
emission in the sectors of commercial and residence against global warming in the coming
commitment period of Kyoto Protocol. Standardization by Japanese Industrial Standards (JIS) and
development of fire-proof wood are discussed as strategies to popularize wood windows. The
standards of wood windows in Europe seem to have been prepared with schedule for the
commitment period of the Kyoto Protocol aggressively and strategically for sustainable development.
Detail research of European Standards on wood windows reminds us the difference of climate and
wood used for windows between Japan and Europe. According to the information, the research for
standardization of wood windows in Japan has just started since 2004 with weather test. Fire-proof
five-plywood made of Japanese cedar, whose each veneer is impregnated with incombustible
chemicals, is developed. Fire test is made by cone calorimeter for four natural woods and the
developed plywood. Although the natural woods cannot clear the conditions for even Class 3 fire-
proof materials, the developed plywood clears conditions for Class 1 by Building Standards laws.
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1 Introduction

Japan must reduce emissions of greenhouse gasses by at least 6 per cent below 1990
levels in the commitment period 2008 to 2012 against the global warming, because the
Kyoto Protocol was brought into valid in February 16th, 2005. In fact, the emissions of
allocated carbon dioxide have gone up 12.3 per cent above 1990 levels until 2004 in
Japan. Although the industrial sector, among 7 sectors of energy industries, industries,
transportation, commercial, residence, industrial processes and waste, is the largest
emission source and accounted for 42.3 per cent of total emissions at 1990, the sector has
reduced the emission by 3.4 per cent until 2004. On the other hand, the increasing amount
of emissions from three sectors of transportation, commercial and residence is 149
megatons and is almost equivalent to the total increment of 140 megatons [1]. We should
promote to reduce emission of carbon dioxide in these three sectors strongly. There are
mainly three means to reduce atmospheric carbon dioxide; (1) Reduction of carbon
dioxide itself by the use of natural energies such as wind-power generation or
photovoltaic generation, or by the energy saving. (2) Fixing of carbon from carbon
dioxide by photosynthesis of forest. (3) Carbon dioxide capture and storage under ground
or in ocean. Energy saving is one of the effective and practical means in the coming
commitment period.

Increase of greenhouse gas emissions in the commercial and residential sectors
mainly has been caused by the increase of energy consumption for air-conditioning.
Energy dissipation from rooms to outside occurs through windows, ceilings, walls and
floors. The amount of energy loss from aluminum frame window, which is most popular
in Japan, is the largest among windows, ceilings, walls and floors. The use of windows
with low thermal transmittance can be effective to reduce energy loss in the sectors of
commercial and residential sectors. Wood window is a prospective candidate against the
global warming because of its two advantages; (1) it is effective for energy saving
because of the low thermal conductivity and (2) it keeps the fixed carbon for longer time
because wood is carbohydrate which trees had been fixed from atmospheric carbon
dioxide by photosynthesis. Unfortunately, almost window frames are aluminium sashes
and wood window is not so popular in Japan. Popularization of wood windows is needed
to promote energy saving from houses.

Standardization of wood windows is one of the effective means to popularize wood
windows. Our institute has a standardization section of Japanese Industrial Standards
(JIS). Our research group has handled standardization on a test method for wood windows
since 2004, because only our group has treated wood as research themes until now in our
institute. At first, we searched trendy of standardization on wood windows in Europe as
advanced area of wood windows. In this paper, the trendy in Europe and the current
situation in Japan are shown and compared. We will also show the orientation for
standardization of wood windows as a result of comparison between Europe and Japan.

Improvement of wood demerits is another effective means to popularize wood
windows. Wood has a demerit that it burns easily. In this paper, development of fire-proof
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wood is also treated. The developed fire-proof plywood is made of thinned Japanese
cedar. Such use of thinned wood can keep Japanese artificial forest young and active with
high ability of photosynthesis. The result of fire test will be shown.

2 Standardization of Wood Windows

2.1. Japanese Windows

There are two types of window frames; casement and sash as shown in Figure 1. The
former opens and shuts by pivot or hinge and is popular in Europe. On the other hand, the
latter opens and shuts by sliding and is popular in Japan. Such difference of window
frame popularization between Europe and Japan comes of the differences of construction
method and climate. Casement type has higher performances of airtight and heat
insulating because it can be pressed to an outer frame strongly. It has advantage against
severe winter in the north of Europe. Rooms in traditional Japanese houses are divided
with paper sliding-doors called “shoji” or “fusuma”, which can be removed easily from
doorsills to make wide space and to let fresh air into the rooms. Such sliding-doors has
advantage against muggy summer. Many recent rooms in Japan are westernized and have
casement type doors. But many windows keep also traditional style of paper sliding-
doors; sash frame.
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(a) Casement (b) Sash

Figure 1. Window frame types.

Sash frame in Japan was made of wood in an early date. Wood has been replaced
with aluminium because of easy maintainability since about 1975. Now aluminium frames
account for 89 percent as shown in Figure 2. On the other hand, wood frames account for
only 1 percent [2] and are mainly used in the northern part of Japan. Although the
aluminium sash windows once had been popular in the northern part of Japan, many of
them have been replaced with wood casement windows since about 1980. Because
aluminium frame windows caused dew condensation and freeze in winter not letting them
open. Such use of wood windows against dew condensation showed another advantage of
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energy saving for heating in winter in the northern part of Japan. Our strategy is to
popularize wood casement windows in urban areas for saving energy used for air
conditioning against muggy summer.

We thought that standardization of wood windows will help us to popularize them
widely in Japan. We have already standards on windows as JIS A4706 [3]. Although it
can be applied for even wood frame windows, it has been made for the request of Japan
Sash Manufactures Association, which mainly treats aluminium sash windows. So we
define the standard of wood windows apart from JIS A4706 as one of JIS for environment.

Figure 2 shows also shares of window frame materials in USA and Europe. For
example, wood windows account for 95 percent in northern Europe of Finland, Norway
and Sweden. The figure suggests that Europe is an advanced area of wood windows. We
investigate the trend of standardization of wood windows in Europe for reference to make
Japanese standards at first.
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Figure 2. Comparison of materials for window frames among Japan, USA and Europe [2]

2.2. Trend of Standardization of Wood Windows in Europe

Europe has a long history of standardization of wood windows. For example, United
Kingdom has a standard of BS644 on timber windows [4]. The original one was
published at 1951. It was revised three times at 1958, 1989 and 2003. The current one
was revised as a result of the withdrawal of British Standards which have been replaced
by European Standards. It was also revised to make reference to enhanced security
performance for timber windows as given in BS7950. The assurance of safety is helpful to
popularize wood windows. The standard can be revised further more in the future,
because European Committee for Standardization (CEN: Comite Europeen de
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Normalisation) Technical Committee is currently preparing a series of European
Standards for the testing and classification of windows, including timber windows.

In fact, the 29 countries in Europe belong to CEN at June 1, 2006. The 25 countries
of them are European Union (EU) accession states, one is Romania which would be a
next EU accession state and the other three countries are the Swiss Confederation,
Norway and Republic of Iceland. Now the 29 countries in Europe have had the common
standards of European Standards or they have reflected European Standards on their
domestic standards. For example, Republic of Poland is one of new members of EU in
2004. The Polish committee for standardization was established in 1923. Although the
committee has a long history on standardization, almost of work items by them was
transposition of European standards before their accession to EU. The numbers of
transposition of European standards to the total number of work items were 7816 to 8679
in 2002 and 4679 to 5196 in 2003 before accession to EU. On the other hand, Republic of
Cyprus is also a new member of EU in 2004 but the Cyprus Organization for Promotion
of Quality was just established in 2002. It seems CEN’s strategy that many countries have
common standards. It means that the European Standards can become International
Standards easily with support of many countries.

Now we focus our attention to European standards on wood windows from viewpoint
of energy saving. They published of standard of EN ISO 12567-1 whose title is “Thermal
performance of windows and doors — Determination of thermal transmittance by hot box
method — Part 1: Complete windows and doors” in 2000 [5]. They also published the
similar standard only for frame as EN 12412-2 in 2003 [6]. Consequently, the standards
of timber and wood-based materials for windows as EN 14220 and 14221 were published
in 2004 [7, 8]. Such trend of European Standards suggests that they recognize wood
frame for windows as prospective one for energy saving. We should realize that these
standards were published in schedule to meet the commitment period of Kyoto Protocol
by CEN in spite of the uncertain effect of Kyoto Protocol. It seems that Europe uses
standardization effectively and aggressively for promotion of sustainable development.

2.3. Standardization of Wood Windows in Japan

Standardization of wood windows in Japan is very late in comparison with Europe. Only
EN ISO 12567-1 among the mentioned standards was reflected on Japanese Industrial
Standard of A4710 [9] in 2004, because the European Standard was also the International
Standard. We think that the European Standards on wood-based materials for windows as
EN 14220 and EN 14221 would be International Standards and then they would be
reflected on JIS. We review those European Standards on wood-based materials for
windows to find out problems which don’t fit Japanese actual condition. There are two
problems; (1) maximum moisture content is not greater than 18% for all elements and (2)
minimum density of softwood and hardwood are 350kg/m® and 450kg/m’, respectively.
Generally, maximum moisture content of wood products is conditioned at 15% in Japan.
The difference of maximum moisture content of wood between Japan and Europe is
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caused by the difference of climate. Almost Japanese artificial forests consist of soft
woods of Japanese cedar and Japanese cypress. Some of those Japanese soft woods do not
clear the condition that the minimum density is 350kg/m3 in European Standards.

Our research group determined our orientation for standardization of wood windows
with considering such problems found out in European Standards and the background that
wood has replaced with alminium because of easy maintainability. We will do weathering
test mainly, because the weather is very different not only between Europe and Japan but
also between Pacific side and the Japan Sea side in Japan. We selected 7 locations for
natural weathering test. Five kinds of wood will be tested; paulownia, Japanese cedar,
Japanese cypress, Scots pine and white oak. The former three woods are peculiar ones in
Japan or East Asia. We hope that those woods in Japan could be used as materials of
wood windows. Eight kinds of paints will be tested. Accelerated weathering test will be
executed for these samples. We will find out most appropriate paints that assure
maintenance free for certain fixed period. These data can help us to represent Japanese
condition when the International Standard of wood window will be made.

3 Development of Fire-Proof Wood

3.1. Revision of Building Standard Law

Land, Infrastructure and Transportation Ministry in Japan revised the Building Standard law
on fire-proof materials for structural parts of buildings in 1998. The specification of fire-
proof materials had been regulated until then; glasses and bricks could be used but wood
could not. The new Building Standard law allows any materials with the performance stated
in the law. The tests for fire-proof materials contain fire tests and hazard tests of combustion
gasses. The required performance in fire tests is classified into three categories as shown in
Table 1.

Table 1. Category of fire-proof materials and required performance in fire tests.

Category Required time [min] Performance

Class 1 20 1. Total heat released during the entire test is lower than 8
MJ/m? for the required time.
2. There are no hazardous clacks or holes which penetrate into

Class 2 10 .
the reverse side.
3. Maximum value of the heat release rate per area is lower
Class 3 5 than 200kW/m? for 10 and more consecutive seconds.

3.2. Production of Sample of Fire-proof Plywood

We tried to make fire-proof plywood. At first we impregnate incombustible chemicals
into 3mm thickness veneer of Japanese cedar. The chemicals are borax compounds,
which are developed and provided by Kohmix, Inc. Figure 3 shows the apparatus. There
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is a tank filled with incombustible chemicals in a sealed chamber. Some veneers are
immersed into the tank. The pressure in the sealed chamber is controlled according to the
procedure shown in Figure 4. Finally the veneers are took out from the chamber and
dried.

sealed chamber

vacuupump E I a 4 inoombustible chemicals compressor
veneer
o - ‘

A

Figure 3. Schematic diagram of impregnating apparatus.
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Figure 4. Schematic procedure of impregnating.

Five dried veneers are glued with incombustible adhesive, which is also developed
and provided by Kohmix, Inc. It is pressed at room temperature with 0.7MPa for 20
minutes and then at 130 °C for 10 minutes. Finally we obtain 15mm thickness five-
plywood as shown in Figure 5. The plywood is cut into 100mm x 100mm for the fire test
by cone calorimeter.
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impregnated veneer with incombustible chemicals
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Figure 5. Fire-proof plywood.
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Figure 6. Apparatus of cone calorimeter for fire test.

3.3. Fire Test

Fire test is executed for samples and natural woods with cone calorimeter whose test
method is defined in ISO 5660-1 [10]. Figure 6 shows the apparatus of cone calorimeter.
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The sample is heated by cone shape heater. The combustion gas is leaded to hood. Soot,
moisture and carbon dioxide are removed from the gas. The remaining oxygen is analyzed.
The heat release rate and total heat release are obtained according to the theories by
Thomton [11], Hugget [12] and Parker [13]. We can also obtain mass and smoke

temperature. Figure 7 shows an example data obtained by this apparatus for natural
Japanese cypress.
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Figure 7. Example of obtained information from cone calorimeter.

3.4. Result and Discussion of Fire Test

Figures 8 show results of fire of (a) heat release rate and (b) total heat release for 4
natural woods; maple, Douglas fir, Japanese cedar and Japanese cypress. Only maple is a
hard wood and the others are soft woods. The heat release rate just after ignition is very
large for these natural woods. Then the heat release rate decreases and is stable for a
while. Finally it increases. In the case of Japanese cypress, the heat release rate increases
on the way because fire goes around to the back of the sample. Total heat releases of three
soft woods are almost same for about 6 minutes after ignition. Figures 8 show the
difference between soft wood and hard wood. The heat release rate and total heat release
of hard wood are much larger than soft wood. Generally, the density of hard wood is
larger than soft wood. The large mass per unit area exposed to fire of hard wood seems to
be the cause of the differences. This result shows that the maximum heat release rates of
these natural woods are not larger than 200kW/m’. We are afraid that natural woods cannot
clear the condition needed for the maximum heat release in other test samples, because this
maximum heat releases close in the 200kW/m” just after the ignition. The horizontal gray
solid line shows the total heat release of 8 MJ/m” in Figure 8 (b). The total heat releases of
these four natural woods exceed the line of 8 MJ/m” until two minutes after ignition. This
result means that natural woods without incombustible chemicals cannot clear the
condition needed even as class 3 level fire-proof materials.
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Figure 8. Fire test for untreated natural woods.

Figure 9 shows the result of fire test for developed fire-proof plywood. The heat
release rate just after ignition is different from ones for natural woods and it is very small.
The developed fire-proof plywood clears the condition required class 1 fire-proof
materials on the heat release rate. The total heat release is smaller than 8 MJ/m” for 20
minutes after ignition. Figures 10 show samples after heat test for 20 minutes. The
developed plywood looks to have no hazardous clacks or holes different from untreated
wood. The developed plywood with incombustible chemicals satisfies the conditions of
class 1 fire-proof materials defined in Table 1.
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Figure 9. Result of fire test for developed incombustible plywood.

(a) Untreated wood (b) Fire-proof plywood

Figure 10. Samples after heat test for 20minutes by cone calorimeter.

4 Conclusion

Standardization by Japanese Industrial Standards (JIS) and development of fire-proof
wood are discussed as strategies to popularize wood windows. The trend of
standardization on wood windows in Europe is searched. The standards of wood windows
in Europe seem to have been prepared with schedule for the commitment period of the
Kyoto Protocol aggressively and strategically for sustainable development. Detail
research of European Standards on wood windows reminds us the difference of climate
and wood used for windows between Japan and Europe. According to the information, the
research for standardization of wood windows in Japan has just started since 2004 with
weather test.
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Fire-proof five-plywood made of Japanese cedar, whose each veneer is impregnated
with incombustible chemicals, is developed. Fire test is made by cone calorimeter for four
natural woods and the developed plywood. Although the natural woods cannot clear the
conditions, the developed plywood clears following conditions by Building Standards
laws for 20 minutes; (1) Total heat released during the entire test is lower than 8 MJ/m? for
the required time. (2) There are no hazardous clacks or holes which penetrate into the
reverse side. (3) Maximum value of the heat release rate per area is lower than 200kW/m?
for 10 and more consecutive seconds. The developed plywood can be certificated as Class 1
fire-proof materials by Building Standards laws.
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TOWARDS A SUSTAINABLE TRANSPORTATION
ENERGY SUPPLY

ROBERT L. EVANS

Clean Energy Research Centre, University of British Columbia
Vancouver, Canada

Global warming has been identified as one of the most important problems facing mankind in the
21st century. Currently, some 6 gigatonnes of CO, are emitted each year as a result of the
combustion of fossil fuels, and a large fraction of these emissions originate from the transportation
sector. By examining the complete energy conversion chain, the choice of primary energy source
for any particular application becomes easier to understand. A discussion of alternatives to the
internal combustion engine as the sole power source for vehicular propulsion is presented, and some
form of hybrid electric vehicle propulsion system is identified as being a likely choice to reduce
fossil fuel consumption, and therefore CO, emissions from the transportation sector. The
demonstrated market success of grid-independent hybrid vehicles may, however, be followed by a
new generation of “plug-in hybrid” vehicles in which it is possible to travel for up to 100 km in an
all-electric mode, while maintaining the option of using an internal combustion engine when greater
range between charging cycles is required. A review of several different design concepts for the
plug-in hybrid vehicle is presented, and the way in which these vehicles can be used in conjunction
with a sustainable primary energy supply is described.

1 Introduction

The provision of clean, and sustainable, energy supplies to satisfy our ever-growing needs
is one of the most critical challenges facing mankind at the beginning of the 21* century.
The problem is made even more acute by the huge and rapidly growing appetite for
energy in the developing world, many of which are experiencing extremely high
economic growth rates, leading to equally high demands for new energy supplies. The
growing global demand for energy in all of its forms is naturally putting pressure on the
declining supplies of traditional fossil fuels, particularly crude oil and natural gas.
However, in recent years no major new production fields have been found, and the
exploration effort and cost required to maintain these ratios has been significantly
increased. Ultimately, of course, supplies of oil and natural gas will be depleted to such
an extent, or the cost of production will become so high, that alternative energy sources
will need to be developed. Global climate change, in particular the prospect for global
warming, has put the spotlight on our large appetite for fossil fuels. Although there is
considerable debate on the extent of the problem, there is little doubt that the atmospheric
concentration of CO,, one of the key “greenhouse gases”, is increasing quite rapidly, and
that this is likely due to mankind’s activities on earth, or “anthropogenic” causes. The
utilization of any fossil fuel results in the production of large quantities of CO,, and most
scientific evidence points to this as the main cause of increasing concentration levels in
the atmosphere. We must, therefore, develop new long-term methods of strategic thinking
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and planning, and make sure that some of the best minds, with a wide-range of skills and
abilities, are given the tools to do the job. This paper summarizes the current “state of the
art” in balancing energy demand and supply, and tries to provide some insight into just a
few of the many possible scenarios to build a truly sustainable, long-term, energy future.

2 The Energy Conversion Chain

Every time we use energy, whether it’s to heat our home, or fuel our car, we are
converting one form of energy into another form, or into useful work. When we drive a
car we are using the engine to convert the chemical energy in the gasoline into mechanical
work to power the wheels. This is just one example of the “Energy Conversion Chain”
which is always at work when we use energy. In each case we can trace a source of
“primary energy” through several conversion steps into the final end-use form, such as
thermal energy for space heating or mechanical work to power a motor vehicle.
Unfortunately, many proposals to change the ways in which we supply and use energy
take only a partial view of the energy conversion chain, and do not consider the effects, or
the costs, that the proposed changes would have on the complete energy supply system. A
schematic of a generic “energy conversion chain” is shown in Figure 1. We can see that
this chain starts with just three possible “primary” energy sources, and ends with a very
few end-use applications. It can be clearly seen that hydrogen, which is sometimes
promoted as a fuel of the future through the so-called “hydrogen economy”, is not an
energy source at all, but only a potential “energy carrier”. In some cases, not all steps in
the chain are required, but energy end-use can always be traced back to a primary energy
source. For example, in most cases when electricity is the energy carrier it is used
immediately upon production, due at least in part to the difficulty of storing electricity.

An important feature illustrated in Figure 1 is the release of emissions, both in the
initial processing step and in the final end-use conversion step. Using a conventional
motor vehicle as an example, these are primarily carbon dioxide, CO,, carbon monoxide,
CO, unburned hydrocarbon gases, HC’s, and nitrogen oxides NO,. Some of these are
released in the refining process, but most of them are released during the final conversion
from chemical energy to useful work in the vehicle’s engine. This emission of pollutants
from both the primary energy processing step, and the end-use step, provides an
extremely important link between energy use and the environment. The reaction of
unburned hydrocarbons and NO, in the presence of sunlight, for example, is responsible
for smog formation, which has become a major problem in urban centres. This has been
alleviated somewhat in the developed world by the introduction of stringent regulations to
limit emissions from vehicles and power stations, but will continue to be a very serious
problem with the growth in vehicle ownership, particularly in large developing
economies. The transportation sector continues, however, to be a major source of
greenhouse gas emissions, and the search for a viable source of non-fossil fuel energy for
the transportation sector is one of the most important scientific and engineering
challenges of the 21% century.
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Emissions

Emissions

Figure 1. The Energy Conversion Chain

3 Non-Fossil Fuel Energy for Transportation Applications

Liquid petroleum fuels are ideally suited to transportation applications because of their
inherently high energy density, and the ease of transportation and storage of these fuels.
The internal combustion engine has reached a high level of development, and this is now
almost universally used as the power source for all road vehicles. The concern with using
petroleum fuels, of course, is that they are derived from crude oil, a non-renewable
resource which will eventually be in very short supply. Also, the combustion process
produces emissions of nitrogen oxides, carbon monoxide, and unburned hydrocarbons, as
well as large quantities of CO,, the principal greenhouse gas. One way to reduce the
dependence of the transportation sector on petroleum based fuels is to switch from the use
of internal combustion engines fuelled by petroleum to a completely different form of
energy carrier. This has been done successfully for rail transportation by using electric
locomotives on lines with heavy traffic volumes which have been “electrified”. This is
possible for rail transportation since electrical power can be provided continuously to the
locomotive through overhead electrical cables, or through a “third-rail” placed adjacent to
the tracks. Although this provides a very clean source of energy at the point of end-use, if
the electricity is generated primarily from fossil fuels, then there may be no net reduction
of greenhouse gas emissions as a result of railway electrification. If, in the long term, the
electricity “carrier” is generated primarily from non-fossil fuel sources, such as renewable
energy or nuclear power, then there will be a direct benefit through the elimination of
greenhouse gas production from the railways. For road vehicles, however, it is not
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practical to provide electrical power continuously to cars or trucks, and purely electric
vehicles must rely on energy stored in an on-board battery. Although electric cars were
common during the very early development of motor vehicles, the low energy capacity of
batteries made them uncompetitive with vehicles powered by internal combustion
engines, and they disappeared from the marketplace.

Proponents of the “hydrogen economy” claim that the use of hydrogen as a
transportation fuel would eliminate the production of any harmful exhaust emissions from
vehicles on the road. This is, of course, true for the vehicle itself, but as we have seen in
our discussion of the complete energy conversion chain, it only represents one part of the
complete energy use picture. Hydrogen would just be an energy carrier, like gasoline or
electricity is today, and it would need to be “manufactured” from one of the three primary
energy sources. If this primary source were to be a hydrocarbon fuel, such as natural gas
or coal, all of the carbon in the primary energy source would still end up as CO, at the
point of hydrogen production. If, on the other hand, the hydrogen produced from a more
sustainable primary energy source, such as renewable energy or nuclear power, then there
would indeed be no production of greenhouse gases anywhere in the energy conversion
chain. The energy conversion chain for using hydrogen in this manner is illustrated by the
schematic diagram in Figure 2. This shows the primary energy source being some form of
renewable energy, represented by photovoltaic solar cells generating electricity in the
figure, but this could be wind-power, or any other source of renewable energy or nuclear
power. Following along the energy conversion chain, the electricity would then be used to
produce hydrogen by electrolysis of water, and the hydrogen would then be compressed,
or converted into liquid form, for storage on board the vehicle. The vehicle would utilize
all-electric drive, and a fuel cell would be used to generate electricity on-demand from the
hydrogen, which would then be supplied to an electric motor providing the mechanical
power to drive the vehicle.

H:
Compression

Fuel Cell Vehi
Sustainable Energy Fuel Cell uel Cell Vehicle

Source

Figure 2. Energy Conversion Chain for a Fuel Cell Vehicle

We can see from Figure 2, however, that the fuel cell is just one major component of
the hydrogen fuel-cell powered automobile. A very critical component of the vehicle
propulsion system is the fuel storage system on board the vehicle. For a conventional
motor vehicle, utilizing an internal combustion engine, this is the simple fuel tank, which
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stores either gasoline or diesel fuel, both of which conveniently exist as liquid fuels at
normal ambient temperature and pressure conditions. At these same ambient temperature
and pressure conditions, however, hydrogen is a gas, and this gas has a very low energy
density, i.e. one cubic metre of hydrogen gas has a much lower energy content than one
cubic metre of liquid fuel. In order to carry a significant quantity of energy on-board the
vehicle in the form of hydrogen, therefore, it would need to be highly compressed, or
perhaps even liquefied and stored in a “cryogenic” fuel tank at a temperature of around -
250°C. In order to store enough hydrogen energy to provide a reasonable driving range,
engineers have proposed using compressed hydrogen at a pressure of 350 bar (5,000 psi),
or even 700 bar (10,000 psi). These very high pressures require heavy gas storage
cylinders, which would add considerable weight and volume to the vehicle compared to
the usual sheet metal container used for liquid fuels. In fact, the storage of hydrogen on
board vehicles is one of the most difficult challenges facing the successful
commercialization of hydrogen fuelled vehicles. There is also a substantial loss of
available energy from both the electrolysis process and the compression of hydrogen for
high-pressure storage.

One of the advantages claimed for fuel cell vehicles is the much higher energy
conversion efficiency of fuel cells, compared to internal combustion engines. The
efficiency of a fuel cell, at around 50%, is certainly much higher than can be expected for
the typical internal combustion engine used in motor vehicles. However, if the hydrogen
used as the energy carrier on board the vehicle were to be derived from fossil fuels, as it
will almost certainly be in any early stage of commercialization of such vehicles, then the
overall “well-to-wheels” efficiency is unlikely to be significantly higher than that of the
best available technology using a conventional internal combustion engine. This is the
conclusion found in comparative studies of vehicle powertrain efficiency by both the
Argonne National Laboratory of the U.S. Department of Energy [1], and by researchers at
the Massachusetts Institute of Technology [2]. For both of these studies the hydrogen was
assumed to be obtained from a refuelling station by reforming natural gas, which would
be the most likely source of primary energy, at least in the early phase of fuel cell
commercialization. For each vehicle the efficiency of converting the primary energy,
either crude oil or natural gas, into the on-board fuel, or the “well-to-tank efficiency”, is
just under 80% for gasoline, and just over that value for diesel fuel, while for obtaining
hydrogen from natural gas the efficiency is approximately 56%. The overall “well-to-
wheels efficiency” is then found by multiplying this efficiency by the end-use conversion
efficiency (or “tank to wheels” efficiency) of either the engine or fuel cell. The study
results show that the overall “well-to-wheels” efficiency for the complete energy
conversion chain is just about the same for the best internal combustion engine and hybrid
electric vehicle (HEV) configuration and for a simple hydrogen fuel-cell vehicle, starting
form the same primary energy source. For the case of a hydrogen fuel cell in a hybrid
electric vehicle configuration it is just slightly greater at 29% than the diesel powered
HEV at 26%. Also, if the primary energy source was a fossil fuel for both configurations,
as assumed in the study, the result would be almost identical levels of CO, emissions. It
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seems unlikely, therefore, that this small gain in overall vehicle efficiency would be
sufficient to overcome the much higher cost and complexity of the hydrogen storage
system and the fuel cell itself. Advocates of fuel cell vehicles, however, contend that in
the long term hydrogen will be produced from some form of renewable energy, as
illustrated in Figure 2, or perhaps from nuclear power, which would then result in no
emissions of CO, for the complete energy conversion chain.

If we examine the case in which hydrogen is generated from a sustainable primary
resource, as illustrated in Figure 2, then the first step in the energy conversion chain is the
generation of electricity as an initial energy carrier. This carrier is then converted into
hydrogen as a secondary carrier, and this is stored on-board the vehicle. The final step in
the chain is then the conversion of the stored hydrogen back into electricity by the fuel-
cell, and this is then used to power the electric propulsion motor. A parallel situation is
used in a simple battery electric vehicle, in which a battery is used on-board the vehicle to
store the electricity, as shown by the simple energy conversion chain schematic in Figure
3. In this case there is no need to convert the electricity into a secondary carrier, since the
electricity generated as the primary carried is stored directly by the battery, and is then
used when needed to supply the electric propulsion motor. The only difference between
the scenarios depicted in Figure 2 for the fuel-cell vehicle, and in Figure 3 for the battery
electric vehicle, is that in the first case energy is stored in the form of hydrogen, and in the
second case in the form of electrical energy in the battery.

Electric Vehicle

Sustainable Energy Source

Figure 3. Energy Conversion Chain for a Battery Electric Vehicle

The difference in these two approaches can then be summarized graphically as
illustrated in Figure 4. This shows the two different approaches, starting from the point at
which the primary energy source produces electricity, and ending where electricity is
again used to power the vehicle’s electric motor. In other words, all of the equipment
illustrated by the conversion chain in the top half of the figure, consisting of hydrogen
production by electrolysis, compression, storage in high-pressure cylinders, and finally
conversion back into electricity by a fuel cell, is directly analogous to the electrical
battery in the lower half of the figure. By making a simple comparison it can be clearly
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seen that all of the equipment required for the fuel cell vehicle, including hydrogen
production and storage and the fuel cell, is really just an electrical energy storage device.
The only advantage of this approach over that of using a simple electrical storage battery,
therefore, is the hope that the energy storage capacity on-board the vehicle may be
greater, or more compact, by using the fuel-cell vehicle route.

Electricity |

Electricity

Electrolysis H, Storage Fuel Cell

Electricity q ﬁ Electricity

or

Battery

Figure 4. Alternative Electrical Energy Storage Concepts

If electrical batteries were able to store sufficient energy to provide a range of up to
100 miles, then relatively simple battery electric vehicles, which would normally be re-
charged overnight, or when not in use for several hours, would likely be attractive to most
consumers. Such vehicles would be much less complex and likely much cheaper to
produce than the comparable fuel cell vehicles together with the necessary hydrogen
production and storage systems. Although hydrogen has a very high specific energy in
terms of energy stored per kilogram, because it is a gas it has a very poor energy density,
or energy per unit volume, even when stored at high pressure. This means that very large
(and therefore heavy) compressed gas cylinders must be used to store a significant
quantity of energy. Batteries are not yet able to compete with liquid fuels in terms of
either energy density or specific energy, and pure battery electric vehicles will likely be
suitable only in specialized short range applications for the near-term future. There
continues to be development work on batteries, however, and this has been driven
primarily by the successful introduction in the last few years of hybrid electric vehicles
(or HEV’s). These use a propulsion system consisting of a conventional internal
combustion engine, acting as the “prime mover”, in parallel with an electric motor and
storage battery. All of the energy to drive the vehicle still comes from the liquid fuel
(gasoline or diesel fuel) used by the internal combustion engine, but the engine is used to
either charge the battery via a generator, or to drive the wheels directly as in a
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conventional vehicle, or in some combination of both of these approaches. During low-
speed operation, and particularly in stop-and-go driving in urban centres, the engine is
shut down, and all propulsion is provided by the electric motor being fed from the battery.
As the battery becomes discharged the engine is automatically started and again begins to
charge the battery, and may also provide some mechanical propulsion directly to the
wheels through a gearbox. One major benefit of this powertrain design is that the engine
can now operate at its most efficient design condition, independently of vehicle speed or
load, thus greatly increasing the overall fuel efficiency. Another significant feature of
hybrid vehicles is the use of “regenerative braking”, which utilizes the generator to absorb
much of the braking energy normally dissipated in the form of heat by the bakes, and then
uses this energy to re-charge the battery. As a result of these design features a hybrid
vehicle normally has better fuel mileage during city driving than on the highway, making
them particularly well suited to urban commuting. These two features have been
developed and refined by automotive engineers so that the hybrid vehicle has a fuel
efficiency about 50% greater than that of a conventional vehicle powered by an internal
combustion engine alone.

The current design of hybrid vehicles may be classed as “stand-alone”, or “grid-
independent” hybrids, because although they incorporate an electrical powertrain, and
storage battery, they obtain all of their primary energy from the fuel carried on-board the
vehicle, and do not need to be plugged in to the electrical grid to re-charge the battery.
However, with the expected advances in battery energy density, and the desire to
minimize the use of fossil fuels in vehicles, they may very well be the precursor to a
transition to the next generation of hybrid vehicles; the so-called “plug-in” hybrids,
sometimes also referred to as “grid-connected hybrids”. A simple schematic of this
concept, which incorporates the advantages of both battery electric vehicles and hybrid
vehicles, is shown in Figure 5. In this concept, the battery pack in an otherwise
conventional hybrid vehicle would be much larger, and could be fully charged when not
in use by being plugged into the electrical grid. The vehicle could operate for a
significant range, perhaps somewhere between 20 and 60 miles, as a completely electric
vehicle, but would still have a small engine to re-charge the battery only when necessary
to exceed this distance or perhaps when climbing very steep hills. For many drivers, and
certainly for most commuters, the vehicle would then be capable of operating as a pure
battery electric vehicle for most trips, and would be plugged in overnight and perhaps also
when not in use during the working day. The successful development and introduction
into the marketplace of the “plug-in” hybrid vehicle would mark the beginning of a
significant new transportation paradigm, that of disconnecting road vehicles from the
need to use petroleum fuels, at least for the majority of miles travelled. In considering the
complete energy conversion chain for this option, if electricity were to be generated
primarily by sustainable primary energy sources, such as renewable energy or nuclear
power, then road transportation would also become much more sustainable and would no
longer be a significant factor in contributing to greenhouse gas production.
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Plug-In Hybrid
Vehicle
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Figure 5. The “Plug-in Hybrid” Electric Vehicle

The Electric Power Research Institute (EPRI) in the U.S. has recently published the
results of a study [3] comparing the performance of plug-in hybrid electric vehicles to a
stand-alone hybrid vehicle, (or “HEV 0”) and a conventional vehicle powered by a
gasoline engine. Two plug-in hybrid vehicle designs were considered, one with an all-
electric range of 20 miles (HEV 20) and one with an all-electric range of 60 miles (HEV
60). All of the HEV’s were assumed to use state-of-the-art nickel-metal hydride (NiMH)
batteries and regenerative braking, and to have similar performance, including a minimum
top speed of 90 mph and a 0-60 mph acceleration time of less than 9.5 seconds. All
vehicles were assumed to have sufficient gasoline storage to provide a range of 350 miles.
The power split between engine and electric motor is approximately equal for the HEV 0
and the HEV 20, while for the HEV 60 the electric motor has about twice the power of
the gasoline. In considering the overall energy consumption of all of the vehicles the
study took a “well-to-wheels” approach, and included the energy obtained from the
gasoline on-board the vehicle and the energy required to process the crude oil to produce
the gasoline, as well as the electrical energy required to re-charge the batteries for both of
the plug-in hybrid vehicles, the HEV 20 and the HEV 60. For the battery re-charging part
of the process, the study assumed that electricity would be generated from natural gas
using a combined cycle power plant, with an overall thermal efficiency of approximately
50%. Many different performance parameters were calculated during the simulation over
a standard driving cycle, but the main results of the study were that the complete “well to
wheels” CO, emissions for the HEV 20 and the HEV 60 were approximately one-half,
and one-third, respectively, of that for the conventional vehicle. If, on the other hand, the
electricity supply was assumed to be from a sustainable source, with no CO, emissions,
then the total well-to-wheels CO, emissions over the driving cycle, compared to those of a
conventional vehicle, would be reduced by two-thirds for the HEV 20, and by some 87%
for the HEV 60 vehicle.

4 Conclusion

The need to move from the use of fossil fuels for nearly all transportation applications to
a more sustainable energy source will be one of the most important challenges facing
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engineers in the 21% century. When the complete energy conversion chain for motor
vehicle transportation is examined, the use of hydrogen as a carrier does not appear to be
particularly attractive. If hydrogen is obtained from fossil fuels, such as crude oil or
natural gas, then all of the carbon in the primary source will still end up as CO, in the
initial energy conversion stage, although there will be no emissions from the vehicle.
Only if the hydrogen is made by electrolysis using electricity from sustainable primary
resources, such as renewable energy or nuclear power, will there no production of
greenhouse gases. This scenario implies, however, that electricity will be used first to
produce a secondary carrier, hydrogen, and then this carrier will be returned to electricity
on-board the vehicle, using a fuel cell. In this case the complete on-board energy storage
and end-use conversion system simply acts like a battery, with electricity both coming in
and going out. A more attractive scenario appears to be development of the “plug-in”, or
“grid-connected” hybrid electric vehicle, which uses electricity from the grid to charge a
battery rather than to generate hydrogen, but maintains a small fossil-fuelled engine as a
“back-up” device. Recent studies have shown that using this approach for vehicle
propulsion, in which the battery would provide an “electric-only” range of some 60 miles
(100 km), would result in a reduction of greenhouse gas emissions by up to 87%
compared to those from a conventional fossil-fuelled vehicle.
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Sustainable Development, a buzzword of the late 20 century, needs to become a reality of the 21°
century. This poses challenges for the whole world — from government organisations to individual
citizens, we all have a part to play. To ensure that this concept becomes a reality, it requires changes
— change in government policies, change in public attitudes and change in the globalisation of the
economy. One such area that requires substantial change is that of the global energy production and
consumption. Past policies have placed a heavy reliance on the use of fossil fuels, which has proved
to be both unsustainable and environmentally polluting. Nuclear power, once thought to be a
suitable alternative to fossil fuels, brings its own unwanted legacy. The risks associated with
accidents and the problems of safe disposal of nuclear waste continue to cause problems and pose
uncertainty for future generations. This paper investigates the potential role that urban windfarms
can have in bringing about changes. The progress of the first community owned urban windfarm in
Britain is assessed. It will investigate the general publics’ attitude to such a project, in comparison
to attitudes prevalent towards rural windfarm settings. The analysis of collated data indicates that
urban windfarms may have a large part to play in the pursuing the goal of sustainable development.
Not only in terms of reducing greenhouse emissions, but they can also subscribe to the three
pillars of sustainable development: namely social empowerment, economic improvement and
environmental enhancement.

1 Introduction

In 2001 Kofi Annan announced that “Our biggest challenge in this century is to take an
idea that seems abstract — sustainable development — and turn it into a reality for all the
world’s people.” (1)Thus to make this concept a reality for all the world’s people requires
change — change in global strategies, change in government policies and change in
citizens’ attitudes. This poses difficult challenges as the needs for developing and
developed countries are very different, yet both need to be met in a sustainable way. It
also requires a shift in global governance to become more inclusive and make the actions
and wishes of individuals matter ensuring that they have a greater influence in the
decision making processes. Figure 1 illustrates traditional governance in comparison to
sustainable governance.

Until developing countries have access to a clean and safe water supply and that
poverty is greatly alleviated it is morally unfair to impose pollution and resource
restrictions on them. The developed world therefore has a responsibility to these counties
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to curb their own emissions and resource use and promote good practice that can be
universally adopted. This is of particular importance in relation to the global energy
market and the adoption of renewable forms of energy.

Global Strategy Global Strategy

Government Policy

Individual Actions Individual | Governm
Actions ent Policy
Non Sustainable Governance Sustainable Governance

Figure 1. Non sustainable versus sustainable governance in the 21% Century.

2 Global Energy Supply

About 80% of the global energy needs is currently met by fossil fuels (oil: 35%, coal:
23% and natural gas: 21%). Of the remainder, only 5% come form modern renewable
sources including hydro and wind power [2]. To become sustainable these proportions
need to change drastically. The supply of fossil fuels is not only dwindling, but they also
contribute to greenhouse gases and in particular CO,, the main gas attributed to climate
change. The uptake of renewable resources needs to be promoted on an international,
national and local scale.

2.1. Global Initiative

Global summits such as Rio in 1992 and Johannesburg in 2002 have all highlighted the
need for a global strategy and communication to ensure that sustainable development
becomes a reality. Despite this it is glaringly obvious that the absence of a mandatory
framework hampers the best intentions of many countries. The Kyoto Protocol and the
subsequent delay in its ratification, coupled with the obvious absentees have highlighted
the main problem associated with voluntary compliance. Sustainability will only be
achieved when global compliance is achieved and, until the needs of developing countries
are satisfied increased co-operation between developed countries is vital to success.
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Despite this drawback, many countries have set admiral targets for the reduction of
greenhouse gases, with Britain, and in particular Scotland setting themselves impressive
targets both for the reduction of CO, and in relation to increased use of renewable
technologies to supply their energy requirements.

2.2. British Targets

Britain has set a number of targets for the reduction of CO,, with each country setting
their own goals. The Scottish Executive has set two main targets for renewable energy
generation. By 2010, 18% of electricity generation should come from renewables, with
this figure rising to 40% by 2040. At the moment, 11% of electricity generated comes
from large hydro projects, and it is estimated that the 7% necessary to reach the 18%
target by 2010 will come from wind projects [3]. Although the majority of these will be
large wind farms, it should not be underestimated that small scale projects and stand alone
sites can play a very significant part in this process.

3  Wind Power

The UK has the largest potential wind energy source in Europe, with a share of 40% of
the total. Despite this, the UK is almost bottom of Europe’s wind power league, both in
terms of manufacture and installation. In 2004 there were 1,043 onshore wind turbines,
covering 84 sites, supplying 0.5% of our energy needs for Britain. This needs to expand
rapidly if the goal of a sustainable energy supply is to be achieved, with a target of
1689.7MW set for the end of 2005 (accounting for 1.3% of supply: equivalent to ~ 1
million people) [4].

Scotland has the greater potential to expand both in terms of the actual siting and set
up of projects as well as in terms of research and development.

Denmark is home to the largest wind power industry in the world, and houses the
biggest wind turbine manufacturer, Vestas. The industry is a huge one, providing
employment for over 10,000 people. In 2000, 10% of the country’s energy requirements
came from wind, with targets for 2025 to increase this amount to over 50%.

Germany has the largest number of wind turbines in Europe and is Denmark’s biggest
importer of turbines (India is second). The wind industry in Germany provides about
45,000 jobs directly and indirectly and supplies the country with ~6% of its energy needs
(14,609MW) [5].

Figure 2 shows the wind turbine distribution in Europe.

The majority of windfarms found both on the continent and further a field are located
in rural environments. Due to the fact that these areas are associated with peace and
tranquillity there are frequent and often very vocal dissent in relation to any further
development plans in a particular area. There is little research carried out relating to
urban windfarm settings, mainly due to the fact that there are very few existing examples.
However the premise is that the principal objections relating to rural windfarms, namely
visual intrusion, effects on the landscape noise will not be applicable to a similar project
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in an urban setting. This is mainly attributed to that fact that a feature of urban
environments is their ability to absorb and cope with change, especially in relation to
additions to the existing landscape.

A unique and innovation project is currently underway in Glasgow to investigate such
a project.

WIND POWER INS'I"PLLED IN EUROPE BY END _
F 2003
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EU-25 - 28,542 MW

Other Countries - 164 MW
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P2

Drenmank

Spain

Sowce: EWEL [wew. ewea. 0rE]

‘% EWEA 2440 MW cseers 24% of tatal EUL15 eboe- i
o TR BRSSO iy cosstmpiion, cqmiaiont 10 the bouschold (R 4 2

choctricity mevsds of 5 millons of EU chiem.

Figure 2. European wind turbine and energy supply in 2003 [5].

The majority of windfarms found both on the continent and further a field are located
in rural environments. Due to the fact that these areas are associated with peace and
tranquillity there are frequent and often very vocal dissent in relation to any further
development plans in a particular area. There is little research carried out relating to
urban windfarm settings, mainly due to the fact that there are very few existing examples.
However the premise is that the principal objections relating to rural windfarms, namely
visual intrusion, effects on the landscape noise will not be applicable to a similar project
in an urban setting. This is mainly attributed to that fact that a feature of urban
environments is their ability to absorb and cope with change, especially in relation to
additions to the existing landscape.

A unique and innovation project is currently underway in Glasgow to investigate such
a project.
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4 Initial Project

In 2001 a project was proposed to investigate the feasibility of an urban wind farm in the
Castlemilk area in Glasgow [6]. The aim of the project was to explore the concept of an
urban wind farm that would be owned and run by the local people. It was proposed that
the project would serve a dual purpose; that of regeneration of a socially disadvantaged
area, and provide an educational centre promoting renewable energy, and hence promote
the concept of sustainable development.

4.1. A Brief History of Castlemilk

Castlemilk, an area to the south of Glasgow has a population of around 14,000 people [7].
The area was built in the 1950’s to help solve the problem of overcrowding in the inner
city slum areas of the city of Glasgow. It was also hoped that Castlemilk would shorten
the waiting list for public sector housing. Traditional industry found a home in the area
and provided employment for the majority of the Castlemilk working population.

However following the recession of the late 1970’s many of these industries, which
had proved to be the backbone of the area were forced to close. The population of
Castlemilk was left demoralised and disheartened as the high unemployment levels forced
many to seek employment elsewhere. The area became increasingly run down and
socially deprived before prompting action to regenerate the area.

This long-term regeneration programme has “the common aim of developing and
jointly implementing a comprehensive, mutually agreed strategy.”

With this in mind it is hoped that the formulation and construction of a wind farm
energy co-op will help address this issue and serve the people of Castlemilk.

4.2. The Project

The findings of an initial study indicated that an urban wind farm in the area was in fact
possible and identified two possible sites for the farm. It also outlined possible benefits
for the local community. As a result of this a further feasibility study of the project was
carried out by two academics from the School of the Built and Natural Environment,
Glasgow Caledonian University in 2003 [8]. Further detailed study was conducted in
2004 and a wind monitoring mast has since been erected (May 2004) with a view to
analysing the wind speeds of the area throughout the year [9].

The Castlemilk community windfarm aims to be the first community owned urban
windfarm in the UK. It has been proposed that three 2.5MW wind turbines be erected on
the Cathkin Braes, located on the south side of Glasgow, between Castlemilk and the
conservation village of Carmunnock (see Figure 3).
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Figure 3. The Castlemilk/Carmunnock area (source: Multimap.co).

4.3. Community Involvement

Many projects can attract adverse publicity based on the secrecy of the project. The
public object to the fear of disruption and loss of amenities as well as the fact that they
played no part in the decision making process. Subsequently if it is found that the site
selected is suitable for a wind farm, then the next stage is to consult public opinion. All
Castlemilk and Carmunnock residents have been informed of the project and have been
invited to attend public meetings where they had the opportunity to voice their concerns
and fears about the project. In addition to this there has also been a series of street
questionnaires whereby residents shopping in the local shopping centre were invited to
express their views on the project. For this particular project it is vital to realise that no
matter how technically feasible the project appears to be, it will not be possible unless the
people of Castlemilk and Carmunnock fully support it. It is therefore of paramount
importance to the success of the project that the views and opinions of the residents are
actively sought.

4.4. Public Opinion

Analysis of questionnaires obtained at both public meetings and face to face
questionnaires show a remarked support of the project. 80% of the responses were
extremely favourable, with the main comment being on how the project will directly
benefit the community [2]. This is a stark contrast to similar rural projects, where the
main concern is how a project may adversely affect the area. The residents of Castlemilk
and Carmunnock did not appear to have the same level of concerns as those found in rural
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areas. No one raised the issue of landscape or visual impact (the most common complaint
of these areas), with the main concern relating to increased road traffic. This will only
impact on the project at the construction stage, and if managed properly the impact should
only be minimal. Figure 4 shows a computer simulated image of the windfarm from a
view point in the centre of Castlemilk.

e AR

Figure 4. Photomontage showing wind turbines from a view point in the centre of Castlemilk (Entec UK Ltd.).

5 Benefits

The benefits of this project are manifold, but to be attractive to the people of Castlemilk
they need to be tangible. What will such a scheme mean in monetary terms for the
residents? Estimates from the feasible study indicate that the project will cost £5.2 million
to finance, with the most of this money coming from grants and sponsorships. Revenue
from the project is estimated to be £250,000 per annum, a profit that will be reinvested in
the community in accordance with residents’ wishes [9].

In addition to the financial rewards there are a number of additional benefits that the
project could bring:

e  Community Ownership - The aim is for a community led and a community owned
urban wind farm that will bring cheaper and cleaner energy to the area. The
community will head the project with financial gains being reinvested into the area as
the residents see fit. Recent opinions show that the majority of residents feel that the
profits should be invested to improve facilities for children and younger people.

e Attraction of Business to the Area - The lure of cheaper electricity and the
possibility of tax rebates based on using energy from a renewable source may attract
businesses to the area. This will aid the economic development of the area and help
provide employment for the local residents.

e  Blueprint for Energy co-ops Nation-wide - If this project is successful it will
provide the blue print for the development of similar projects elsewhere. This will in
turn give recognition to the area and aid in social regeneration. At the moment there
are a number of areas in and around Glasgow that would benefit from such a scheme
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with Members of the Scottish Parliament giving the project their backing.
Additionally the principles of the project could be adopted on a global scale.

e Education and Environmental Awareness - A training and education centre, run
by the people of Castlemilk can be set up on site once the wind farm is established.
This centre will provide information and allow site visits for schools as well as being
the focal point for external parties who wish to know more about the project. Again
this will not only increase the environmental awareness of the area but also raise the
profile of the Castlemilk area.

e  Visitors/Tourists - The number of visitors and tourists to the area will rise as word
of the uniqueness of the project spreads. This will provide a financial input to the
area, thus aiding in the regeneration of the area.

6 Conclusion

Sustainable development requires change and there is no greater area that needs more
change than the global energy market. Developed countries need to take the lead in this,
creating good practice that can be adopted by developing countries without adversely
impacting on the environment. In addition to this there needs to be a change in global
governance, with more communication at all levels. Central to this is people
empowerment, where individuals can exert a positive influence that affects national and
international policies. The concept of a community owned urban windfarm is innovation,
novel and exciting and serves as an excellent example for developing countries. In
particular it satisfies the principles of sustainability in that:

e People empowerment — giving individuals direct control of projects and active
involvement in the decision making process.

e Social inclusion — can regenerate a socially deprived area as well as giving a sense of
ownership.

e  Economic Gain — any profits from the project will directly benefit the community and
not a private developer.

These principles are not unique to urban projects, but can be adapted to suit all
communities and promote a society where local residents can directly benefit from the
exploitation of a natural local resource (be it wind, solar or hydro). The global potential
for similar type projects is huge and should not be overlooked in the pursuit of sustainable
development.
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This article presents the results of numerical simulation of wind flow over the complex terrain
model around the Maslenica bridge in Croatia. The simulation is part of the project whose goal is
the proposal of the bridge deck protection from the high wind speed. The Reynolds-averaged
Navier-Stokes equations and RNG k-e¢ model of turbulence were numerically solved using the CFD
code FLUENT. It was considered the present terrain configuration without the protection and the
three different terrain configurations with the differently shaped trench rampart which should
protect the bridge deck from a high speed wind. In parallel with the numerical simulation the
physical modeling was also realized. The numerical and experimental results showed good
agreement.

1 Introduction

Maslenica bridge near the city of Zadar (Figure 1), at the Zagreb-Split highway has been
often closed for severe wind conditions. The bridge is subject to strong wind called bura,
cold and dry northeasterly wind that blows down from the mountains along the eastern
shores of the Adriatic Sea. Bura can achieve speeds in excess of 240 km/h in the bridge
area. Maslenica bridge dominant wind direction are at angles in range of 22 to 40 degrees
to the bridge axis. Usual wind protection schemes are used where strong winds are
perpendicular to bridge axis.

Numerical modeling of bura wind over Maslenica bridge was attempted in order to
predict efficiency of several wind protection systems. There were modeled and analyzed
three different types of dam as well as referent case without any protection system:

e Referent case without protection system.

e Dam variant A: four 100 m long dams upwind of the bridge at 45 degree angle to the
wind direction.
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e Dam variant B: a “boomerang” shaped dam of constant absolute height with base
perpendicular to the wind direction.

e Dam variant C: a dam of non constant absolute height.

Figure 1. Panoramic view of the Maslenica bridge.

For the analysis, a rectangular footprint of land was considered that is oriented in the
direction of the prevailing wind, with upstream distance of 2 km, downstream distance of
1 km and 500 m sidewards from the bridge. Terrain digital elevation model had 25 m
horizontal resolution. A computational grid of approximately 2.7 million hexahedral and
tetrahedral control volumes was generated. Dimensions of the control volumes varied
from 0.5 m in the bridge proximity to over 20 m in domain periphery. The mesh was also
progressively coarsened in the vertical direction.

Wind velocity profile at the inlet was unknown and therefore a constant velocity inlet
boundary condition of 50 m/s was used. For this particular reason, a large 2 km upstream
distance was chosen in order to allow velocity profile to naturally develop and therefore
hopefully eliminate impact of unnatural inlet boundary condition on solution accuracy in
the area of interest. Other boundary conditions were of “outflow” type. Thus, the domain
cross section area reduction in downstream direction did not affect the simulation results.

Numerical simulation was accomplished using Fluent 6 software [1]. Segregated 3d
pressure-based solver for incompressible stationary flow with RNG k-epsilon turbulence
model [2] was used.
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2 Referent Case

Figures 2, 3 represent geometry view of the referent case i.e. surface computational grid
of referent case. Simulation results are visualized using velocity magnitude colored path

Figure 2. Geometry view of the referent case.

Figure 3. Surface computational grid of referent case.
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lines and velocity contour plots in horizontal plane, just above the bridge (traffic lane)
surface:

e  Path lines graphics give good presentation of 3d flow structures and reveal secondary
flows introduced by natural and artificial obstacles.

®  Velocity contour plots allow for comparative analysis of different wind protection
systems and referent case.

Figure 4 represents velocity colored path lines in Maslenica bridge for reference case,
without any artificial flow obstacles. There are visible secondary wind flows bellow the
bridge, in the Maslenica channel, represented by blue lines. Those secondary flows
partially rejoin with the primary flow at the Zadar end of the bridge and cause local
velocity peaks at the bridge end (red spot on the Figure 5). This point will prove itself
critical in the following text. Those particles that passed bellow the bridge arc continue
down the channel causing no visible flow disturbances.

B

Figure 4. Path lines coloured by velocity magnitude for referent case.

Velocity magnitude contours (Figure 5) reveal that velocity magnitude on the bridge
upper surface is generally lower then that of free stream except for the small peak spot
near the Zadar end. Also, the velocity field is quite homogenized along the bridge surface.

3 Dam Variant A

Figure 6 represents Dam Variant A. Results for Variant A (Figure 7) show smaller
velocities along the bridge surface then in reference case, though there remains peak spot
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Figure 5. Velocity magnitude contours for referent case.

Figure 6. Dam Variant A.
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Figure 7. Dam Variant A velocity magnitude contours.

on the Zadar end of the bridge with velocities over 50 m/s (although of lower magnitude
then in reference case).

4 Dam Variant B

Figure 8 represents Dam Variant A. Results for Variant B (Figure 9) show big calm but
unstable zone behind the dam. There is significant peak spot on the Zadar end of the
bridge with velocities over 65 m/s.

5 Dam Variant C

Finally, Figure 10 represents Dam Variant A. Variant C also shows zone of small
velocities downstream of the dam (Figure 11). Flow is characterized by great vortices in
the slow zone. Peak at the Zadar end around 60 m/s.

6 Conclusion

As already clear from previous text, neither solution delivers acceptable results for not
eliminating dangerous velocity peak at the Zadar end of the bridge. Variant C even
amplifies velocity at the peak point (Figure 12). Flow behind variant B i C is also
characterized by unsteadiness and rotation (Figure 12).
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Figure 8. Dam Variant B, boomerang shaped dam.
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Figure 9. Dam Variant B velocity magnitude contours.
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Figure 10. Dam Variant C.
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Figure 11. Dam Variant C velocity magnitude contours.
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Simultaneously to this numerical modeling, another team performed physical
modeling of the same cases experimentally, in the wind tunnel. Although they used
slightly different boundary conditions and worked on smaller physical domain and
therefore results of the two studies were not directly comparable, they came to the same
conclusions. This showed that results of numerical modeling can be accepted and
numerical methods used as a tool in engineering.
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The feasibility of applying injection molding method for the production of complex shapes from
bamboo was studied. It is necessary for the material to have enough fluidity in the process of
molding and bamboo culms were powdered in our early studies. In this study, we pointed out that it
was not necessary to grind the culms. It was possible to give bamboo culms enough fluidity to
perform injection molding without the powdering process.

1 Introduction

Plastics play a very important role in our lives. It is light, strong, easily molded and
durable. However some problems became evident as environmental awareness increases.
Plastics are sometimes too durable and once disposed of, it can take decades to break
down. Another problem is that traditional plastics are manufactured from non-renewable
resources such as oil. In an effort to overcome these shortcomings, many researchers have
long been secking to develop biodegradable plastics that are made from renewable
resources. Under the circumstance, we are trying to produce biodegradable plastic
substitute from bamboo.

Bamboo takes as little as three years to grow up in controlled forests and considered
to be a rapidly renewable resource, which has environmental advantages over long-cycle
renewable resource extraction. Despite the advantage, bamboo was utilized only for
simple ware making for a long time.

T Corresponding author. Tel: +81-52-736-7320; Fax: +81-52-736-7533.
E-mail address: o-yamashita@aist.go.jp
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In our earlier studies [1-2], we powdered bamboo culms and noted the feasibility of
the application of injection molding method and extrusion molding method to produce
complex shapes. However, the fiber structure of bamboo, which contributes to the
strength of bamboo culms, is lost in the process of grinding. In this study, to make the
most of the fiber structure, we examined the feasibility of applying injection molding

method without the powdering process.
Only bamboo culms were used as raw material throughout the following experiments.

No adhesion or additives were added.

2 Material and Method
1.1. Properties of Bamboo Culms
Figure 1 shows a transversal section of a culm wall with vascular bundles embedded in

ground parenchyma in Phyllostachys pubescens. Vascular bundles consist of protoxylem,
metaxylem, protopholem, metapholem and bundle sheaths (Figure 2). The bundle sheaths

Vascular Bundle

Parenchyma Cells

Figure 1. Transverse section of a culm wall with vascular bundles embedded in the ground parenchyma
(Phyllostachys pubescens).
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Figure 2. A vascular bundle with protoxylem (px), metaxylem (mx), protopholem (pp), metapholem (mp) and
bundle sheaths (bs) in Phyllostachys pubescens.
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are composed of sclerenchymatous fiber cells. Total culm comprises about 50%
parenchyma, 40% fibers and 10% conducting tissue. Figure 3 shows parenchyma cells
and fiber cells obtained by soda cooking. The length of the fiber cells is around 1.5mm
and the width is around 15pum. The parenchyma cells, forming the basal matrix, are much
shorter than the fiber cells with the length around 100pm and the width around 30mm.
Bamboo culm consists of about 50-70% holocellulose, 30% hemicellulose and 20-25%
lignin [4].

XZ08 168BMm °

100pm 100um

Figure 3. Parenchyma cells (left) and fibre cells (right) obtained by soda cooking.

1.2. Raw Materials

Disciform bamboo particles were prepared from air-dry three-year old bamboo
(Phyllostachys pubescens) culms. The diameter is 29mm, the thickness is about 10mm
(Figure 4). The moisture content of the air-dried particles ranged from 9 to 11 percent.
Oven-dried bamboo particles were prepared by drying the particles in an oven at 105°C.

Fibrous Direction

--------
---------
------------------
nann
--------

10cm
—_—

Bamboo Culm

Figure 4. A bamboo particle cut out from a bamboo culm by a circle cutter.
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1.3. Fluidity test of air-dried and oven-dried bamboo particles

Figure 5 shows the test method applied to estimate the flow properties of the bamboo
particles. The diameter of the gate is 2mm, the length is 10mm, the bore diameter of the
cylinder is 30mm. The extrusion ratio is 225. After heating the die assembly to the set
temperature of 180°C, a bamboo particle of room temperature was put into the cylinder
with the cortex side up. Then the piston was placed on the particle and pressed by a
pressing machine at 15mm/min. After reaching to the set value of S0kN (71MPa), the
load was maintained till the end of the test. The piston moves down as the particle
extruded through the gate. The flow properties were estimated by measuring the piston
position with a displacement gauge. The origin of the piston position was placed at the
point where the piston contacts with the gate. The die assembly was heated by electrically
heated platens put on the below the upper and above the lower platens of the press
machine. A band heater placed around the cylinder was also used. The temperature of the
die assembly was measured by a thermocouple put on the bottom surface of the die Smm
away from the gate end.

Piston (¢30mm)
Cortex

-

Piston Position (mm)

Bamboo Particle

Cylinder = 5::.

Gate
(¢2mmx 10mm)

Extrusion
Figure 5. Flow property test method.

1.4. Injection Molding of Bamboo Particles

Figure 6 shows the die assembly and the procedure for injection molding. After heating
the die assembly to the set temperature of 200°C, two air-dried bamboo particles of room
temperature were put into the cylinder with the cortex side up. Then the piston was placed
on the particles and pressed by a pressing machine at 15mm/min. After reaching to the set
value of 100kN (142MPa), the load was maintained so that the particles flow through the
gate and fill the gear-shaped cavity. Then, the die assembly was chilled. The pressure was
released after the die temperature reached to the room temperature. The gate size is the
same as mentioned in the flow property test.
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3 Result and Discussion

3.1. Flow property of oven-dried bamboo particles

Figure 7 shows the relationship between time and the piston position on the flow property
test of the oven-dried bamboo particle. The particle was compressed as the pressure
applied (A-B). No extruding was observed so far. The piston hardly moved for a while
(B-C). After about 30 minutes, the piston started to move down extruding the particle
through the gate (C-D).

The temperature of the particle is believed to be reached to the set temperature in 2
minutes [2]. Thus, the result that the oven-dried bamboo particle required about 30

12

10

Piston position (mm)

0 30 60 90 120

Time (min)

Figure 7. Relationship between time and piston position on the flow property test of the oven-dried bamboo
particle (180°C).
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minutes to start flowing is not because that the particle required time to reach to the set
temperature. The result of our last study [3] explains that this is due to the increase of
fluidity caused by thermal decomposition of hemicellulose. Figure 8 shows the extrusion.
The surface is flaky and dark indicating severe thermal damage was caused. Fiber cells
were observed on the surface and the cut surface of the extrusion while parenchyma cells
were hardly recognized (Figure 9).

XZB8 188km

100um

Figure 9. Surface (left) and cut surface (right) of an extrusion produced from oven-dried bamboo particles.

3.2. Flow Property of Air-Dried Bamboo Particles

Figure 10 shows the relationship between time and the piston position on the flow
property test of the air-dried bamboo particle. The particle was compressed as pressure
applied (A-B). The particle started to flow in 2 to 3 minutes (C-D).

As we mentioned in the previous section, the oven-dried bamboo particle required
about 30 minutes to start flowing. The difference raises the possibility that water works as
a catalyst to decompose hemicellulose. In addition, we should point out that the softening
point of the main components of bamboo, namely cellulose, hemicellulose, and lignin are
believed to be lower with water. Further work has to be developed to determine the
mechanism of the improvement of flow character in the presence of water.

The surface of the extrusion is smooth and pale in colors (Figure 11). Not only fiber
cells, but parenchyma cells were observed on the surface and the cut surface (Figure 12).
Less damage on the cell structure was observed in comparison with the extrusion
produced from oven-dried particles.
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Figure 10. Relationship between time and piston position on the flow property test of an air-dried
bamboo particle (180°C).

Figure 11. An extrusion produced from the air-dried bamboo particles.
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Figure 12. Surface (left) and cut surface (right) of the extrusion produced from air-dried bamboo particles.

3.3. Injection Molding of Bamboo Particles

Figure 13 (left) shows the gears produced from air-dried bamboo particles. The complex
gear-shaped cavity was completely filled. The surface was smooth with no visible defects.
Fiber structure was observed on the cut surface as shown in Figure 13 (right).

The properties of the gears, such as strength, water absorption are yet to be analyzed.
However, advantages over the moldings produced from powder are expected by the
presence of the fiber structure.
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Figure 13. Gears produced from the air-dried bamboo particles by injection molding method (left) and the cut
surface of the gear (right).

4 Conclusions

1. It was possible to perform injection molding on bamboo culms without a powdering
process.

2. Oven-dried bamboo particles required a certain amount of time to start flowing. This
is probably because that it required its hemicellulose to decompose to obtain enough
fluidity.

3. Air-dried bamboo particle started to flow immediately.

4. Fiber cells and parenchyma cells were recognized on/in the extrusion produced from
air-dried bamboo particles while only fiber cells were recognized on/in the extrusion
produced from oven-dried bamboo particles. This indicates the difference of flow
mechanism between air-dried bamboo particles and oven-dried bamboo particles.

5. Fiber structure was observed on the cut surface of the gear produced from bamboo
particles by injection molding. The fiber structure is expected to improve the
mechanical properties of the molded pieces.
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1.

Present global energy system is predominantly based on utilization of fossil fuels, coal,
oil and natural gas. These fuels make more than 85% of the primary world energy
production [1]. These fuels have been relatively easily accessible and have required
relatively little effort (or energy) to extract, process and be delivered to the users.
Because of that, they have been providing high net energy (or net emergy) to the
economic process where they are used, allowing unprecedented economic growth since
the industrial revolution. However, there are several problems with the present global
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Our civilization is facing an unavoidable transition from convenient but environmentally not so
friendly, and ultimately scarce energy sources to less convenient, but preferably clean and
sustainable ones. Regardless on the energy sources, there will always be a need for convenient,
clean, safe, efficient and versatile energy carriers or forms of energy that can be delivered to the end
users. Both, hydrogen and electricity are energy carries that together may satisfy all the energy needs
of modern civilization. Hydrogen and electricity should not compete with each other, but rather
complement each other. With their complementary versatility, they can help in increasing the
acceptance and market penetration of renewable energy technologies. However, market penetration
of renewable energy sources cannot be left depending solely on market forces. The benefits of a
clean and permanent energy system based on renewable energy sources, and hydrogen and
electricity as the energy carriers, are reaching far beyond a horizon of an ordinary customer. They
are also beyond the horizon of a utility or energy company, and even the nation. The decision on
employing the renewable energy sources must be a conscious one, made on a national and
international level, and based on clear but far reaching benefits to the nation and to the global
environment. This paper attempts to identify and quantify those benefits, with the help of a global
energy/environment/economy model based on energy language diagram. Although all economic
models are based on growth, from a thermodynamic point of view it is clear that no system based on
finite sources can continue to grow forever. A system based on utilization of constant flow of
incoming energy (such as solar energy) will eventually reach a steady state. A steady-state level
which the human civilization can obtain, depends on the rate of utilization of available solar energy
and the effort required to convert solar energy into more useful forms of energy (hydrogen and
electricity being only the intermediary steps). The model has been used to predict the level at which
the renewable energy sources would be sustainable as a function of timing and net energy (emergy)
ratios.

Guidelines

energy system, which will only become more pronounced with time:

1) Exploitation of fossil fuels creates pollution on local, regional and global scales. The
quality of air in big cities, particularly in developing countries is deteriorating due to
exhaust gases from transportation and is causing serious health problems. Most of
the scientific community and most of the world countries are now convinced that
increase of carbon dioxide and other so called greenhouse gases in the atmosphere is
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2)

3)

4)

a direct consequence of combustion of fossil fuels and that it causes global warming
with threatening consequences such as global climate change and sea level rise.

The reserves of fossil fuels are finite. The exact remaining amount of fossil fuels is
subject to vigorous debates but the fact that the reserves are finite is indisputable. In
addition, new discoveries do not keep up with increasing projected demand. The
world will eventually run out of oil and gas, quite possibly by the second half of this
century.

Demand for energy will continue to grow, particularly due to rapid economic
development in China, India and other developing countries. Energy consumption in
developed countries is slowing down due to rational use of energy, but mainly
because of shifting high energy intensity businesses and industries to the third world
countries. However, energy consumption in China for example is growing because of
rapid industrialization and because of increasing buying power of Chinese people.
Ever increasing energy demand will keep pressure on energy production and the
prices, particularly of oil, will continue to be volatile, and in general will continue to
increase.

The reserves of oil and gas are unevenly distributed and mainly concentrated in
politically very unstable geographic area — Middle East and Arab countries. This will
continue to create political tensions and possibly wars over the remaining reserves.

In short, the world will either run out of fossil fuels or will exceed the capacity of
environment to absorb the products of their combustion or their uneven distribution will
cause global wars over the remaining reserves or they will become unaffordable. The
present global energy system is simply unsustainable as illustrated in Figure 1.

useful energy

Figure 1. System representation of the present unsustainable energy system based on fossil fuels (adapted from

[2D.



145

2. Hydrogen as future solution of the present energy problems

Hydrogen is a fuel that is by many considered a future solution of the current energy
problems. Hydrogen itself is not toxic and its combustion does not create any pollution or
greenhouse gases. Hydrogen does not have to be combusted — electrochemical conversion
(in fuel cells) is a very efficient way of using hydrogen to provide useful energy.

Hydrogen is a synthetic fuel which can be produced from all and any energy sources
including fossil fuels, nuclear energy and renewable energy sources. Hydrogen may be
used as fuel in almost any application where fossil fuels are used today — particularly in
transportation, where it would offer immediate benefits in terms of reduced pollution and
cleaner environment.

Full benefits of hydrogen as a clean, versatile and efficient fuel may be realized only
if hydrogen is produced from renewable energy sources. A global system where
hydrogen replaces fossil fuels and where hydrogen is produced from renewable energy
sources would be in complete balance with the environment, and therefore sustainable, as
shown in Figure 2.

useful energy

hydrogen
/ utilization

renewable
energy
sources

Figure 2. System representation of a future sustainable energy system based on renewable energy sources and
hydrogen and electricity as energy carriers (adapted from [2]).

The most developed countries, such as U.S., Canada, EU and Japan have already
come up with strategies for transition to hydrogen economy and have already started its
implementation. U.S. Department of Energy published A National Vision of America's
Transition to a Hydrogen Economy — to 2030 and Beyond [3]. This document
summarizes the potential role for hydrogen systems in America's energy future, outlining
the common vision of the hydrogen economy. It was followed by The National Hydrogen
Energy Roadmap [4], which provides a blueprint for the coordinated, long-term, public
and private efforts required for hydrogen energy development. A comprehensive U.S.
DOE Hydrogen Posture Plan [5] outlines the activities, milestones, and deliverables DOE
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plans to pursue to support America's shift to a hydrogen-based transportation energy
system. The Posture Plan integrates research, development, and demonstration activities
from the DOE renewable, nuclear, fossil, and science offices, and identifies milestones
for technology development over the next decade, leading up to a technology readiness
milestone in 2015. The plan also points out that the use of hydrogen as an energy carrier
can enhance energy security while reducing air pollution and greenhouse gas emissions.

Reducing greenhouse gas emissions, improving security of energy supply and
strengthening the European economy are the main drivers for establishing a hydrogen-
oriented energy economy in Europe. This is outlined in a High Level Group’s report to
European Commission [6], which was the starting point for European hydrogen activities
facilitated by The European Hydrogen and Fuel Cell Technology Platform (HFP). Series
of strategic documents have been created such as Strategic Overview [7], Strategic
Research Agenda [8], Deployment Strategy [9] and most recently the Implementation
Plan [10].

Several organizations initiate and coordinate hydrogen activities on international
level, such as International Partnership for Hydrogen Energy (www.iphe.net) which is
mainly focused on developed countries (although countries such as Brazil, China and
India are also the members) and UNIDO-International Centre for Hydrogen Energy
Technologies (www.unido-ichet.org), which is focused on activities in developing
countries.

Although transition to hydrogen economy has undoubtedly already begun, it is still
unclear what role hydrogen would play in the future global or regional energy supply.
Critiques of hydrogen or hydrogen economy often come from misunderstanding or
misconception of hydrogen’s role. Individual hydrogen technologies do not make much
sense when considered outside the entire energy system.

2.1. Hydrogen from fossil fuels

Most of hydrogen is today being produced from fossil fuels, particularly by steam
reforming of natural gas and in refineries by partial oxidation of heavier hydrocarbons.
However, hydrogen produced from fossil fuels would not solve any of the above listed
problems related to utilization of fossil fuels, except perhaps pollution, providing carbon
dioxide sequestration is applied at the hydrogen production sites. Arguably, carbon
dioxide sequestration could be applied even without hydrogen production (except in
transportation, where electricity or some other clean and/or renewable fuels could be
used).

Hydrogen produced from fossil fuels, particularly natural gas, as a fuel cannot
compete in today’s market with the very fuels it is produced from. Hydrogen production
from natural gas only makes sense in a transition period to help establish hydrogen
supply infrastructure and to help commercialize hydrogen utilization technologies, such
as fuel cells.
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2.2. Hydrogen from renewables

Full benefits of hydrogen as a clean, versatile and efficient fuel may be realized only if
hydrogen is produced from renewable energy sources. Hydrogen may be produced from
renewable energy sources through a variety of pathways and methods, (as shown in
Figure 3), but only a few of them are commercially viable today.

rsion

Figure 3. Various possible pathways from hydrogen production (from [7]).

Production of hydrogen from renewable energy sources in most cases involves
electricity as an intermediary step. Both, hydrogen and electricity are energy carries that
together may satisfy all energy needs of modern civilization. They should not compete
with each other, but rather complement each other. With their complementary versatility,
they can help in increasing the acceptance and market penetration of renewable energy
technologies. Wind energy and solar PV markets are growing at an incredible rate of
almost 30% per year. Today there is already 60 GW of installed wind turbine power all
over the world [11]. World-wide installed power of solar PVs is more than an order of
magnitude smaller but it is expected to reach 88 GW by 2020 [12].

The potential of renewable energy is more than sufficient to supply all energy
today’s world needs. Today, total primary energy consumption is in excess of 400 EJ/yr.
Solar energy received by Earth exceeds this demand by several orders of magnitude. The
potential of solar energy over the 1/10 of the World’s deserts is estimated at 2500 EJ of
electrical energy per year [13]. World hydro and wind energy potentials are much
smaller, estimated at 30 EJ/yr each, also expressed as electricity produced (calculated
from [14]).

3. Problems with renewable energy sources

It appears that the renewable energy sources have the potential to run the world and that
the technology needed to do so is available. Why is this potential only marginally
utilized? It is possible to envision world wide utilization of a variety of renewable energy
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sources, solar, wind, hydro, biomass, and their conversion to heat, electricity and
hydrogen. This can be accomplished both locally in small plants and in large centralized
plants. Heat, electricity, hydrogen and biofuels generated this way could be produced in
quantities to completely replace fossil fuels. There will be no more pollution nor
greenhouse gas emissions from energy conversion. Renewable energy is much more
evenly distributed around the world and that would reduce the tensions over the
remaining reserves of oil and gas. What is stopping us from realizing this vision?

A common answer is: renewable energy is too expensive. This answer keeps open a
hope that future development could continue bringing down the cost of technology for
utilization of renewable energy. However, if the background of this high cost is analyzed
using emergy analysis, the outlook for renewable energy may look less promising. Fossil
fuels are a concentrated form of energy and therefore inexpensive because nature has
worked millions of years to create them. When we pay for coal and oil we do not pay for
this work done by nature — we only pay for human work needed to extract, process and
distribute these fuels. In emergy terms, fossil fuels have very high emergy ratio. As a
result, utilization of fossil fuels have enabled unprecedented growth of global economy.

The flow of renewable energy has very low emergy compared to fossil fuels. Fuels
and energy carriers produced from renewable energy need a lot more work to first
concentrate the flux of renewable energy and then to produce them. For this reason they
have relatively low net emergy ratio, and because of that, Odum did not believe that
renewable energy in general is capable of supporting the society’s need for energy [15].
Further studies are required to calculate more precisely the net emergy ratio of renewable
energy technologies. The results are expected to vary from technology to technology but
also from location to location as already shown in [16] and [17] respectively.

4. Future scenarios

Although utilization of fossil fuels has enabled unprecedented growth of global economy
over the last two centuries, this growth cannot continue into indefinite future. The system
that is fueling this growth is not sustainable and the growth will have to stop at some
point. This may be proved by a simple non-renewable source model using energy
systems diagram [18]. If timely transition to new and sustainable energy sources and
practices is not implemented the growth will be succeeded by a decline. Such scenarios
have been reported by several global models that use energy and the driver for the
economic activities [15,19-21].

Because of its low net emergy ratio, renewable energy would have never enabled
such growth. A system that is based on utilization of renewable energy eventually results
in a steady state. This again may be proved by a simple renewable source model using
energy systems diagram [18]. However, if the non-renewable sources are replaced by the
renewable energy sources the economic system may reach a steady state at a certain level
which depends on the net emergy ratio of these sources. High net emergy would result in
a slower growth eventually reaching a steady state at some higher level. Low net emergy
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would result in a decline, eventually reaching a steady state at some lower level.
However, if the human economic society is considered only as a part of a bigger self-
organizing system (our planet) with its own patterns, then its sustainability may not be
the level steady-state but the process of adapting to the global oscillations [22].

Of course the above mentioned simple models are a very aggregate way of
representing global economy and may only be used to conclude on the future trends.
Global economy is much more complex and it would require rather complex models to
make more accurate predictions. The degree of accuracy of the timescales and the levels
of economic activities will depend on the number of parameters taken into
considerations, accuracy of data and correctness of the assumptions.

These considerations, based solely on thermodynamics and energy systems diagram,
no matter how simple they are, lead to a very serious conclusion: utilization of renewable
energy does not support continuous growth. This fact will make any conscious decision
on transition extremely difficult. The fact that the present system is not sustainable is not
yet given deserving attention. There is a belief that in the future society will find a new
energy technology or energy source as it has done in the past, that will continue to
support the growth.

Nevertheless, it would be irresponsible to plan our future based on some unknown
technology or source. If we are to plan our future based on known energy sources than
the only long-term sustainable option are the renewable energy sources: solar radiation
and its derivatives wind, hydro and biomass. Hydrogen and electricity will be used to
allow utilization of renewable energy in all the sectors — industrial, residential and
transportation. With their complementary versatility, they can help in increasing the
acceptance and market penetration of renewable energy technologies. Yet, market
penetration of renewable energy sources cannot be left depending solely on market
forces. The benefits of a clean and permanent energy system based on renewable energy
sources, and hydrogen and electricity as the energy carriers, are reaching far beyond a
horizon of an ordinary customer. They are also beyond the horizon of a utility or energy
company, and even the nation. The decision on employing the renewable energy sources
must be a conscious one, made on a national and international level, and based on clear
but far reaching benefits to the nation and to the global environment.

The key parameter that will determine the inevitable transitions in energy use and the
future of our civilization is the net emergy ratio of the renewable energy sources. It is
indeed surprising that this has not been sufficiently studied and analyzed. For any
decision on local, regional, national and global transition to renewable energy sources
and hydrogen as an energy carrier (together with electricity) it will be absolutely critical
to analyze this net emergy ratio. Evaluation of net contributions to the economy that are
made by energy sources should account for all energy inputs including the environmental
services as well as high quality feedback — services from the economy itself. Emergy
accounting is the most comprehensive method that enables summarization of different
flows of energy, materials, services, etc., on a common basis. Emergy is a measure of the



150

global processes required to produce something expressed in units of the same energy
form.

5. A global model for predicting the future

In order to illustrate the above mentioned scenarios a global energy/environment/
economy model based on energy language diagram has been developed [13, 23]. The
model is essentially a two-source model, non-renewable and renewable, with a switch
that allows committed large scale utilization of renewable energy (Figure 4). The flows of
energy are shown as solid lines and the flows of money as dotted lines (note that money
is flowing in the opposite direction from energy). The total money flow is the Gross
World Product. The model has been used to predict the level at which the renewable
energy sources would be sustainable as a function of timing and net energy (emergy)
ratios.

Fossil fuels

O

Renewable

Figure 4. A global energy model (modified from [13]).

How soon the transition should start and how fast should it be implemented?
Transition should start before the economy reaches its peak, even if it means slowing
down. An early transition may prove to be beneficial in the long term, i.e., it may result
in a steady state at a higher level than in case of a transition that starts later (Figure 5).
Once the economy starts declining it will not be able to afford transition to a more
expensive energy system, and transition would only accelerate the decline.

The model was also used to analyze the effect of the net emergy ratio. Figure 6
shows the results for different cost indices, where the cost index was defined as the ratio
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of energy cost in the new energy system and that in the present one. Higher cost index

would mean lower net emergy ratio.
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Figure 5. Effect of timeliness of transition to renewable energy/hydrogen energy system on global economy (in

2004 US $) (updated from [23,24]).
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Figure 6. Effect of the energy cost in the renewable energy/hydrogen energy system on global economy (in

2004 US $) (updated from [23,24]).

The answer to question “how fast” is more complex. Major transitions in the past
took several decades. If a transition is too fast it may weaken and drain economy too
much and may result in a lower steady state. If a transition is too slow, global economy
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may be weakened by the problems related to utilization of fossil fuels (such as global
warming and its consequences) and the result again would be a lower steady state.
Therefore, there must be an optimal transition rate, however its determination would
require very complex models and constant monitoring and adjustment of parameters.

Another difficulty is that such a transition must be conducted on a global level. Any
country that attempts to forcibly switch from fossil fuels may put itself in an inferior
economic position for decades. This is particularly a sensitive issue for developing
countries. It would be relatively easy to establish a new energy infrastructure in the
countries that a) need little energy b) do not have an energy infrastructure in place.
However, use of renewable energy sources may hinder their economic growth and would
only make the gap between the rich and poor countries even bigger.

6. Conclusion

Hydrogen is a fuel that is by many considered a future solution of the current energy
problems. The most developed countries have already come up with strategies for
transition to hydrogen economy and its implementation is already underway. However,
full benefits of hydrogen as a clean, versatile and efficient fuel may be realized only if
hydrogen is produced from renewable energy sources. A global system where hydrogen
replaces fossil fuels and where hydrogen is produced from renewable energy sources
would be in complete balance with the environment, and therefore sustainable.
Competitiveness of renewable energy sources and their carriers, including hydrogen, will
depend on the net emergy ratio of the production process. Renewable energy sources in
general have less emergy than the fossil fuels, and they will not be able to support
continuous economic growth, and will eventually result in some kind of a steady-state
economy. An early transition to renewable energy sources and hydrogen may prove to be
beneficial in the long term, i.e., it may result in a steady state at a higher level than in
case of a transition that starts later. Once the economy starts declining it will not be able
to afford transition to a more expensive energy system, and transition would only
accelerate the decline. Similarly, if a transition is too fast it may weaken and drain
economy too much and may result in a lower steady state. If a transition is too slow,
global economy may be weakened by the problems related to utilization of fossil fuels
(such as global warming and its consequences) before transition is completed and the
result again would be a lower steady state. Therefore, there must be an optimal transition
rate, however its determination would require very complex models and constant
monitoring and adjustment of parameters. The decision on employing the renewable
energy sources must be a conscious one, made on international level, and based on clear
but far reaching benefits to the global economy and to the global environment.
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The paper propose the sustainable energy use of sugar cane trash taking into consideration the
concept of Closed Cycles of Energy Resources — CCER, whose goal is to achieve zero consumption
in terms of non-renewable resources and no impact on the environment. The study is focalised to
illustrate that innovative bioenergy systems are thermodynamically possible and that its would reach
a very high efficiency. The suitably design and implementation of modern bioenergy system
contributes to sustainable development, due to integrate technical feasibility with environment and
socio-economic assessment. The proposed bioenergy systems are analysed for Pucala sugar factory,
Chiclayo (Peru), starting from current situation to the modern technology. The technological power
plant is constituted by a indirect heating fluidised bed gasifier, a hot gas cleanup system and a
Molten Carbonate Fuel Cell (MCFC). This system presents the higher electrical efficiency for the
sugarcane trash. Furthermore, that is feasible the production of hydrogen rich gas from sugar cane
residues (leaves, tops and bagasse) to be used in fuel cell systems. The investment and operational
costs regarding the use of fuel cell, are higher than in other possible technological solutions if
related to the amount of processed biomass, but are the lowest if referred, as usual, to the produced
kWh. Moreover, since the technologies used are in the research and development phases, the costs
are expected to dramatically decrease in the near future.

1 Introduction

The accomplishment of energy cycles that use renewable energy sources and don’t create
any “pollution-waste” are required to insure the human sustainable development.
Currently, energy chains deplete resources that are not able to reform and release harmful
pollutants, creating local and global pollution and waste. Therefore, the target is that a
energy chain that begin from a renewable resource, be able to completely "close", with no
resource consumption and no impact on the environment. On this way, the research
activity of CIRPS is focalised in the assess of CCER, concretely hydrogen chain.

One of these renewable resources is the biomass. The biomass resources including
organic waste streams, agricultural and forestry residues, as well as crops grown to
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produce heat, fuels, and electricity. Biomass contributes significantly to the world’s
energy supply. The modern use of biomass to produce electricity, steam and biofuels is
estimated at 7 exajoules a year.

The resource potential of biomass energy is much larger than current world energy
consumption. With agricultural modernised up to reasonable standards in various regions,
and given the need the preserve and improve the world’s natural areas, 700 to 1.400
million hectares may be available for biomass energy production well into 21* century.

The availability of land for energy plantations depends on the food supplies needed
and on the possibilities for intensifying agricultural production in a sustainable way.

Regarding the production of heat, in developing countries the development and
introduction of improved stoves for cooking and heating can have a big impact on
biomass use.

For the electricity production the application of fluid bed combustion and advanced
gas cleaning will allow the efficient production.

2 Biomass for energy use

Biomass is the fourth world-wide energetic source. The exploit of biomass energy
systems contributes to a positive social and economic impact (poverty alleviation,
creating opportunities for income generation, gender impacts, land use competition and
land tenure, etc.).

Energy Services

)

Heat and Power generation Social. Economic
o] 9

‘ > and Environmental

Impacts

SUSTAINABLE
DEVELOPMENT

| Biomass Conversion Systems |

) J

| Biomass Production |

Figure 1. Biomass for energy use and sustainable development

Furthermore, about the environment impact, the use of biomass energy systems has
the potential to reduce greenhouse gas emissions, the net emission of carbon dioxide will
be zero as long as plants continue to be replenished for biomass energy purposes.

Then, the biomass energy systems support the sustainable development. The
energetic use of the refusals involves a careful study of the characteristics of the territory,
of the place where to settle the power plant (not distant from the biomasses to be used), of
the reliability of supplies and of the integration of the different phases: production,
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collection, transport, storing, pre-treatment, conversion and distribution should coexist in
a unique context (Energy Farm).

On the current situation biomass represents the 3% of primary energy consumption in
industrialized countries. However, much of the rural people in developing countries is
dependent on biomass, mainly in the form of wood, for fuel. In developing countries,
biomass signify the 35% of primary energy consumption.

Biomass differs from other alternative energy resources in that the resource is varied,
and it can be converted to energy through many conversion process.

Goods results about the sustainable use of the biomass for energetic purpose are in
Brazil (Alcohol Programme), Nicaragua, Sweden, Mauritius, etc.

A classification of biomass for energy purpose regards the modern biomass and
traditional biomass. The modern ones involve large scale uses and aims to substitute for
conventional energy resources (agricultural residues, urban wastes, biofuels, energy
crops). Traditional biomass is normally indicate for small scale use (domestic use, plant
residues, animal wastes).

3 Sugarcane, bagasse and sugarcane trash

The biomass in study is the sugarcane (see Figure 2). The sugarcane, herbaceous
cultivation with times of cultivation of six months, is one of the biomasses that more are
adapted to being used for energetic. The sugarcane has the highest rate of energy
produced for hectare between all the cultivation (productive ability 50-100 t/ha, CV 18
MJ/kg); a rich typologies of waste to high energetic content (bagasse and barbojo); no
production and transport costs, since that the waste are both produced and used in the
factory: the only cost is due to the collection of the barbojo; favourable conditions of the
enterprises (fallen and oscillations of the price of the sugar); favourable characteristics of
cultivation (warm-humid climates, small demand for pesticides and chemical fertilisers);
has an important potential for the human sustainable development and modernisation on a
larger scale in developing countries.

Today the bagasse (sugarcane by-product that is generated in quantities abundant in
the mill process).is used at mills as a fuel by combustion to generate combined heat and
power (CHP). The combined CHP systems generate the process steam and at least the
great part of the electricity for the mill.

Additionally, the tops and leaves (barbojo or sugarcane trash) have the energetic
potential for the use as a fuel, facilitating the operation of the plant around the year. This
“barbojo” is typically burned on the fields to facilitate harvesting and replanting.

4 The sugarcane process

The sugarcane is harvested by hand cutting method or by mechanical harvesters. After
cutting, the cane is loaded by hand, mechanical grab loaders, or continuous loaders and
then is transported to the mills using trailers, trucks, railcars, or barges, depending upon
the relative location of the cane fields and the processing plants.
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Figure 2. The Sugarcane

Sugarcane processing is oriented on the production of sugar (sucrose) from
sugarcane. Other products of the processing include bagasse, molasses, etc. Bagasse in
several developing countries is used for fuel for the boilers and production of numerous
paper and paperboard products. Bagasse and bagasse residue are primarily used as a fuel
source for the boilers in the generation of process steam.

We are focused in the energetic analyses of the process: electricity and steam process
production. In the old mill plants the steam process is produced by the use of boilers with
low efficiency (50%, Chiclayo — Peru) so the electricity requirements are insured in part.
The deficit of energy is obtained buying from the grid. In modern mill plants the
configuration of the plant is determined by the use bagasse in high efficiency modern
boiler (70-80%, Mauritius, Brazil, etc.) and a condensing extracted steam turbine or back-
pressure turbine. This configuration normally permits a surplus of electricity that can be
gathered and sold to the grid. This kind of modern plant and the other possible technical
solutions will be considered in this paper.

For the case study that we assess, the sugar mill of Chiclayo — Peru has five boilers
for the steam generation with more than 50 years of operation and then, the performance
and efficiency is poor. The steam expands into back-pressure turbine and after that is
carried to the process. Then, is possible identify technical solutions to raise the efficiency
of the plant and optimise the use of bagasse and barbojo, according with the current
bioenergy systems and experience in other sugar plants. CIRPS has a scientific-cultural
cooperation programme with universities in Peru and realised the joint-study of this
possible technical solutions for this sugar plant.

But, in Peru as in other countries, the absence of regulations make it unattractive for
sugar industries to invest in more efficient power generation. Currently the economy of
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Peru is strongly based on the use of Camisea gas project and the promotion of
hydroelectric projects.

The Pucala cane sugar production plant has 2,500 employees; produces 905,300 t of
sugar cane (80 t/h), 633,724 t (187 t/h) of worked cane, 64,640 t of produced sugar. The
plant, situated near Chiclayo in the north coast of Peru, currently burns the barbojo in the
fields and uses bagasse in low efficiency boilers for process steam production. This makes
that the plant is not energetically self-sufficient and buys energy from the grid. A general
view of the plant can be seen in the figures 3 and 4.

Figure 3. General View of the Pucala plant

Figure 4. General View of the Pucala plant
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Figure 5. The energy flow of the Pucala plant.

The production process of cane sugar shows that the mill has the main energy

requirements. The flow of energy of the plant is showed in the figure 5.

The plant only uses the bagasse in order to contribute the satisfaction of energy
needs. In the figure 6 the steam flow diagram are illustrated. Energy demand, and

temperature and pressure of the necessary process steam are shown.
The energy balance at current conditions is:

e Energy from bagasse 53.77 ktep

e  Energy from residual petrol 0.67 ktep

e Efficiency of the boiler 52%

e Process steam production 27.96 ktep (378,352 t)




Steam to crushing 10.54 ktep (142,574 t)

Steam to turbine 11.66 ktep (157,752 t)

Steam to distillery 5.76 ktep (78,026 t)

Electric energy use/year 1.84 ktep (21,339,200 kWh)
Electric energy production/year 0.87 ktep (10,118,100 kWh)
Electric energy from the grid 0.97 ktep (11,281,100 kWh)
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Figure 6. The steam cycle of Pucala plant
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5 Upgrading of the power plant

A sugar mill operating in the conditions previously described and analysed can be
modified to obtain a major efficiency. The upgrading of the plant consists in the change of
the old boiler with a boiler of current technology, similar at other mill plants in others
countries (Brazil, Mauritius, Hawaii) coupling to condensing extraction steam turbine
CEST. The process steam demands can be met using only a portion of the available steam
with the CEST, extracting the steam at one or more points along the expansion path for
meeting process needs. Steam that is not extracted continues to expand to sub-
atmospheric pressures, thereby increasing the amount of electricity generated per unit of
steam compared to the back-pressure turbine. The non-extracted steam is converted back
to liquid water. The condensing steam turbine generally is employed to maximize
electricity production. A typical Condensing Extraction Steam Turbine (CEST) operates
at 4.0 to 6.0 MPa. These systems produce enough steam to supply a typical sugar factory
and distillery and export 30 to 100 kWh of electricity per tonne of cane (kWh/tc) to other
users or to the national grid. CEST systems represent the state-of-the-art for bagasse
cogeneration in terms of mature technologies that are fully commercialized in the
marketplace.

Under this operation condition the bagasse and the barbojo are used as a fuel. The
bagasse and barbojo are drying with the exit combustion gases, first to begin the process,
decreasing the humidity of the biomass around to 15-20%. The CV of the biomass will be
about 17 MJ/kg.

The energy balance considering this upgrading is:

e  Energy from bagasse 75.22 ktep

e  Energy from barbojo 55.12 ktep

e  Energy from fossil fuel 0.67 ktep (to ignition of the boiler)
e TOTAL Energy available 131 ktep (+77.23 ktep respect to current condition)
e  Efficiency of the boiler 85%

e  Process steam production 111.35 ktep

e  Steam to grind 10.54 ktep

e  Steam to turbine 95.05 ktep

e  Steam to distillery 5.76 ktep

e Electric energy use/year 1.84 ktep

e  Electric energy production/year 60.87 ktep

e  Electric energy to the grid 55.99 ktep

6 Biomass Integrated Gasification Combined Cycle - BIGCC

Biomass integrated gasifier combined cycle (BIGCC) technology is a process with more
high conversion efficiency. Further the development of gasification technologies is also
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important for a production of hydrogen form biomass. The system includes a pressurized
circulating fluidized-bed gasifier, gas turbine, and steam turbine. Gasification involves
transforming of biomass into a gas that can be used in a gas turbine, for example, to
generate electricity. Gasification of biomass for use in a high efficiency gas turbine is a
more advanced approach to bagasse cogeneration.

The steam drives a turbine-generator. Drying of the biomass is not usually required
before combustion, but will improve overall efficiency if waste heat is utilised for drying.
Steam turbines are designed as either "back-pressure” or "condensing" turbines.

Energy balance:

e Energy from bagasse 75.22 ktep

e  Energy from barbojo 55.12 ktep

e  Energy from fossil fuel 0.67 ktep (to ignition of the boiler)

e TOTAL Energy available 131 ktep (+77.23 ktep respect to current condition)
e Electric energy use/year 5.91 ktep (considering all internal use)

e  Electric energy production/year 65.5 ktep

e  Electric energy to the grid 59.59 ktep

7 Biomass Integrated Gasification Fuel Cell BIGFC

The previous considerations lead to the choice of a system that can be defined BIGFC
(Biomass Integrated Gasification Fuel Cell), that produces hydrogen rich gas from sugar
cane waste and uses that gas in fuel cells for power generation. The BIGFC plant will
consist of an atmospheric pressure gasifier, warm cleanup and MCFC power generation
unit, being the choices motivated by the following:

e o need of sophisticated feeding system and pressurised vessels;

e no need of high pressure (MCFC work at low pressure);

e noxious substances content well tolerated by MCFC and compressors.
e o need of additional gas coolers;

e o production of polluted water;

e noxious substances content well tolerated by MCFC and blowers.

A careful analysis of these reviews shows that there are still two main problems: a
through systems approach to gasification facility and the gas cleaning. The Indirectly
Heated Fluidized Bed Gasifier IHFBG) - also defined Twin Fluidized Bed (TFB), or
Fast Internally Circulated Fluidized Bed (FICFB) - represents the best gasification
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method for the purpose in the case of sugar cane biomass, because of:
e Independency of gas quality from fuel humidity content.;
e  Separation of gasification and combustion processes;

e  High calorific value of the gas, nitrogen free, with a little content of char and tars and
a rich content of hydrogen;

e No need of pure oxygen;

e No moving part.

In a BIGFC system the analysis of the gasification process is an essential part, which
allows, through the choice of a model, to be able to calculate the composition and the
characteristics of the obtained gas. When insufficient data are available in order to obtain
valid experimental relations, the experimental model is not suitable.

Energy balance:

e TOTAL Energy available 131 ktep
e  Electric energy production/year 69.43 ktep (with 53% efficiency of MCFC)
e  Electric energy use/year 6.10 ktep (considering all internal use)

e  Electric energy to the grid 63.33 ktep

8 CONCLUSIONS

The use of bioenergy systems, specifically sugarcane plant, with modern technology
contributes directly to a major electrical production with high efficiency. For the case of
sugarcane plant in Chiclayo we can conclude that changing the old boiler for a modern
boiler the production of electricity is bigger than requirements of the plant, then the
surplus could be selling to the grid. The other possible technical solutions are the similar
results, ensure the steam for the process, the electrical requirement and permit that the
exceeding of electrical energy could be sell to the national grid. Sugarcane is an example
of the potential for biomass modernisation on a larger scale. In developing countries grow
and process sugarcane, generating substantial quantities of a fibrous biomass by-product
(bagasse) that is used today at most mills as a fuel for combined heat and power (CHP)
generation. CHP systems typically generate just enough electricity (a few megawatts at an
average-sized facility) and process steam to meet the processing needs of the mill. The
tops and leaves used as a fuel, would enable a CHP facility to operate year-round. With
more efficient CHP systems and year-round operation, substantial amounts of electricity
could be generated in excess of the mill’s own requirements.

The emergence of new technologies to exploit valuable agricultural biomass residues
has created new opportunities to diversify and expand sugarcane use, while capturing its
environmental benefits as a renewable energy resource. As a result, the sugar industries in
developing countries can increase profits and reduce risk by diversifying their production
portfolios to include cane-based bio-energy products.
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Is important to have into consideration that for a successful implementation of a

bioenergy project, different institutional actors must be involved. These actors might
include Central government, industries, non-governmental organisations, financing
institutions, bilateral and multilateral organisations (World Bank, United Nations, etc). It
is necessary to elaborate a coherent bioenergy policy, coordinated at a high level will
more effectively promote and expand bioenergy than an uncoordinated set of disparate
local activities. For example a central institution would support this coordination in
many ways. A central coordinating institution could also develop and promulgate
socioeconomic and environmental guidelines for bioenergy projects, including rules
regarding access to project information and provisions for public participation.
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Appropriate financing of programs and projects in the field of environmental protection, energy
efficiency and renewable energy sources (RES) is one of major barriers to their realization. The
existing financial sources, including state budget, local self-government budgets, commercial banks,
international investment projects in environmental protection and international aid programs, are
often insufficient or unattractive from the investors' viewpoint. Environmental Protection and
Energy Efficiency Fund (EPEEF) is a relatively new player in Croatian investment market and it is
basically first and only extra-budgetary fund dedicated to financing preparation, implementation and
development of programs, projects and similar undertakings in the fields of preservation, sustainable
use, protection and improvement of the environment, energy efficiency and use of RES.

1 Introduction

Appropriate financing of programs, projects and other measures in the field of
environmental protection, energy efficiency and renewable energy sources (RES) is one
of major barriers (apart from the legislative, administrative, institutional, informational,
market and other barriers) to their realization. Those barriers are specially expressed in
Central and Eastern European countries. The existing financial sources, including state
budget, local self-government budgets, commercial banks, international investment
projects in environmental protection and international aid programs, are often insufficient
or unattractive from the investors' viewpoint.

Environmental Protection and Energy Efficiency Fund (EPEEF) is a relatively new
player in Croatian investment market and it is basically first and only extra-budgetary
fund dedicated to financing preparation, implementation and development of programs,
projects and similar undertakings in the fields of preservation, sustainable use, protection
and improvement of the environment, energy efficiency and use of RES in the Republic of
Croatia.

Central and Eastern European countries have now many years of experience with
such funds. First dedicated fund in the region was Polish National Fund for
Environmental Protection and Water Management established in 1989. In 1991 it follows
Czech and Slovak State Environmental Fund. Hungary and Bulgaria introduced similar
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funds in 1993. Primary goal of all mentioned funds is to conduct policies and strategies of
environmental protection in home countries.

Experience of transitional countries showed that founding of such dedicated funds is
most suitable solution in financing environmental protection during transition to market
economy. It is also the most effective way to prevail and mitigate market and institutional
barriers.

2 Environmental Protection and Energy Efficiency Fund

2.1 Establishment and Organization

Environmental Protection and Energy Efficiency Fund is a legal person vested with public
authority in which, on behalf of the Republic of Croatia, founder’s rights are exercised
and duties discharged by the Government. EPEEF is established in 2003 according to the
Act on Environmental Protection and Energy Efficiency Fund which finds its basis in
Environmental Protection Act and Energy Act [1]. It became operational in the summer of
2004.

In its work EPEEF acts in accordance with number of laws and acts, such as:
Environmental Protection Act, Energy Act and other laws concerning energy activities,
National Environmental Protection Strategy, National Environmental Action Plan,
National Energy Strategy, National Energy Programs, Stabilization and Association
Agreement between Republic of Croatia and European Union and other international
agreements.

2.2 Activities

Basically, EPEEF covers financing preparation, implementation and development of
programs, projects and similar undertakings in two main areas:

e preservation, sustainable use, protection and improvement of the environment and
e energy efficiency and use of renewable energy sources.

In more details that includes:

e implementation of national energy programs,

e promotion of use of RES,

e sustainable building,

e cleaner transport,

e  protection, preservation and improvement of air, soil, water and sea quality,

e moderation of climate change,

e waste management,
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cleaner production,

protection and preservation of biological and landscape diversity,
promotion of sustainable use of natural resources,

sustainable development of rural areas,

sustainable economic development,

enhancement of the system of information, monitoring and assessment of the state of
the environment,

introduction of environment management system, and

promotion of educational, research and development studies, programs, projects and
other activities.

2.3  Financial Resources

Environmental Protection and Energy Efficiency Fund is an extra-budgetary fund whose
financial resources are secured from charges levied in accordance with the Act on EPEEF
(emission and waste charges), bilateral and multilateral cooperation, revenues from

management of available monetary assets of the Fund, budgets of units of regional and
local self-government, in accordance with jointly defined programs and grants. Projected
revenue in 2006 is 1.003 billion HRK (or 136.5 million EUR).

The charges include:

1.

Special environmental charge levied on motor vehicles. It applies as from March 1,
2004 and it is nowadays major financial resource of the EPEEF.

Charges levied on polluters of the environment (atmosphere), on:
e S0, iNO, emissions (310 HRK/ton or 2.5 EUR/ton),

e (CO, emission (12 HRK/ton or 1.6 EUR/ton). The CO, emission charge is not yet
introduced. The procedure for adoption of the Regulation is still undergoing and
the Government of the Republic of Croatia will decide when to begin enforcing
it.

Charges for burdening the environment with waste, on:

e dumping municipal and non-hazardous industrial waste (12 HRK/ton or 1.6
EUR/ton). This charge applies as from June 1, 2004 only for industrial waste,

e production of hazardous waste (100 HRK/ton or 13.7 EUR/ton).

Charge levied on environmental users e.g. for buildings or building complexes that
are subject to procedure for assessment of their environmental impact. Not yet
implemented.

Charges levied on packaging, started in 2005:
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e recovery charge (according to material type and product unit),
e return charge (on packaging for drinks),
e subsidy charge (on packaging for drinks).

Total planed revenues in 2006 from the charges are shown in Table 1.

Table 1. Planed revenues in 2006.

mill HRK
Financial assets revenues 1.20
CO, emission charge 53.30
NO, emission charge 5.00
SO, emission charge 11.00
Environmental users charges 67.00
Municipal waste charges and Non-hazardous Industrial waste 13.20
charges
Hazardous Industrial waste charges 0.90
Special motor vehicles charge 200.00
Packaging charges 570.00
Waste tires recovery charge 25.00
Total revenue 1003.60

2.4 Planned investments

In the recent past the Government’s and the Fund’s priority was the waste management
(particularly landfills remediation) but in the near future the importance of the energy
efficiency will certainly grow (that can be seen from the four-year’s Plan of EPEEF [2]).
Allocation of the Fund’s resources in 2006 related to environmental protection and energy
efficiency is given in Figures 1 and 2.

Around 100 million HRK is allocated for energy efficiency, according to the
percentages given on Figure 1, which includes: implementation of national energy
programs, promotion of use of RES, sustainable building, cleaner transport, and other
programs and projects.
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Figure 1. Planned investments in energy efficiency in 2006.

For the environmental protection in 2006 is allocated almost three times as much as
for the energy efficiency. 298 million HRK will be invested in following areas:
protection, preservation and improvement of air, soil, water and sea quality, moderation
of climate change, waste management, cleaner manufacturing processes, protection and
preservation of biological and landscape diversity, promotion of sustainable use of natural
resources, sustainable development of rural areas, sustainable economic development,
enhancement of the system of information, monitoring and assessment of the state of the
environment, introduction of environment management system, promotion of educational,
research and development studies, programs, projects and other activities (Figure 2).
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Waste management units 1,6%
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Figure 2. Planned investments in environmental protection in 2006.

Financial resources of the Fund shall be allocated to units of local self-government,
legal and natural persons, which invest their own financial resources in programs and
projects for which tenders are issued. Funds will be given on the basis of the public
invitation of applications announced by the Fund. The resources shall be disbursed as
"soft" loans (zero — interest rate), subsidies (of interest rate on commercial loans), grants
and financial aid.

Fund shall not invite applications when, as a contractual party, it directly co-finances
and participates in the realization of programs, projects and similar undertakings.

2.5  Recent Developments

Since the Fund has been operating for two and half years now, there are number of
activities which are finished or are in progress. The majority of financial resources is
disbursed for environmental protection, specially for the waste management:

e Two public invitations to units of local self-government for remediation of 163
landfills have finished; 1,300 million HRK will be disbursed in 3-5 years.

e Dump sites remediation, currently on 40 locations, for units of local self-government;
25.9 million HRK is planned.

e Remediation of hazardous waste disposal sites, on 9 locations of highly polluted
environment - “black” spots, 545,000 HRK realized.

e Old tires recycling and energy use, 400,000 HRK.
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e  Garbage containers, 1.5 million HRK.

e Biodiversity, 332,000 HRK: island of Bra¢ - Algae (Caulerpe racemose), island of
Cres — White-headed vulture (Griffon vulture), etc.

First EPEEF’s activity in the field of energy efficiency and RES was the public invitation
for financing of energy audits and demonstrational activities in 2004. There were 37
energy audits in different companies executed by 9 energy auditors and 54
demonstrational activities of RES use and energy efficiency improvement. 2.2 million
HRK was disbursed in total.

Other activities [3] included two public tenders for financing programs and projects of:

e energy efficiency (waste heat recovery, insulation, DSM, district heating systems,
cogeneration, etc.), use of renewable energy sources (small wind, PV and solar
thermal, small hydro, biomass, biofuel production, heat pumps, geothermal, hybrid
system) and sustainable building (energy saving house, zero energy house, active and
passive solar systems, insulation, micro - cogeneration, calorimeters, etc).

¢ reduction of emissions to the atmosphere (harmful emission reduction, GHG
reduction, automatic measuring and monitoring of emissions, etc.) and cleaner
production (clean technologies, waste and wastewater reduction, more efficient usage
of raw materials, clean water and energy, reduction of emissions from the process,
etc.).

In total, 34 projects of energy efficiency, use of renewable energy sources and sustainable
building were accepted, for which 29 million HRK was allocated: 17.5 million HRK for
energy efficiency (15.5 million HRK of loans, 0.4 million of subsidies, 1.6 million HRK
of financial aid), renewable energy sources: 7.5 million HRK (2.3 million HRK of loans,
1.9 million of subsidies, 3.3 million HRK of financial aid), sustainable building: 3.8
million HRK: (1.7 million HRK of loans, 2.1 million HRK of financial aid).

The Fund is involved in number of national and international projects and programs.
The most important development is the recent grant of the Global Environment Facility
Trust Fund (GEF) and the World Bank: "Croatia — Renewable Energy Resources Project"
in the amount of 5.5 million USD, for developing a rational policy framework for
renewable energy [4]. This project has two main objectives: to support the market
framework and other market conditions for renewable energy and to ensure an adequate
and sustainable supply of potential projects through investment in the early stage of
renewable energy project development. Use of biomass for energy production is priority
but other RES systems (like wind or small hydro power plants) are not excluded. The
Fund co-finances this project with additional 2.5 million USD in next 3-5 years.

The GEF grant and other EU funds will certainly help Croatia to fulfill the national
goals for implementation of renewable energy, based on a clear understanding of the costs
and technical issues related to financing and installing projects.
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Process integration is widely applied to continuous process. Among different methodologies, Pinch
Analysis, with a thermodynamic basis is generally used due to it is easy implementation. The basic
concepts of Pinch Analysis were therefore extended in this work to a batch process. The software
developed, BatchHeat, highlights the energy inefficiencies in the process and thereby enables to set
the scope for possible heat recovery, through direct heat exchange or storage. The BatchHeat, was
applied to a case study as a first tool to get the targets for the heat exchanger network design. The
results obtained show the enthalpy behaviour of the process and define an upper bound for direct
heat transfer, thus suggesting different energy recovery projects. These alternatives were further
compared and discussed.

1 Introduction

Batch process interest emerged since the 80’s but mainly in the areas of simulation,
design, and process stage scheduling to minimize operation unit investment and energy
costs. However, process integration is also very important to optimise this type of
process, though the results obtained by application of this methodology to batch
processes have smaller energy savings, when compared with the results obtained for
continuous processes [1]. Generally, batch process industrials are not prone to energy
integration since they fear loosing control and flexibility. Furthermore, the costs related
to yield and quality of the product are usually much more important than any energy
savings from Process Integration.

Process integration, PI, is widely used in continuous processes [2]. Among different
methodologies, Pinch Analysis, with a thermodynamic basis is widely used due to its
easy implementation. The intermittent nature of batch processes imposes a three-
dimensional data treatment in terms of enthalpy, temperature and time, which brings up
high complexity, making manual treatment very difficult. The basic concepts of Pinch
Analysis (PA) were therefore applied to batch processes [3, 4]. Different strategies can be

* Corresponding author
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applied depending on different scenarios [5, 6]: repeated batch when a cycle composed of
various operations is repeated sequentially and single batch when the operations can not
be considered to be repeated in time.

Literature review shows that software that deals with process integration is very
recent. Softwares using Pinch analysis are Supertarget, and PinchExpress; Aspen Pinch;
PRO_PI; HEXTRAN; PinchLeni, etc. To study batch processes, the available software
concerning operation planning, scheduling, simulation and resources are for example:
gBSS; BATCH; VirtECS Design; VirtECS Scheduler and Superbatch. The aim of this
work was to develop a computational application, BatchHeat, applying Pinch Analysis to
batch processes. This program is an initial tool for a global energy analysis, for
continuous and batch processes, allowing the visualization of the enthalpy behaviour of
the process through the Composite Curves construction.

2 BatchHeat Software

BatchHeat software presented in this work enables the user to determine the minimum
energy consumption of continuous and batch processes, using different scenarios [7].

The first step to start working with BatchHeat is to select the type of process: continuous
or batch. Afterwards, the user should fill a table with the characteristic variables for each
stream:

e T, - supply temperature — stream temperature before heat exchange.
e T, - target temperature — desired stream temperature after heat exchange.

e mCp - heat capacity of the stream, constant in the temperature and time interval
considered.

e t - starting time.
e t;- finishing time.

e AT, — minimum temperature difference between hot and cold stream’s temperature.

If heat transfer is internal, the temperature becomes time dependent and the user should
split that stream in several intervals to reflect real conditions.

To make process integration study easier, BatchHeat allows the user to change
previous data. This is very important to test operation-rescheduling hypotheses, to modify
starting and finishing time of each operation, or to remove a stream included in the first
analysis. BatchHeat could also be used to study the influence of different AT,;, values on
process energy integration.

Initially the program presents the easiest approach, using Time Average Model
(TAM) presented by [6], which ignores the time and considers the process as a whole.
Afterwards, BatchHeat generates a table, dividing the process at various time intervals
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and in terms of shifted temperatures (T’), calculated for hot or cold stream temperatures
according to AT,,, value. The table also shows the total enthalpy variation for each
process stream. Hot streams are those requiring cooling and cold streams are those
requiring heating.

After constructing the process enthalpy data table, the program presents infeasible
the heat cascade [8]. As a first step the heat balance for a time period and between two
temperature levels is given by:

ij = (Tk - ]}c—l) thCph*chCpc (t]_tj—l) (1)
h ¢ k

o]

where k =[1, ..., N] is the temperature level and j =[1, ..., M] the time level.
To obtain the heat cascade, for each time period, along the temperature we calculate
the cumulative enthalpy values for the different temperature levels:

I,=0,+1,,; ()

imposing the boundary condition:
Iy; =0, for j=[L...M] 3)
If there is any negative Ii; value, the cascade is said to be infeasible since the heat
must always flow from high temperatures. To overcome this situation, BatchHeat

generates a feasible heat cascade, where the minimum consumption of hot utilities at
each time interval is obtained by:

FO] :_(min(loj,...,llg,...,[M)) (4)
and the cumulative enthalpy values are recalculated for each temperature:
F/g':Q/g'+Fk—l,j (5)

From the calculated heat cascades for each time interval, the program enables the
determination of the minimum heat consumption maximizing direct heat exchange and
the visualization of the Grand Composite Curves for each time interval. These curves are
a graphic representation of the cumulative enthalpy values, Fy;, obtained from the feasible
heat cascades as a function of temperature.

Allowing heat flows to be time and temperature cascaded, it is possible to identify
different possibilities for storing heat during the batch to be used in later time intervals.
To obtain the energy storage potential for a single batch scenario, the program generates
two separated cascades [7, 8]: one showing the available heat and the enthalpy needs at
each temperature and the time interval. Comparing the heat required in one time interval
with the available energy in the previous time interval, according to the temperature
level, BatchHeat calculates the energy storage value.
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Finally, program presents a resume table with the minimum consumption of hot and
cold utilities for several scenarios: without integration and with integration (including or
excluding the storage option).

3 Case Study

The present study is based on a case study of an industrial production of antibiotics. This
multi-purpose plant is presently developing a relevant work of research and development,
aiming an improvement in their production, considering also the energetic concerns.

In the first stage of this study, an analysis was performed to detect the zones with
higher thermal energy consumptions since a major production cost in this type of
factories is the electrical energy. The target at this stage is to identify the production steps
where some investment on energy recovery would be justified. Thus, some material and
energy balances were carried out to characterize in energy terms the process streams
where energy integration might be applied. As in continuous processes, the most
important step during the energy analysis is the extraction of stream data. Wrong data
leads to misleading targets and missed opportunities.

The analysis of the collected data led to the conclusion that these energy
consumptions vary in a relevant way, not only along the day but also along the week and
the month, depending on the production schedule. Thus, after the graphs of steam
consumptions in the production process have been analysed, the apparently most frequent
and unfavourable profile was established. The fermentation zone is working all the time
on a three shifts base, since each fermentation is working along cycles of several days.

Each fermentation batch starts with the feeding of the nutrient media to the fermenter
followed by a sterilization cycle in which the first period is an heating period to raise the
temperature inside the fermenter and the second period is a cooling period until the
proper temperature for the inoculation is achieved. This final temperature is usually
around room temperature. This cooling operation is carried out in two stages. In the first
stage the cooling of fermentation medium is performed with cooling water from a cooling
tower circuit whereas in the second stage a brine mixture of ethylene glycol / water is
used until the fermentation temperature is achieved.

One should remind that in this production zone, steam is used not only as a utility but
it is also directly injected inside the fermentation medium to exclude contaminations.

The Solvent Recovery Plant (Distillery) working, as average, 16 hours per day (2
shifts), uses 3.6 bar steam in several distillation units. Although the condensates of this
steam may not be recovered directly to the system for safety reasons their enthalpy
content may be recovered. The cooling water from cooling tower circuit satisfies this the
cooling needs of the condensers in this process zone.

The global analysis identified other hot water and steam consumers, namely dryers,
but, since the consumptions were not relevant, these units have not been considered in
this study. Besides that, steam is also used in several points of the process such as
sampling points. The resulting condensates were not accounted because they should be
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recovered directly to the steam boiler, reducing in this way the consumption of energy
and of water to be treated.

In this work it was decided to study the enthalpy needs of only the Fermentation and
Solvent Recovery zones, stressing four major process streams with interest for the energy
integration study: heating of fermenter with steam (stream 1), cooling of fermenter
(stream 2, 3 and 4); cooling of condensers with cooling water (stream 5) and cooling of
the condensates from Solvent Recovery units (stream 6). Since the fermenter temperature
during cooling is time dependent the original stream was splitted in three (stream 2 ,3 and
4) to reflect real conditions.

In the last stage of the sterilization process of the fermenter the heating should be
carried out with direct steam injection and for this reason this step has not been included
in the present work. In this study, streams related to the utilities system were also
accounted since in this unit there is a preliminary heating of the total boiler feed water,
since no condensates recovery is performed (stream 7, 8, 9 and 10).

Figure 1 presents the input stream data window, where hot and cold streams are
characterized and a AT,;, value of 10 °C is imposed.

~'Stream Data PO [ 3
B R =

Stream Data

Stream N°| T°¢ ‘ TE "C ‘Mcl,,kwn(| Hh ‘ i h

ATmin:10

1 26 &0 362 o 116

2 92 &1 43 4.5 55

3 61 a2 43 55 65

4 a2 35 43 65 8

5 60 35 & S 24

6 100 35 16 S 24

7 25 105 15 o 116

8 25 105 65 114 45

? 25 105 15 4.3 S

10 25 105 31 S 24

Figure 1. Input stream data window.

Heat cascade analysis is used to obtain the minimum hot and cold utilities
consumption, requiring splitting the process streams in different time intervals. This
model allows following accurately the enthalpy variation along time, showing the
temperatures and time intervals, where it is necessary to use external heating and cooling.
Applying this model to the case study data, we obtain the feasible heat cascades
presented in Figure 2.

It should be noticed that the temperature axis is T, which is a shifted temperature
considering the AT.;, approach imposed in this study. Hot streams are represented
ATmin/2 colder and cold streams ATmin/2 hotter than they are in practice. These
cascades show, for each time period, the pinch temperature point (temperature
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corresponding to a null enthalpy value), as well as the hot utility consumption (first line
values) and cold utility consumption (last line values). Therefore, from Figure 2 one can
conclude that the minimum consumption of hot and cold utility is 5287.5 kWh and
4 261.3 kWh respectively.
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Figure 2. Feasible heat cascade for this case study.
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Figure 3. Grand Composite Curves for the first five time intervals.
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The program also presents the Grand Composite Curves, for different time intervals,
which were obtained by plotting the heat cascades presented previously. This cascade
analysis allows identifying what streams may directly exchange heat, the enthalpy
involved in these exchanges (D.H.E) as well as the storage potential (values above the
arrow). Figure 3 and Figure 4 exhibits the Composite Curves obtained through BatchHeat
for this case study.
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Figure 4. Grand Composite Curve for the sixth time interval.

From Figure 3 we can also calculate a storage potential value in a single batch
scenario of 927 kWh which corresponds to a hot and cold utility consumption of
4 360.5 kWh and 3 334.3 kWh, respectively.

Table 1 summarizes the energy targets obtained for the different scenarios, showing
that process integration without storage gives a scope to reduce the hot utility
consumption by around 31 % and the cold utility by 36 %.

Table 1. Energy targets for this case study for three different integration scenarios

With Integration

Without With Storage.
Integration Without Storage in Single Batch
Total Storage, kWh 927.0

Hot Utility, kWh 7691.7 5287.5 4360.5
Cold Utility, kWh 6665.5 4261.3 33343
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Based on Figure 3 and Figure 4 and considering the scenario of process integration
without storage a comparison of the direct heat exchange opportunities, for the different
time periods, was evaluated and presented in Table 2. This table enables the user to
decide the viability of each heat exchange and to choose to carry them out or not. In the
present case, and since the direct heat exchange of the sixth period between streams 5, 6
and 10 corresponds to 2 264 kWh and this enthalpy value is much higher than all the
other ones we decided to carry out the study of different heat recovery projects for the
last period of time (8 — 24 h). In this time period we have the distillery and the steam
boiler working.

Table 2. Comparison of the direct heat exchange opportunities for the different

time periods
Time Interval Hot Stream Cold Stream ﬁ(%
3 2 9 85.5
4 3 9 39.0
5(11 4 9 157
6" 5.6 10 2264.0

To achieve the targets predicted by the program three projects of heat recovery were
proposed. Project A and B use stream 5 (cooling of condensers) and stream 6 (cooling of
the condensates) to preheat the total boiler feed water. The remaining energy needs are
supplied by hot and cold utilities from the plant. Project C was created to reduce the number
of heat exchangers leading to the cooling of the condensates with a single exchanger and

using a cold utility.
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Figure 5. Project A - parallel scheme for direct heat integration of stream 5, 6 and 10.
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Figure 6. Project B - series scheme for direct heat integration of stream 5, 6 and 10.
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Figure 7. Project C - direct heat integration of stream 6 and 10.

Having set up the utility consumptions, the area and the number of heat exchangers
were calculated. The comparison of the different energy recovery projects were
performed by calculating for each scheme the total annualized cost. The investment for
double pipe heat exchangers and shell and tube heat exchangers were obtained using the
graphs presented in [9]. The costs of utilities were also estimated using the prices referred
in [9]: 0.08$/1000kg of cooling water and 4.4$//1000kg of saturated steam. The
investment was annualized for a five-year period and at a fixed rate of interest of 5%
using the annualized factor:

i(1+:)" ©)

Annualized capital cost = capital cost x
(1+i)" -1

Table 3 presents the comparison of the three projects proposed, showing that A and
B projects have smaller energy consumption since the direct heat exchange is maximized.
Project C is a simpler one having higher utility consumption, but a smaller investment. In
this case, and as the capital cost is not very relevant, project A seems to be the optimal
choice because it presents the smaller total annual cost.
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Table 3. Comparison of the three recovery heat projects.

Consumptions Annual Cost ($)
Projects D.H.E. (kWh) Utilities
kWh i
(Wh) Ult{i;’itty Cold Utility | % | gream \S/gigr Total
A 2264 1704 1 800 1053.25 | 454249 | 4092.63 | 968837
B 2264 1704 1 800 1298.08 | 454249 | 4092.63 | 9933.20
C 1 664 2304 2 400 789.93 6141.96 | 5456.84 | 12388.73

4 Conclusion

Pinch analysis advantage is expressed by simple and easy application to real situations,
continuous or batch processes, through suggestion of process modifications in order to
reduce heat consumption and effluents.

Batch processes having a three-dimensional dependency of enthalpy, temperature
and time, make the application of Pinch Analysis to this type of process very complex.
BatchHeat software, using automatic calculation allows a global process view and
enables to identify exceeding and deficit enthalpy areas and therefore to obtain Heat
Exchanger networks corresponding to the minimum heat consumption. The Cascade
Analysis was applied to a case study to highlight the inefficiencies in the process and
thereby to set the scope for three possible heat recovery projects. These alternatives were
afterwards compared in term of the total annual cost. BatchHeat is therefore an initial
tool for a global energy analysis of all productive process, including continuous and
discontinuous process and utility system.

Nomenclature

Cp — specific heat capacity, kl/kg K
F — heat flow for the feasible heat cascade, kWh
I — heat flow for the feasible heat cascade, kWh

m — mass flow rate, kg/s

Q — heat load for a batch process, kWh
T — absolute temperature, K

t—time, s

Subscripts

j —time level

k — temperature level

min — minimum

h —hot

c—cold
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THE EFFECT OF WATER OBJECTS ON SUMMER MICROCLIMATE
IN DRY REGIONS

ROBERT VUKIC, VESNA LACKOVIC
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Zagreb, HR-10000, Croatia

Air/water heat exchange can be used for natural cooling of open spaces and building interior.
Potential of open static and dynamic water objects for lowering air temperature is analysed through
simplified calculations. How building and open space features influence natural cooling with water
is shown on examples. Appropriate inclusion of open water objects in building ensembles can
improve microclimatic conditions and thus summer thermal comfort.

1. Summer Energy Efficiency of Buildings

Beside well-known mechanisms of winter energy efficiency of buildings, summer energy
efficiency has also become important topic for a number of years. Rise of standard of
living has brought the significant increase in use of air conditioning devices in southern
European regions, while unusually hot summers in the last few years had the same
consequence in some parts of central Europe. With the aim not to lose, by use of air
conditioning equipment, the funds saved by winter efficiency measures, to decrease
emission of greenhouse gases and to avoid adverse effects of air conditioning devices on
human psycho-physiological comfort, a number of natural cooling techniques in
buildings and adjacent open spaces have been developed.

1.1. Natural Cooling Techniques

The ways of cooling buildings without use of artificial air-conditioning are of course not
new, but well known for centuries. New, sometimes complex, and often simply neglected
and forgotten is the application of these cooling techniques in contemporary buildings.

1.1.1.  Natural cooling of exterior place

Important role in natural cooling of buildings have cooling measures in the exterior, open
spaces, next to the building. The aim of these measures is to lower the load on, and to
contribute to, natural cooling of the interior, and to improve thermal comfort in open
spaces.

Natural cooling measures in exterior places can be particularly interesting in hotel
industry and restaurants (open terraces), same as on fairgrounds, urban open spaces (city
centres), etc. Basic means for exterior natural cooling are [1]:

e  Plants;

e  Shading;
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e  Ventilation;

e  Use of water;

e  Thermal inertia of the ground;

e Systems of long-wave radiation;
e  Filter organization;

e  Strategy of use schedule, zone definition, psychological aspects, etc.

2. Use of Water for Natural Cooling

To be able to use water for natural cooling of open space and building interior, one has to
be familiar with heat transfer processes on open water surface [2]. In principle, these are:

e Radiation from the sun.

e Long-wave radiation from water to night sky.

e  Direct heat transfer air/water (transfer of sensible heat).

e  Evaporative heat transfer.

e  Advective heat transfer (currents, vertical convection, turbulence).

There are also secondary processes that can have effect on thermal state of an open water
mass:

e Chemical/biological processes.

e  Thermal processes in earth's interior and hydrothermal activity.
e Current friction.

e Radioactivity.

Mentioned processes can happen in any open water mass, though secondary processes are
more present in natural water masses such as rivers, lakes, seas and oceans. Through all
these processes the heat is either transferred to, or from, water mass. Secondary processes
are always source of heat.

2.1. Natural Cooling of Air by Means of Artificial Water Objects

If the purpose of inclusion of artificial water objects in a building ensemble is to cool air,
few principles have to be observed to be able to fully exploit positive characteristics of
water mass.
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For the purpose of this paper we have introduced two types of artificial water objects:
e  “Static” such as (swimming) pools, basins, small artificial lakes, etc.

e “Dynamic” such as waterfalls, cascades, fountains, canals, water curtains, etc.
Functioning of these types is based on two physical processes:

e  Sensible heat exchange, i.e. direct heat transfer from air to water.

e Latent heat exchange, i.e. evaporation.

2.1.1.  “Static” Water Objects

Thermal inertia, i.e. substantial specific heat of “static” water objects, is its major
property that makes it convenient for cooling of air. The air with lower, acceptable
temperature, around and in the building can be achieved by means of heat transfer from
air to water. For this to happen, basic assumption of water being cooler than air in the
process of heat transfer has to be fulfilled:

Twater < Tair- (1)

This temperature difference AT should be maintained during whole cooling period. To
prevent warming up of water as much as possible, there are few measures that should be
applied:

e Blocking radiation from the sun to water mass during day (shading), Figure 1.
¢ Enabling heat transfer from water to the ground (no thermal insulation).

e Encouraging long wave radiation from water surface to sky during night (no
shading), Figure 2.

Figure 1. Day-time regime of water object regarding cooling of air.
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Figure 2. Night-time regime of water object regarding cooling of air.

e  Stimulating evaporation during night.

Evaporation from “static” water objects should be kept low during day, so that cooled air
still has acceptable humidity.

2.1.2. “Dynamic” Water Objects

Cooling of air through increased evaporation is characteristics of dynamic water objects
and two measures are necessary for achieving favourable microclimatic conditions and
continuous evaporation process:

e Combination with ventilation to control relative air humidity.

e Shading of “dynamic” water objects to achieve lower air temperature.

“Dynamic” water objects can function in closed cycles maintained by electric pumps
powered with photovoltaic panels.

3. Basic Equations for Heat Exchange Air/Water

To be able to estimate the essential parameter of the cooling process, i.e. temperature
difference between the air coming to and air leaving a water object, it is necessary to
know heat fluxes from air to water. Sensible heat flux j.,, at different temperatures of air
T.i; and of water surface Ty, can be approximated from [3] by:

jsens = k”ia'irpaircsir (Tair - Tsurf ) H (2)
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ai

pr specific heat of air and k;ir transfer velocities of heat

where p,;; denotes air density, ¢
in air.

Phase change of water from liquid to gaseous phase requires latent heat of
evaporation L, = 2.344-10° J kg' from air/water interface. Relative air humidity 4 near
water surface is driving force of latent heat flux ji,, that can be approximately determined
from [3] by:

Jie =k Le,(1-h), 3)

where L. denotes latent heat of evaporation, ¢, saturation vapour density and k:ir transfer

velocities of water vapour in air.

Temperature difference of water due to evaporation A7, in conditions without heat
exchange with the surroundings, is given by the relation between heat loss of water
necessary for evaporation, AQ and specific heat of water ¢ and mass of water m from [4]:

a7 =49 @)
cm

According to Eq. (4), temperature difference of 200 g of water, as consequence of
evaporation of 0.5 g water, is equal to A7 = 1.35 °C. In Table 1 is shown previous
experience [1] regarding capability of water evaporation for cooling of air.

Table 1. Cooling of air through water evaporation.

Air Temperature T Relative humidity 4
O (%)
Input 35 40
Output 26.5 80
Heat transfer from air for evaporation of 1 g water g = 2428 J
Upper limit of psycho-physiological comfort 2 = 80 %

4. Analysis of Natural Cooling Air/Water on Two Examples

Two real buildings with nearby water objects are discussed with respect to possibility for
natural cooling using water as heat sink. First building with open swimming pool
represents example of use of “static” water object, while second one with the
flowing/falling water canal and partly sprinkling water represents example of use of
“dynamic” water object.
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4.1. Swimming Pool near the Building

A villa, situated on the east coast of the Adriatic Sea enjoys Mediterranean climate [5],
with high summer temperatures and low relative air humidity. An open swimming pool is
placed next to the south side of the building, Figure 3.

Figure 3. Villa with the swimming pool, cooling measures

Although a swimming pool positively influences summer microclimatic conditions
through water evaporation, it cannot be fully exploited for cooling purposes due to its
function. Water intended for cooling of air should be at lowest possible temperature to
retain its thermal capacity during whole day period. For this reason it should by all means
protected from sun radiation, through, e.g. reflective canopy, Figure 3.

If the purpose of natural water cooling is also to cool interior spaces, the path of the
cooled air into the building should be enabled, same as stimulation of its circulation by
means of convenient arrangement of interior and exterior spaces aiming at triggering of
physical process of warm air rising and replacing it with cooled outside air.

4.2. Water Canal and Small Waterfall near the Building

A small traditional water mill is situated in a continental region of southeast Europe [6].
An open canal delivers water to the mill, superfluous water being dissipated as small
waterfall. Due to the extremely hot summers in recent years, mentioned region
experiences high thermal stress during summer months. For this reason, it is useful to
consider cooling processes in this example, as model for more artificial building
situations, Figure 4.
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Figure 4. Water mill as a model for urban applications.

Flowing of water is essential difference between “static” and “dynamic” water
object. Evaporation rate and heat loss rate to the ground of flowing water is higher than
with the “static” water, so that lower water temperature is easier retained. Basic principle
of protecting the water object from sun radiation was accidentally observed in this case,
where main process of cooling of air proceeds through evaporation. If penetration of
cooled air in the building were desired, additional provisions would have to be made in
this instance.

5. Requirements for Practice and Future Research

Efficiency of natural cooling techniques fundamentally depends on their purposeful
spatial integration with the buildings and open spaces, because they use and enhance
natural processes already present in the in the environment, Figure 5.

For this reason, city planers and architects should be familiar with the principles of
natural mechanisms described in the paper to be able to include them properly in urban or
architectural solutions, Figure 6. Natural cooling of air by means of open water objects
should be carefully planned, because of the rise of relative air humidity that can have
adverse effect on psycho-physiological comfort [7]. Planers should indeed be aware of
the whole year use cycle of building and open spaces and plan the use regimes of water
objects, or alternatively empty water containers, all year round.

Existing water objects near buildings, e.g. swimming pools or decorative basins and
lakes, can help alleviate summer thermal stress. However, they are predominantly not
suitable to be fully exploited for purpose of cooling of air, due to their primary function,
or to the inconvenient spatial relation to the building.

Beside effect of cooling, use of water in the summer environment also has other
advantages. Visual and aural characteristics of water positively influence psychological
well-being.
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Figure 5. Natural air movement near the water mass during the day.
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Figure 6. Integration of design with the natural cooling solutions.

5.1. Future Research

If natural cooling techniques are to be convincing replacement for standard air-
conditioning and suitable for planning, their parameters have to be determined at least
approximately. In this sense, next step of research in the field of natural cooling of air by
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means of water would be determination of parameters that influence effect of cooling in
both described models. Although various studies already exist, it would still be optimal to
conduct a case study with the foreseen duration of parameter monitoring of 30
uninterrupted days during summer period, due to specific microclimatic conditions in
different regions and various building and open space solutions and configurations.

Nomenclature
Twaer 'Water temperature; L. latent heat of evaporation;
T,  air temperature; h relative air humidity;
AT  temperature difference; Jie latent heat flux;
Jsens  sensible heat flux; Cq saturation vapour density;
T.f Water surface temperature; k:'r transfer velocities of water vapour in air;
Par  air density; AQ  heat loss;
csir specific heat of air; c specific heat of water;
k%ir transfer velocities of heat in air; m mass of water;
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FIRST MICRO COMBINED HEAT AND POWER SYSTEM IN A
SWIMMING POOL IN PORTUGAL: TECHNO-ECONOMICAL
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A micro combined heat and power (MCHP) system supplied by propane was studied and
implemented in a swimming pool. The study starts with the electric energy production Portuguese
policy framework and energy consumption analyses. The selected MCHP system has the power of
22 kWe and 45 kWth in order to fulfill with the limitations imposed by policy framework. The
electrical power generated is, intentionally, higher than the requirements to supply the exceeding
energy to the network. In the economic evaluation we studied and simulate different situations of
buying and selling electrical energy based on the Portuguese tariff. The system reveals to be
economic viable for the company as well as for the host. This project is the first of the kind
implemented in Portugal and represent a step forward for the country energy market.

1 Introduction

Combined heat and power (CHP), also known as cogeneration, means that both electrical
and thermal energy are generated simultaneously. The benefit is the overall efficiency,
which can be as much as 85-90% [1]. If only electricity is produced, an efficiency of only
40-45% can be achieved. When compared to conventional thermo-power generation, it
ensures lowest energy consumption and reduces pollutants emissions [2]. Additionally,
cogeneration plants could serve electricity markets with lower investments in the
transmission and distribution grids and with lower energy losses during transmission [3].
Thus, CHP can be regarded as an efficient way to produce energy. Conventionally, CHP
plants have been large-sized, centralized units. Steam and heat produced by these plants
can be utilized in industrial processes and district heating, provided that the steam
temperature is high enough. A new trend is towards distributed CHP, which means that
the energy production unit is situated close to energy consumers and large-sized,
centralized units are substituted by smaller ones. If the electrical power produced by the
plant is less than 1 MW or 50 kW, the terms small-scale distributed CHP and micro-CHP
are used, respectively [4]. It is expected that every residential boiler would be replaced by
a cogeneration unit in the near future resulting in an enormous potential. Furthermore
every swimming pool, rest home, apartment, school, etc. will be suitable for a small-scale
or micro cogeneration unit [5].
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The relevant competing technologies in this regard are internal combustion engines,
micro-turbines, Stirling engines, and fuel cells. In the smallest size, fuel cells and Stirling
engines are regarded as the most applicable technologies being the internal combustion
engines and turbines applicable in the remaining cases.

Regarding the independent electric energy production policy framework, the entity
“producer-consumer” was created by the Decree-Law 68/2002 allowing the production of
electric energy in low tension. This paper shows the first application in Portugal of this
law.

2 Policy framework

In Portugal, the electric sector has been the object of profound changes since the end of
the 1980’s, when the production and distribution of electric energy was opened up to
private initiative through Decree-Law 449/88. In 1991, the restructuring of this sector
continued its evolution with Decree-Law 99/91, which established the general principles
of the legal regime for the activities of production, transmission and distribution of
electric energy.

The bases and principles of the organization and functioning of the National Electric
System, in its actual legislative framework, were set down in Decree-Law 182/95, of 27th
July, with the subsequent wording given by Decree-Laws 56/97 of 14th March, 24/95 of
24th January, and 198/2000 of 24th August.

The principals established by this legislative package were developed by Decree-
Laws 183/95, 184/95, 185/95 and 187/95 of 27th July, which approved the general legal
regimes of production, distribution and transmission of electric energy.

Directive 96/92/CE of the European Parliament and the Council resulted in
widespread changes to the legal and organizational panorama of the electric sector. The
National Electric System (SEN) has been subject to many alterations. Based on the
above-mentioned legal instruments, specific regulations were produced, and revised in
September 2001, of which special mention should be made to the Tariff Code, the
Commercial Relations Code, the Dispatch Code and the Access to the public grid and to
the Interconnections Code.

In 2002, the entity “producer-consumer” was created by the Decree-Law 68/2002
allowing the production of electric energy in low tension. At least 50% of the produced
electric energy must be self-consumed. The maximum power which can be delivered to
the grid is 150 kWe [6].

The remuneration for the electric energy delivered to the grid is defined by the
following equation [7]:

VRD, =VRD(BTE), +C, x EEC, x IPC,, + IPC,, , (1)

where:
- VRD,, is the monthly remuneration;
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- VRD(BTE), — is the electric energy value delivered to the network by the
installation in SLV (special low voltage) tariff excluding the fixed monthly
charge and the power fee;

- C, — used technology coefficient, varying from 0.01 €/kWh (Otto engine cycle)
to 0.20 €/kWh (photovoltaic and fuel cells);

- EEC, —electric energy delivered to the network;

- IPC4, — consumer prices index in December of the last year (equal to 107,
December 2005);

- IPC, - reference consumer prices index (equal to 98.1, December 2001).

3 Energetic Analysis

In order to evaluate the potential energy saving of a MCHP system it is important to
compare the primary energy used by the MCHP with that used in conventional systems
that supply the electric and thermal demands of the user; to this aim it is important to
underline that the energetic analysis, and then the efficiencies evaluation, must be defined
with reference to the energy actually used by the end-user and not with reference to a
control volume that includes the system only.

The existing heating system is composed by a boiler supplied by propane and electric
energy is supplied by the public grid. The annual consumption is showed in the Figure 1.
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Figure 1. Energy consumption of the conventional system.

The average value of electric energy consumption is about 9.000 kWh, per month. It
is possible to verify that there is no consumption of propane during three months (July,
August and September) which corresponds to the period where the swimming pool is
closed. The average value of thermal energy consumption per month is about 52.000
kWhy,.
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In order to have a better idea of the real energy consumption measurements were
made in typical the winter and summer days. These measurements are showed in the
Figures 2 and 3.
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Figure 2. Energy consumption on a typical winter day.
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Figure 3. Energy consumption in a typical summer day.

It’s possible to verify that the electric power consumption ranges about 10 to 15 kW..
The thermal power consumption ranges about 20 to 70 kWy,. The boiler efficiency is
78%.
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4 System dimensioning

The competing technologies in this regard are internal combustion engines (ICE), micro-
turbines, Stirling engines, and fuel cells. The last two technologies were not considered
because of the high investment costs. Between the engines and micro-turbines the features
are very similar. An ICE was chosen essentially because it high electrical power/heat flow
ratio [5,8].

According with the power consumption and the limitations imposed by the Decree-Law
68/2002, the selected MCHP system has the following characteristics:

Electric power: 22 kWe;
Thermal power: 45.5 kWth;
Fuel consumption: 77.5 kWc;
Efficiency: 87%.

el

5 Implementation

The introduction of the MCHP system in the swimming pool facility promotes some
changes that must be made. Figure 4 shows the energy flux between the MCHP system,
swimming pool and the electrical company.
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Figure 4. Energy flux in the swimming pool.

The MCHP system produces heat and power that is supplied to the swimming pool
facility. The excess of electric energy is supplied to the public grid. For security reasons
the electric connection to the public grid was maintained which allows the use an
asynchronous generator. The electric installation was made like is showed in Figure 5.
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Figure 5. Electric installation.

The installed power is 50 kVA, therefore according to the Portuguese electrical
company we are in the special low voltage (SLV) tariff, which means that the reactive
energy must be measured. The generator produces electric energy that is measured in a
meter, connected to an electrical panel for protection. Two meters serial coupled measure
the electric energy delivered and acquired to the network. These two systems are linked to
a general electrical panel, from where the end-user is supplied.

6 Economic evaluation

In order to find the best tariff of buying and selling electric energy to and for the public
grid some possible scenarios are study.

The old electric installation was supplied in normal low voltage (NLV) and new
electric installation is supplied in special low voltage (SLV). There are two different
situations on the SLV tariff: medium (SLV-MU) and long utilizations (SLV-LU). In both
cases the active energy is daily scheduled charged into three different values. The
interested reader can consult the reference [9] for further information.

The peak active energy has a high cost when considering medium utilizations,
whereas considering long utilizations is the power in peak hours that has a high cost. The
reactive energy is only charged in the off-peak hours and if the value is higher than 40%
of the active energy consumption. This situation never happens in the considered
installation, therefore this term is null.

Before simulating the annual performance of the MCHP system a critical situation must
be solved. When the swimming pool is closed no thermal energy is consumed, therefore
two cases are studied:

e  Full stop (Table 1);
e  Running only in peak hours (Table 2).



203

Table 1. MCHP full stop economical evaluation.

Billing element Pro((él)lcer Consumer (€)
Peak 148.2
Active energy | Standard 258.8 761.4
Off peak 112.5
Power Peak hours 140.1 0.0
Fee 61.5
Fixed monthly charge 18.6 91.6
Total 740 853

Table 2. Economic evaluation of the MCHP running only in peak hours.

Billing element Pro((él)lcer Consumer (€) Network (€)
Peak 0 197
Active energy | Standard 259 761.4 0.0
Off peak 112 0.0
ower o 0 : 2
Fee 62 - 0.0
Fixed monthly charge 18.6 91.6 0.0
Propane 428 - 12
Total 879.6 853 271

From Tables 1 and 2 it is possible to conclude that the MCHP system should run in
peak hours whenever the swimming pool is closed.

The new energetic condition was simulated and the following graphics were
obtained.

Figure 6 shows that the electric energy produced is enough to the swimming pool
except in the months where the swimming pool is closed. The consumption is higher than
50% of the produced energy, which is in agreement with the Portuguese policy.

Figure 7 shows that the backup boiler will work only during six months per year with
a small contribution for the overall thermal energy consumption.
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Figure 7. New profile of the thermal energy.

Table 3 shows the annual operational simulation where the maintenance costs were
considered to be 0.012 €/kWh..

Table 3. Annual economic evaluation

Billing element Producer charge (€) | Consumer charge (€) [ Network charge (€)

Propane 27.043 - -
Active energy 1.200 9.140 6.683
Fixed charge 223 1.099 -
Power 62 - -
Power peak hours - - 1.334
Ct x EECm x IPCdez + IPCref - - 721
Thermal energy - 15.313 -
Maintenance costs 1.827 - -
Total 30.354 25.552 8.739
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This new condition of energy sources allows an annual operational result of 3.937 €.
The overall cost of the MCHP system was about 27.000 €, which allows a payback of
about 7 years.

7  Conclusion

A MCHP system supplied by propane was studied and successful implemented in a
swimming pool. The selected MCHP system does not have a higher power due to
Portuguese energy policy limitations. In the summer when the swimming pool is closed
no thermal energy is consumed, therefore the MCHP system should run only in the peak
hours. This situation eliminates the high cost of the active energy and mainly the value of
the power in peak hours. The economic simulation of the system functioning during one
year has shown the profit of about 4.000 €. The return of the investment is completed in
about seven years. We must be aware that this result would be more interesting if we use
natural gas, which will be possible in a near future.

References

1. K. Alane and A. Saari, Sustainable small-scale CHP technologies for buildings: the
basis for multi-perspective decision-making. Renewable & Sustainable Energy
Reviews, 8:401-431 (2004).

2.  B.F. Kolanowski, Small-Scale Cogeneration Handbook, 2nd ed., Portland: Book
News, Inc. (2003).

3. A.S. Szklo and M.T. Tolmasquim, Strategic cogeneration - fresh horizons for the
development of cogeneration in Brazil. Applied Energy, 69:257-268 (2001).

4. Directive 2004/8/EC of the European Parliament and of the Council, 2004. Official
Journal of the European Union L 52 (50-60) 21.02.2004.

5. M. Dentice, d’Accadia, M. Sasso, S. Sibilio and L. Vanoli. Micro-combined heat and

power in residential and light commercial applications. Applied Thermal Engineering

23, 1247-1259 (2003).

Decree-Law 68/2002 of 25 of March. Available at www.dre.pt

Deliberation 764/2002 of 01 July. Available at www.dre.pt

An Introduction to Micro-Cogeneration. COGEN Europe Briefing 8 (1999).

Selling tariff of electric energy to final costumers. EDP. Available at: www.edp.pt

A S



INCORPORATING ENVIRONMENTAL AND ECONOMIC
OBJECTIVES IN THE DESIGN OF DISTRIBUTED GENERATION AND
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Distributed generation (DG) appears to be the state of the art solution to meet growing energy
demand efficiently, especially if combined with heat recovery (cogeneration) and in urban areas,
where cogeneration systems can be optimized by the combination with district heating. Reduction in
overall fossil fuel consumption and associated global emissions — especially in terms of greenhouse
gases (GHG) — are most important benefits associated with district heating. However, in public
decision making concerns often arise as regards local air emissions, which are frequently neglected
in preliminary feasibility studies. Models adopted in early design stages, in fact, mainly aim at cost
optimisation and emissions are usually calculated afterwards, often focusing on GHG only. More
articulated approaches, typical of regional and national energy planning, are seldom used for local
small scale projects. In the present study, an extended model pursuing both economic and
environmental objectives by means of external costs is developed to support the synthesis of optimal
cogeneration and district heating systems in terms of economic, local and global environmental
performances. The approach is applied to a project of natural gas engine based cogeneration and
district heating in North-Eastern Italy. Optimal sizing and foreseen operation of the system,
including several cogeneration units and serving, among others, a large hospital, will be presented
and compared with the results of economic optimisation models, thus assessing the effect of
pursuing compromise solutions aiming at more satisfactory environmental performances. The issue
of uncertainty in externalities modeling is discussed, and a sensitivity analysis of optimization results
to ranges of external cost values is presented.

1 Introduction

International agreements and national commitments to abate greenhouse gases, rooted in
growing concerns about climate change and associated with various economical energy
policy measures (e.g. carbon taxes), made the reduction of CO, and of its equivalents a
major motive, along with the reduction of primary energy use, for enhancing the use of
distributed cogeneration systems as an alternative to traditional, separate (remote)
production of power and (local) production of heat. Due to its recognised global effects,
CO, is also considered a more credible index for environmental assessments than other
emissions [1]. For these reasons, assessing environmental impacts only in terms of
carbon dioxide equivalent emission reduction has become a common practice in
designing municipal cogeneration and district heating systems [2], especially when
economical objectives are pursued by decision support models based on optimization
procedures [3]. However, since small cogeneration and district heating systems are
conceived and authorized locally, and as local administrators have to cope with local
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pollution and air quality issues, it is rather opportune to support the design of such energy
systems with decision aid instruments taking also other causes of pollution into account.
This is — among others — the case of the pre-feasibility study on a distributed
cogeneration system which was performed by the authors on behalf of the Municipality
of Udine in year 2004. For that purpose, an economical optimization model was
developed, which is described in detail elsewhere [4] and summarized in following
paragraphs as far as necessary to understand the context of changes and of calculations.
CO, equivalent emissions and primary energy savings were the only sustainability
indicators considered in that study; they were calculated after performing the
optimization procedure, while attention was centred on economical performance,
expressed as equivalent annual costs to form the single objective function. This choice
was justified by the necessity of attracting all potential stakeholders to support a project
which would, in any case, improve local energy efficiency, and of involving them in the
decision making process. Once the project encountered the approval of most involved
parties, as general economic and energy saving benefits were commonly recognized, the
discussion was gradually focused to technical solutions. Concerns from some
stakeholders on implications of the project and on environmental impacts beyond CO,
emissions still arouse in a unspecific manner. Additional work is then required to support
the development of a discourse, so that decision makers who will be further involved in
executive stages may act at a higher level of awareness: the study, which is presented in
this paper, has been developed for that purpose.

Hence, the aim of the present work is to include a wider range of pollution indicators
in the evaluation and in the very design of the system. We want to select and apply a
methodology that suits with a early development stage of the project and yet allows to
incorporate economical and environmental indicators within one evaluation framework,
as more desirable energy planning models do [5], [6], rather than regarding
environmental impacts as a secondary objective, to be described and quantified affer
economical optimality is achieved. The remainder of this paper is thus organised as
follows: in the section 2, most relevant aspects of the case study are described and results
obtained by the authors using the economic optimisation models are summarized. In
section 3, the selected methodology, i.e. incorporation of external costs bound to air
emissions, is presented, while estimates obtained for emissions and associated
externalities are reported in section 4. Finally, section 5 compares new and former
optimal designs and operation strategies, trying to draw general indications.

2 The case study and the economic model

The system of concern embraces several public buildings located in the North-western
part of Udine, a town of about 90000 inhabitants situated in North-Eastern Italy. Among
the considered buildings, the Civic Hospital is the major one, both in terms of size and of
energy requirements: not only, in fact, it is the largest building of the group, but also, in
order to guarantee comfort conditions to in-patients, higher temperatures than in other
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civil buildings should be maintained and hospital heating systems should operate 24
hours a day, unlike typical community buildings, such as schools or offices, having a
limited number of daily opening hours. Power demand is also large, due to medical
equipment and, in summer, to air conditioning. Since the hospital is now undergoing
major renovations, whereas oldest pavilions are being abated and substituted by new,
larger ones, also existing energy facilities are being refurbished and additional capacity
will be required: peak loads summarized in Table 1 are estimates of future requirements
as of year 2007. Currently, the hospital is served by natural gas boilers and steam
generators meeting the heat demand of existing buildings. As for power demand, the
hospital is, at present, totally depending on the national grid, apart from small oil based
power generators operating in case of blackouts only. The scientific pole of the
University, formed by three buildings, also belongs to the group of facilities of concern,
all located within an area of some 7 km? centred around the headquarters of a local multi-
utility, currently engaged in natural gas and water distribution, which could be the
prospective leader of energy saving initiatives to be developed in the area. Especially
energy intensive are two swimming pools, placed in the area, respectively comprised
within a leisure and culture centre, and within a boarding-school complex.

Table 1. Technical features of the system of buildings of concern.

Heated Thermal | Power peak Thermal Electrical
volumes peak load load [kW] energy energy
[m’] [kW] consumption | consumption
Centre [KWh/year] | [KWh/year]

Hospital (H) 520000 10212 3263 41898303 18183222
University building | 150000 3461 944 3155747 3792845
block 1 (UB1)
University building | 30000 939 153 746122 719065
block 2 (UB2)
University building | 22600 818 130 782183 844000
block 3 (UB3)
Boarding school 70700 1042 132 2958264 556118
with swimming
pool (BS)
Utility — natural 45000 1307 180 973770 790724
gas distributor
((SEY)
Culture center 20700 1067 80 6404179 570024
with swimming
pool (CC)

Several technical solutions have been proposed for a novel configuration of the

system. In particular, three configurations attracted the attention of most investors, and
have been therefore further investigated in this study. The first represents a minimal
configuration, corresponding to the installation of opportune cogeneration engines
meeting the hospital power demand all over the year; recent blackouts pressure the
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hospital to be independent from an energy viewpoint. For convenience and reliability
reasons, a boiler should be foreseen and dimensioned to meet heat demand by the
hospital not covered by heat recovery from the engines. Actually, hospital heating
requirements are so large, that larger cogenerators could be installed, selling surplus
produced power on the liberalized energy market. This activity should be clearly
undertaken by an external energy saving company, which would manage the hospital
thermal station, using it to collocate reciprocating engines having a higher capacity than
the power load of the hospital: this situation is studied as a second scenario. The third
scenario sees the hospital thermal station as a starting point for a district heating system
serving all the previously identified buildings in the area of concern; successive
expansion could lead to connect private homes to the network too. To size the systems
optimally in the three cases, a mixed integer programming time dependent model aiming
to systems cost minimization was conceived [4], which allows to consider energy
demand variations along the day and the year and hourly energy sale price differentiation
as currently proposed by Italian Energy Bureau. The model has been described in detail
elsewhere [4]; in the following, we just present most relevant variables and parameters
and the objective function in a simplified form.

The main variables of the model are:

e Thermal capacities CapTh [kWt] for each heat technology fechTh and production
unit uTh, selected in each center z.

e Electrical capacities CapEl [kWe] for each production unit uEl, selected in each
center with electrical energy technology techEl (e.g. low or high rev. engines).

e  Thermal power PowTh_prod [kWt] and electrical power PowE!l prod [kWe]
produced by each unit u7h, and uEI in period ¢.

e  Electrical power PowEl sale [kWe] produced for sales by each unit uE/, in period t.

e  Thermal power PowTh_diss [kWt] which is dissipated in those periods where
electrical energy is conveniently cogenerated in absence of a related thermal
demand.

e Natural gas amounts GasQ#y(us) needed to produce energy flows for different uses
us. Different energy destinations (internal consumption, sales, etc.) imply different
gas prices due to current tax system, which encourages virtuous form of energy
production, such as cogeneration and district heating.

e Electrical energy EIQty purchased by hospital or AMGA center when cogenerators
don’t cover internal requirements because it results more convenient to sell electrical
energy rather than self consume it. Binary variables (bin) are introduced as needed to
model scale economies and Italian tax system.

Main parameters taken into account are:

e Investment costs, characterised by a variable component CostVarInv proportional to
facility sizes and a fixed component CostFixInv, which is instead size independent.

e  Costs related to district heating: pipeline installation CostDHpipe and operation costs
CostDHop (pumping, personnel, maintenance) of the network.
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e Fuel costs CostGas(us) dependent on final use us and purchased electrical energy
costs CostEl

e  Operation costs of energy electrical (£/) and thermal (7%) facilities CostOp,
including personnel, administration and maintenance.

e Dissipation cost CostDiss, related to costs of electrical energy consumed by
dissipators.

e Electrical energy sale price PriceEl, function of each time periods .

e  Thermal and electrical energy demand of each center in every time period ¢,
calculated as the product of average required power PowTh dem and PowEl dem by
each center z in that period and its time length A(?) [h].

e  Technical performance measures related to each technology such as efficiency,
power to heat ratio (o), dissipation coefficient and so on.

The objective function (equation 1) minimizes the total cost per year of the energy
system in each previously identified configuration; investment costs are expressed on a
yearly basis by introducing the annuity factor ann depending on expected life of each
facility:

ann(uTh,,, techTh)- (CostVarInv (uTh,,techTh)- Cap(uTh,,techTh) +j +

zuTh ,.techTh binTh - CostFixInv(uTh,,,techTh)

CostVarlnv(uEl,, techEl) - Cap(uEl,, techEl) +
251t "M(UEL  techE] (binEl - CostFixInv(uEL, techEl) *

zus,uThZ techTh.t CostGas(us, uTh, ) -GasQty(us,uTh,,techTh,t) +
min zus’uElz’teChELtCostGas(us, uElZ)- GasQty(us,uEl,, techEl,t) +
CostDiss (t) -PowTh _ diss(uEl,, techEL t) +

zuThZ ,techTh,t CostOp(uTh,, techTh, t) +zuElz JtechE, tl
Zt CostEI(t) - EIQty(t) +annDHpipe - CostDHpipe + Zt CostDHop(t) —
PriceEl(t) - PowEl(uEl,, techElt) - h(t)

zuElZ ,techELt
CostOp(uEl,, techElt) +

ZuElZ ,techELt

(1)

To allow homogenous evaluation and for the sake of simplicity, the system is thus
seen as a new designed one, rather as an expansion or variation of an existing one. This
assumption is valid in that we assume that most considered boilers are anyway
approaching their expected duration: as a consequence, the design and installation of new
systems would be anyway required, rather than the simple refurbishment or conservation
of existing ones. Positive cash flows from electrical energy sales are then taken into
account by related incomes. A number of constraints is introduced to model energy flow
balances and to guarantee technical compatibility of selected solutions. In particular, we
model partialisation capabilities of the engines by introducing an additional binary
variable idPflow, function of site, unit, power generation technology and period,
equalling 1 if at site s the unit p generates power through technology y in period ¢. If any
power is produced, that is, if idPflow=1, this must be more than the product of maximum
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power generation capacity by the engine by the coefficient of partialisation. New features
added in the last version of model allow to previously fix the number of engines to be
installed in each site. Due to the fixed cost component in investments and to higher
efficiencies and smaller maintenance costs of bigger engines, in fact, cost minimization
would force the design to the selection of a minimum number of engines (typically one),
which appears undesirable for the sake of reliability, especially for hospitals. An
additional integer parameter has been introduced to set a lower bound to the number of
engines, corresponding to the requirements of capacity subdivision expressed by the
engineering staff of the hospital. Even though the objective function does not change, so
the system is considered always as a newly designed one and not as an expansion or
modification, the capacity of one of the engines and of one of the boilers at the hospital
has been also fixed, at 650 kW, and 6000 kW, respectively, since they have been newly
purchased as a temporary compensation in the transition between current and future
pavilion configuration and should be utilized in the following; the optimization system
was required to define the size of at least other two engines and — if opportune — of
further boilers. Results obtained with this economic optimization model for various
scenarios are outlined in Table 2.

Table 2. Optimal solutions and performances of various configurations under economic design criteria.

CHP engines Peak | Net present Pay Primary Globally
installed at the load value of the | back energy avoided
Scenario Hospital boiler | investment | period savings | emissions of
(power capacity €) (years) (TOE/ CO,
capacity, kW,) | (kW) year) (tons/year)
Scenario 1 650 kW 6100 kW | 7610652 € 2.87 3113 6671 t/year
1600 kW 2000 kW years t/year
1050 kW
Scenario 2 650 kW 6100 kW | 13563481 € 3.15 | 5833 t/year | 12474 t/year
650 kW years
5700 kW
Scenario 3 650 kW 6100 kW | 17998702 € 3.52 | 7109 t/year | 14934 t/year
650 kW 800 kW years
8400 kW

If the environmental assessment of the project were based on primary energy savings
and avoided emissions only, the third scenario would result as the most beneficial one.
Also from an economic viewpoint, the light increase in the simple payback period is
abundantly compensated by the higher net present value. Thus, using these criteria the
best solution appears the installation of a very large (8400 kW) gas engine, supported by
two small ones acting as a minimum safety equipment and integrated by the newly
acquired boiler and by an additional, smaller one.
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3 Selected methodology

To incorporate environmental effects in the optimization procedure, two complementary
methodological streams are followed in literature, namely multicriteria analysis and
monetization [5,7]. For multi-criteria analysis and for the whole body of multi-criteria
decision making, hundreds of methods [6] have been proposed and applied to energy
planning. In particular, according to Hobbs [1], multi-criteria approaches can be grouped
into two classes, that is prior articulation methods and interactive methods. While prior
articulation methods the preferences of decision makers or of groups of individuals are
previously quantified within utility functions and then incorporated as objectives in
optimization models, or used to rank a discrete set of alternatives, interactive methods
offer to the user several trial alternatives, whose evaluation by decision makers then gives
information to iteratively develop additional alternatives. Due to time consumption and
group management implications of the latter class of methods, planning is dominated by
prior articulation methods, which, relying on utility functions, share many features with
the second methodological strand, that is monetization. Monetization is usually carried
out by incorporating in energy prices so called external costs, i.e. those costs imposed on
society by the impacts of energy production on human health and on the environment.
Monetization has inherent limitations, depending not only on lacking or evolving
scientific knowledge (e.g. in terms of epidemiological results), but mainly on the ethical
aspects of unavoidable value judgements (see the issue of using and determining the
value of statistical life in [8] and in [9]) and of the problem of boundary setting (see
[10]), in terms of considered impacts on creatures and human beings in space and time
(see the problem of discount rate in [9]). These problems limit the applicability of
externalities for the purposes they were originally meant to, such as supporting policy
makers in determining energy and pollution taxes or subsidies, and lead some authors to
argue that multi-criteria approaches still constitute the more rigorous means to
incorporate environmental concerns in energy decisions [10]. Nevertheless, it is
recognised also by authors inclined to multi-criteria decision making that monetization
has the advantage of “measuring values for the entire public, rather than for a subset of
perhaps unrepresentative stakeholders”[5]. In our view, notwithstanding the large
variability in the values of energy externalities, the fact that monetary values associated
with environmental damages from energy conversion derive from standardized
methodologies [7] and that some values are available beforehand certainly help in early
development stages of small projects, when concerns of stakeholders are not utterly
formulated and a base of discussion for the comparison of costs and benefits is necessary.
In fact, Krewitt [8] identifies in cost-benefit analysis an emerging and successful field of
application for externalities; yet, reviewing literature it can be observed that these
analyses are mostly performed for general assessments to support policy making [see 11].
The applications of these values to the engineering of municipal energy systems is, on the
contrary, quite rare[12]. In this case, applying monetization appears, thus, both adapt
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under a practical perspective and interesting for its scientific and engineering
implications.

4 Emission and externalities assessment

Monetization lends itself to cost-benefit and engineering evaluations in that they do not
need to quantify all external costs, but only those of interest for the system of concern.
For specific case studies, a limitation of the system, including only few impacts within
the system boundaries, can give sufficient indications to the engineer on how to proceed
and on which design options are most critical. As for cogeneration and district heating
studies, in particular, as all energy conversion technologies are based on fossil fuels,
focusing on the effects of airborne emissions is regarded as a meaningful choice, as
testified by existing specific studies[12], and by more general assessments of energy
externalities [13]. Coherently, also the ExternE methodology [8], produced by most
authoritative studies within the European Community for assessing externalities of
energy generation, changed its initial aims from the calculation of external costs per kWh
to the calculation of specific damage costs per unit of pollutant emitted, which can be
transferred more easily to a broader context. The methodological core of ExternE is
represented by the Damage Function approach, a “step by step analytical procedure
examining the sequence of processes through which burdens associated with a particular
polluting source result into environmental damage. This methodology has been
implemented within the EcoSense software, whose on-line version [14] has been used for
this study. Focusing on airborne emissions, the starting point to calculate the total
atmospheric burden are the characteristics of fuels and conversion technologies/activities,
allowing the determination of emission factors. According to the emission factors
method, total emission referred to a given area can be calculated by multiplying the
activity indicator (for instance fuel consumption) by the corresponding emission factor
FE, representing the emission per unit by the source. The choice of emission factors
represents a critical aspect: the effort to compile inventories of such factors dates back to
the late Seventies, as for the Usa and the EPA, and to the mid Eighties, as for Europe and
the CORINAIR project. Specifically, in the bounds of the CORINAIR project the SNAP
nomenclature was developed, which classifies human and natural emission generating
activities in macro-sectors, sectors and activities, embracing — in the latest versions [15] —
eleven macro-sectors, 260 activities and an extended group of pollutants. A more detailed
methodology was then developed within the European Environment Agency [15], taking
into account besides sector (fuel combustion for energy conversion pertains to the first
macrosector) and activity (domestic heating, district heating etc.) also the adopted
technology. In recent years, inventories and software packages for process or product life
cycle assessment have been developed, which adhere to EEA standards. In particular, the
GEMIS inventory [16] which was adopted for this study considers technologies in more
detail, taking into account plant size with a finest resolution than EPA [17] inventories.
Comparing mentioned inventories with the GEMIS database, a good level of consistence
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can be observed as order of magnitude, whereas the capacities considered by the GEMIS
model better correspond to the small engine size in distributed generation than the wide
ranges (e.g. “up to 50 MW”) from general inventories. Thus, values derived from the
GEMIIS inventory and displayed in Table 3 were finally assumed as emission factors.

Table 3. Emission factors and external costs for single pollutants.

Emission factors for engines Emission factors
[kg/kWh] for boilers External
[kg/kKWh] costs per

Polluting Engine 21000 kW emission unit
Agents or | Capacity up to [€/kg]
GHG 750 kW,
SO, 1,540 - 10°° 1,540 - 10°° 1,540 - 10-6 4.10
NO, 362,75 - 10° 453,43 .10 362,750 - 10-6 3.76
PM;, 9,0687 - 10 9,0687 - 10°° 0,907 - 10-6 19
NMVOC | 27,206-10° 27,206 - 10° 32,647 - 10-6 0.238
CO, 199000 - 10°® 199000 - 10°® 199000 - 10-6 0.019
CH, 21,765 - 10°° 27,206 - 10 32,647 - 10-6 0.437
N,O 9,0687 - 10 18,137 - 10°° 6,529 - 10-6 5.62

The on-line version of the EcoSense software [14] allows the calculation of specific
external costs associated to SO,, NO,, fine particulate (PM,,) and non metallic volatile
organic compounds (NMVOC). These pollutants mainly impact on local air quality, as
NOx, along with NMVOC, react in the atmosphere to form ozone, whose strong
concentrations in urban areas may result in short term respiratory problems and irritation
of mucous membranes; similar impacts derive from SO, emissions [13]. Fine particulate,
on the other hand, also operates as a vector of toxic substances on its surface: along with
NMVOC, PM;y,may be bound to pathogenicity at respiratory level and cancerogenicity
in the long term. Beside such local impacts, SO, and NOj also have geographically wider
impacts as they contribute to the formation of acid rain, which threatens ecosystems and
vegetation in particular. However, acid rain effects are not considered within the
EcoSense framework [8]: this fits well to the objectives of the study, as local effects on
human health represent the primary concern of local decision makers. The externalities of
greenhouse gases, on the other hand, can be also separately calculated with the EcoSense
model, obtaining the values also summarized in Table 3, where external costs associated
with damages to human health were considered. The EcoSense models distinguishes
between higher and lower stacks, which lead to wider or more local impacts. We
considered emissions from low stacks, as those of such relatively small municipal plants
are meant to be, thus the effects of concern will be mainly local. The focus of the
decision making being local, we neglected avoided externalities from CO, equivalent
emission reduction. Thus, external costs of cogeneration and district heating systems are
calculated by adding externalities from various emissions (including CO, equivalents) to
fuel costs. Basically, the cogeneration and district heating system is regarded, in the
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optimization perspective, as a new built one satisfying a new energy demand rather than
as an expansion or modification of existing subsystems, which is coherent with the
modelling approach previously used for economic optimization only.

As for power generation, distributed generation is not substitutive, that is to say, we
consider it an additional generation, which does not cause the outage of a corresponding
average remote capacity. For the analyzed system, the substitutive option has been
partially analysed for the present case study in [18]: it has been shown that optimized
system configuration are only marginally affected by incorporating externalities
reduction from remote power generation. For this reason and due to focus by decision
makers, we concentrate on the additional view in this investigation. Thus, externalities
are not incorporated in power purchase or wholesale prices, but only internalised among
fuel costs. The idea is, designers should select a system having minimum impact, both in
local and global terms. Hence, both externalities from CO,eq and from local pollutants
are added up to fuel costs.

4.1. Uncertainty in externalities estimation

A major criticism to the externalities approach lies in uncertainty of damage cost. Rather
than model and data uncertainty, the major cause of uncertainty is of an ethical and
human nature [19], in that damage cost estimation relies in turn on attributing a monetary
value to losing one year of human life. This applies especially to our study, since for
pollutants we only consider impacts on human health. External costs presented in Table
3, which are deemed as the most reliable estimates, presume a value of 75,000 € per year
of life lost. Methodological developments [19] indicate a minimum of 27,240 €/y and a
maximum of 225,000 €/y as boundaries for sensitivity analysis. External costs ranges for
various pollutants are have been calculated accordingly and are presented in Table 4. As
for GHG emissions, which were the second considered cause of damage, the value of the
external costs for CO, equivalents depends on which possible damages connected to
climate change are taken into account, such as for instance extended floods or more
frequent hurricanes. In accordance with [19], we assume 9 €/kgCO,q as a minimum
value and 50 €/kgCO,., as a maximum for sensitivity analysis, while values displayed in
Table 3, associated with a cost of 19 €/kgCO,q, are the most reliable estimates, which
leads to the values reported in Table 4 for single greenhouse gases.

Table 4. Ranges of external costs for sensitivity analysis.

Pollutant | Minimum external cost [€/kg] | Maximum external cost [€/kg]
SO, 2.38 9.53
NO, 2.16 8.78
PM;, 9.67 48.2
NMVOC 0.201 0.353
CoO, 0.009 0.05
N,O 2.66 14.8
CH, 0.207 1.15
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5 Results and discussions

The model was implemented in AMPL® and solved with the commercial solver CPLEX
®. The yearly equivalent time horizon was subdivided in 41 sub-periods. This allows not
only to account for seasonality of heating requirements, but, above all, to model the
variation of power wholesale prices, which are higher in peak demand periods (morning
and early afternoon hours in summer and late afternoon hours in December), lower in
weekends and during the night. The system is assumed to have a lifetime of 15 years and
an interest rate of 7% is fixed in order to meet investors profitability expectations.
Actualisation factors are calculated accordingly.

In the following, result obtained for these two cases will firstly be compared with the
previously discusses base case of economic optimization only. Secondarily, we account
for ranges of external costs comparing design alternatives under various assumptions for
value of life and for climate change damages.

5.1. Results for most reliable estimates of external costs

Table 5 summarizes technical features of the energy systems obtained under various
assumptions. In particular, the original economic evaluation, non including externalities,
is presented as base case. The “standard externalities” case assumes the most reliable
estimates for year of life lost (75.000 €) and for climate change damage (19 €/t CO,eq)
and consequent values for external costs. It can be observed that including external costs
within the objective function substantially changes the optimal configuration of the
system only in the second and third scenario. As for the first, we concluded that the
constraint of constantly meeting hospital power demand is so narrow that it makes
optimal sizing practically insensitive to specific costs variations such as internalisation of
externalities. As for the second and third scenario, it can be observed that integrating
monetized environmental impacts into the objective function leads to a substantial
reduction in global engine size: in the third and most significant scenario, for instance,
the largest and slowest engine (750 rpm) has an optimal size of 8400 kW, if we strive for
economic optimisation, of 5900 kW if we take into account remote power generation
externalities too (substitutive distributed generation). This goes along with a significant
decrease in dissipated heat: dissipated heat amounts yearly to more than four thousand
MWh in the base case, to a little bit less than 2000 MWh considering externalities.
Correspondingly, power sales reduce almost by the half. In other words, if we would just
pursue profit maximisation we would operate the plant whenever sale prices are high,
aside from thermal energy demand; as marginal costs of larger gas engines are smaller, it
is also opportune to maximise the size in order to produce and sell as much power as
possible in peak demand periods. If we consider externalities, power generation is only
performed when an existing thermal energy demand justifies the generation of pollutant
emissions. In this context, it is interesting to observe that in the third scenario, under
externalities consideration, heat dissipation is lower than in the first, thanks to load
harmonization derived from district heating development. Paradoxically, theoretically
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avoided emissions and primary energy savings are lower when we take externalities into
account and avoid dissipating heat from CHP systems; it should be observed, however,
that this would be valid only under a substitution assumption. As for other emissions,
presented in Table 6, highest values are obviously achieved in the third scenario, which —
however - cannot be compared with the other two in absolute terms as the systems scope
— embracing district heating — is quite different.

A comparison can be nevertheless attempted by considering annual equivalent costs,
to which internal and external costs of fuel used in small scale boilers substituted by the
DH network in Scenario 3 have been added to equivalent systems cost in Scenario 1 and
2. In this way, we have an estimate of how much do various system cost to the local
community.

Local external costs have been isolated in the second column of Table 6: notably, a
small cogeneration system and a definitely larger one, which is however coupled with a
district heating system, create more or less the same damage to the local community,
whereas a larger benefit, both in terms of creating worth and services for the local
community and in saving primary energy and avoiding global emissions, can be achieved
in Scenario 3.

Table 5. Technical and energy results of externalities evaluations.

Local
Total p{)wer Total h?at b011er§ of Power Primary Dissipated
External cost generation |generation [potential |Power sales energy
determinants  |capacity  |capacity [network [[MWh/year] purchases savings heat
kW] kW] uses MWh/year] |/ 1o year) |[MWh/year]
(kW]
Scenario 1 |All cases 3300 8100] 8634 0 0 3,113 1975
Base case, no
external costs 7000 6100 8634 17880 0 5,833 3789
Standard
. externalities 6600 6100 8634 16900 0 5,773 2890
Scenario 2 Low
externalities 6600 6100 8634 17050 0 5,776 3083
High
externalities 6300 6100 8634 15810 0 5,701 1847
Base case, no
external costs 9700 6900 0 30564 7,273 7,109 4330
Standard
. externalities 7200 10000 0 17580 7,273 5,817 1954
Scenario 3 Low
externalities 8200 8800 0 26737 7,273 7,132 2660
High
externalities 6300 11200 0 9399 7,273 4,664 635
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Table 6. Economic and emission indicators.

Annual Pollutants
i Globall
equivalent Local Simple O.a Y
cost, external | payback avoided
External cost | including costs period CO,eq SO, NOx PM10 | NMVOC
determinants local emission | [kg/year] | [kg/year] | [kg/year] | [kg/year]
L. [€/year] | [years]
externalities [t/year]
[€/year]
Base case, no
external costs 3282323 0 2.87 6671| 1.07E+02| 2.53E+04| 4.54E+02| 2.02E+03
Standard
. externalities 3465530 183207 2.87 6671| 1.07E+02| 2.53E+04| 4.54E+02| 2.02E+03
Scenario 1 Tow
externalities 3381351 99028 2.87 6671| 1.07E+02| 2.53E+04| 4.54E+02| 2.02E+03
High
externalities 3728468| 446145 2.87 6671| 1.07E+02| 2.53E+04| 4.54E+02| 2.02E+03
Base case, no
external costs 2765273 0 3.15 12474| 1.34E+02| 3.89E+04| 7.84E+02| 2.36E+03
Standard
. externalities 3005459| 236461 3.09 12386| 1.31E+02| 3.79E+04| 7.64E+02| 2.31E+03
Scenario 2 Tow
externalities 2896787| 129586 3.09 12383] 1.31E+02| 3.79E+04| 7.67E+02| 2.32E+03
High
externalities 3356628| 561225 3.08 12277] 1.27E+02| 3.68E+04| 7.40E+02] 2.26E+03
Base case, no
external costs 3297420 0 3.52 14934| 1.82E+02| 5.31E+04| 1.06E+03| 3.23E+03
Standard
. externalities 3537342| 184069 3.31 12452| 1.58E+02| 4.46E+04| 7.92E+02| 2.89E+03
Scenario 3 Low
externalities 3423838| 118888 3.37 15192| 1.73E+02| 5.02E+04| 9.78E+02| 3.09E+03
High
externalities 3813668| 379598 3.32 10061| 1.44E+02| 3.94E+04| 6.25E+02] 2.70E+03

5.2. Dealing with uncertainty: the impact of external cost estimates

The point in uncertainty assessment is to observe, to what extent does the optimal
configuration and costs change when different values for externalities are assumed. As
for configuration, the first scenario is practically unsensitive. The second is quite robust:
cogenerator size reduction is just about 10% moving from zero to maximum externalities,
while substantial changes occur in operation, with a significant decrement of power
generation in dissipative mode. The district heating scenario is the most sensitive one:
reduction of optimal engine size moving from low to high external cost estimates is about
24%. With respect to sole local externalities, it is interesting to observe that by low and
average estimates of external costs Scenario 1 remains the one causing less additional
damage to local community, while if we assume higher external unit costs Scenario 3 is
the best performing. This is probably due to the weight of external costs within the
objective function in scenario 3,leading the optimization procedure to force systems to
operate at highest possible efficiency, reducing heat dissipation to minimum values.

6 Conclusions

The limits of externalities emerge even in small scale engineering application, in that
technical and emission values appear -to some extent —to be watered down in
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monetization. A general issue, which deserves further attention in its specific application
to energy systems design, is related, rather than to monetization, to the very problem of
setting the boundaries of the systems (e.g. considering local or global perspectives,
substitution or addition of new systems to the national power generation system).
Nevertheless, especially for small contexts, where decision makers rather have a local
scope and necessarily limited experience in dealing with complex and global issues of
energy planning, including externalities in cost analysis may be an useful starting point
for further discussion. Furthermore, this study demonstrated that incorporating
externalities into engineering design supports leads to a more rational design of energy
systems, avoiding oversizing and heat dissipation. Since sensitivity to external cost
values appears however quite important, further research is required to limitate the
variation of external costs values to be used for a project or to reduce its impact.
Direction for further research would then be towards participative approaches, creating
consensus on definite values for specific projects and towards more robust optimization.
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In this paper the potential for penetration of small scale cogeneration is assessed at EU level, starting
from an overview of the present CHP market. The new EU Directive, representing a milestone in the
EU policy for the growth of cogeneration, requires further provisions and large financial efforts to
favour increases in the CHP installed capacity and to contribute in overcoming the main obstacles to
the spread of polygeneration. Targeting the incentives to all size plants is verified not to be an
effective approach, because of the different obstacles to the spread of CHP systems existing in small
and large applications. After identifying the main factors influencing the CHP potential in a
liberalized energy market, an original index expressing the opportunity for new profitable CHP
installations is introduced. Future scenarios for CHP penetration at EU and national level are
presented and the expected effects of different policy actions.

1 Introduction

The promotion of polygeneration has been representing for many years a pillar among the
EU policies for the rational use of energy (RUE), due to the benefits that these systems
produce in terms of primary energy saving and reduction in pollutants’ emissions.

Cogeneration is expected to play a primary role for the reduction in energy intensity and
the achievement of emission reduction targets, as evident when examining the two main
policy acts published in the last two decades:

e  The communication from the Commission on “A community strategy to promote
combined heat and power (CHP) and to dismantle barriers to its development”,
where the objective is fixed for a doubling of the share of CHP from 9% (at 1994) to
18% of the total gross electricity generation of the Community produced by CHP by
the year 2010.
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e  The Directive 2004/8/EC on the promotion of cogeneration based on a useful heat
demand in the internal energy market, which fixes the criteria to assess a system for
the combined production of heat and power as high efficiency cogeneration.

Furthermore, many other EU acts introduce provisions in order to promote the spread of
combined production; among these, the Directive 2003/54/EC, allowing Member States
to give dispatching priority to CHP installations, and the Directive 2002/91/EC requiring
a technical, environmental and economic feasibility analysis for all new buildings with a
total useful floor area of over 1,000 m’ could be mentioned. The new legislative
framework at EU level empowered and harmonized different regulative approaches
which had been working for many years in most member states (in Italy, for instance, the
CHP legislation originated since eighties).

A large number of measures has been adopted, primarily at national level, in order to
drive the spontaneous equilibrium of energy markets toward a large spread of
cogeneration; from this perspective, the EU action has been weakened by the risk to
produce distorting effect in the free market. The above mentioned efforts at institutional
level have not produced the expected results yet; in the last two years a market stagnation
has been observed and, in some countries, CHP systems are even being shut down.

A main concern regards the need to make polygeneration a viable solution for energy
supply, from an economic viewpoint; in fact, the strategy of private operators is oriented
to the direct economic return, being the social effects of CHP (i.e. energy saving or CO,
reduction) an interest of the community and of institutional bodies. Further,
polygeneration is living distinct phases in different member states, as a consequence of
the local external factors; if the common energy market was actually operating since now,
unhomogeneity would be its main characteristic.

m Public supply at 2004 @ Private autoproducers at 2004 O 18% CHP penetration at 2010
60

50 ] r"]

Market penetration of cogeneration [ %TWh cxp/Twhtot ]

UE UK Sweden Spain Portugal Netherland Italy Greece  Germany  France Denmark  Belgium Austria

Figure 1. CHP penetration in different EU member states and expected growth in the 18% CHP penetration
scenario outlined by the EU Commission.

After a brief analysis of legislative and market conditions influencing the
attractiveness of polygeneration and of the current legislative and market provisions in
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different countries, an original indicator is defined in order to assess whether the external
conditions favour a complete exploitation of the local potential for small-scale CHP.

In order to simplify the analysis, only CHP system operating with fossil fuels will be
considered (where a large prevalence exists for natural gas systems).

2 An overview on cogeneration markets in Europe

According to the available informations, the total installed CHP capacity in Europe at
2004 slightly exceeded 80 GW,, with a total production in the order of 270-280 GWh
[1].

In order to reach the above mentioned 18% of total electricity production by CHP
systems, the capacity at 2010 should be at least 125-130 GW,; however, this target does
not represent a commitment.

In [1] the current CHP penetration in different national markets is presented, with the
expected contribute to the achievement of the EU Commission’s target at 2010 [2],
according to the current trends.

In terms of total CHP production, the largest contributes come from Germany (more
than 60 TWh), Netherlands (almost 45 TWh), Finland (27 TWh), Italy and UK (23 TWh
each). Splitting the overall installed capacity between public and private owned CHP
systems enables us to recognize the large differences existing in the CHP market among
the European countries; in most of cases the CHP capacity of private auto-producers is
much larger than the public owned CHP, but in Denmark and Netherlands where the
highest penetration of polygeneration is observed due to the significant contribute of
public energy utilities.

The above data include any kind of CHP production; however, a main distinction
must be introduced between large cogeneration plants and small-scale/micro CHP units.
In fact, two distinct markets for cogeneration exist, which are driven by different
legislative provisions, fare systems and scale factors in the cost of components; thus, in
many countries where a good integration of CHP production with industrial processes
may be observed, a large unexplored potential exists for small scale CHP or CHCP
applications for district heating/cooling or for single buildings (both in the tertiary and the
domestic sector).

In this paper the attention is focused on the potential for small-scale CHP or CHCP
systems, with a capacity below 2 MW.. The main applications are in the civil sector, and
in particular in the tertiary sector for customers like hotels, hospitals, offices or
commercial centres, where high energy consumption for electricity, heat and, eventually,
cooling make CHP auto-production an attractive option for energy supply.

The potential of small CHP/CHCP systems for buildings applications is a very
controversial issue, because of the high capital investment and the irregular demand
profiles, which allow the CHP group to operate for a part of the year only (usually, not
more than 4,000-5,000 hours/year) thus being harder to achieve an economic feasibility.
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Further, these systems have harder access to favorable financing and fuel price; as a
result of the above factors, in most of European countries small-scale cogeneration only
accounts for a small percentage of the total installed CHP capacity.

Specific data on the incidence of small-scale CHP on the overall installed CHP capacity
can be hardly derived; however, the share of small-scale CHP capacity varies between 2
and 18% [3,4]. The analysis presented in the following of this paper aims to assess
whether or not the external conditions in different countries could favour a rapid growth
of the small-scale CHP market, by the light of two main factors:

e After the new EU Directive on cogeneration, it is expected that new provisions and
support mechanisms will be introduced. The common rules for the assessment of
high efficiency CHP only represented a preliminary condition for the implementation
of new and more market-sensitive actions;

e  The liberalization of energy market has developed in a very inhomogeneous manner
all over the Europe; further, it was expected to favour the growth of CHP market, but
it has not due to the effects produced on energy prices and which will be examined in
the next section.

3 Structural and artificial factors influencing the CHP market: toward the
definition of an indicator

The penetration of polygeneration in European energy market has been continuously
growing, in particular in the last decade.

However it is common interest to accelerate this rate of growth and to promote the
combined production in some sectors where its economic feasibility is not easy.

Further, the liberalization of energy market has quickly changed the traditional
equilibrium between energy utilities and final costumers; from this perspective, CHP
represents one of the most competitive Distributed Generation Technologies (DGT) and
its growth is strictly related to the growing interest for decentralized power generation.

In this section the most relevant and controversial aspects related to the spread of
cogeneration are presented, which are deeply discussed ahead when analyzing the
singular member states and which may be classified in two main categories:

1. The opportunities for an integration of a large number of auto-production CHP units
in the liberalized energy market and all the provisions regulating the connection, the
energy exchange with the grid and its price.

2.  The support mechanisms for the internalization of benefits produced by
polygeneration systems in terms of primary energy saving and reduction in
pollutants’ emissions.

However, a different classification is here proposed distinguishing among quantifiable
and non-quantifiable factors and oriented to the analytic definition of a synthetic gauge
expressing to which extent the national regulatory and market conditions favour a spread
of cogeneration.
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From a theoretical point of view, most of factors could be in some way quantified,
hence, in this paper the term “quantifiable” is used to indicate those parameters with a
quantitative nature which can be calculated unambiguously on the base of easy market
investigations.

3.1. Quantifiable factors

Four main factors influencing the potential market for small-scale CHP were recognized,
which are listed and analyzed below in logical order:

Energy price: the cost for purchasing electricity and natural gas and the selling price
for surplus electricity significantly influence the profitability of small-scale CHP
applications. In the definition of the indicator for CHP potential, this factor will be
intended as “average market-price of energy”; in fact, even if the energy price for
CHP system heavily differs from the average market-price, the difference is expressed
in terms of premiums for CHP electricity or de-taxation of CHP fuel and will be kept
into account by introducing another factor, which is examined below. This approach
allows not to make any distinction between purchasing and selling price of electricity,
because the aforementioned monetary support mechanisms only influence the selling
price. A non-dimensional parameter is used to express the energy price, namely
Spark-Spread (Syead), defined as ratio between the local unit price of electricity and
the cost of the amount of natural gas to be consumed for the production of a unit of
electricity by CHP systems:

MP
S = - . 1
spread 1 . 3,600 . ( )
Necnp  HLV '

The reference efficiency of CHP systems is assumed equal to 0.33, which is a
reasonable value due to the prevalence of reciprocate engines in the examined power
range (size up to 1 MW,). The spark-spread is a dimensionless parameter, usually
ranging from 0.5 to 2.0 (the CHP potential grows with the spark-spread);

2. Climate factor: the duration of the heating season is determinant for CHP applications
in buildings. In northern countries the feasibility of cogeneration system is favoured
by the high demand for space-heating, which lasts for a long period (up to 6 months
per year) ensuring a sufficient annual operation time of the system. In southern
countries, however, CHCP systems can achieve a similar or even higher annual
operation, due to the significant cooling demand during the summer period. Hence,
the indicator for the assessment of the potential for small-scale CHP/CHCP must
include a climate factor; it was decided to base the calculation on the number of
degree days. In order to extend the validity of the analysis to small-scale CHCP
applications, both the average heating and cooling degree days were considered for
each country, harmonized by using the same reference temperature [5]; thus, a Total
Degree Days index is introduced, sum of cooling and heating degree days where the
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contribute of cooling degree days was increased by a 1.45 factor, to keep into account
the COP of commercial absorption chillers. Further, where sufficient data were
available, a weighted average of local degree days values was determined for each
country, based on the demographic intensity of each zone. Finally, in order to adopt a
dimensionless parameter, the average degree values for each country were normalized
using as a reference value the lowest number of total degree days, as represented in
Figure 2.
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Figure 2. Average number of total degree days per country.

Thus, for each country a factor is introduced, calculated as follows:

TDD

TDD,, =————.
TDD,,,

2

3. Monetary support mechanisms: the spark-spread defined by Eq. 1 only gives a rough
information on the market conditions exploited by small-scale CHP or CHCP
systems. In fact, it is defined on the basis of average market prices and it does not take
into account the large number of monetary provisions working in each country and
targeted to CHP systems; among these, premiums for CHP electricity, de-taxation of
CHP fuel and white certificates can be enumerated. In order to introduce properly this
factor in the definition of a synthetic indicator, it was expressed in terms of
multiplying factor to the market-price-based spark spread:

MP, +Y AMP,
o _ Sirascie _ MPe —) AMP, MP; (1, LAMP, 3
Sp-spread Sspread MPe MPF — Z AMPF 1\/[13e

MP,
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Actually, two different values for this parameter must be introduced (which will be
indicated as Ogp-spreadp aNd Ogpspreads)> 10 keep into account the differences between
purchasing and selling prices of CHP electricity; both values are referred to the same
MP, and MPg introduced in Eq. 1. The expected values for ogpead, are in the range
1-2, while Ogpyreads can assume values lower than 1, because the opportunity to sell
energy out of the free market with a dispatching priority and the safer supply from
large utilities frequently leads to selling price of small-scale CHP electricity lower
than the average market values (even considering any support mechanism).

Both support mechanisms increasing the selling price of CHP electricity or reducing
fuel cost by partial or total de-taxation, are inspired by environmental or energy
saving purposes; the values of og, ... testifies the concrete efforts at institutional
level for the promotion of polygeneration technologies. In this sense, the EU position
is remarkable, encouraging independent support actions to be taken at national level
in respect of the transparency and neutrality principles the common energy market is
based upon;

4. CHP knowledge: one of the factors most influencing the short-medium term potential
for a capillary penetration of clean technologies is the common sense about it. This is
true for small-scale polygeneration systems in particular, due to the large capital cost
which often discourages the adoption of CHP solutions both for the conversion of
existing conventional plants and for new plants. Among the examined factors, this
could seem the hardest to be quantified; however the experience indicates the
presence of a high number of small-scale CHP applications as the best basis for a
positive approach to polygeneration. Then, the most comprehensive definition of a
parameter expressing this “cultural” factor can be given in terms of ratio between
installed small-scale CHP capacity and the estimated potential for polygeneration in
the building sector:

I_S_Cvacup

C
KH gy = 0.7 4 i3 Se( chm'd]—m : (4)
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The parameter KHcyp is dimensionless. In its expression all coefficients were
determined in order to achieve a suitable behaviour of the parameter, which varies in
the range [0.7—1]; the expression between square brackets was introduced to take into
account the market-saturation effects.

3.2. Non- quantifiable factors

In this sub-section different factors influencing CHP are presented, which cannot be
easily quantified or have an ambiguous the relation with the potential for small-scale
CHP.

However, in order to introduce such factors in the explicit definition of the gauge, an
hypothesis on their impact on the CHP market must be made; hence, for each of the non-



228

quantifiable elements a multiplying factor is given, expressing the expected increase or
decrease that it provokes to the CHP potential (for instance, a 1.3 factor is equivalent to
an estimated 30% boost effect on the CHP market).

1.

Liberalization of energy market. the stagnation of CHP all over Europe and the
ongoing liberalization of energy markets have opened a heavy debate on whether the
liberalization gives a positive or negative contribution to CHP growth. In theory
liberalization should provide new opportunities for cogeneration, through the
elimination of many barriers deriving from a monopolistic structure of the electricity
market which resulted in low tariffs for the purchase of surplus electricity, high tariffs
for stand-by periods and no possibility of wheeling. Actually, in the Member States
where liberalization have produced a significant fall in energy price, CHP has become
less and less competitive; in fact, the free market is often environmentally distorted
for the lack of monetary mechanisms supporting clean technologies, and the old big
coal or nuclear power plants, whose capital investment is totally amortized, exploit
their lower variable cost and grow in competitiveness. This controversial relation
between liberalization and CHP potential induced us to define an articulated
liberalization and CHP potential induced us to define an articulated parameter, which
is:

MKlib :1+%'(L% ’Henv)'DP (5)

where:

Lo, represents the extent of market opening (depending on the number of large
electricity producers and on the percentage of costumers eligible to purchase
energy on the free market). Values in the range [0—1] are assigned;

1., indicates at what extent in the growing liberalized market reflects the efficiency
and the environmental implications, creating insuperable barriers for low-cost
but obsolete power plants. Its value varies in the range [-1-1];

DP this coefficient is introduced to consider the advantages for CHP systems over
the ordinary demand-supply balance system of the free market, in the countries
where a dispatching priority exists for CHP electricity (as allowed by Directive
2004/8/EC). DP assumes the value 1.1 in countries where a dispatching priority
was introduced, and 1 where no.

By introducing the coefficient 2 we expressed the estimation for a maximum 25%

increase/decrease of the CHP potential due to the effects of the liberalization of

energy market. The values assumed by L., are derived from the results of several

investigations available in literature [6—8];

Grants and loans: a relevant contribute to the economic viability of CHP/CHCP

systems often derives from monetary support mechanisms not influencing the energy

price, and thus not included among those examined in section 3.1. In particular we
refer to public grants, which are usually expressed as a percentage of the capital cost,
and soft loans at favorable recovery rates and reimbursement plan. This factor could
seem easily quantifiable; however, in most cases the financial contributes have a very
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articulated structure, and it is not easy to assess to which extent any small-scale CHP
application could be supported. A parameter is introduced to keep account of financial
support, indicated as Qg Where a clear pattern for grants exists, these are taken into
account by a direct calculation of Q. (a public funding accounting for 40% of the
capital cost leads us to assume a 1.4 factor); otherwise, its values is based on an
estimation of the contribute to the spread of small-scale CHP. Values higher or equal
to 1 are obviously expected;

Bureaucratic barriers: the presence of a long and controversial process to obtain the
required licenses for the auto-production of energy and for the connection to the grid,
as well as the lack of transparent criteria for the access represent significant obstacle
for the spread of small-scale polygeneration systems. The collection of detailed
informations about the difficulties encountered by private or public customers before
operating a CHP system is not an easy task; in this paper the results of many
investigations are used, based both on a brief analysis of the licensing procedure in
different countries and on informations about the complexity of these procedures as
perceived at market-operators level. Again, the factor is quantitatively expressed by a
dimensionless parameter, =, ranging from 0.5 to 1 (the higher Zy,,, the lower is the
barrier to the spread of small-scale CHP represented by the licensing and grid-
connecting procedure). The 0.5 value (50% percent reduction in CHP potential due to
the bureaucratic-normative obstacles) was assumed as minimum value for countries
where energy surplus could not be sold to the public grid; however, power selling is
not prohibited in any of the examined countries, and the adopted values for =, in all
cases exceeded 0.7;

Uncertainty at normative level: the legislative framework about cogeneration has
been rapidly changing, and further provisions are expected in the short-medium term,
to be adopted both at EU and national level; on the other hand, project planning for
power or thermal systems with a life-cycle in the order of 12—15 years need a stable
and clear normative context. Hence, the lack of a reliable normative scenario for the
medium-long term represents an obstacle for the spread of small-scale CHP, and in
some countries it emerges as a decisive factor. A parameter is introduced to keep into
account this factor, ®, to be used as a multiplying factor in the expression of a
synthetic indicator; as most of provisions will be adopted in an harmonized
framework at EU level, the value of ® slightly changes by country, varying from 0.7
to 0.9 (respectively corresponding to 30% and 10% esteemed impact on the potential
for small-scale CHP);

Connection and transport cost. decentralized power production in small-scale systems
reduces the need for long distance power flows by more local balancing of demand
and supply; it is generally recognized that the way these avoided cost and advantages
are reflected in the connection and transport fees will strongly influence the
economics of cogeneration units. The EU Commission indicated that “the system of
regulated Third Party Access on the basis of published prices is the method of
permitting access to the network that will produce the most effective competitive
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market”. A controversial argument concerns the transport fees system; in fact a
multitude of systems have been working in different countries, like the “stamp”
system, the “counter trade”, the “tariffs per zones” and the “point” systems. However,
it is widely recognized that any system cannot be considered as favorable or
detrimental for itself, and the effects on the decentralized production market primarily
depends on the way it is actually implemented. The connection of CHP auto-
producers with the grid is related to both the transparency of conditions for the
connection and the setting of fair access criteria, from an economic viewpoint. As
concerns the transparency, the electricity Directive 2003/54/EC (repealing the former
96/92/EC) only obliges the companies to maintain separate accounts of their
production, transport and distribution activity; this was revealed to be a weak
provision. Again, this factor is kept into account by introducing a parameter, A,
which varies in the range 0.8—1 growing with the fairness of the system for the
determination of transport and connection costs.

3.3. An expression for the indicator assessing the potential of small-scale CHP/CHCP

In the previous sub-sections the elements were presented, which will be considered in the
definition of an indicator to assess the potential of small-scale CHP/CHCP in the tertiary
sector. According with the contribute of each of the defined parameters, the proposed
expression is as follows:

¥Y=S -0

spread Sp—spread ’ TDD eq ’ KHCHP ’ MK]ib ’ Q ’ E:bur ’ @ ’ Ac—t : (6)

grant
The defined parameter is obviously dimensionless; the potential penetration for
small-scale CHP in the j-th country can be expressed as:

PPCHP,j = RPq;, 'LPj > (7

where RPcpp is the penetration in the assumed reference scenario; according to the
definition of each of the parameters in Eq. 6, RP¢yp is the potential for small-scale CHP
in a temperate climate country (like Italy, with TDD.,=1), where:

e No inner advantages or disadvantage exists for the production of electricity by CHP
syStemS (SSpreadzl);

e No monetary support mechanisms are working (Ospark-spread=1);

e CHP covers the 10% of the total installed capacity in the tertiary sector ,which was
assumed as the best penetration share as concerns the factor indicated as CHP
knowledge (KHcpp = 1);

e The degree of market opening, the environment-oriented provisions and the eventual
dispatching priority for CHP electricity make liberalization not to empower nor to
weaken the spontaneous trend of growth of small-scale polygeneration (MK,=1);

e No financial support mechanisms exist for starting CHP applications (Qgrant);

e No bureaucratic barriers exist (Z,,=1);
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e A clear and stable normative framework exists, as concerns small-scale CHP/CHCP
systems (©=1);

e The connection and transport cost properly reflect the inner advantages of
decentralized production systems and the benefits produced for the overall grid
balance (A..=1).

Obviously, two different ¥, and ‘¥ values were obtained, respectively for power
purchasing and selling. Both these values provide information on the feasibility of small-
scale CHP/CHCP for application in buildings; however, the adoption of two distinct
values allows to recognize whether the spread of polygeneration systems oriented to base
load production or to energy selling could be expected.

The philosophy adopted for the definition of the above gauge shows the dynamic-
decisional purposes of the indicator; independently from the actual penetration of small-
scale CHP in a country, it allows to predict the effectiveness of any policy that could be
implemented through an analysis of the single elements on the right-hand member of
Eq. 6. In the next section a brief analysis for six European countries is presented, oriented
to the determination of the parameters introduced in this section; the analysis furnishes
basic instruments for a successive analysis of policy actions that could be undertaken.

4. Results

The parameters defined in the section three were calculated for different European
countries, and in this section the results are presented.

A very inhomogeneous set of countries was selected (composed by the countries
indicated in Figure 2), with the purpose to furnish a valid basis for an analysis of the
achieved results.

In Figure 3 the values of the indicator ¥ is represented, in two distinct series for
energy purchasing and energy selling modes.

B Yalue in energy-purchasing mode Yo B VYalue in energy-seling mode Ws

08

Walues assumed by the indicator

Italy Germany Spain France Denmark Greece

Figure 3. Values assumed by the defined indicator in energy-purchasing and energy-selling periods, per
country.
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5. Conclusions

An original indicator for the assessment of the potential small scale CHP market in
different countries was proposed, which is based on a set of factors most influencing the
spread of polygeneration systems.

The impact of each factor was expressed in analytic terms, with a distinction among
quantifiable and non-quantifiable factors; the second group of factors is kept into account
by introducing esteemed expressions for the market effects.

After collecting a sufficient set of data, the values assumed by the indicator was
calculated in six European countries, distinguishing between the energy-purchasing and
the energy-selling mode.

Reasonable values were obtained, which reflects sufficiently the current trend of
national small-scale CHP markets in the examined countries. The proposed method is
very flexible and suitable for adjustments depending on peculiar aspects of the energy
market and on different definition of the set of factors.
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This paper presents the study of the heat transfer of a continuous system that is being designed for
the deposition of tin oxide thin SnO, films on soda-lime glass substrates of large dimensions (400
mm x 400 mm x 2 mm) in terms of Liquid Crystal Displays (LCD) glasses production improvement.
This system will operate with infra-red heating (parallel mounted ceramics IR lamps in one unit)
and will substitute the present CVD system, which is used in the CenPRA display pilot plant to coat
substrates up to 150 mm x 150 mm x 2mm. In this system the substrates are heated by thermal
conduction and the deposition is done by a “'in house”” process called Vapor Decomposition Process
(VDP). Using numerical solver FLUENT, simulated was VDP process at atmospheric pressure,
taking in mind that the system consists of two parallelepiped-like chambers: the furnace containing
the IR lamps in which the glass is heated, and the chamber where the deposition occurs. FLUENT
helps us to obtain the resolution of the elementary differential equations for mass diffusivity, full
multi-component thermal diffusion effects and reactions on the heated substrate. The simulations
permitted to get a 3D perspective of the deposited layer along the substrate surface and also to
calculate the VDP process parameters as temperature, pressure, reaction rate for each species (O, Cl
and HCI) and gas speed along the chamber.

1 Introduction

Brazil, the land of an internal sun! How to help the Brazilian population to increase
energy efficiency by decreasing heat load of household air condition systems? The answer
is INTELIGENT WINDOWS and it was given by CenPRA.

The CenPRA (Centro de Pesquisas Renato Archer) is an acronym for the major federal
researching institute for microelectronics located in Campinas, Sao Paulo, Brazil. It is
sponsored mainly from a government budget and therefore very often seeks the money for
the investments of the necessary researching equipment. By help of young students they
try to invent and design all necessary stuffs for the experiments.

¥ The author had developed the model during the student internship in Brazil.
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During my 7th months stay in CenPRA on internship, I was enrolled into department for
developing equipment and process improvement of the Liquid Crystal Displays.

There was existing old equipment for step-by-step producing of semi-conductive thin
layers of g,0, on glass surfaces obtained with Chemical Vapor Deposition (CVD) of the
gasses (SnCly, o). Furthermore, those glasses were mounted into ‘sandwiches’ due to
obtain semi-conductive polarized transparent layers. Connecting on those deposited
glasses a microcontroller we will obtain intelligent window which will be used for
reducing of income sun beams through the windows into houses.

Topic of the project was to invent, design and realize the new plant for continuously
producing (substrate placed on moving belt which will first pass through the furnace and
after while through the depositing chamber), by the deposition, of tin oxide thin films on
soda-lime glass substrates of large dimensions (400 mm x 400 mm x 2 mm).

2 Approach to the problem

Basically, I was confronted with studying of Chemical Vapor Deposition in general.
Theory says that CVD process is feasible under the following conditions: soda lime glass
(400x400x2 mm) has to be preheated up to approximately 400°C and after heating is
prepared to be deposited under atmospheric pressure (p=101325 Pa) by gas mixture of
SnCly + 2H,0 in depositing chamber. It was from crucial significance to determine the
time necessary for heating of the soda lime glass substrate. Using that time it was possible
to calculate constant velocity for moving belt on which was substrate placed. Finally it
has had to be synchronized time which glass spent under the infra red radiators - furnace
and in depositing chamber due to constant velocity of moving belt.

The main idea of problem simplification was to split CVD into two parts: heating and
deposition. In first part of problem determination was modeled time necessary for heating
of the substrate and in second part occurred 3D Compotation Fluid Dynamics (CFD)
simulations. Due to small velocity of moving belt, there appeared some assumptions.
There were ignored boundary conditions in heating process on the edges of the glass
substrate:

Dispersion of infra red beams — energy lost.

Non uniform heated surface — bad pattern for the intelligent window.

Length of substrate caught by deposition chamber after furnace is on constant temperature
during deposition.

The system consists of two parallelepiped-like chambers: the furnace containing the IR
lamps in which the glass is heated (1) and the chamber where the deposition occurs. In the
chamber (1) is used a mathematical model for determining the necessary time for heating
the substrate with IR radiators, while in chamber (2) are made 3D simulations of the CVD
process.

Basic chemical reaction which occurs on soda lime glass surface is given below:

SnCl, + 2H,0 — 4HCI + SnO.. (1)

Tin chloride SnCl appears in gas phase and H,O appears like water vapor. SnO, tin
dioxide is finally wanted product of deposited semi —conductive layer and there is also
unwanted product of hydrogen chloride which has to be safely removed from depositing
chamber.
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Figure 1. Illustration of the heating system (furnace) and the deposition chamber for the continuous LCD
production.

3 Mathematical model of the heating system with IR-radiators

Adopted was “two parallel plates” model for radiation due to nearness of IR radiator
surface and soda lime glass surface which is also explained in Figure 2. Infra red radiators
IR were considered like a heating plane surface of a constant temperature 900°C.
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Figure 2. Description of the applied radiation model.

Basic equation for the heat flow from the IR’s to the substrate:

A®,, = mc%. )
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The heat flow is given by the equation for radiation between two flat surfaces:
Ao\l -T;
A®12 — M 3)
1 1
—+—-1
& &

By equalizing these equations and transferring into infinitesimal form:
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Final form of the basic integral equation for this system is given by Eq. (5):
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Solving that equation from t = 0 up to 150 s time depended substrate temperature is
shown below (Figure 3).
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Figure 3. Soda — lime glass heating curve.
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According to our model it is necessary to heat the substrate for approximately 23 s to
achieve 400°C (soda-lime glass 2 mm thick), which is supposed to be an optimal
temperature for Chemical Vapor Deposition.

4 3D-CFD simulations of CVD process

Chemical Vapor Deposition (CVD) is complex process which at the same time includes
accurate modeling of time - dependent hydrodynamics, heat and mass transfer and
chemical reactions (including wall surface reactions).

Modeling the reactions taking place at gas-solid interfaces is complex and involves
several elementary physico-chemical processes like adsorption of gas-phase species on
the surface, chemical reactions occurring on the surface and desorption of gasses from the
surface back to the gas phase.

Methodology

e Creating basic geometry in Gambit.

e  Splitting real, finite, volume into infinite derivable ""control volumes™’, "'meshing”".
e Defining boundary zones (inlet, outlet, surface and wall).

e  Exporting designed model into solver Fluent where the final model definitions

occurred.

e Applying numerically algorithm for solving system of differential equations assuming
a priori values for temperature, velocity, pressure, surface deposition ratio and
correcting them in each iteration.

e The system of equations is solved when the final difference, called ""Residual”’,
between obtained results and input boundary condition is smaller then initial value
given by user.

Differential equation system

Continuity equation:

o __d)
o o ©
Momentum conservation equations:
o(pv,) _ a(pvjvl.) _dp 82 Jji
B T T (7)
ot ox; ox, ox;

Energy conservation equation:
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Egs. (6)-(8) define only mass and heat transfer of the gasses along the chamber while Eq.
(9) presents conservation species transport equation:

%(pz)+v-(p3x)=—v-7,~+zei+Si, ©)

where below is given explanation for each symbol in equation: Y; - the local mass fraction
of each species; R; - the net rate of production of species i by chemical reaction, S; - the

rate of creation by addition from the dispersed phase plus any user-defined sources and
-

J i -1is the diffusion flux of species i.

4.1. Problem definition for model No.1

As is it shown in Figure 4 the observed control volume of deposition chamber consists of
following significant surfaces: inlet, reactant and outlet surfaces. The mixture of reactant
gasses, SnCl, + 2H,0, flows into deposit chamber, react on heated reactant surface and
goes out through the outlet surface. Model assumption which was applied is that
temperature of the reactant surface is constant along the width of the chamber and for first
simulation that velocity of reactant surface is 0.

The big significance in this researching work was determination of the material properties
of an exotic chemical species and reactions.

Inlet surface
Reacitant swuracse

Figure 4. Design of the deposition chamber — Model 1.

4.1.1. Results of model No.1

Thanks to excellent graphic user interface of Fluent, interpretation of obtained results was
quite easy in colorized 3D perspective. From Figure 5 we can see that red color present
biggest surface deposition rate of SnO” expressed in (kg/m>s). That was expected data
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due to biggest concentration of species mixture on reactant surface edge where the gases

bypass the surface according to the outlet surface.

Table 1. The material properties of chemical species and reactions.

Parameter HCl SnCl, Sn0,
Name Hydrogen- Stannic-Chloride | Stannic-Oxide
Chloride
Density (kg/m") 1.5599 2234 6930
Cp (J/kgK) 0.00798 0.6345 0.3489
Thermal conductivity (W/mK) 0.0159 66.8 93.1295
Viscosity (kg/ms) 1.31e-05 0.00095 0.0075
Molecular weight (kg/kmol) 36.461 260.51 150.71
Standard state enthalpy (J/kg) -5.7763e+08 -5.113e+08 -5.7763e+08
Standard state entropy (J/kgK) 186900 250600 49040
Reference temperature (K) 298.15 298.15 298.15
L-J characteristic length 3.711 3.711 3.711
L-J energy parameter 78.6 78.6 78.6
Degrees of freedom 0 0 0

Reference:

“Handbook of Chemistry and Physics, 77th Edition”, David R.Lide 1996-1997

7i33e~15

2.44e-05
0.00e+00y
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v

Contours of Surface Deposition Rate of ano? (kg/m2-3)
FLUENT 8.17(3d, segregated, spe3, lam)

Aor 08, 2005

Figure 5. SnO; deposition among the soda - lime glass for the model No. 1.




240

* line-10
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Figure 6. 2D chart of surface deposition rate along the center line of the reactant surface.

As we can see, surface deposition rate of SnO, along the substrate surface is not uniform
‘enough’ (deposition curve should be flat, not parabolic shaped). Main significance of siis
to obtain as much as it is possible uniform deposited layer along the soda - lime glass
substrate. Therefore, depositing chamber model geometry and positioning of observed
surfaces improvement should occur!

4.2. Problem definition for model No. 2

Basic idea to change chamber construction was to redirect gases flux above the substrate
surface in transversal direction instead of old, vertical and width of substrate is in total
caught by gases inlet so there is avoided possibility of local gases concentration in some
boundary areas above the substrate.

4.2.1. Results of model No2

From Figure 8 we can see that geometry redesign was helpful in terms of deposition
uniformity improvement. On coordination defined with vector (x {0.0025-0.403}, y=0.04,
7=0.0222), where is the most red color, obtained was uniform deposition along the
substrate width. Wanted aim of deposition uniformity was provided!

According to initial data from table 2, 2D chart of surface deposition rate is presented
in Figure 9.

For final simulation was again decreased velocity of moving substrate which just
justified better deposition rate of SnO, along the soda lime —glass substrate.
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Figure 7. Design of the deposition chamber — Model No. 2.
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Figure 8. SnO; deposition among the soda - lime glass for the model No. 2.
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Table 2. Operating and boundary conditions for the first iteration.

Operating Boundary conditions Boundary Boundary
conditions INLET conditions Con. OUTLET
SURFACE
. v T Mass fractions T vy
p (Pa) m/s) | (K) SnCly | H,O (K) (m/s)
&) Outflow
100000 303 0.08 573 0.4 0.3 673 -0.05
® ine-8
5.00e-04 -
Bl ‘--.0.....-
4 50e-04
4.00e-04
3.50e-04
3.00e-04
Surface 2.50e-04
Deposition
Rate 200e-04
of e A
sy 180e04
(kg/m2-s)  1.00e-04
5.00e-05
0.00e+00
0 0025 005 0075 01 0125 015 0175 02 0225
Position {m)
Surface Deposition Rate of sno2 Dec 23, 2004
FLUENT 6.1 {(3d, segregated, spe3, lam)

Figure 9. 2D Chart of SnO; layer along the line defined with (x {0.0025-0.403}, y=0.04, z=0.0222).

Table 3. Operating and boundary conditions for the last iteration.

Operating Boundary conditions Boundary Boundary
conditions INLET conditions Con. OUTLET
SURFACE
T N T fr:/cl?ii)sns T Vy
p(Pa) | gy (m/s) | (K) SnClL,| H,0 X) (m/s)
Outflow
100000] 303 | 0.08 | 403 | 04 | 03 673 -0.12
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Figure 10. 2D Chart of SnO; layer along the line defined with (x{0.0025-0.403}, y=0.04, z=0.0222).

5. Conclusion

Although it was used very simple chamber geometry, the simulation showed to be helpful
if we intend to optimize the uniformity of the deposited layer, throughput and the yield of
the coating glasses of large area. Further research will be focused on improving geometry
of the chamber and optimizing parameters of the process to get better uniformity of the
deposited layer along the substrate surface. Enhancement of the model could occur also
by modeling of inlet nozzles which were out of time for this project.
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The high irrigation demand for water resources in Mediterranean countries, creates significant water
quality problems compounded by water scarcity. The reliance of the Water Framework Directive on
water pricing to solve water scarcity or improve water quality, may fail in Mediterranean countries.
Therefore, other Directive instruments need to be applied, such as control on aquifer abstractions,
ambient quality standards and emissions limits. These instruments require knowledge on local
biophysical processes and ecosystem damage costs that are far from available at present.

1 Introduction

Irrigated agriculture in Mediterranean countries is an essential factor for agricultural
production, while irrigation water is used only marginally in central and northern
European agriculture. There is a significant pressure on water resources and fluvial
ecosystems in Portugal and Greece, because of the large share of water extractions for
irrigation. However the pressure on water resources is much more important in Spain,
Italy and Turkey because of the very large acreage under irrigation, with a combined
water demand close to 80.000 hm’ (Table 1). Irrigation development in these three
countries has been driven by large and sustained public investments in waterworks to
store, transport and distribute water to irrigation fields.

Another aspect to consider in the case of Italy and Spain, is the development of
groundwater extractions in the second half of the twentieth century. The large escalation
in groundwater extractions has been driven by the falling costs of pumping technologies
in areas with profitable irrigated crops. In contrast to the large collective irrigation
systems, these private groundwater extractions are not subject to much control by the
water administration.

In Italy, pervasive aquifer overdraft and water quality problems are located in the Po
basin, Romagna and Puglia, and in the coastal plains of Campania, Calabria and
Sardegna. In Spain, the most severe scarcity and quality problems occur in the Jucar,
Segura and South basins, located in the southeastern Iberian peninsula.

The consequence is that there is a dual situation for water resources linked to
irrigation. The irrigation districts of inland Spain and southern Italy are based on
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collective surface irrigation systems and low profit crops, and water resources
degradation is moderate.

Table 1. European countries with large water use for irrigation (2001).

Country Total water extractions (hm) Irrigated land (1000 ha) Irrigation water (hm®)
Germany 40360 490 620
United Kingdom 15890 110 1900
France 29820 2200 3120
Greece 8910 1450 7700
Italy 56200 2700 25850
Portugal 9880 650 8770
Spain 26050 3650 21340
Bulgaria 5830 800 870
Hungary 5590 210 500
Poland 11600 100 1030
Romania 7340 2670 1020
Turkey 39780 4500 31000
Total Europe 291870 21170 109470

Source: EEA (2005) [6].

The reason is that basin authorities regulate water extractions, and there is some
degree of fluvial ecosystem protection by the enforcement of minimum ecological flows.
High profitable Mediterranean crops such as fruits and vegetables concentrate in the
coastal areas of Spain and Italy, which are based on individual pumping from aquifers.

There are two general policy approaches when dealing with quantity and quality
problems faced by Mediterranean irrigated agriculture. One is the traditional water policy
approach based on expanding water supply, and the other is the new emerging approach
based on water management initiatives. These emerging initiatives rely on measures such
water pricing, revision of water rights, abstraction limits on surface and subsurface
waters, development of regulated water markets, and water resources reuse and
regeneration. These management initiatives are better suited to solve irrigation scarcity
than new supply technologies such as desalination [7].

A very illustrative example of the conflict between these two approaches, is the type
of solutions that have been considered for solving water scarcity and degradation in
southeastern Spain. Two projects have been presented in the last four years; the Ebro
interbasin transfer and the new AGUA project designed to substitute for the Ebro transfer.
Both projects rely on the traditional approach of expanding supply with subsidized public
investments, and both are questionable on economic grounds.

However, new water management approach measures should be applied carefully and
need a reliable information base. The example presented here deals with agricultural
nonpoint pollution, and shows that nonpoint pollution control instruments cannot be
assessed accurately without a correct understanding of the key underlying biophysical
processes. Neglect of these processes may lead to wrong policy measures.

This paper examines quantity and quality issues of Mediterranean irrigated
agriculture, presenting empirical evidence from Spain on alternative policy options and
measures. Along the lines of the European Water Framework Directive, the measures
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examined cover two cases: the evaluation of alternatives to solve water scarcity in
southeastern Spanish basins, and ranking agricultural pollution control instruments by
their cost efficiency.

2 The Water Framework Directive and Mediterranean irrigated agriculture

The European Union has approved the Water Framework Directive to protect all
continental, coastal and subsurface waters. The Directive objectives are the improvement
of water quality and ecosystems conditions, the promotion of sustainable use of water,
and the reduction of emissions and discharges to water media. The economic aspects of
the Directive are addressed in article [5] (economics analysis of water use), article [9]
(cost recovery) and article [11] (programme of measures). Water pricing should
approximate full recovery costs to increase water use efficiency, by including extraction,
distribution and treatment costs, environmental costs and resource value costs. There are
also a combination of emission limits and water quality standards, with deadlines to
achieve good status for all waters.

The European Water Directive has a great potential to solve water scarcity and
nonpoint pollution in Mediterranean countries, and this initiative is supported by the
findings of the European Environmental Agency, which point to agricultural nonpoint
pollution as the primary cause of water quality deterioration in many European
watersheds [5]. However, the reliance of the Directive on water pricing to curb demand
may fail in Mediterranean countries such as Spain and Italy, with high irrigation demand
and quality problems compounded by water scarcity.

Water pricing will not solve scarcity or improve quality in the more degraded areas,
because rising water prices would reduce consumption in large irrigation districts of
inland Spain or southern Italy, based on collective systems and low-profit crops, where
degradation problems are moderate. But water demand will not respond to higher prices
in areas based on individual aquifer extractions with Mediterranean high-profit crops,
where pressure on water resources is pervasive and degradation is severe [12].

Water pricing fails as a workable policy for curbing irrigation demand for several
reasons. The first is that, after decades of mismanagement, the number of illegal private
wells is huge and there is no control over the volume pumped from either legal or illegal
wells. The consequence is that it is almost impossible to implement a tax on water
pumped from aquifers. A second reason is related to the water price level that is needed to
curb demand. In Spain, shadow prices of water in coastal areas under greenhouse
production can reach three to five euros per cubic meter, against 10-20 cents €/m’ in
inland Spain, while current water prices in coastal areas are between 6 and 21 cents €/m’
compared to 2-5 cents €/m’ in inland collective irrigation systems [3, 4]. With urban
prices in Spain close to or below one euro per cubic meter, and seawater desalination at
around 50 cents €/m’, it would seem unacceptable to set agricultural prices in water
scarcity areas above urban and desalination prices. Though a policy designed to control
aquifer overdraft would be quite difficult to implement, a water pricing policy that were
to drive prices above the three to five euros shadow price per cubic meter for private
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extractions would be impossible to implement, both because of its technical and
administrative unfeasibility and the daunting prospect of social opposition from farmers.
These more degraded areas therefore require other Directive instruments, such as
controlling aquifer overdraft by reducing concessions, and enforcing ambient quality
standards and pollution emissions limits.

These facts seem to indicate that the Water Framework Directive would be difficult
to implement in Mediterranean countries. The question is the following, a water pricing
policy can be implemented easily at least in collective irrigation systems managed by the
basin water authorities, but instruments to control aquifer extractions, pollution emissions
and ambient quality are much more difficult to implement. The information needed by
policy decision makers on aquifers recharge and pumping by farmers, irrigation pollution
emissions from either surface or subsurface water, soils, pollutant transport and fate
processes, ambient pollution, and damage costs to ecosystems, is not available in
countries with significant irrigated agriculture such as Spain, Italy, Portugal and Greece.
Without this information base, it is impossible to design reasonable control measures to
prevent aquifer overdraft and abate nonpoint pollution. The consequence is that water
pricing measures suited to reduce industrial and urban demand, which are paramount in
northern and central European countries, would be implemented for irrigation in
Mediterranean countries instead of the measures that are really needed.

Even under the now binding Water Framework Directive, policy developments in
Spain show that the traditional approach of expanding water supply remains the essential
scheme underlying water policy initiatives. The recent Ebro water transfer project and the
new AGUA project, highlight the weaknesses of this traditional approach.

3  Therise and fall of the Ebro water transfer

The Ebro interbasin project was intended to solve the acute water scarcity and resource
degradation of southeastern Spanish basins. The Ebro project nominal costs were close to
5 billion euro, transferring 800 hm® up to a distance of 750 km, from the Ebro basin to the
Jacar, Segura and South basins of southeastern Spain. The Ebro transfer met with strong
opposition from water resource experts, environmental and social organizations, and the
Aragén and Cataluiia regions located in the Ebro basin, and the main argument against the
Ebro transfer was the need of new policy initiatives based on reasonable management
measures.

A research effort was undertaken to evaluate alternatives to the Ebro water transfer.
The evaluation is based on a model that incorporates a large quantity of technical and
economic information specified at the county level. The model is used to simulate several
water supply and demand policy scenarios, and details on the model building, parameter
estimation procedures, and simulation results are presented in Albiac et al. [1, 2, 3, 4].
The study covers thirty five southeastern counties of the Iberian Peninsula receiving water
from the Ebro transfer (Figure 1). The objective function maximizes quasi-rent from
irrigated cultivation activities, and the constraints represent land, water and labor resource
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availability, considering irrigation acreage by type of crop, and monthly irrigation and
labor.

The year of reference for all technical and economic data is 2001, and the baseline
data on acreage, water use and revenue are presented in Table 2.

The costs of the Ebro project at each delivery location have been calculated by Uche
[15]. The energy costs of pumping are an important cost component of the transfer
project, and the specific energy consumption at each section is closely related to the
channel’s elevation. Costs of diverted water are lower than seawater desalination (0.52
€/m’) up to the Tous outlet, but desalination costs beyond Tous are lower than transfer
costs, and transfer costs in Almeria double the desalination costs.

Table 2. Acreage, water use and revenue in southeastern basins (2001).

Basins Total Cereals, alfalfa Fruit trees Open air Greenhouse
and sunfower vegetables vegetables
Jucar
Acreage (1,000 ha) 212.7 18.5 173.6 19.5 1.1
Irrigation water (hm®) 1,450 242 1,081 121
Revenue (million €) 1,196 39 957 167 33
Segura
Acreage (1,000 ha) 154.9 8.1 107.7 342 4.9
Irrigation water (hm®) 863 62 654 125 22
Revenue (million €) 1,070 6 485 336 243
South
Acreage (1,000 ha) 54.5 1.1 18.7 6.5 28.1
Irrigation water (hm®) 232 10 96 24 102
Revenue (million €) 1,124 1 67 87 969

3.1. Water management scenario

The effects of several water management alternatives in the irrigated agriculture of
southeastern basins have been analyzed. Two alternatives involve water demand
management measures, two others are water supply expansion measures, and the last
alternative is a combined management alternative. In the first scenario, a strategy is
analyzed in which groundwater overdraft is forbidden, and there are no transfers of water
from external basins. In the second scenario, a price increase is considered in order to
find the price level that balances water demand with the available water resources in
southeastern basins. This scenario follows the full recovery cost principle of the Water
Framework Directive. The third alternative is to expand water supply with transferred
water from the Ebro, linked to water subsidies to maintain the present low irrigation water
prices. The fourth alternative combines water trading among counties with prohibition of
aquifer overdraft.

Water trades may take place along present conveying facilities of main rivers and
canals, allowing for additional supply of desalinated water. Desalinated water is
considered in coastal counties that exhibit very high shadow prices of water. The
elimination of aquifers overdraft reduces the availability of water for agriculture by 422
hm3, and the effects are concentrated in the counties where aquifers are located. In the
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Jucar and Segura basins, the reduction of available water and cultivated acreage mainly
affects low profit crops.
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Figure 1. Map of the water transfer path and counties in the receiving basins.
Source: Trasagua (2003) for the latest water transfer path [14].
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But in the South basin, the reduction of water and cultivated acreage affects highly
profitable greenhouse crops, since there are few low profit crops to be given up (Table 2).
Losses are quite substantial in the South where revenue and quasi-rent of farmers fall by
almost 50 percent, while losses in Segura and Jucar are moderate.

The increase in water prices for irrigation is a demand management instrument
advocated by the new Water Framework Directive. Agricultural water prices could be
maintained below prices paid by other users, but scarcity in Southeast could be solved
increasing prices by 0.12 €/m’. A 0.12 €/m’ increase in water prices reduces agricultural
water demand by 509 hm’, with a fall in farmers revenue and quasi-rent, due to the
decline in the acreage of cereal and woody crops which are less profitable. The impact on
quasi-rent is much greater in the Jucar and Segura basins than in Almeria.

An increase of 0.18 €/m’ in water prices reduces water demand by 605 hn’, as a
consequence of abandonment of cereal cultivation and reduction in cultivation of woody
crops. The cost of this proposal to farmers is given by the decline in quasi-rent amounting
to a sizeable 24 percent.

Desalination of seawater is a measure complementary to increasing water prices, that
expands supply and balances water resources demand and supply in southeastern basins.
The cost of desalination is 0.52 €/m’ [15], and the effective water demand at this price in
the coastal counties from Safor to Campo Dalias is 387 hm’. Desalination cost is lower
than the costs of transferred water in the counties south of Safor. Water supply and
demand could be balanced by desalination coupled with an increase of 0.12 €/m” in water
prices. Transferring water from the Ebro was the alternative of the National Hydrological
Plan Law, that has been cancelled by the new Spanish government. Diverted water would
have high costs which depend on the distance from the Ebro river [15], with a range of
prices between 0.20 €/m’ in Baix Maestrat county and 1.05 €/m’ in Campo Dalias county.
These prices are well above the low prices in the range 0.06-0.21 €/m’ that farmers pay
now, and at these prices the project water will only pay for itself in counties with highly
profitable crops. The volume of imported water that counties can absorb at the prices
shown in Table 3 is 761 hm® in Jucar, 294 hm’ in Segura and 132 hm’ in South. These
quantities contrast with the planned water transfer targets for agricultural and
environmental use of 141 hm’ in Jucar, 362 hm’ in Segura and 58 hm’ in South. Thus, in
the Segura basin there is a significant problem of inconsistency in the Ebro project, since
this basin can only absorb 294 hm’ of water destined to agricultural use at the water
transfer price, which doesn’t cover the Ebro project assignment of 362 hm® to end
groundwater overdraft.

The former central Spanish government asserted that farmers in the receiving basins
would pay for Ebro water the same price they are paying for water now. Therefore the
central government was intending to resolve the inconsistency in transfer allocation
targets by subsidizing the price of transferred water allocated to agriculture, and by
charging higher prices to urban and industrial water users.

Finally an alternative combining both demand and supply measures is considered.
This alternative combines banning groundwater overdraft, allowing water trades among
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counties, and supplying desalinated seawater to selected coastal counties. Water trades
between counties occur along present conveying facilities of main rivers and canals,
bringing water where most valued according to shadow prices of water in each county.
Water shadow prices indicate that water transfers may occur along the Vinalopd, Segura
(including Argos and Quipar tributaries), Guadalentin, Almanzora and Andarax rivers,
and along the Canal Margen Izquierda and Canal Campo de Cartagena.

Results from the combined scenario show a significant reduction of 362 hm’ in water
use and moderate losses of 83 million € in quasi-rent (Tables 3 and 4). The gain in quasi-
rent when moving between the banning overdraft (-408 mill. €) and the combined
alternative (-83 mill. €) is 325 million €. This gain in welfare from water trading and
desalination is measured by the economic surplus or area between water excess supply
and excess demand functions in each county, so water trade and desalination flows are
calculated by maximizing welfare.

3.2. Ranking of water management alternatives

The results from each water management alternative are summarized in Tables 3 and 4.
Table 3 presents water demand scenarios under each alternative, and also the planned
allocation of water of the Ebro project. Table 4 shows farmers’ quasi-rent losses under
each alternative, and therefore the subsidies needed in order to maintain farmers’ quasi-
rent. Farmers’ quasi-rent losses are obtained by comparing the proposed alternative with
the current situation. Quasi-rent is 1,711 million € under the present baseline scenario,
which is reduced to 1,424 million € by rising water prices 0.12 €/m3, and to 1,306 million
€ by rising water prices 0.18 €/m’. Banning groundwater overdraft reduces quasi-rent to
1,303 million €. Under the combined alternative, quasi-rent is 1,628 million € which is
larger than quasi-rent under any other demand measure. The Ebro transfer project
maintains current quasi-rent of farmers, but needs 301 million € in subsidies to keep the
low water prices that farmers pay now.

A sharp reduction in water demand is achieved by raising irrigation water prices in
the range 0.12-0.18 €/m’. The current 2,550 hm® of water demand for irrigation falls by
500-600 hm’, but the costs to farmers in quasi-rent losses are also quite high in the range
300-400 million €. Prohibition of groundwater overdraft is the worst solution because the
fall in water demand is only 400 hm’, considerably below the reduction achieved rising
prices, whereas costs to farmers are higher than under the water pricing alternatives. The
combined alternative of banning overdraft, water markets and desalination, reduces
irrigation demand by almost 400 hm® at a much lower cost, less than 100 million € in
terms of farmers’ quasi-rent. The combined alternative also secures an end to aquifer
overdraft.

Some caveats should be emphasized about the difficulties of implementing demand
management measures. Decades of water resources mismanagement in the southeastern
basins of the Iberian Peninsula, have created pervasive pressures on water resources and a
severe degradation problem.
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Table 3. Water demand scenarios in southeastern basins and Ebro project allocation (hm?).

Jucar basin | Segura basin | South basin | Total Levante
Current Water Demand 1,450 863 232 2,545

Water Demand Reduction
for Agricultural Use...

...by banning groundwater overdraft 139 213 70 422
..by increasing 0.12 €/m® water prices 313 142 54 509
..by increasing 0.18 €/m® water prices 350 181 74 605
...by combined alternative (banning
overdraft, water markets, desalination) 139 213 10 362
Ebro Project Allocation
|All uses 300 420 100 820
agricultural and environmental use 141 362 58 561
urban and industrial use 159 58 42 259
Effective Demand of Water
for Agricultural Use...
...at prices for transferred water
761 294 132 1.187

(0.20 to 1.05 €/m®)

The measure of banning aquifer overdraft is very difficult to achieve since there
currently is no effective control on the number of wells or the volume of abstractions.
Water pricing measures are also difficult to implement because farmers will oppose price
increases and because basin authorities have no control on costs faced by individual
farmers pumping from aquifers.

Creation of water markets is also a difficult task. Although there are informal water
transactions, the possibility of formal water markets introduced by the reform of the water
law has not spurred any significant trades in the last five years. The reason is that farmers
distrust formal water markets.

Augmenting water supply by desalination with public financing is much more
straightforward, but the problem is the effective irrigation demand if water is not
subsidized and farmers face the high desalination prices. The potential of desalination is
given by the effective demand for desalinated seawater, that reaches 387 hm® in coastal
counties from Safor to Campo Dalias, at the 0.52 €/m’ cost of desalinated seawater.

The problem for this effective demand to materialize is that farmers are extracting
water from aquifers at pumping costs around 0.09-0.18 cents €/m’. Since pumping costs
are considerably below desalination, farmers will not buy desalinated water. The public
investment is desalination plants are only reasonable under a strict enforcement by the
water authority of aquifer overdraft prohibition, that would force farmers to buy
desalinated water.

This last point summarizes the problem faced by the new AGUA project, that is
supposed to substitute for the Ebro transfer. As indicated above, there is an hypothetical
effective demand in these counties amounting to 387 hm’, but implementation of the
AGUA project requires the strict enforcement of aquifer overdraft prohibition, and this is
a daunting challenge for the water authority.
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Table 4. Quasi-rent losses under alternative scenarios and subsidies (million € per year).

Jucar basin Segura basin South basin Total Levante
Current Quasi-rent 586 536 589 1,711
Quasi-rent Losses to Farmers...

... by banning groundwater overdraft 46 101 261 408
.. by increasing 0.12 €/m’ water prices 166 94 27 287
... by increasing 0.18 €/m’® water prices 232 136 37 405
... by combined alternative (banning
overdraft, water markets, desalination) 39 49 - 83

Subsidies Needed by the Ebro

Project...

... to cover the gap between costs of
transferred water (0.20 to 1.05 €/m?) 54 187 60 301
land present low water prices

4 Nonpoint pollution control instruments in agriculture

Agricultural nonpoint pollution is a complex issue requiring information on pollution
emissions at the source, transport and fate of pollutants, ambient pollution loads and their
damage costs. Moreover, the physical, economic and social dimensions of the problem
are such that they require multi-disciplinary and multi-scale approaches. In the case of
Spain, nonpoint pollution is addressed at present by the domestic National Hydrological
Plan and National Irrigation Plan, and by the European Union’s Common Agricultural
Policy, Water Framework Directive and Nitrates Directive. The consistency of these
policies to abate pollution is far from evident and difficult to assess.! An example of their
inconsistency is the nonpoint pollution impact of higher water prices advocated by the
Water Directive, which is discussed below.

The results presented here are limited and do not cover the whole range of factors
affecting agricultural nonpoint pollution. The CAP reform of 2003 and further trade
liberalization by the EU will change land use patterns in irrigated agriculture at the
extensive and intensive margins. Both abandonment and a more intensive use of irrigation
are expected, depending basically on the availability of human and capital resources in
agricultural regions: more intensive irrigated agriculture is likely in Mediterranean coastal
areas of Spain, while inland collective irrigation areas are expected to stagnate. Another
limitation relates to the range of pollution instruments considered. This is the case of
wetland creation or recovery, which is an efficient instrument for large nitrogen
abatement reductions [13]. Among the different nonpoint pollution issues, the information
presented here tackles the question of the appropriate base instrument for nitrogen
pollution abatement, which requires information on the underlying biophysical processes.
This is a key question for the design of policy measures, and in particular for the design
of the Program of Measures [11] of the Water Directive.

' Martinez and Albiac (2004) discuss the consistency of these polices [11].
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Table 5. Results of key variables under the baseline scenario by crop.

Production Water use Nitrogen use Nitrogen leaching Quasi-rent

(Tons/ha) (m*/ha) (kg/ha) (kg/ha) (€/ha)
Corn 14.1 6,220 325 140 1,180
Barley 6.0 2,200 180 29 375
Wheat 6.6 3,500 140 32 550
Sunflower 2.9 3,100 70 20 470
Alfalfa 17.3 7,800 70 15 740
Rice 5.6 12,000 170 57 797

The acute scarcity of information in Mediterranean agriculture, on the biophysical
processes involved in pollution and the associated damage costs means that measures
cannot be reliably assessed.

The effects of selected abatement measures have been examined through a dynamic
model, which includes six crops and one representative soil, in the Flumen-Monegros
irrigation district located in the Ebro basin of Spain (Table 5). Ranking the nitrogen
control instruments by their cost efficiency contributes to the information needed in the
policy decision process. The results obtained agree with previous literature, and indicate
that a fertilizer standard is the more efficient second best measure to control nitrogen
pollution (Table 6).

An increase in water prices only slightly reduces nitrogen discharges at very high
costs to farmers and society. A tax on nitrogen fertilization results in more significant
pollution reduction at much lower costs. A standard on nitrogen application curbs
emissions by more than half, with a very moderate impact on quasi-rent and gains in
welfare. The introduction of subsidies linked to the standard could be a good second best
instrument to achieve nitrogen pollution control.

The finding that higher water prices are very inefficient to abate emissions, questions
the reliance of the European Water Framework Directive on water pricing as a pollution
instrument to reach the “good status” target for all waters. The implication is that other
instruments included in the Directive, such as ambient quality standards and emissions
limits, need to be applied in order to curb pollution.

The results contribute with further evidence to the discussion on the choice of the
appropriate instrument base for nitrogen control. Horan and Shortle [9], using the
empirical results by Helfand and House [8] and Larson et al. [10], state that instruments
based on irrigation water are more cost efficient than instruments based on nitrogen
fertilization.



258

Table 6. Results of alternative policy measures in the district.

Welfare | Quasi-rent | Water | Nitrogen | Percolation Nitrogen
(10° €) 10%€) (hm®) (Tons) (hm®) leaching (Tons)
Base Scenario 22.3 24.1 190.7 4,525 66.1 1,459
Water 0.06 €/m°| 212 18.8 86.4 4,367 43.3 1,381
price 0.09 €/m’ 19.6 12.6 109.1 4,039 20.2 1,346
Nitrogen | 0.90 €/kg| 224 22.6 200.6 4,265 45.3 1,222
price 1.20€/kg| 22.7 21.5 186.6 3,976 56.2 990
Nitrogen standard 23.7 23.8 98.1 4,134 14.1 634
Emission tax 23.9 23.8 1854 3,596 434 697

The reason given is that irrigation water is more highly correlated with nitrate
leaching, implying that the appropriate instrument base is not the nutrient responsible for
pollution but rather the input most highly correlated with pollution. This interpretation
appears inaccurate, because the dynamics of nitrogen in the soil are ignored. Neglect of
the dynamic aspects of nonpoint pollution may have serious consequences for the design
of policy measures.

An important question for the choice of the correct pollution control instrument, is
the implementation costs of the instruments. Measures that seem suitable may be
associated with implementation difficulties relating to their political acceptability or
transaction costs, and policy makers should evaluate the trade-off between cost-efficiency
and simplicity of implementation.

5 Conclusions

Mediterranean countries have a large irrigation demand for water resources, which creates
significant water quality problems compounded by water scarcity. The strong policy
debate that has been taken place in Spain to overcome water scarcity and resource
degradation, highlights the difficulties to attain a sustainable water resources
management, because of the conflicting interests of diverse stakeholders: regions,
economic sectors and political and environmental groups.

Two distinct general policy approaches to deal with Mediterranean water quantity
and quality problems, are the traditional approach of expanding water supply and new
emerging water management initiatives. Examples of the traditional approach are
interbasin transfers, seawater desalination, and to some degree subsidies to upgrade
irrigation systems. New emerging initiatives rely on measures such water pricing, revision
of water rights, abstraction limits on surface and subsurface waters, development of
regulated water markets, and water resources reuse and regeneration.

The effects of these measures on water quality is difficult to ascertain. It seems that
expanding water supply may have negative effects on nonpoint agricultural pollution,
because it favors the expansion of high profitable irrigation in Mediterranean coastal
agriculture, that can pay for this additional water supply.

Water pricing does not seem to be a good measure to improve water quality for two
reasons: i) it does not reduce water demand in coastal areas with high profitable crops and
severe pollution problems, and ii) in inland areas with low profit crops, it is not a good
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nonpoint pollution instrument to abate pollution. The implication is that other water
management initiatives are needed to abate pollution, such as ambient quality standards
and pollution emission limits at the source.

Several issues have been examined by presenting empirical evidence from Spain on
alternative policy options and measures. The measures examined cover two cases: the
evaluation of alternatives to solve water scarcity in southeastern Spanish basins, and
ranking agricultural pollution control instruments by their cost efficiency.

The first case is the recent Ebro transfer project and the new AGUA project designed
to substitute for this transfer. Both projects are ver