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‘ Foreword

The Scientific Committee on Problems of the Environment (SCOPE) publishes this
book as the second in a series of rapid assessments of the important biogeochemical
cycles that are essential to life on this planet. SCOPE’s aim is to make sure that experts
meet on a regular basis to discuss and summarize recent advances within disciplines and
evaluate their possible significance in understanding environmental problems and
potential solutions. The SCOPE rapid assessment series attempts to ensure that the
information so generated is published and made available within a year from the date
of the synthesis. These assessments provide timely, definitive syntheses of important
issues for scientists, students, and policy makers.

The present volume is intended to be a successor to SCOPE carbon books of the
1970s and 1980s and to complement recent Intergovernmental Panel on Climate
Change reports on the scientific basis of climate change, the impacts of climate change,
and the potential for mitigation of climate change. This volume’s main concept is that
the carbon cycle, climate, and humans work together as a single system. This type of sys-
tem-level approach focuses the science on a number of issues that are almost certain to
be important in the future. It should provide a timely examination of the practical con-
sequences of this knowledge and facilitate its application in enhancing the sustainabil-
ity of ecosystems affected by humans.

This synthesis volume is a joint project of two bodies sponsored by the International
Council of Science (ICSU): SCOPE and the Global Carbon Project (GCP). SCOPE
is one of twenty-six interdisciplinary bodies established by the ICSU to address cross-
disciplinary issues. In response to emerging environmental concerns, the ICSU estab-
lished SCOPE in 1969 in recognition that many of these concerns required scientific
input spanning several disciplines represented within its membership. Representatives
of forty member countries and twenty-two international, disciplinary-specific unions,
scientific committees, and associates currently participate in the work of SCOPE,
which directs particular attention to developing countries. The mandate of SCOPE is
to assemble, review, and synthesize the information available on environmental changes
attributable to human activity and the effects of these changes on humans; to assess and
evaluate methodologies for measuring environmental parameters; to provide an intel-

xxi



xxii | Foreword

ligence service on current research; and to provide informed advice to agencies engaged
in studies of the environment.

The recently formed Global Carbon Project is a shared partnership between the
International Geosphere-Biosphere Programme (IGBP), the International Human
Dimensions Programme on Global Environmental Change (IHDP), and the World
Climate Research Programme (WCRP). The attention of the scientific community, pol-
icy makers, and the general public increasingly focuses on the rising concentration of
greenhouse gases, especially carbon dioxide (CO,), in the atmosphere and on the car-
bon cycle in general. Initial attempts, through the United Nations Framework Con-
vention on Climate Change and its Kyoto Protocol, are underway to slow the rate of
increase of greenhouse gases in the atmosphere. These societal actions require a scien-
tific understanding of the carbon cycle and are placing increasing demands on the
international science community to establish a common, mutually agreed knowledge
base to support policy debate and action. The Global Carbon Project aims to meet this
challenge by developing a complete picture of the global carbon cycle, including both
its biophysical and human dimensions together with the interactions and feedbacks
between them.

John W. B. Stewart, Editor-in-Chief

SCOPE Secretariat
51 Boulevard de Montmorency, 75016 Paris, France
Executive Director: Véronique Plocq-Fichelet
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The Global Carbon Cycle:

Integrating Humans, Climate,

and the Natural World

Christopher B. Field, Michael R. Raupach,
and Reynaldo Victoria

The Carbon-Climate-Human System

It has been more than a century since Arrhenius (1896) first concluded that continued
emissions of carbon dioxide from the combustion of fossil fuels could lead to a warmer
climate. In the succeeding decades, Arrhenius’s calculations have proved both eerily pre-
scient and woefully incomplete. His fundamental conclusion, linking fossil-fuel com-
bustion, the radiation balance of the Earth system, and global climate, has been solidly
confirmed. Both sophisticated climate models (Cubasch et al. 2001) and studies of past
climates (Joos and Prentice, Chapter 7, this volume) document the link between
atmospheric CO, and global climate. The basic understanding of this link has led to a
massive investment in detailed knowledge, as well as to political action. The 1992
United Nations Framework Convention on Climate Change is a remarkable accom-
plishment, signifying international recognition of the vulnerability of global climate to
human actions (Sanz et al., Chapter 24, this volume).

Since Arrhenius’s early discussion of climate change, scientific understanding of the
topic has advanced on many fronts. The workings of the climate system, while still
uncertain in many respects, are well enough known that general circulation models
accurately reproduce many aspects of past and present climate (McAvaney et al. 2001).
Greenhouse gas (GHG) emissions by humans are known with reasonable accuracy
(Andres et al. 1996), including human contributions to emissions of greenhouse gases
other than CO, (Prinn, Chapter 9, this volume). In addition, a large body of literature
characterizes land and ocean processes that release or sequester greenhouse gases in the
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context of changing climate, atmospheric composition, and human activities. Much of
the pioneering work on land and ocean aspects of the carbon cycle was collected in or
inspired by three volumes edited by Bert Bolin and colleagues and published by
SCOPE (Scientific Committee on Problems of the Environment) in 1979 (Bolin et al.
1979), 1981 (Bolin 1981), and 1989 (Bolin et al. 1989).

The Intergovernmental Panel on Climate Change (IPCC), established by the
United Nations as a vehicle for synthesizing scientific information on climate change,
has released a number of comprehensive assessments, including recent reports on the sci-
entific basis of climate change (Houghton et al. 2001), impacts of climate change
(McCarthy et al. 2001), and potential for mitigating climate change (Metz et al. 2001).
These assessments, which reflect input from more than 1,000 scientists, summarize the
scientific literature with balance and precision. The disciplinary sweep and broad par-
ticipation of the IPCC efforts are great strengths.

This volume is intended as a complement to the IPCC reports and as a successor to
the SCOPE carbon-cycle books of the 1970s and 1980s. It extends the work of the
IPCC in three main ways. First, it provides an update on key scientific discoveries in the
past few years. Second, it takes a comprehensive approach to the carbon cycle, treating
background and interactions with substantial detail. Managed aspects of the carbon
cycle (and aspects subject to potential future management) are discussed within the same
framework as the historical and current carbon cycle on the land, in the oceans, and in
the atmosphere. Third, this volume makes a real effort at synthesis, not only summa-
rizing disciplinary perspectives, but also characterizing key interactions and uncertain-
ties between and at the frontiers of traditional disciplines.

This volume’s centerpiece is the concept that the carbon cycle, climate, and humans
work together as a single system (Figure 1.1). This systems-level approach focuses the sci-
ence on a number of issues that are almost certain to be important in the future and that,
in many cases, have not been studied in detail. Some of these issues concern the driving
forces of climate change and the ways that carbon-climate-human interactions modulate
the sensitivity of climate to greenhouse gas emissions. Others concern opportunities for
and constraints on managing greenhouse gas emissions and the carbon cycle.

The volume is a result of a rapid assessment project (RAP) orchestrated by SCOPE
(htep:/fwww.icsu-scope.org) and the Global Carbon Project (GCD, http://www.global
carbonproject.org). Both are projects of the International Council for Science (ICSU,
htep://www.icsu.org), the umbrella organization for the world’s professional scientific
societies. The GCP has additional sponsorship from the World Meteorological Orga-
nization (http://www.wmo.ch) and the Intergovernmental Oceanographic Commission
(http://ioc.unesco.org/iocweb/). The RAP process assembles a group of leading scien-
tists and challenges them to extend the frontiers of knowledge. The process includes
mutual education through a series of background papers and an intensive effort to
develop cross-disciplinary perspectives in a series of collectively written synthesis
papers. To provide timely synthesis on rapidly changing issues, the timeline is aggres-
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Figure 1.1. (a) Schematic representation of the components of the coupled carbon-
climate-human system and the links among them. Solid lines and (+) indicate positive
feedbacks, feedbacks that tend to release carbon to the atmosphere and amplify climate
change. Dashed lines and (-) indicate negative feedbacks, feedbacks that tend to sequester
carbon and suppress climate change. GHG, in the center box, is greenhouse gases. ARD,
in the lower right of the land box, is afforestation, reforestation, deforestation, the suite
of forestry activities identified as relevant to carbon credits in the Kyoto Protocol. Over
the next century, the oceans will continue to operate as a net carbon sink, but the land

(in the absence of fossil emissions) may be cither a source or sink. (b) Two complementary
perspectives on human drivers of carbon emissions. In the Kaya identity widely used for
economic analysis (left), emissions are seen as a product of four factors: population, per
capita gross world product, the energy intensity of the gross world product, and the
carbon intensity of energy production. From a political science perspective (right), the
drivers emerge from interactions among policy, institutions, social organization, and

knowledge and values.
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sive. All of the authors worked with the editors and the publisher to produce a finished
book within nine months of the synthesis meeting.

The book is organized into seven parts. Part I contains the crosscutting chapters,
which address the current status of the carbon cycle (Sabine et al., Chapter 2), the future
carbon cycle of the oceans and land (Gruber et al., Chapter 3), possible trajectories of car-
bon emissions from human actions (Edmonds et al., Chapter 4), approaches to reducing
emissions or sequestering additional carbon (Caldeira et al., Chapter 5), and the integra-
tion of carbon management in the broader framework of human and Earth-system activ-
ities (Raupach et al., Chapter 6). Part IT surveys the carbon cycle, including historical pat-
terns (Joos and Prentice, Chapter 7), recent spatial and temporal patterns (Heimann et al.,
Chapter 8), greenhouse gases other than CO, (Prinn, Chapter 9), two-way interactions
between the climate and the carbon cycle (Friedlingstein, Chapter 10), and the socioeco-
nomic trends that drive carbon emissions (Nakicenovic, Chapter 11). Parts III through
VII provide background and a summary of recent findings on the carbon cycle of the
oceans (Le Quéré and Metzl, Chapter 12; Greenblatt and Sarmiento, Chapter 13), the
land (Foley and Ramankutty, Chapter 14; Baldocchi and Valentini, Chapter 15; Nabu-
urs, Chapter 16), land-ocean margins (Richey, Chapter 17; Chen, Chapter 18), humans
and the carbon cycle (Romero Lankao, Chapter 19; Lebel, Chapter 20; Tschirley and
Servin, Chapter 21), and purposeful carbon management (Sathaye, Chapter 22;
Edmonds, Chapter 23; Sanz et al., Chapter 24; Manne and Richels, Chapter 25; Bakker,
Chapter 26; Brewer, Chapter 27; Smith, Chapter 28; and Robertson, Chapter 29).

The key messages from this assessment focus on five main themes that cut across all as-
pects of the carbon-climate-human system. The overarching theme of the book is that all
parts of the carbon cycle are interrelated. Understanding will not be complete, and man-
agement will not be successful, without a framework that considers the full set of feedbacks,
a set that almost always transcends both human actions and unmanaged systems. This sys-
tems perspective presents many challenges, because the interactions among very different
components of the carbon cycle tend to be poorly recognized and understood. Still, the
field must address these challenges. To do that, we must start with four specific themes that
link the ideas discussed throughout the book. These four themes are (1) inertia and the
consequence of entrained processes in the carbon, climate, and human systems, (2) unac-
counted-for vulnerabilities, especially the prospects for large releases of carbon in a warm-
ing climate, (3) gaps between reasonable expectations for future approaches to managing
carbon and the requirements for stabilizing atmospheric CO,, and (4) the need for a com-
mon framework for assessing natural and managed aspects of the carbon cycle. Each of
these themes is previewed here and discussed extensively in the following chapters.

Inertia

Many aspects of the carbon-climate-human system change slowly, with a strong ten-
dency to remain on established trajectories. As a consequence, serious problems may be
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Figure 1.2. Effects of inertia in the coupled carbon-climate-human system. If there are
delays associated with (1) assembling the evidence that climate has moved outside an
acceptable envelope, (2) negotiating agreements on strategy and participation, and (3)
developing new technologies to accomplish the strategies, then there will be additional
delays associated with internal dynamics of the land and ocean system. As a consequence,
the actual climate change may be far greater than that originally identified as acceptable.

effectively entrained before they are generally recognized (Figure 1.2). Effective man-
agement may depend on early and consistent action, including actions with financial
costs. The political will to support these costs will require the strongest possible evidence
on the nature of the problems and the efficiency of the solutions.

The carbon-climate-human system includes processes that operate on a wide range
of timescales, including many that extend over decades to centuries. The slow compo-
nents have added tremendously to the challenge of quantifying human impacts on ocean
carbon (Sabine et al., Chapter 2) and ocean heat content (Levitus et al. 2000). They also
prevent the ocean from quickly absorbing large amounts of anthropogenic carbon
(Sabine et al., Chapter 2) and underlie the very long lifetime of atmospheric CO,.

Several new results highlight the critical role of inertia for the carbon cycle on land.
It is increasingly clear that a substantial fraction of the current terrestrial sink, perhaps
the majority, is a consequence of ecosystem recovery following past disturbances.
Across much of the temperate Northern Hemisphere, changes in forestry practices,
agriculture, and fire management have allowed forests to increase in biomass or area
(Nabuurs, Chapter 16). Evidence that much of the recent sink on land is a result of
land management has important implications for the future trajectory of the carbon
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cycle. Beginning with Bacastow and Keeling (1973), most estimates of future carbon
sinks have assumed that recent sinks were a consequence of CO, fertilization of plant
growth and that past responses could be projected into the future with a CO,-sensi-
tivity coefficient or beta factor (Friedlingstein et al. 1995). To the extent that recent
sinks are caused by management rather than CO, fertilization, past estimates of future
sinks from CO, fertilization are likely to be too optimistic (Gruber et al., Chapter 3).
Eventual saturation in sinks from management (Schimel et al. 2001) gives them a very
different trajectory from that of sinks from CO, fertilization, especially those calcu-
lated by models without nutrient limitation (Prentice 2001).

In the human system, inertia plays a number of critical roles. The dynamics of
development tend to concentrate future growth in carbon emissions in countries with
developing economies (Romero Lankao, Chapter 19). This historical inertia, com-
bined with potentially limited resources for carbon-efficient energy systems (Sathaye,
Chapter 22), creates pressure for massive future emissions growth. Slowly changing
institutions and incentive mechanisms in all countries (Lebel, Chapter 20) tend to
entrain emissions trajectories further.

Inertia is profoundly important in the energy system, especially in the slow pace for
introducing new technologies. The slow pace reflects not only the long time horizon for
research and development, but also the long period required to retire existing capital
stocks (Caldeira et al., Chapter 5). The long time horizon for bringing technologies to
maturity and retiring capital stocks is only part of the timeline for the non-emitting
energy system of the future, which also depends on the development of fundamentally
new technologies (Hoffert et al. 2002). The search for fundamentally new energy
sources cannot, however, constitute the entire strategy for action, because the entrained
damage may be unacceptably large before new technologies are ready (Figure 1.2). A
diverse portfolio of energy efficiency, new technologies, and carbon sequestration offers
the strongest prospects for stabilizing atmospheric CO, (Caldeira et al., Chapter 5).

Vulnerability

A fundamental goal of the science of the carbon-climate-human system is to understand
and eventually reduce the Earth’s vulnerability to dangerous changes in climate. This
agenda requires that we understand the mechanisms that drive climate change, develop
strategies for minimizing the magnitude of the climate change that does occur, and cre-
ate approaches for coping with the climate change that cannot be avoided. Successful
pursuit of this agenda is simpler when the carbon-climate-human system generates neg-
ative feedbacks (that tend to suppress further climate change), and it is more compli-
cated when the system generates positive feedbacks (Figure 1.1). Positive feedbacks are
especially challenging if they occur suddenly, as threshold phenomena, or if they
involve coupled responses of the atmosphere, land, oceans, and human activities.

We are entering an era when we need not—and in fact must not—view the ques-
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tion of vulnerability from any single perspective. The carbon-climate-human system
generates climate change as an integrated system. Attempts to understand the integrated
system must take an integrated perspective. Mechanistic process models, the principal
tools for exploring the behavior of climate and the carbon cycle on land and in the
oceans, are increasingly competent to address questions about interactions among
major components of the system (Gruber et al., Chapter 3). Still, many of the key inter-
actions are only beginning to appear in models or are not yet represented. For these
interactions, we need a combination of dedicated research and other tools for taking
advantage of the available knowledge. In assessing the vulnerability of the carbon cycle
to the possibility of large releases in the future, we combine results from mechanistic
simulations with a broad range of other kinds of information.

Several new lines of information suggest that past assessments have underestimated
the vulnerability of key aspects of the carbon-climate-human system. Several of these con-
cern climate-carbon feedbacks. Simulations with coupled climate-carbon models
demonstrate a previously undocumented positive feedback between warming and the ter-
restrial carbon cycle, in which CO, releases that are stimulated by warming accelerate
warming and further CO, releases (Friedlingstein, Chapter 10, this volume). The exper-
iments to date are too limited to support an accurate quantification of this positive feed-
back, but the range of results highlights the importance of further research. The behav-
ior of two models of comparable sophistication is so different that, with similar forcing,
they differ in atmospheric CO, in 2100 by more than 200 parts per million (ppm).

The models that simulate the future carbon balance of land are still incomplete. At
least three mechanisms either not yet represented or represented in the models in a
rudimentary way have the potential to amplify positive feedbacks to climate warming
(Gruber et al., Chapter 3). The first of these is the respiration of carbon currently locked
in permanently frozen soils. General Circulation Model (GCM) simulations indicate
that much of the permafrost in the Northern Hemisphere may disappear over the next
century. Because these soils contain large quantities of carbon (Michaelson et al. 1996),
and because much of this carbon is relatively labile once thawed, potential releases over
a century could be in the range of 100 PgC (Gruber et al., Chapter 3). Wetland soils
are similar, containing vast quantities of carbon, which is subject to rapid decomposi-
tion when dry and aerated. Drying can allow wildfires, such as those that released an
estimated additional 0.8 to 3.7 PgC from tropical fires during the 1997-1998 El Nifio
(Langenfelds et al. 2002). Drying wetland soils might result in a decrease in methane
emissions, along with an increase in CO, emissions, requiring a careful analysis of
overall greenhouse forcing (Manne and Richels, Chapter 25). A third aspect of the ter-
restrial biosphere with the potential for massive carbon releases in the future is large-scale
wildfire, especially in tropical and boreal forest ecosystems (Gruber et al., Chapter 3).
Climate changes in both kinds of ecosystems could push large areas past a threshold
where they are dry enough to support large wildfires (Nepstad et al. 2001), and a fun-
damental change in the fire regime could effectively eliminate large areas of forest. None
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of these three mechanisms is thoroughly addressed in current ecosystem or carbon-cycle
models. As a consequence, it is not yet feasible to estimate either the probability of the
changes or the likely carbon emissions. Still, ignoring the potential for these large
releases is not responsible, and the vulnerability of the climate system to them should
be explored.

Vulnerability of ecosystems used for carbon management highlights other aspects of
the need for an integrated perspective on the carbon-climate-human system. Ocean fer-
tilization and deep disposal both create altered conditions for ocean ecosystems
(Bakker, Chapter 26; Brewer, Chapter 27). To date, the consequences of these alterations
are poorly known. Ecosystem alteration is also an issue for terrestrial sequestration
through afforestation. Especially where afforestation involves plantations of a single tree
species or non-native species, it is important to assess how any extra vulnerability to loss
of ecosystem services alters the overall balance of costs and benefits (Raupach et al.,

Chapter 06).

The Energy Gap

Humans interact with nearly every aspect of the carbon cycle. In the past, trajectories
of emissions and land use change unfolded with little or no reference to their impacts
on climate. Now much of the world is ready to make carbon management a priority.
The United Nations Framework Convention on Climate Change and its Kyoto Proto-
col establish initial steps toward stabilizing the climate (Sanz et al., Chapter 24, this vol-
ume). In the future, however, much more will need to be done, especially if CO, con-
centrations are to be stabilized at a concentration of 750 ppm or lower. The basic
problem is that world energy demand continues to grow rapidly. With a business-as-
usual strategy, global carbon emissions could exceed 20 PgC per year (y'!) (about three
times current levels) by 2050 (Nakicenovic, Chapter 11).

Many technologies present options for decreasing emissions or sequestering carbon.
Unfortunately, no single technology appears to have the potential to solve the energy
problem comprehensively within the next few decades (Caldeira et al., Chapter 5, this
volume). Indeed, meeting world energy demands without carbon emissions may
require fundamental breakthroughs in energy technology (Hoffert et al. 2002). Even
with future breakthroughs, the best options for managing the future energy system are
very likely to involve a portfolio of approaches, including strategies for extracting extra
energy from carbon-based fuels, technologies for generating energy without carbon
emissions, and approaches to increasing sequestration on the land and in the oceans
(Caldeira et al., Chapter 5).

Increases in energy efficiency (measured as energy per unit of carbon emissions) typ-
ically accompany economic development, and it is reasonable to assume that efficiency
increases will continue in the future (Sathaye, Chapter 22). Even with aggressive
assumptions about increases in efficiency, reasonable scenarios for the future may result
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Figure 1.3. The energy gap, showing the growing difference between the emissions pro-
jected in a widely used scenario (IS92a) and the emissions required to stabilize atmos-
pheric CO, at 550 ppm (with the WRE 550 scenario [Edmonds et al., Chapter 4, this
volume]). This energy gap is the target for climate policy. Also shown is the emissions
trajectory for 1S92a in the absence of endogenous technology improvements. The very
large improvements can be expected based on past experience, but they may involve many
of the options that are also candidates for closing the energy gap between the emissions
scenario (1S92a) and the stabilization scenario (550 ppm constraint). Redrawn from
Edmonds et al., Chapter 4.

in CO, levels well above widely discussed stabilization targets (i.e., 450, 550, and 750
ppm CO,). This is the case for many of the scenarios explored in the IPCC Special
Report on Emission Scenarios (Nakicenovic, Chapter 11), leading to a gap between
emissions consistent with reasonable advances in energy technology and those required
to reach a particular stabilization target. This gap needs to be filled through active poli-
cies and could include incentives for new technologies, sequestration, or decreased
energy consumption (Edmonds et al., Chapter 4).

The juxtaposition of the portfolio of future options for energy and carbon manage-
ment with the gap between many economic scenarios and CO, stabilization creates a
problem. A priori, it is not possible to identify a set of options available for filling the
energy gap because most or even all of the available options may have already been used
in the increased energy efficiency that occurs as a natural part of technological advance
(Figure 1.3). Because there is no way to predict the mechanisms that will appear
endogenously, there is no simple way to identify an additional set that should be the tar-
gets for policy intervention. From a carbon management perspective, the efficiency
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increases that occur spontaneously make some aspects of the carbon problem simpler,
and they make some aspects more difficult to solve. On the one hand, if economic pres-
sures consistently lead to efficiency increases, additional policy tools may not be neces-
sary, at least for some of the efficiency increases. On the other hand, if the efficiency
increases in the economic scenarios consume most of the options for carbon manage-
ment, the costs of developing options for closing the gap may be very high (Edmonds
et al., Chapter 4) or they may entail unacceptable trade-offs with other sectors (Raupach
et al., Chapter 6).

Toward a Common Framework

Some of the greatest challenges in managing the carbon-climate-human system for a sus-
tainable future involve establishing appropriate criteria for comparing options. Ulti-
mately, we need a framework where any option can be explored in terms of its impli-
cations for the climate system, its implications for energy, and its other impacts on
ecosystems and humans (Raupach et al., Chapter 6). Many of the challenges involve
processes that operate on different timescales. The sensitivity to time frame of the rel-
ative value of mitigating CO, and CH, emissions illustrates the problem. On a
timescale of a few years, decreasing CH, emissions has a large impact on climate, but
this impact decreases over decades as a consequence of the relatively short atmospheric
life of CH, (Manne and Richels, Chapter 25). Carbon management through refor-
estation and afforestation potentially yields benefits over many decades, but these ben-
efits disappear or reverse when forests stop growing, are harvested, or are disturbed. A
decision about using a plot for a forest plantation versus a photovoltaic array needs to
be based on a common framework for assessing the options, a framework that includes
not only time frames, but also ancillary costs and benefits (Edmonds, Chapter 23).

All of the decisions that underlie the transition to a sustainable energy future require
placing the decision in a larger context (Raupach et al., Chapter 6). Institutions, cul-
ture, economic resources, and perspectives on intergenerational equity all shape oppor-
tunities for and constraints on managing the carbon cycle.

Meeting Future Challenges

Each of the themes that emerged from the RAP on the carbon cycle tends to make the
climate problem more difficult to solve. The role of land management in current sinks
suggests that future sinks from CO, fertilization will be smaller than past estimates. Iner-
tia in the human system extends the timeline for developing and implementing solu-
tions. Land ecosystems appear to be vulnerable to large releases of carbon, including
releases from several mechanisms that have been absent from or incomplete in the
models used for past assessments. Strategies for increased energy efficiency, carbon
sequestration, and carbon-free energy are abundant, but no single technology is likely
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to solve the climate problem completely in the next few decades. A portfolio approach
is the best option, but many of the elements of the portfolio are implicitly present in
economic scenarios that fail to meet stabilization targets. Finally, each of the strategies
for increased energy efficiency, carbon sequestration, or carbon-free energy involves a
series of ancillary costs and benefits. In the broad context of societal issues, the ancil-
lary effects may dominate the discussion of implementation.

How should an appreciation of the new dimensions of the climate problem change
strategies for finding and implementing solutions? The most obvious conclusion is
that the problem of climate change warrants more attention and higher priority. It also
warrants a broader discussion of strategies, a discussion that should move beyond land,
atmosphere, oceans, technology, and economics to include serious consideration of
equity, consumption, and population.
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In a global, long-term perspective, the record of atmospheric CO, content documents
the magnitude and speed of climate-driven variations, such as the glacial-interglacial
cycles (which drove CO, variations of ~100 parts per million [ppm] over 420,000
years). These observations also, however, document a remarkable stability, with varia-
tions in atmospheric CO, of <20 ppm during at least the last 11,000 years before the
Industrial Era (Joos and Prentice, Chapter 7, this volume). In this longer-term context,
the anthropogenic increase of ~100 ppm during the past 200 years is a dramatic alter-
ation of the global carbon cycle. This atmospheric increase is also a graphic documen-
tation of profound changes in human activity. The atmospheric record documents the
Earth system’s response to fossil-fuel releases that increased by more than 1,200 percent
between 1900 and 1999 (Nakicenovic, Chapter 11, this volume).

To understand and predict future changes in the global carbon cycle, we must first
understand how the system is operating today. In many cases the current fluxes of carbon
are a direct result of past processes affecting these fluxes (Nabuurs, Chapter 16, this vol-
ume). Thus, it is important to understand the current carbon cycle in the context of how
the system has evolved over time. The Third Assessment Report (TAR) of the Intergov-
ernmental Panel on Climate Change (IPCC) recently compiled a global carbon budget
(Prentice et al. 2001). While that budget reflected the state of the art at that time, this
chapter presents a revised budget based on new information from model studies and
oceanographic observations. The IPCC-TAR budget focused on the overall carbon bal-

17
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ance between the major active reservoirs of land, atmosphere, and ocean. In this chapter
we present a somewhat more comprehensive representation of the connections between
the reservoirs, together with our current understanding of the biogeochemical processes
and human driving forces controlling these exchanges. We also introduce the key
processes involved in controlling atmospheric concentrations of CO, and relevant non-
CO, gases (e.g., CH,, N,O) that may be susceptible to changes in the future, either
through deliberate management or as direct and indirect consequences of global change.

The Global Carbon Budget

Opver the past 200 years humans have introduced ~ 400 petagrams of carbon (PgC) to the
atmosphere through deforestation and the burning of fossil fuels. Part of this carbon was
absorbed by the oceans and terrestrial biosphere. Table 2.1, section 1, shows the global
budget recently compiled by the IPCC Third Assessment Report (Prentice et al. 2001).
The global carbon budget quantifies the relative importance of these two reservoirs today,
and the budget uncertainty reflects our understanding of the exchanges between these
reservoirs. The IPCC assessment partitions the uptake into net terrestrial and oceanic com-
ponents based primarily on observations of the concurrent global trends of atmospheric
CO, and oxygen. Since the compilation of the IPCC report, new evidence from model
studies and oceanographic observations shows that this budget should be slightly revised
to account for a previously ignored oceanic oxygen flux. This flux is the result of enhanced
oceanic mixing, as inferred from observed changes in oceanic heat content (Le Quéré et
al. 2003). The revised values are presented in section 2 of Table 2.1.

Section 3 of Table 2.1 shows the breakdown of the net land-atmosphere flux
through the 1990s into emissions from changes in land use and a residual terrestrial sink,
based on the updated land use change emissions of Houghton (2003). This breakdown
has recently been challenged based on new estimates of land use change determined
from remote sensing data (Table 2.1, sections 4 and 5). These new estimates lie at the
lower end of the range of estimates based on data reported by individual countries
(Houghton 2003). If correct, they imply a residual terrestrial sink in the 1990s that is
about 40 percent smaller than previous estimates.

This budget, of course, does not attempt to represent the richness of the global car-
bon cycle. The land-atmosphere-ocean system is connected by a multitude of exchange
fluxes. The dynamical behavior of this system is determined by the relative sizes of the
different reservoirs and fluxes, together with the biogeochemical processes and human
driving forces controlling these exchanges. Colorplate 1 shows the globally aggregated
layout of the carbon cycle, together with the pools and exchange fluxes that are relevant
on timescales of up to a few millennia. Panel # in Colorplate 1 presents a basic picture
of the global carbon cycle, including the preindustrial (thin) and anthropogenic (bold)
ocean-atmosphere and land-atmosphere exchange fluxes. The anthropogenic fluxes are
average values for the 1980s and 1990s. Panel z also shows components of the long-term
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Table 2.1. The global carbon budget (PgC y!)

1980s 1990s
1. Prentice et al. 2001
Atmospheric increase +3.3+0.1 +3.2+0.1
Emissions (fossil fuel, cement) +5.4+0.3 +6.3 0.4
Ocean-atmosphere flux -1.9+0.6 -1.7+0.5
Net land-atmosphere flux -02+0.7 -1.4+0.7
Land use change +1.7 (+0.6 to +2.5) -
Residual terrestrial sink —1.9 (-3.8 to +0.3) -
2. Le Quéré et al. 2003
Ocean corrected -1.8+0.8 -1.9+0.7
Net land-atmosphere flux -03+0.9 -1.2+0.8

3. Houghton 2003
Land use change
Residual terrestrial sink

4. DeFries et al. 2002
Land use change
Residual terrestrial sink

5. Achard et al. 2002
Land use change
Residual terrestrial sink

+2.0 (+0.9 to +2.8)
—2.3 (-4.0 to —0.3)

+0.6 (+0.3 to +0.8)
-0.9(-3.0t0 0)

+2.2 (+1.4 to0 +3.0)
-3.4(-5.0t0 —1.8)

+0.9 (+0.5 to +1.4)
—2.1(-3.4t0-0.9)

+1.0 £ 0.2
222(-3210-1.2)

Note: Positive values represent atmospheric increase (or ocean/land sources); negative numbers repre-
sent atmospheric decrease (sinks). Residual terrestrial sink determined by difference (net land/atmos-
phere flux minus land use change).

geological cycle and the composite estimates of CO, emissions from geological reser-
voirs (i.e., fossil fuels and the production of lime for cement). Panels & and ¢ provide
more detailed pictures of the ocean and terrestrial fluxes, respectively. Individual com-
ponent pools and fluxes, including key climatic and anthropogenic drivers, are discussed
later in this chapter and in subsequent chapters.

Although Colorplate 1 focuses primarily on fluxes directly related to CO,, a number
of non-CQO, trace gases also play significant roles in the global carbon cycle (e.g., CO,
CH,, non-methane hydrocarbons) and/or climate forcing (e.g., CH,, N,O, chloro-
fluorocarbons). The global cycles of these trace gases, which share many of the processes
driving the CO, cycle, are briefly discussed later in this chaprer.

Reservoir Connections

The background chapters in this volume discuss the various carbon reservoirs and the
processes relevant to controlling atmospheric CO, and related trace gas concentra-
tions. To appreciate the Earth’s carbon cycle and its evolution, it is necessary to exam-
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ine the connections among the various carbon pools. This analysis must be done within
a framework that provides an integrated perspective across both disciplinary and geo-
graphic boundaries, with particular emphasis on the carbon cycle as an integral part of
the human-environment system.

Fossil Fuel—Atmosphere Connections

The world energy system delivered approximately 380 exajoules (EJ [10'® J]) of primary
energy in 2002 (BP 2003). Of this, 81 percent was derived from fossil fuels, with the
remainder derived from nuclear, hydroelectric, biomass, wind, solar, and geothermal
energy sources (Figure 2.1). The fossil-fuel component released 5.2 PgC in 1980 and
6.3 PgC in 2002 (CDIAC 2003). Cement production is the other major industrial
source of carbon, and its release increased to 0.22 PgC in 1999. The combined release
of 5.9 PgC shown in Colorplate 1a represents an average emission for the 1980s and
1990s. Underground coal fires, which are poorly known and only partly industrial, may
be an additional as yet unaccounted for source of carbon to the atmosphere as large as
cement manufacturing (Zhang et al. 1998). In terms of energy released, the current mix
of fossil fuels is approximately 44 percent oil, 28 percent coal, and 27 percent natural
gas (Figure 2.1). At current rates of consumption, conventional reserves of coal, oil, and
gas (those that can be economically produced with current technology; see Colorplate
1c) are sufficient to last 216, 40, and 62 years, respectively (BP 2003). If estimates of
undiscovered oil and gas fields are included with the conventional reserves, oil and gas
lifetimes increase to 101 and 142 years, respectively (Ahlbrandt et al. 2000).

Conventional reserves represent only a fraction of the total fossil carbon in the
Earth’s crust. A much larger quantity of fossil reserves is in tar and heavy oil. These
reserves cannot be economically produced with existing technology but are likely to
become accessible in the future. The best estimates for total fossil resources that might
ultimately be recovered are in the range of 6,000 Pg (Nakicenovic, Chapter 11, this vol-
ume), or about five times the conventional reserves. In addition, vast quantities of
methane, exceeding all known fossil-fuel reserves, exist in the form of methane hydrates
under continental shelf sediments around the world, in the Arctic permafrost, and in
various marginal seas. With current technology, however, these reserves do not appear
viable as a future energy source.

Although not included in Table 2.1 or Colorplate 1, combustion of fossil fuels also
releases a number of non-CO, carbon gases. In particular, carbon monoxide (CO) can
be used as an effective tracer of fossil-fuel combustion in atmospheric gas measurements.
The relative impact of these gases is discussed in a later section.

Land-Atmosphere Connections

The exchange of carbon between the terrestrial biosphere and the atmosphere is a key
driver of the current carbon cycle. Global net primary production (NPP) by land plants
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Figure 2.1. The distribution of sources for the world energy system in 2000. The values
for all sources except biomass are from BP (2003). The value for biomass is from the U.S.
Department of Energy (http://www.eere.energy.gov).

is about 57 PgC per year (y!) (Colorplate 1). Of this, about 4 PgC y! is in crops.
Humans co-opt a much larger fraction of terrestrial NPP, probably about 40 percent,
where co-opting is defined as consuming, removing some products from, or altering nat-
ural states of the terrestrial biosphere through ecosystem changes (Vitousek et al. 1986).
Total NPP is approximately 40 percent of gross primary production (GPP), with the
remainder returned to the atmosphere through plant respiration. For many purposes,
NPP is the most useful summary of terrestrial plant activity. NPP can be assessed with
inventories and harvest techniques, and it represents the organic matter passed to other
trophic levels (Lindemann 1942). For other purposes, including isotope studies and scal-
ing from eddy flux, GPP is a more useful index.

Most of the annual flux in NPP is returned to the atmosphere through the respira-
tion of heterotrophs, including microorganisms, saprophytes, and animals. A smaller
fraction, 510 percent, is released to the atmosphere through combustion (Colorplate
1). Approximately 5 percent of NPP leaves land ecosystems in organic form, as CH, or
volatile organic carbon (Prinn, Chapter 9, this volume). In recent decades the land was
close to carbon neutral (in the 1980s) or was a net sink (in the 1990s) for atmospheric
CO, (Table 2.1). This net flux represents a balance between substantial emissions from
biomass clearing or fires and enhanced uptake as a physiological response to rising CO,
or the regrowth of previously cleared areas.

Land plants contain slightly less carbon than the atmosphere; soils contain substan-
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tially more (Colorplate 1). The estimates for soil carbon in Colorplate 1 are higher than
shown in previous budgets for two reasons. First, previous budgets estimated soil car-
bon to a depth of 1 meter (m). Jobaggy and Jackson (2000) extended these to 3 m,
adding about 55 percent to the known stock. Second, previous budgets ignored carbon
in wetland and permanently frozen soils. The exact magnitudes of these stocks are very
uncertain. The potential for substantial carbon losses from these stocks in coming
decades, however, is a strong incentive for careful quantification and further analysis.

Tropical forests contain the largest carbon pool of terrestrial biota (see Table 2.2) and
also the largest NPP (Saugier et al. 2001). Averaged over several years, tropical forests
traditionally have been believed to be close to carbon neutral, with uptake from NPP
balanced by releases from decomposition and fire. The difference between NPP and the
sum of all of the processes that release carbon from the land is net ecosystem produc-
tion (NEP). Recent studies based on in situ flux measurements and forest inventory
techniques indicate net carbon uptake or positive NEP of 100—700 gC per square meter
(m) y'!, corresponding to ~1 PgC y! across the tropical evergreen forest biome. The
duration and spatial scale of these studies is not yet extensive enough for solid extrap-
olation. Still, the estimated uptake is in the proper range to compensate for emissions
from tropical land use (Achard et al. 2002; DeFries et al. 2002; Foley and Ramankuctty,
Chapter 14, this volume). The tropical NEP estimates, however, are also in the range
of recent estimates of CO, releases from tropical rivers, caused mainly by the decom-
position of material transported from the land (Richey, Chapter 17, this volume). A full
carbon accounting has yet to be accomplished, but these individual flux estimates need
to be reconciled with top-down estimates from atmospheric inverse modeling studies,
which show that the overall net carbon balance of the tropical land areas (30°S—30°N)
must be close to zero, albeit with large uncertainty ranges (Gurney et al. 2002;
Heimann et al., Chapter 8, this volume).

Temperate forests cover about 60 percent of the area of tropical forests and contain
the second largest pool of plant carbon. Together, tropical and boreal forests account for
approximately 75 percent of the world’s plant carbon and for 40 percent of the non-
wetland, nonfrozen soil carbon (Table 2.2).

Carbon emissions from land use and land management have increased dramatically
over the past two centuries because of the expansion of cropland and pasture, infra-
structure extension, and other effects driven by market growth, pro-deforestation poli-
cies, and demographic pressures (Geist and Lambin 2001). Before about 1950, carbon
emissions from land use change were mainly from temperate regions. In recent decades,
however, carbon releases from land use change have been concentrated in the tropics
(Achard et al. 2002; DeFries et al. 2002; Houghton 2003). Cumulative emissions from
land use, estimated at approximately 185 PgC, entail substantial fluxes from every
continent except Antarctica (DeFries et al. 1999). Before about 1970, cumulative emis-
sions from land use and land management were larger than cumulative emissions from
fossil-fuel combustion.
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Table 2.2. Plant carbon, soil carbon, and net primary production in the
world’s major biomes

Area NPP Plant C Soil C
Ecosystem (10° km?) (PgCy™) (P¢C) (Pg C)
Tropical forests 17.5 20.1 340 692
Temperate forests 10.4 7.4 139 262
Boreal forests 13.7 2.4 57 150
Arctic tundra 5.6 0.5 2 144
Mediterranean shrublands 2.8 1.3 17 124
Crops 13.5 3.8 4 248
Tropical savannas and grasslands 27.6 13.7 79 345
Temperate grasslands 15 5.1 6 172
Deserts 27.7 3.2 10 208
Subtotal 149.3 57.5 652 2,344
Wetlands 450
Frozen soils 25.5 400
Total 174.8 57.5 652 3,194

Note: Plant carbon is from Saugier et al. (2001). NPP is from Saugier et al. (2001), scaled to give the
terrestrial total as the satellite study of Behrenfeld et al. (2001). Soil carbon is from Jobbagy and
Jackson (2000), to a depth of 3 m. Wetland soil carbon is from (Gorham 1991). Carbon in frozen
(nonwetland) soils is from (Zimov et al. 1997).

As with fossil-fuel combustion, carbon is lost from terrestrial vegetation in a variety
of non-CO, gases, including biogenic volatile organic compounds (VOCs). Globally
VOC emissions are 0.2—1.4 PgC y™! (Prinn, Chapter 9, this volume). For grassland and
cultivated land, large emissions of other greenhouse gases such as N,O and CH 4 can also
occur. These emissions are strongly affected by land management and land use change
(Smith, Chapter 28, and Robertson, Chapter 29, both this volume).

Ocean-Atmosphere Connections

The oceans contain about fifty times more CO, than the atmosphere and ten times
more than the latest estimates of the plant and soil carbon stores (Colorplate 1). CO,
moves between the atmosphere and the ocean by molecular diffusion, when there is a
difference between the CO, gas pressure (pCO,) in the oceans and the atmosphere. For
example, when the atmospheric pCO, is higher than the surface ocean pCO,, CO, dif-
fuses across the air-sea boundary into the seawater. Based on about 940,000 measure-
ments of surface water pCO, obtained since the 1960s, the climatological, monthly dis-
tribution of pCO, in the global surface waters has been calculated with a spatial

resolution of 4° X 5° (Takahashi et al. 2002). Although the published value for the net
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air-sea flux indicates a net ocean uptake of 2.1 PgC for the reference year 1995, this esti-
mate was based on inappropriate wind speed estimates (T. Takahashi, personal com-
munication). The winds used for these estimates correspond to approximately 40 m
above mean sea level, but the gas exchange coefficient formulas are typically related to
winds at 10 m above sea level. The near-surface gradient in wind speed is such that the
10 m winds are about 1 m per second (s!) slower than the 40 m winds. Thus, Taka-
hashi’s corrected net global ocean uptake is 1.5 (=19 percent to +22 percent) PgC for
the reference year 1995 (Colorplate 2). The asymmetrical error estimates reflect the
paucity of data on the spatial and temporal variability in sea surface pCO, concentra-
tions, plus limitations in the non-linear wind speed parameterizations for the gas
exchange coefficient. Ocean models and observations suggest that the interannual vari-
ability in the global ocean CO, flux is around 0.5 PgC y™! (Greenblatt and Sarmiento,
Chapter 13, this volume).

The gross exchanges of CO, across the air-sea interface, as shown in Colorplate 1,
are much larger than the net flux. The global budget presented in this figure shows the
preindustrial oceans as a net source of ~0.6 PgC y! to the atmosphere, partially offset-
ting the addition of carbon to the oceans from rivers. The total net modern flux of Taka-
hashi et al. (2002), after the wind speed correction discussed previously (ocean uptake
= 1.5 PgC y!), is consistent with the modern balance implied by Colorplate 1 (21.9 —
20 + 70 — 70.6 = 1.3 PgC y!), despite the fact that the coastal zones are not well rep-
resented in the Takahashi et al. analysis. The coastal zone fluxes represent the largest
unknown in the CO, balance of the oceans and are a topic of active research (Chen,
Chapter 18, this volume).

During the past decade, significant advances have been made in separating the
anthropogenic component from the large background of ocean dissolved inorganic
carbon (DIC). Data-based approaches estimate a global inventory of anthropogenic
CQO, in the oceans to be ~112 + 17 PgC for a nominal year, 1994 (Colorplate 3) (Lee
etal. 2003). Inventories are generally high in the mid-latitudes and lowest in the high-
latitude Southern Ocean and near the Equator.

The high-inventory regions are convergence zones, where waters with relatively high
anthropogenic concentrations are moving into the ocean’s interior. Roughly 25 percent
of the total inventory of anthropogenic carbon is in the North Atlantic, one of the main
regions of deepwater formation. The low-inventory waters are generally regions of
upwelling, where waters with low anthropogenic concentrations are brought near the
surface. The high-latitude Southern Ocean generally has very low anthropogenic CO,
inventories and very shallow penetration. The Southern Hemisphere mode and inter-
mediate waters at around 40—-50°S, on the other hand, contain some of the largest
inventories of anthropogenic CO,. More than 56 percent of the total anthropogenic
CQO, inventory is stored in the Southern Hemisphere.

Opver the long term (millennial timescales), the ocean has the potental to take up
approximately 85 percent of the anthropogenic CO, that is released to the atmosphere.
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The reason for the long time constant is the relatively slow ventilation of the deep ocean.
Most of the deep and intermediate waters have yet to be exposed to anthropogenic CO,.
As long as atmospheric CO, concentrations continue to rise, the oceans will continue to
take up COZ.This reaction, however, is reversible. If atmospheric CO, were to decrease
in the future, the recently ventilated waters would start releasing part of the accumulated
anthropogenic CO, back to the atmosphere, until a new equilibrium is reached.

Land-River-Ocean Connections

Carbon is transported from the land to the oceans via rivers and groundwater. The trans-
fer of organic matter from the land to the oceans via fluvial systems is a key link in the
global carbon cycle. Rivers also provide a key link in the geological-scale carbon cycle
by moving weathering products to the ocean (Colorplate 1). The conventional per-
spective is that rivers are simply a conduit for transporting carbon to the ocean. Reeval-
uation of this model suggests that the overall transfer of terrestrial organic matter
through fluvial systems may be more complex (Richey, Chapter 17, this volume). A
robust evaluation of the role of rivers, however, is complicated by both the diverse
dynamics and multiple time constants involved and by the fact that data are scarce, par-
ticularly in many of the most affected systems.

Humans have had a significant impact on the concentrations of carbon and nutri-
ents in river systems. Intensifying agriculture has led to extensive erosion, mobilizing
perhaps 10-100 times more sediment, and its associated organic carbon, than undis-
turbed systems. Sewage, fertilizers, and organic waste from domestic animals also con-
tribute to the carbon and nutrient loads of rivers. Not all of these materials make it to
the ocean. Much can be deposited near and along river channels. The retention of par-
ticulate material in aquatic systems has increased since preindustrial times because of the
proliferation of dams (primarily in the 30—50°N regions), which has increased the aver-
age residence time of waters in rivers. If the carbon mobilized via erosion were subse-
quently replaced by newly fixed carbon in agriculture, then a sink on the order of 0.5—
1.0 PgC y'! would be created. But organic carbon does not move passively through river
systems; even very old and presumably recalcitrant soil carbon may be at least partially
remineralized in aquatic systems. Remineralization of organic carbon during transport
leads to elevated levels of dissolved CO, in rivers, lakes, and estuaries worldwide. These
high concentrations subsequently lead to outgassing to the atmosphere on the order of
~1 PgC y!, with the majority in the humid tropics (Richey, Chapter 17, this volume).

Despite the increased particulate retention in rivers, a significant amount of carbon
escapes to the ocean. DIC, particulate inorganic carbon (PIC), dissolved organic carbon
(DOC), and particulate organic carbon (POC) exported from rivers to the coastal ocean
are 0.4, 0.2, 0.3, and 0.2 PgC y!, respectively (Chen, Chapter 18, this volume). These
fluxes include a pronounced, but difficult to quantify, anthropogenic component. These
values are poorly constrained by direct measurements and may represent minimum esti-
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mates of inputs to the coastal ocean (Richey, Chapter 17, this volume). Groundwater dis-
charges, which make up about 10 percent of the surface flow to the ocean, also contribute
poorly known contributions of carbon and nutrients to the coastal oceans.

The final step in the land-to-ocean pathway is the marine fate of fluvial carbon. Pre-
vious estimates have suggested that the marginal seas are net heterotrophic. Chen
(Chapter 18, this volume) has suggested that continental shelves are in fact net
autotrophic, mostly because of production from coastal upwelling of nutrient-rich
waters. If this is correct, biological production in the coastal zone may decrease the ther-
modynamic drive to outgas the terrestrial carbon delivered by rivers, resulting in greater
preservation in the marine environment.

Trade and Commerce Connections

The lateral fluxes of carbon are poorly constrained by measurements and are frequently
excluded from models. The river fluxes outlined in the previous section are only begin-
ning to be quantified. The lateral transport of carbon through trade has not been con-
strained or quantified in global carbon budgets based on inventories of terrestrial car-
bon stocks and fluxes. Approximately one-third of the 4 PgC fixed annually through
agriculture represents harvested products that are directed toward some form of human
or domestic animal consumption (Tschirley and Servin, Chapter 21, this volume). In
2001, US$547 million in agricultural and forest-related products entered into interna-
tional trade, amounting to 9 percent of total trade (excluding services). Imports and
exports of cereals, wood, and paper products accounted for about 0.72 PgC of “embod-
ied” carbon traded in 2000.

As we move from the basic carbon budget presented in Table 2.1 to a more detailed
review of the fluxes shown in Colorplate 1 and to regional assessments of carbon budg-
ets, it becomes increasingly important to recognize and quantify the lateral transports
of carbon. The transport of carbon through trade and commerce represents a flux that
is nearly as large as the net terrestrial and oceanic sinks. This carbon is assumed to be
respired back to the atmosphere, but if the CO, is taken out of the atmosphere on one
continent, then transported to another continent before being respired, it can have a sig-
nificant impact on regional budget assessments.

Embodied carbon represents the carbon that resides directly within the product itself
(for cereals, wood, and paper, about half of the final weight is carbon). In addition to
embodied carbon, at least two other components are usually excluded from estimates
of carbon content in international trade. One is the “production” carbon, which com-
prises the inputs required to produce a final product, primarily energy-related con-
sumption to provide inputs (e.g., pesticides, fertilizers) and processing (e.g., machinery
for harvesting, milling, sawing). A second element is the “transport” carbon, which rep-
resents the energy costs of transporting the processed products to a final destination.
Countries that use intensive production systems and engage in significant exports (pri-
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marily in the developed countries) would have higher ratios of carbon content to prod-
uct mass exported, possibly up to 20 percent, and would therefore have higher carbon
emissions to the atmosphere than currently stated, under a system of full carbon
accounting. Other countries would have lower carbon release to the atmosphere under
full carbon accounting. Trade and commerce carbon accounting has a political back-
ground and differs from budget studies by atmospheric inversion and inventory checks.
For example, CO, emissions during production and transport of products across
regional boundaries would fully and partly, respectively, be accounted for by the coun-
try of origin using inventory studies. Inverse models based on atmospheric measure-
ments, however, would reflect the emissions as they were actually distributed over the
regions. As we begin to move from the global carbon budget to regional carbon budg-
ets, fluxes like those in trade and commerce will need to be better quantified.

]\/on—CO2 Trace Gas Connections

Rising concentrations of a large number of potent anthropogenic greenhouse gases
other than carbon dioxide have collectively contributed an amount of radiative
forcing comparable to that of CO, since preindustrial times. Many of these non-CO,
gases (e.g., CH,, N,O, CF,Cl,, SF) are emitted at the Earth’s surface and contribute
directly to this forcing (Prinn, Chapter 9, this volume). They are characterized by
atmospheric lifetimes of decades to millennia (lifetime as used here is the amount of
the gas in the global atmosphere divided by its global rate of removal). Other non-
CO, gases (e.g., isoprene, terpenes, nitric oxide [NO], carbon monoxide [COJ, sul-
phur dioxide [SO,], dimethyl sulphide [CH,],S), most of which are also emitted at
the Earth’s surface, contribute indirectly to this forcing through production of either
tropospheric ozone (which is a powerful greenhouse gas) or tropospheric aerosols
(which directly reflect sunlight back to space, absorb it, or indirectly change the
reflection properties of clouds). This second group of climatically important non-CO,
gases is characterized by much shorter lifetimes (hours to months).

The role of non-CO, carbon gases is not typically included in global carbon budg-
ets, because the sources and sinks for these gases are not well understood. Figure 2.2
summarizes, albeit very simply, the basic cycles and fluxes of the major non-CO,
trace gases relevant to climate. Note that the emissions of the carbon-containing gases
alone contribute about 2.3 PgC y! to the carbon cycle (Prinn, Chapter 9, this volume).
To aid the handling of the non-CO, gases in the policy processes under the United
Nations Framework Convention on Climate Change (UNFCCC), scientists have cal-
culated so-called global warming potentials (GWDPs). These dimensionless GWDPs,
which range from 20 to 20,000 for the major non-CO, gases, are intended
to relate the time-integrated radiative forcing of climate by an emitted unit mass
of a non-CO, trace gas to the forcing caused by emission of a unit mass of
CO,. The GWP concept has difficulties, because the removal mechanisms for many
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Figure 2.2. A summary of the sources, quantities, lifetimes, and consequences of carbon-
containing non-CQO, gases in the atmosphere. The data are from sources summarized in

Prinn (Chapter 9, this volume). NA = not available.

gases (including CO, itself) involve complex chemical and/or biological processes
and because the time period (e.g., decade, century) over which one integrates the
instantaneous radiative forcing of a gas to compute its GWP is somewhat arbitrary
(Manne and Richels, Chapter 25, this volume). Nevertheless, by multiplying the emis-
sions of each major non-CO, greenhouse gas by its GWP, we obtain equivalent
amounts of CO, emissions, which are comparable to the total actual emissions of CoO,
(e.g., current total emissions of CH, and N, O are equivalent to 3.8 and 2.1 PgC y!,
respectively). For this reason, a “CO, emissions only” approach for global warming pol-
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icy may lead to significant biases in the estimation of global warming abatement costs
(Manne and Richels, Chapter 25, this volume). Thus, a multi-gas approach for study-
ing the carbon cycle and how it relates to climate change needs to be implemented.

Carbon Cycle Processes

To fully understand the significance of the reservoir connections, as well as the possi-
bility that these fluxes might change in the future, one must consider the processes
responsible for controlling the fluxes within and between reservoirs. In some cases
human activities have already significantly affected these processes. In other cases, the
processes may be vulnerable to climate change in the future.

Prrestriﬂ[ Processes

On seasonal timescales the gains and losses from the terrestrial biosphere are reflected
in the cyclic variations in atmospheric CO, concentrations. Although there is signifi-
cant interannual variability in the seasonal balance between the gains and losses, it is the
trends in this net balance between NPP and carbon losses through decomposition, fires,
and disturbances that can affect climate on timescales of decades to centuries. The sci-
entific community currently believes that the terrestrial biosphere has been acting as a
net sink for atmospheric carbon for the past few decades (Foley and Ramankutty,
Chapter 14, this volume). For example, Pacala et al. (2001) recently estimated the car-
bon sink of the coterminous Unites States using a combination of inventory and atmos-
pheric concentration inversions. They determined a consistent land- and atmosphere-
based carbon sink for the United States in the range of 0.37-0.71 PgC y'!. Similar
studies have also shown a net sink in Europe (Janssens et al. 2003). The mechanisms
underlying the sinks have been the subject of much recent research. The leading
hypothesis in the 1970s and 1980s was that the sinks were mainly a result of more rapid
plant growth from elevated CO, and climate change. This hypothesis has gradually been
replaced with a multi-mechanism explanation, including contributions from changes in
forest management, agriculture, long-lived products (e.g., wood), aquatic systems, and
nitrogen deposition, in addition to CO, fertilization and changes in plant growth and
soil carbon pools resulting from climate change (Schimel et al. 2001).

NPP is sensitive to a broad range of factors, including climate, soil fertility, atmos-
pheric CO,, atmospheric pollutants, and human management. An increase in NPP can
lead to a carbon sink, but only if it is not matched by a corresponding increase in car-
bon losses. In general, processes that promote gradual increases in NPP can lead to car-
bon sinks, because increases in respiration tend to follow changes in biomass and soil
carbon and not NPP directly (Field 1999). For the past 30 years, carbon cycle re-
searchers have hypothesized that gradual increases in NPP in response to the 30 percent
rise in atmospheric CO, since preindustrial times explain much or all of the terrestrial
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sink inferred from atmospheric studies (Bacastow and Keeling 1973). Experimental
studies at the ecosystem level often demonstrate accelerated plant growth in response
to elevated atmospheric CO, (Mooney et al. 1999), but these growth rates only explain
a small fraction of the sink required to balance the global atmospheric CO, budget
(Friedlingstein et al. 1995). Other factors that can increase NPP, including warming,
greater precipitation and humidity, nitrogen deposition, and changes in plant species
composition, may also contribute to terrestrial carbon sinks.

Processes that retard carbon releases can also lead to terrestrial sinks. Evidence indi-
cates that a substantial fraction of the forest sink in temperate forests is a result of
changes in land use and land management. In essence, forests, cut in the past, are
regrowing, with a growth rate that is faster than the rate of harvesting (Goodale et al.
2002). Some of this change is a result of shifts in land use, especially the abandonment
of agriculture over large regions of North America and parts of Europe (Foley and
Ramankutty, Chapter 14, this volume). Fire suppression and the thickening (more
trees per unit of area) of marginal forests also contribute to increased forest biomass in
some areas (Pacala et al. 2001).

Changes in agriculture can also promote terrestrial carbon sinks. Increases in yield,
incorporation of crop residue, and areas in perennial crops, as well as a reduction in
tillage, can all contribute to carbon sinks (Lal et al. 1998).

Recent terrestrial carbon sinks reflect a number of mechanisms (Pacala et al. 2001).
The potential for sinks to persist varies from mechanism to mechanism. Sinks due to
CO, fertilization are likely to persist until NPP is limited by another factor. In some set-
tings, this limitation might occur very soon, and in others it might be far in the future.
Sinks caused by forest regrowth saturate as the forests mature (Nabuurs, Chapter 16, this
volume). In general, sinks saturate when increases in NPP are outpaced by increases in
the sum of decomposition and combustion. The persistence of terrestrial sinks in the
future is by no means assured. Many lines of evidence suggest that the prospect of
increasing carbon sources in the terrestrial biosphere is a real possibility (Gruber et al.,

Chapter 3, this volume).

Ocean Processes

Air-sea gas exchange is a physico-chemical process, primarily controlled by the air-sea
difference in gas concentrations and the exchange coefficient, which determines how
quickly a molecule of gas can move across the ocean-atmosphere boundary (see Le
Quéré and Metzl, Chapter 12, this volume). It takes about one year to equilibrate CO,
in the surface ocean with atmospheric CO,, so it is not unusual to observe large air-sea
differences in CO, concentrations (Colorplate 2). Most of the differences are caused by
variability in the oceans due to biology and ocean circulation. The oceans contain a large
reservoir of carbon that can be exchanged with the atmosphere (see Colorplate 1).
Since air-sea exchange can only occur at the surface, however, the rate at which carbon



2. Current Status and Past Trends of the Global Carbon Cycle | 31

exchanges between the surface and the ocean interior ultimately regulates how well the
atmosphere equilibrates with the ocean as a whole.

Two basic mechanisms control the natural distribution of carbon in the ocean inte-
rior: the solubility pump and the biological pump. The solubility pump is driven by two
principle factors. First, more CO, can dissolve into cold polar waters than in the warm
equatorial waters. As major ocean currents (e.g., the Gulf Stream) move waters from the
tropics to the poles, they are cooled and can take up more CO, from the atmosphere.
Second, the high-latitude zones are places where deepwater is formed. As the water
cools, it becomes denser and sinks into the ocean’s interior, taking with it the CO, accu-
mulated at the surface.

The biological pump also transports CO, from the surface to the deep ocean.
Growth of phytoplankton uses CO, and other chemicals from the seawater to form
plant tissue. Roughly 70 percent of the CO, taken up by phytoplankton is recycled near
the surface, and the remaining 30 percent sinks into the deeper waters before being con-
verted back into CO, by marine bacteria (Falkowski et al. 1998). Only about 0.1 per-
cent of the organic carbon fixed at the surface reaches the seafloor to be buried in the
sediments. The carbon that is recycled at depth is transported large distances by currents
to areas where the waters return to the surface (upwelling regions). When the waters
regain contact with the atmosphere, the CO, originally taken up by the phytoplankton
is returned to the atmosphere. This exchange helps to control atmospheric CO, con-
centrations over decadal and longer time scales.

The amount of organic carbon that is formed and sinks out of the surface ocean is
limited by the availability of light and nutrients (mainly nitrate, phosphate, silicate, and
iron) and by temperature. The plankton types present in the water also play a role.
Plankton that bloom create favorable conditions for the formation of fast-sinking par-
ticles, particularly when they have shells of calcium carbonate or silicate (Klaas and
Archer 2002). The formation of calcium carbonate shells affects carbon chemistry in
such a way that it works to counteract the drawdown of CO, by soft tissue production.
The biological pump also removes inorganic nutrients from surface waters and releases
them at depth. Since productivity is limited by the availability of these nutrients, the
large-scale thermohaline circulation (THC) of the oceans has a strong impact on global
ocean productivity by regulating the rate at which nutrients are returned to the surface.

Up to now, humans have had a relatively small direct impact on the global-scale
ocean carbon cycle. This is primarily because humans generally only transit across the
ocean and because the ocean naturally contains orders of magnitude more carbon than
the atmosphere and the terrestrial biosphere. The ocean does, however, act as a signif-
icant sink for CO, ultimately derived from anthropogenic activities (Table 2.1).
Because biology is not limited by carbon in the oceans, it is thought that increasing CO,
levels have not significantly affected ocean biology. The current distribution of anthro-
pogenic CO, is assumed to result from physico-chemical equilibration of the surface
ocean with rising atmospheric CO, and slow mixing of the anthropogenic CO, into the
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ocean’s interior. The long residence time for the deep oceans means that most of the deep
ocean waters have not been exposed to the rising atmospheric CO, concentrations
observed over the past couple of centuries. Although the oceans have the potential to
absorb 85 percent of the anthropogenic CO, released to the atmosphere, today’s oceans
are only at about 15 percent capacity (Le Quéré and Metzl, Chapter 12, this volume).
Average penetration depth for anthropogenic CO, in the global ocean is only about 800
m (Sabine et al. 2002). There is growing evidence, however, that changes in ocean mix-
ing and biology may be occurring as a result of climate change.

Since the solubility of CO, is a function of temperature, warming of the ocean will
decrease its ability to absorb CO,. Furthermore, changes in temperature and precipi-
tation may lead to significant alterations of ocean circulation and the transport of car-
bon and nutrients to and from the surface. Because of its effect on ocean carbon dis-
tributions and biological productivity, changes in the THC have been used to help
explain past excursions in climate and atmospheric CO,, including glacial-interglacial
and Dansgard-Oeschger events (Joos and Prentice, Chapter 7, this volume).

Ocean productivity can also be affected by atmospheric inputs that may change as
a result of human activity. Iron in oceanic surface waters originates from terrestrial dust
deposited over the ocean, deep ocean waters, continental shelves, and to a lesser extent
river inflow. Because of the spatial distribution of dust deposition and other iron
sources, large regions of the ocean show a deficit in iron (and to a smaller extent in
silicate), although other nutrients are plentiful. These are called high-nutrient low-
chlorophyll (HNLC) regions. There is a potential for enhanced biological productivity
in these regions if the ocean can be “fertilized” by iron. The potential for CO, reduc-
tion in surface waters and in the atmosphere through this artificial sequestration, how-
ever, depends on factors like the composition of plankton types and oceanic circulation,
and can lead to undesirable side effects (Bakker, Chapter 26, this volume).

There is also increasing evidence that rising CO, levels may directly affect ocean pro-
ductivity and ecosystem structure. For example, Riebesell et al. (2000) showed a sig-
nificant reduction in the ability of two different species of coccoliths to secrete calcium
carbonate shells under elevated CO, conditions. Similar reductions in calcification
have been observed in corals and coralline algae. As atmospheric CO, concentrations
continue to rise, the potential for significantly altering the current balance between the
amount of carbon moved into the ocean’s interior by the biological pump versus the sol-
ubility pump in the ocean increases. The net effect on the ability of the ocean to act as
a sink for anthropogenic CO, is not clear.

Coastal Ocean

Although the coastal zones, consisting of the continental shelves with depths less than
200 m including bays and estuaries, occupy only 10 percent of the total ocean area, they
play a crucial role in the global carbon cycle. Carbon is transported to the coastal zone
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by riverine inputs and transport of inorganic carbon from the open ocean. Estuaries and
proximal coastal seas are believed to be sources of CO, because of the decay of terres-
trial organic carbon. Since the riverine flux of nutrients has risen continually over the
past few decades, however, these areas may now have enhanced biological productivity
and hence may be releasing less CO,. At present a large fraction (-80 percent) of the
land-derived organic and inorganic materials that are transported to the ocean is
trapped on the proximal continental shelves (Mackenzie and Ver 2001). The much
wider open shelves, on the other hand, probably serve as sinks for atmospheric carbon.
A recent overview suggests that the global coastal waters and marginal seas (extending
to a water depth of 200 m) are now absorbing about 0.36 PgC y'! from the atmosphere
(Chen, Chapter 18, this volume).

Across most of the coastal seas and continental margins, surface waters are trans-
ported offshore because of fresh water inputs from land. This surface transport draws
nutrient-rich subsurface waters from the open ocean onto the shelves. Such external
sources of nutrients support high primary productivity. Most of the organic material
produced is respired and recycled on the shelves. The organic matter that is not recy-
cled either accumulates in the sediments or is exported to the slopes and open oceans.
The coastal zone may account for 30—50 percent of the total calcium carbonate accu-
mulation and up to 80 percent of the organic carbon accumulation in ocean sediments
(Mackenzie and Ver 2001). Globally, the shelf seas are estimated to transport 0.6 PgC
y1of DOC, 0.5 PgC y ! of POC, and 0.2 PgC y! of PIC to the open oceans (Chen,
Chapter 18, this volume). Although these transports have large uncertainties because of
high variability and inadequate data coverage, they represent an important and often
neglected link in the global carbon cycle. Shelves and estuaries are also important
sources of other greenhouse or reactive gases, such as methane and dimethyl sulfide.

Finally, although humans appear to have had only a small direct impact on the open
ocean, they have had a profound and poorly understood impact on the coastal oceans.
Furthermore, direct and indirect human perturbations vis-a-vis the continental margins
(e.g., pollution, eutrophication) are likely to have large and dire consequences on marine
ecosystems in the future. As much as 40—60 percent of the world population lives in
coastal areas, depending on the definitions and methodologies applied. The coastal
regions have the most rapidly growing populations, because of migration from rural areas.
Most megacities in this century will develop in coastal zones, approximately half of
them in Asia (IHDP 2000). Such patterns of urbanization have affected and will con-
tinue to affect coastal and marine systems, through processes such as land use change,
pressure on infrastructure (water, sewage, and transportation), coastal resource depletion
and degradation, eutrophication, and other carbon-relevant impacts. Coastal zones sup-
port more than 60 percent of the global commercial fish production (World Resources
Institute 1996). It is not clear how these fisheries will be affected by the increasing
human pressures on the coastal zone. Additional studies of the coastal zone and the inter-
action between humans and the coastal biogeochemical systems are needed.
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Human Systems

Humans have had a profound impact on carbon cycling in the atmosphere, the terres-
trial biosphere, and, to a lesser extent, the oceans. To understand how humans will con-
tinue to interact with these reservoirs in the future, one must understand the drivers
responsible for how humans interact with the environment.

Energy use has historically been viewed as an essential commodity for economic
growth. The paradigm of “grow or die” historically meant increasing demands for addi-
tional resources and a commensurate increase in the amount of pollutants released. Over
the past 30 years, however, a complex debate has ensued about how to decouple eco-
nomic growth and resource consumption. Since this debate started, many scholars, pol-
icy makers, and nongovernmental organizations have asked themselves how to reshape
this paradigm of development. Answers have ranged from doing nothing (business-as-
usual approach) to slowing and even stalling economic growth, so as to not exceed the
Earth’s carrying capacity. Carrying capacity here refers to the ability of natural resources
and ecosystems to cope with anthropogenic pressures, such as use of renewable natural
resources, emission of pollutants, and modification of ecosystem structures without
crossing “critical thresholds of damage beyond which [these resources] lose their abil-
ity for self-renewal and slide inexorably into deeper degradation” (Board on Sustainable
Development Policy Division 1999).

Another more tenuous response is based on the idea that one could keep economic
growth as a development goal and at the same time find mechanisms aimed at reduc-
ing the amount of material input and emissions or aimed at finding replacements for
nonrenewable or dangerous resources (e.g., fossil fuels). This proposal has resulted in
environmental policies and instruments promoting technological innovations that seek
to increase the efficiency of economic activities and to decarbonize economies.

Energy intensity (the ratio of total domestic energy primary consumption to gross
domestic product or physical output) in the United States, Japan, and other developed
countries has increased far slower than economic growth. China, too, has made signif-
icant gains, and the growth rate of its energy consumption has been half that of its gross
domestic product (GDP) since the early 1980s. While the energy use per unit of GDP
has fallen or stabilized since 1970, energy use per capita has increased in most of the
developed countries (Sathaye, Chapter 22, this volume). This statistic may be mislead-
ing however, because there has also been a change in consumption and production pat-
terns away from materially intensive commodities toward less-intensive services, and
production of many of the materially intensive commodities has moved out of the devel-
oped countries. This does not necessarily mean that the developed countries are using
fewer resources, but rather that the regional distribution of this consumption has
changed. Countries belonging to the former Soviet Union (FSU) have also experi-
enced decreases in energy intensity but for very different reasons. Because of sociopo-
litical changes, economic activity declined substantially in these countries, resulting in
a dramatic decline in energy use and associated carbon emissions.
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Opver the past century and a half, the use of biomass has successively given way to
expanded use of coal, oil, and natural gas as the primary fuels to supply energy (Figure
2.3). Over the past two decades, the use and share of nuclear and other forms of renew-
able energy have increased. The carbon intensity (PgC/gigajoule [G]]) of each succes-
sive fuel, beginning with coal, is lower, and this decline has led to the decarbonization
of the global fuel mix over the past century. Critical inventions, such as the steam and
internal combustion engines, vacuum tubes, and airplanes, have accompanied and fos-
tered the use of successive fuels and electricity.

The speed of energy consumption and land use changes has increased during the past
two centuries. Three spatial and historical variations of carbon-relevant social tenden-
cies need to be considered in developing an understanding of where we are today.

* Historically, industrialized countries have been the main releasers of carbon from com-
bustion of fossil fuels. Although developing countries are expected to increase their
share of emissions, the relocation strategies of corporations based in industrialized
regions may actually significantly contribute to increased emissions in these devel-
oping countries. In 1925, for example, Australia, Japan, the United States, and West-
ern Europe were responsible for about 88 percent of the world’s fossil-fuel carbon
dioxide emissions (Houghton and Skole 1990). Data from 1950—1995 indicate that
26 countries fell above the average cumulative emissions figure. These countries
include almost all developed, or Annex I countries, plus Brazil, China, India, and sev-
eral other larger developing countries that have seen significant growth in foreign
investments (Claussen and McNeilly 1998).

Until the 20th century, most of the conversion from forest area to cultivated land
occurred in the developed countries. During the past few decades, however, most of

the deforestation has occurred in tropical forests.

Urbanization, a key driver of energy and land use, was primarily a feature of indus-
trialized countries until the middle of the 20th century. The largest and demograph-
ically most dynamic urban agglomerations, like London, New York, and Tokyo, were
in developed countries. As of the beginning of the 21st century, however, most urban
agglomerations are situated in developing countries. These developing-country urban
agglomerations have different production systems and living standards than the urban
centers in developed countries. These differences affect the carbon emissions of vari-
ous urban areas (Romero Lankao, Chapter 19, this volume).

Although technology is perceived as the answer to decarbonizing economies, other
societal factors work as constraints and windows of opportunity for that purpose (e.g.,
institutional settings and economic dynamics; see Raupach et al., Chapter 6, this vol-
ume). In addition, new technological paradigms of production and consumption pat-
terns emerge only over decades. The main energy and production components of the
engineering epoch, for instance (1850—1940), took at least 20 years to develop. Hence,
it will likely take decades to set up alternative energy sources and materials aimed at
decarbonizing industrial and agricultural activities. Despite efforts aimed at decoupling
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economic growth from its carbon impacts, CO, emissions from the combustion of fos-
sil fuels and from land use change have been increasing. Many features of the develop-
ment trends need to be studied and better understood before opportunities for modi-
fications in life styles, technologies, institutions, and other drivers of carbon emissions

can be fully addressed.

Geological Processes

The discussion thus far has focused on reservoirs and processes relevant to human
timescales. With a residence time of about 300 million years, the huge reserves of car-
bon stored in the sedimentary rocks are not expected to play a large role in the short-
term carbon budget. On timescales greater than 500,000 years, about 80 percent of the
CO, exchange between the solid earth and the atmosphere is controlled by the car-
bonate-silicate cycle (Kasting et al. 1988). In this cycle, atmospheric CO, is used to
weather calcium-silicate rock minerals on land, which are then transported to the ocean
via rivers as calcium and bicarbonate ions. In the oceans, plankton and other organisms
incorporate the ions into calcium carbonate shells. A portion of the calcium carbonate
is deposited onto the ocean floor, and eventually CO, is returned to the atmosphere
through volcanic and diagenetic processes.

Vast quantities of carbon stored are in ocean sediments as methane hydrates and as
calcium carbonate. The methane hydrates are relatively stable but could be released if
ocean temperatures increase sufficiently through global warming (Harvey and Huang
1995). The carbonate sediments are likely to be a significant sink for fossil fuel CO, on
millennial timescales (Archer et al. 1999). As the oceans continue to take up anthro-
pogenic CO,, the CO, will penetrate deeper into the water column, lowering the pH
and making the waters more corrosive to calcium carbonate. Dissolution of sedimen-
tary carbonates binds the carbon in a dissolved form that is not easily converted back
into atmospheric CO,. Carbonate dissolution is typically thought to occur in the deep
ocean, well removed from the anthropogenic CO, taken up in the surface waters. In
portions of the North Adantic and North Pacific Oceans, however, anthropogenic
CO, may have already penetrated deep enough to influence the dissolution of calcium
carbonate in the water column and shallow sediments (Feely et al. 2002).

Although the processes of CO, uptake through weathering and CO, release from
volcanism and diagenesis appear to have a small net effect on the global carbon cycle
on millennial timescales, short-term variability in one of these fluxes can affect the car-
bon cycle on timescales relevant to humans. For example, explosive volcanic eruptions
result in the emission of CO,, dust, ash, and sulfur components. These sulfur particles
may rain out and promote acid rain. Atmospheric sulfur particles block sunlight and
cool the regional climate. Particles that reach the stratosphere reduce global tempera-
tures for several years. The incidental occurrence of cataclysmic volcanic eruptions or
the coincidence of several large eruptions (e.g., the eruptions of 1783 or the 1991
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Mount Pinatubo eruption) affect the global carbon cycle directly by their CO, emis-
sions and indirectly by their impact on marine and terrestrial primary production
(Hamblyn 2001; Sarmiento and Gruber 2002).

Understanding Today’s Carbon Cycle

Although our understanding of the contemporary global carbon cycle has increased dra-
matically over the past few decades, many aspects are still not well understood. Several
specific areas where additional studies are needed have been mentioned. There are two
general areas of research, however, where our understanding is exceptionally weak and
focused research is necessary. One area that needs improvement is understanding
regional variability. A second, somewhat related topic is how changes in the carbon cycle
may be linked to different modes of climate variability.

Regional Budgets

Although atmospheric CO, concentrations are changing on a global scale, the spatial
scales of natural processes, as well as the scales of human interventions and the asso-
ciated societal mechanisms, have a profound regional character. Industrialized coun-
tries, for instance, dominate fossil fuel CO, emissions by direct release and through
trade, whereas developing countries have become the primary CO, emitters through
land use changes (Romero Lankao, Chapter 19, this volume). Insufficient observations
limit our ability to conduct regional-scale assessments globally. However, the poten-
tial benefits of such approaches in identifying the biogeochemical and human
processes responsible for controlling fluxes makes these studies very important. A
regional-scale carbon budget assessment also provides a unique opportunity to verify
and bridge independent methods and observations made over a range of spatial scales
(e.g., top-down atmospheric inversion estimates versus land-based or ocean-based
bottom-up observations).

In the land-based bottom-up method, carbon sinks and sources from various ecosys-
tems (forests, croplands, grasslands, and organic soil wetlands) are aggregated over all
regions to provide a large-scale perspective. The land-based approach can therefore
provide information about which ecosystems and regions are accumulating carbon and
which are losing carbon to the atmosphere. The diversity of land mosaics, the com-
plexity of human activities, and the lateral transports of carbon in different components
make it difficult, however, to provide a comprehensive carbon budget.

Ocean-based bottom-up methods can be used to assess the complex and often com-
petitive controls of heat flux, mixing, and biology on air-sea gas exchange, as well as to
develop proxies for extrapolating limited observations to larger time and space scales.
Monitoring changes in ocean interior properties can also provide valuable information
on surface processes and fluxes.
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Atmosphere-based approaches, in contrast, give no information about which ecosys-
tems or processes are contributing to a sink or source but produce a more consistent
large-scale assessment of the net carbon flux to the atmosphere. No one approach holds
the key to understanding regional variability in the carbon cycle. A suite of approaches
much be used. In addition to providing different, but complementary, information, a
combination of the bottom-up and top-down methods puts independent constraints on
the integrated carbon balance of regional budgets.

The use of multiple approaches can also be used to identify key fluxes that the inven-
tory approach may have missed. For example, Janssens et al. (2003) used inventories to
estimate that the European continent sink is on the order of 0.11 PgC y'!, compared
with a mean atmospheric inversion estimate of 0.29 PgC y!. The discrepancy between
these estimates is attributed to the intercontinental displacement of organic matter via
trade, emissions of non-CO, gases, and a slight overestimation of fossil-fuel emissions.
This example illustrates not only the need for comprehensive assessments of the major
vertical and lateral fluxes, but also the power of multiple approaches for highlighting
areas where additional studies are needed.

Variability

Observing and quantifying variability in natural processes and the impact of human
interventions is of primary importance for three reasons:

* It provides a key diagnostic of how climatic factors and societal dynamics affect
exchange fluxes and provides information that is needed to develop and validate
comprehensive process-based carbon cycle models that include human dynamics.

* Several terrestrial and oceanic carbon cycle components effectively contain a longer-
term “memory”—that is, their present state is partly a result of past natural and
human perturbations. For example, enhanced fire frequencies or management strate-
gies during a drier past period will be reflected in the age structure of a present forest,
or the carbon content in particular oceanic deepwater masses will reflect climate-driven
variations in deepwater formation in the past.

¢ Climate variability often tends to mask the slow, longer-term signals in the carbon
cycle that are of primary interest; for example, many studies have shown that the
uptake rates of the terrestrial biosphere or the ocean are highly variable. In this con-
text, climate variability constitutes “noise” from which the signals must be distin-
guished. Indeed, a significant fraction of the uncertainty in the global budget in Table
2.1 can be traced to incomplete quantification of possible climate perturbations in
the pertinent observations.

On a global scale, climate-driven variability can be inferred from atmospheric time
series of CO, and associated variables, such as 13C/12C and O,/N, ratios. Continental
or ocean basin—scale variations can be detected on timescales of up to several years by
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means of top-down inversions of atmospheric CO, concentration measurements
(Heimann et al., Chapter 8, this volume). It is difficult, however, to separate the ter-
restrial signals from the ocean signals using these large-scale approaches (Greenblatt and
Sarmiento, Chapter 13, this volume). On land and in the oceans, local-scale direct
observations of variability exist from in situ flux measurements at a few time-series sta-
tions during the past few years. On a regional scale, however, an observational gap exists.
The present atmospheric network is not dense enough to resolve carbon sources and
sinks on regional scales by atmospheric inversion, while the upscaling of measured in
situ oceanic and terrestrial carbon fluxes is extremely difficult. On land, the large het-
erogeneity of terrestrial ecosystems and complex atmospheric transport patterns result-
ing from topography make it difficult to scale up local measurements. In the oceans, the
complex interplay between physical and biological controls on sea surface pCO, and the
dynamics of air-sea exchange complicate the extrapolation of the in situ observations.

Interannual variability in climate leads to large changes in atmospheric temperature
and rainfall patterns, as well as changes in ocean surface temperatures and circulation.
All of these changes can have dramatic effects on biological productivity and complex
effects on CO, exchanges with the atmosphere on land and in the oceans. For exam-
ple, during El Nifio events, the warming of ocean surface waters and the reduction in
biological productivity in the Equatorial Pacific Ocean should lead to enhanced out-
gassing of CO,. Since the upwelling of carbon-rich deepwaters, which release CO, to
the atmosphere, is reduced during El Nifios, however, the net effect is a significant
reduction in the outgassing of CO, in this region. On the other hand, warmer tem-
peratures and anomalous rainfall patterns during EI Nifios can lead to increased terres-
trial biosphere respiration, forest fires, and droughts. The timing of these effects and the
teleconnections between them have a direct impact on atmospheric CO, concentrations
that is still not completely understood.

Overall, the general consensus is that the interannual variability in air-sea CO,
fluxes is smaller than that of terrestrial CO, fluxes, but the exact amplitude and spatial
distributions remain uncertain (Greenblatt and Sarmiento, Chapter 13, this volume).
To better determine these signals, an expanded network of time-series CO, measure-
ments must be maintained for the atmosphere, oceans, and land systems. These meas-
urements, together with intensive process studies, a better use of satellite data, atmos-
pheric observations, and rigorously validated models, will help us better understand the
current global carbon cycle and how it is evolving over time.

Conclusions

The current global carbon cycle is in a state of transition. Human activities over the past
few centuries have had a profound impact on many aspects of the system. As we begin
to assess ways to monitor and potentially manage the global carbon cycle, it is impera-
tive that we better understand how the system, including human dynamics and the bio-
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geochemical processes controlling CO, and other carbon gases in the atmosphere, has
operated in the past and how it is operating today. How will the land-ocean-atmosphere
processes respond to human activities, and what are the societal dynamics that will deter-
mine how humans will respond to changes in the land, ocean, and atmosphere systems?
We have made tremendous progress over the past few decades at reducing the uncer-
tainties in Table 2.1 and Colorplate 1, but until we can confidently explain and model
the contemporary carbon cycle, our ability to predict future changes in atmospheric
CO, concentrations will be limited.
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In most scenario calculations to date, emissions from fossil-fuel burning are prescribed,
and a carbon cycle model computes the time evolution of atmospheric CO, as the resid-
ual between emissions and uptake by land and ocean, typically without considering
feedbacks of climate on the carbon cycle (see, e.g., Schimel et al. 1996). The global car-
bon cycle is, however, intimately embedded in the physical climate system and tightly
interconnected with human activities. As a consequence, climate, the carbon cycle, and
humans are linked in a network of feedbacks, of which only those between the physi-
cal climate system and the carbon cycle have been explored so far (Friedlingstein, Chap-
ter 10, this volume). One example of a carbon-climate feedback begins with the mod-
ification of climate through increasing atmospheric CO, concentration. This
modification affects ocean circulation and consequently ocean CO, uptake (e.g.,
Sarmiento et al. 1998; Joos et al. 1999; Matear and Hirst 1999). Similar feedbacks occur
on land. For example, rising temperatures lead to higher soil respiration rates, which lead
to greater releases of carbon to the atmosphere (e.g., Cox et al. 2000; Friedlingstein et
al. 2003). Human actions can also lead to feedbacks on climate. If climate change inten-
sifies pressure to convert forests into pastures and cropland, then the climate change may
be amplified by the human response (Raupach et al., Chapter 6, this volume). These
positive feedbacks increase the fraction of the emitted CO, that stays in the atmosphere,
increasing the growth rate of atmospheric CO, and accelerating climate change. Neg-
ative feedbacks are also possible. For example, a northward extension of forest or
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increased rates of plant growth in a warmer climate could increase rates of carbon stor-
age, constraining further climate change.

A detailed quantitative assessment of a broad range of positive and negative feedbacks
will require the use of fully coupled carbon-climate-human models. Such models do not
exist yet. For some kinds of interactions (e.g., changes in institutional incentives and
constraints on land use), predictive frameworks may be far in the future. Nevertheless,
some experience has been gained already using coupled climate-carbon cycle models.

Two such coupled models that simulate the anthropogenic perturbation during the
21st century based on emission scenarios of the Intergovernmental Panel on Climate
Change (IPCC) (Cox et al. 2000; Dufresne et al. 2002) show dramatically different
magnitudes of climate-carbon cycle interactions (Figure 3.1). Both models simulate an
accelerated increase of atmospheric CO, as a result of impacts of climate change on the
carbon cycle. The magnitude of this feedback varies, however, by a factor of 4 between
the two simulations. Without the carbon-climate interaction, both models reach an
atmospheric concentration of 700 parts per million (ppm) by 2100. When the carbon-
climate feedback is operating, the Hadley Centre model (Cox et al. 2000) reaches 980
ppm, leading to an average near-surface warming of +5K, while the IPSL model
(Dufresne et al. 2002) attains only 780 ppm and a warming of +3K. This different
behavior can be traced to the higher sensitivity of the land carbon cycle to warming in
the Hadley Centre model, and to the larger ocean uptake in the IPSL model (Friedling-
stein et al. 2003).

Although these pioneering model simulations represent a large step forward in sci-
entists’ ability to elucidate the interactions of the physical climate system with the
global carbon cycle, they are also subject to important limitations. In both models, key
processes are highly parameterized and poorly constrained. For example, emissions
from land use changes are prescribed as an external input, and the associated changes
in land cover are not explicitly modeled. In addition, a substantial number of processes
and carbon pools are not included in such models. Several of these pools and processes
could be vulnerable—that is, they are at risk of losing large amounts of carbon to the
atmosphere as a result of a changing climate and/or human drivers (e.g., markets, poli-
cies, and demographic dynamics). Incorporating of all these pools and processes into
coupled models is a difficult task, particularly because some processes operate through
low-probability, high-consequence stochastic events. As a result, coupled climate-carbon
models currently have limited capability for assessing the full magnitude and all risks
associated with carbon-climate-human feedbacks, and their capability will continue to
be limited for the foreseeable future.

An alternative and in many respects complementary approach is that of risk assess-
ment, a method often used to identify and assess the risks associated with the operation
of complex systems, such as nuclear power plants or chemical factories (Kammen and
Hassenzahl 2001). In a risk analysis, the magnitude and likelihood of certain processes
that may lead to catastrophic failures are determined and assessed in order to arrive at
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Figure 3.1. Cumulative fossil-fuel emissions and their redistribution among the three major reservoirs of the global
carbon cycle over the period from 1920 to 2100 as modeled by two Earth system models (Cox et al. 2000; Dufresne et al.
2002). The left column represents the result of uncoupled simulations, in which changes in the physical climate system did
not affect the carbon cycle, whereas results of the right column include such effects. The Hadley model (upper row; Cox et
al. 2000) responds very sensitively to such feedbacks, whereas the carbon cycle within IPSL model (lower row; Dufresne et
al. 2002) shows a much lower sensitivity. See also Friedlingstein, Chapter 10, this volume.
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Figure 3.2. Vulnerability of the carbon pools in the 21st century. Shown are the
estimated magnitudes and likelihood for these various pools to release carbon into

the atmosphere. The exact size of the circles is not known and the boundaries therefore
have to be viewed as being approximate only. See Table 3.1 for more details.
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the outcomes and likelihood of a number of scenarios. Such approaches are most often
used when dealing with systems whose dynamics cannot be captured with differential
equations, and hence not encapsulated into numerical or analytical models.

In this chapter, we adopt an approach that is similar to a risk analysis and attempt
to identify the magnitude and likelihood of key feedbacks in the carbon-climate-
human system. We focus on the major carbon pools and quantify the maximum frac-
tion of these pools that are potentially at risk over the next two decades and over the next
century. We contrast these results with the maximum sink strengths of these pools over
the same periods. Although we take advantage of model results, we mostly rely on data-
based analyses. This approach to quantifying vulnerability is inherently subjective and
uncertain. It offers, however, the possibility of going beyond the practical and sometimes
fundamental restrictions associated with models and of including all pools and
processes that are known to have the potential to influence atmospheric CO,. We
would like to emphasize that we restrict our analysis here to those changes that affect
atmospheric CO,. Other effects of human actions and climate change (e.g., loss of bio-
diversity and of economic activities currently and potentially related to it) may have
impacts that are as large as or even larger than those on the carbon cycle, but they are
beyond the scope of this discussion.

Figure 3.2 shows a summary of the vulnerable carbon pools, their magnitude, and
the likelihood of the release of the carbon stored in these pools into the atmosphere over
the 21st century. This figure is based on the detailed information in Table 3.1. Several
key carbon pools may be vulnerable over the timescale of this century. The total
amount of carbon stored in these pools is very large, two to five times as large as the total
carbon in the current atmosphere. If a substantial fraction of the carbon in these pools
were released to the atmosphere, the consequence would be a major increase in atmos-
pheric CO, and hence a severe reduction of the anthropogenic CO, emissions permit-
ted, if the atmosphere is to not exceed a certain target CO, concentration. As discussed
in detail later in this chapter, we expect the magnitude of potential releases to increase
with increasing stabilization targets, as the higher targets tend to be associated with a
larger climate change. The potential release of carbon from these pools has to be viewed
in the context of the sinks for atmospheric CO,, which will probably continue to oper-
ate through the 21st century, although likely with gradually falling efficiency (Schimel
etal. 2001). Because the potentially vulnerable pools are large, and because they can be
rapidly mobilized for release, we believe that the majority of the feedbacks within the
carbon-climate-human system are positive—that is, that they lead to an acceleration of
the greenhouse gas—induced climate change.

This conclusion does not take into account the possibility of surprises. A small
number of very large carbon pools may become vulnerable during the 21st century,
especially the carbon stored in the very deep permafrost soils in Siberia and Alaska and
the carbon stored in methane hydrates (Figure 3.2). Although we view the release of
large quantities of carbon from these two pools as very unlikely, scientists’ present
understanding of the dynamics and controls of these two pools is insufficient.



Table 3.1. Summary of pools and their vulnerability over the next 20 years and over the course of the 21st century

Stock size  Sink capacity Vulnerability in 20 yrs*  Vulnerability in 100 yrs*
Pools (PeC) 20yrs 100yrs  PgC % Confidence®  PgC %  Confidence” Processes Direct human drivers
Land
Total soils 3,150 300 Deforestation, cattle,
management practices
Soils 2,300 10 0.4% Medium 400 17%  Medium Rh/erosion/fire
Permafrost 400 5 1.3% Low 100 25% Low Rh (T, moisture)
Wetlands 450 10 22%  Low 100 22% Low Rh vs. methano- Rice paddies, cattle
genesis/ T., water level
Terrestrial living biomass 650 40 150 50 7.7% Medium 200 31%  Medium
Tropical 420 Logging/fire/NPP Logging, fire, land use
vs Ra/Rh change, reforestation
Boreal 57 Logging/fire/NPP Logging, fire, land use
vs Ra/Rh change, reforestation
Temperate 145 Pest/discases/fire/ Land use change, refor-
logging/NPP vs. R estation, aforestation
TOTAL LAND (summed) 3,800 40 450



Ocean

Inorganic ocean carbon pool 38,000

“Inert” 32,200 60-80 200-700 10 0.0% Medium 400 1% Medium Circulation None
Solubility pump associated 2,700 15 0.6% Medium 150 6% Circulation/salinity/T None
Soft-tissue pump associated® 2,500 10 04%  Low 150 6% Low Circulation/nutrients/ Coastal eutrophication/
internal dynamics deliberate fertilization/
fisheries
Carbonate pump associated® 600 2 03%  Low 20 3.3% Low Circulation/ Coastal eutrophication/
nutrients/internal deliberate fertilization/
dynamics fisheries
DOC/POC 725
TOTAL OCEAN (summed) 38,725 60-80 200-700
Methane hydrates >10,000 ? ? Extremely Ocean temperature
low

Note: T = temperature; R = respiration; Ra = autotrophic respiration; Rh = heterotrophic respiration; NPP = net primary production
*We define vulnerability as the maximum part of the total carbon stock that could be released into the atmosphere over the time scale indicated.
bSubjective assessment of our confidence

Only the fraction that causes a change in atmospheric CO, is given here. The true changes in the pool are about five times larger
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While the past 10 years have seen a large increase in the understanding of the present-
day global carbon cycle and its anthropogenic CO, perturbation (Sabine et al., Chapter
2, this volume), scientists’ understanding of how the carbon cycle will evolve into the 21st
century and how it will interact with human actions and the physical climate system is
overall still poor. This chapter is intended as one step on a long road to accurately incor-
porating the full suite of carbon-climate-human feedbacks in numerical models.

In assessing the future dynamics of the global carbon cycle, the natural starting point
is the current status of the carbon cycle. This aspect is extensively reviewed by Sabine
et al. (Chapter 2). We, therefore, concentrate only on those aspects that may cause a
change in the carbon cycle over the next 100 years. In the next sections, we first briefly
review the expected future trends in the climate system under typical IPCC scenarios.
From these changes, we attempt to determine the strengths and vulnerability of the land
and ocean carbon sinks in the 21st century.

Setting the Stage: The Earth System in the 21st Century

The vulnerability of many carbon cycle processes and pools depends on the magnitude
of future climate change. The magnitude of future climate change, in turn, depends on
the vulnerability of the carbon cycle. Therefore there is no unique answer, but it is nev-
ertheless instructive for our ensuing analysis to put some bounds on the expected cli-
mate change.

Cubasch et al. (2001) provide a comprehensive review of the projected climate
change for the 21st century on the basis of coupled atmosphere-ocean-land climate
models and for a large range of radiative forcing projections. For the 1S92a emission
scenario, they project a mean warming of 1.3°C for the mid-21st century (2021-2050)
relative to the 1961-1990 average, with a range from +0.8°C to +1.7°C. This estimate
includes the effect of sulphate acrosols, whereas the effect from greenhouse gases alone
would be about 0.3°C higher. For the Special Report on Emissions Scenarios (SRES)
A2 and B2 emission scenarios,! the mean and range are very similar for the same time
period. For the end of the 21st century (2071-2100), the mean global surface tem-
perature is projected to increase by 3.0°C, with a range from 1.3°C t0 4.5°C, while for
the B2 scenario the mean temperature change is +2.2°C and the range is +0.9°C to
+3.4°C. These individual scenarios can be compared with the full set of scenarios, for
which Cubasch et al. (2001) give a range of +1.4°C to +5.8°C. Unfortunately, no
comprehensive coupled climate models have simulated climate change using WRE
(Wigley, Richels, Edmonds 1996) stabilization trajectories. Instead, to estimate the
temperature changes associated with the WRE scenarios, Cubasch et al. (2001) used a
simple climate model (Raper and Cubasch 1996) that has been tuned to the results of
a number of comprehensive climate models. They find for the WRE 450 scenario
(assuming stabilization at an atmospheric CO, concentration of 450 ppm), a tem-
perature change between +1.2°C and +2.3°C for the latter part of this century,
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increasing to +1.6°C to +2.9°C for WRE550, and +1.8°C to +3.2°C for WRE650. The
general pattern of warming is relatively uniform across a large range of models and gen-
erally consists of maximum warming in the high latitudes of the Northern Hemisphere
and a minimum in the Southern Ocean. There is also a general tendency for the land
to warm more than the ocean.

In some cases, even more important for the global carbon cycle is the projected
change in the hydrological cycle. While uncertainties and intermodel differences are sub-
stantially larger for the hydrological cycle than for the projected temperature changes, the
following trends appear to be quite robust: a general increase in the intensity of the hydro-
logical cycle—that is, an increase in mean water vapor, evaporation, and precipitation;
and a tendency for an increase in precipitation in the tropics and in the high latitudes
and a reduction in precipitation in the subtropical latitudes (Cubasch et al. 2001).

As the coupling between the carbon cycle and human systems is tight, particularly
with regard to the terrestrial carbon cycle, common features and regional differences in
the development of population, the economy, and social systems in the 21st century are
crucial in determining whether certain pools become at risk (Romero Lankao, Chap-
ter 19, this volume). The SRES story lines of Nakicenovic et al. (2000) provide a basis
for evaluating these interactions. In the Al and Bl scenarios, global population is
expected to increase to 9 billion people in 2050 and to decrease thereafter to about 7
billion people in 2100. In the A2 and B2 scenarios, global population is expected to
grow continuously in the 21st century. Raupach et al. (Chapter 6, this volume) assess
some impacts of these scenarios on land use change. We expect that the A2 scenario will
lead to highest pressures on local resources, because of the underlying assumption of
regionally different impacts on land, and “low incomes in developing countries lessen-
ing their ability to meet food demand by improved management or technology” (Rau-
pach et al., Chapter 6).

In summary, the expected stresses on the global carbon cycle might range from rel-
atively small to very substantial, depending on greenhouse gas emission pathways, the
magnitude of climate sensitivity, and the development of human systems with regard
to their pressure on terrestrial carbon resources. Given this non-negligible risk, it is of
great importance to assess the magnitude of the carbon system feedbacks in greater
detail. We do not adopt any specific emission scenario or climate sensitivity but tend
to use the upper-bound scenarios, consistent with quantifying the maximum expected
vulnerability (note that these are nonintervention scenarios, i.e., scenarios that do not
contain purposeful human action to curb emissions or increase sinks).

Land Sinks and Their Vulnerability

How will future anthropogenic emission pathways affect the terrestrial carbon cycle? As
summarized in Sabine et al. (Chapter 2, this volume), the land biosphere has acted as
a substantial net sink for carbon over the past 20 years, removing on average about 0.6
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petagrams of carbon (PgC) per year (y!) from the atmosphere. This net sink is the resid-
ual of a land use change flux of the order of 1.2 PgC y! (DeFries et al. 2002) and an
inferred uptake of the order of 1.8 PgC y™! (Table 2.1 and Colorplate 1 in Sabine et al.,
Chapter 2). Assessing the responses of the terrestrial carbon cycle to the projected cli-
mate and human factors in the 21st century will require separating the processes that
lead to sources from those that lead to sinks. This attribution task is complicated,
because the carbon balance on land is, in general, a small difference between large fluxes
in and out. As a consequence, modest proportional changes in fluxes in or out of a pool
can have a large impact on the magnitude of the residual sink.

Ierrestrial Living Biomass

Living biomass on land contains about 650 PgC, which is slightly less than the amount
of carbon in the atmosphere. With an average residence time of about 10 years, the
turnover of this pool is relatively fast, making a substantial fraction of this pool poten-
tially vulnerable on timescales of decades to centuries. It is also likely that most of the
carbon gained by the terrestrial biosphere over the past few decades has entered this pool
and has not progressed in any substantial manner into the longer-lived soil pools
(Schlesinger and Lichter 2001). The biomass pool can expand only slowly as a result of
increased plant growth or decreased disturbance, but this pool can be degraded quickly,
especially with natural and human-induced disturbances.

LAND SINKS IN THE 21ST CENTURY

As discussed in Sabine et al. (Chapter 2), scientists’ perspective on the current terrestrial
carbon balance has changed dramatically over the past decade. A decade ago, it was
assumed that the entire land sink is a result of CO, fertilization, and perhaps warming
(Houghton et al. 1990). This view has been supplanted by an appreciation of the fact
that the current and future land sinks are most likely the result of many factors, includ-
ing land use history and land cover management, and that CO, fertilization is likely
smaller than previously assumed (e.g., Pacala et al. 2001).

These changes in knowledge are only beginning to be incorporated into terrestrial
carbon cycle models (McGuire et al. 2001). In both the Hadley and IPSL models dis-
cussed earlier (Cox et al. 2000; Dufresne et al. 2002), CO, fertilization is assumed to
be the main driver of the present and future terrestrial carbon sink. In the absence of
climate change, the projection from these two models is that CO, fertilization would
be responsible for a cumulative land uptake of 600 PgC for a doubling of atmospheric
CO, (Friedlingstein et al. 2003). In the Hadley model, a substantial fraction of the car-
bon that is being released back into the atmosphere as a result of surface warming comes
from soil pools that have grown significantly during the 20th and 21st centuries as a
result of CO, fertilization. Projections of large sinks from CO, fertilization are difficult
to reconcile with the present understanding of the current land carbon cycle, where a
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number of constraints (Field et al. 1992) are likely to limit potential land sinks from
CO, fertilization to the order of 100 PgC over the next 100 years.

The contribution of land use history to the future land sink is rather uncertain. In
general, forest sinks due to regrowth of previously harvested forests tend to saturate as
a forest matures or are rapidly converted to large sources in forests disturbed by fire,
storms, or disease. Key controllers of the future trajectory of sinks in Northern hemi-
sphere forests include the forest age structure, changes in the disturbance regime, and
changes in management (Nabuurs, Chapter 16, this volume). The land sink in the 21st
century as a result of historical land use change is, at maximum, on the order of 170 PgC
(House et al. 2002). This amount assumes that all carbon lost as a result of the past land
use change could be stored back on land. A realistic estimate should be less than half
this number, since humans still use most of the land deforested in the past and since the
land not used for food production is often of poor quality.

From the perspective of the carbon budget of the 21st century, a slowing of defor-
estation has the same effect as a decrease in fossil emissions or an increase in a land or
ocean sink. In addition, reforestation and afforestation may be increasingly important
aspects of future carbon management. The extent to which new forest sinks can be real-
ized must be consistent with other societal constraints on available land (Raupach et al.,
Chapter 6, this volume). The need for expanded areas for agriculture and for replace-
ment of degraded agricultural lands, plus constraints of climate and water availability,
are likely to be profoundly important. Given these constraints, reforestation and
afforestation are likely to continue to generate carbon sinks throughout the 21st cen-
tury, but their magnitudes are unlikely to be much more than a few Pg for the next 20
years and a few tens of Pg for the entire 21st century.

Woody encroachment, including the establishment of trees and shrubs on grassland,
as well as the thickening of open forests, has been an important aspect of land dynam-
ics on several continents over the last century (Sabine et al., Chapter 2). The driving fac-
tors for woody encroachment are too poorly known to support a quantitative estimate
of future changes, particularly since its net contribution to atmospheric CO, can be pos-
itive or negative. We expect this process, however, to be a relatively small contributor,
and one whose future carbon trajectory will be primarily determined by human actions.

Fires are a major factor in the terrestrial carbon cycle, annually returning more than
3 PgC to the atmosphere (see Colorplate 1 of Sabine et al., Chapter 2). Because fire has
always been a part of the land biosphere and recovery from fires is slow, its role as a car-
bon source or sink depends on fire frequency and intensity trends over decades to cen-
turies rather than on present burning. Over the past few decades, some regions have
probably experienced carbon sinks as a consequence of the success of fire suppression
(Sabine et al., Chapter 2). It is unclear whether this trend will continue, as fuels accu-
mulate. We believe that the carbon sink that arises from fire suppression is going to be
very small in this coming century but that an increase in fire frequency and intensity is
a significant concern (see below).
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In summary, the sink potential in living terrestrial biomass over the next 20 years is
modest, on the order of a few tens of Pg. Terrestrial sinks may grow somewhat from cur-
rent levels, but societal and natural limits from land use, fire, and nutrient availability will
operate as constraints. Over the next 100 years, some mechanisms and societal drivers
contributing to land sinks will continue to operate, but not all (see Raupach et al.,
Chapter 6, this volume) giving rise to a maximum potential sink of the order of 150 PgC.

POTENTIAL VULNERABILITY OF THE LAND PooLs

The carbon pools on land also have the potential to release substantial amounts of car-
bon into the atmosphere. Many of the mechanisms that are responsible for generating
current sinks are closely related to mechanisms that can lead to future sources of car-
bon to the atmosphere.

Probably the largest future vulnerability of land pools arises from land use change and
deforestation, particularly if the world develops along lines similar to those described
in the A2 story line—that is, a world in which countries develop in a very heterogeneous
pattern. The exact magnitude of the pools at risk is difficult to assess, but we expect that
the carbon stored in the living biomass in tropical and subtropical ecosystems is the most
vulnerable. Based on past trends, we estimate that on the order of 40 PgC carbon stored
in the living biomass might be at risk over the next 20 years, and up to 100 PgC over
the course of the 21st century. More subtle changes to land ecosystems, such as human-
induced degradation and increases in mortality due to pests might increase this estimate,
but probably not by a significant amount.

Deforestation has a number of other implications for climate and the carbon cycle.
One set of effects concerns albedo. Boreal deforestation leads to large increases in
albedo, with a cooling effect that may be larger than the warming related to the CO,
release (Bonan et al. 1992; Betts et al. 1997). In the tropics, the albedo effect is much
smaller, and effects of rooting depth on transpirable soil moisture may feed back to
increase local temperature and decrease precipitation (Shukla et al. 1990). Finally,
deforestation also removes the potential that growth of an established forest can serve
as a carbon sink.

A second important mechanism that could lead to substantial losses of carbon from
the terrestrial biosphere is the redistribution of species and biomes as a result of climate
change. It is estimated that the entire terrestrial biosphere gained about 500 PgC
between the last glacial maximum (about 20,000 years ago) and the ensuing Holocene
(Sigman and Boyle 2000). Whereas the postglacial warming of about 5K occurred
over 10,000 years, however, global warming over the next century might result in a sim-
ilar temperature change, but over a timescale of 100 years. This climate perturbation is
likely to occur at a rate exceeding the capacity of plant species to adapt, resulting in a
total rearrangement of species and communities. This change will result in transient car-
bon losses that can eventually be recovered, but only over a much longer timescale

(Smith and Shugart 1993).
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In the Northern Hemisphere, a warming may lead to a forest dieback at the south-
ern boundaries of presently forested regions, although increase in spring or fall tem-
perature may extend the growing season length of temperate and boreal ecosystems.
Invasive species could spread in these regions. Direct human action on species compo-
sition, however, including establishment of plantations of non-native “exotic” species,
is also likely to continue. The net effect on carbon reservoirs is difficult to estimate but
is more likely to be a source than a sink, and the total forest area is more likely to shrink
than to expand. In the tropics, warming and increased aridity may lead to a size reduc-
tion of the tropical forests (Cox et al. 2000). Given that tropical forests contain the
largest carbon pool of terrestrial biota and also the largest net primary production (see
Table 2.2 in Sabine et al., Chapter 2), this reduction will likely lead to a release of car-
bon to the atmosphere.

In summary, we estimate that on the order of 40 PgC carbon stored in the living
biomass might be at risk over the next 20 years, and up to 100 PgC over the course of
the 21st century. This risk arises mostly from deforestation and other anthropogenic
land use changes, An additional 10 PgC (20 years) and 100 PgC (100 years) is proba-
bly at risk as a result of climate change—that is, the inability of communities to adapt
to a changed climate.

Soil Carbon

Soil carbon is by far the largest carbon pool in terrestrial ecosystems. As summarized in
Colorplate 1 of Sabine et al. (Chapter 2), about 2300 PgC is stored in the upper 3
meters (m) of tropical, temperate, and boreal soils. Carbon stocks in wetland and per-
manently frozen soils are much less certain and are usually not included in carbon cycle
models. These stocks are in the range of 200—800 PgC in wetland soils and 200-800
PgC in (nonwetland) permafrost soils. There is therefore more than five times more car-
bon stored in soils than in the living biomass on land. This large organic carbon reser-
voir is the result of a delicate balance between biomass accumulation by photosynthe-
sis and oxidation by respiration. Most of this soil carbon is in long-lived pools and
therefore relatively inert. Over the course of this century, however, a substantial fraction
of this pool might be mobilized. Given the very different dynamics of the various soil
pools, we review separately the wetland, the frozen, and the “other” soil pools.

TroricaL, TEMPERATE, AND BOREAL SoiLs: POTENTIAL SINKS AND VULNERABILITY

Carbon sequestration in soil can be achieved through changes in agricultural practices
(i.e., no tillage) or with land use changes, such as reforestation of degraded lands. The
global potential for carbon sequestration in soils is estimated to be about 0.9 + 0.3 PgC
y'!, with different patterns and rates in European cropland (Smith et al. 2000), U.S.
cropland (Lal et al. 1998), and degraded lands (Lal 2003). These estimates of carbon

sequestration potential do not account for limitations due to land use, erosion, climate
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change or economic, social, and political factors (Raupach et al., Chapter 6, this vol-
ume). Increased net primary production (NPP) resulting from fertilization of plant
growth by elevated CO, and nitrogen deposition will tend to increase soil carbon. If
these increases are not offset by increased decomposition in a warmer climate, the equi-
librium increases in soil carbon should reach the same proportional size as the NPP
stimulation. Assuming a fertilization effect of the order of 20 percent of NPP and equi-
librium conditions for organic matter decomposition, the maximum possible increase
in soil C from CO, and N effects is on the order of 300 PgC over the 21st century. This
is considerably smaller than the more than 600 PgC accumulation simulated in the
Hadley model.

Losses of soil carbon can be caused by decreased inputs from NPP, accelerated
decomposition, and increased losses from erosion and combustion. Each of these mech-
anisms has human and natural drivers (e.g., deforestation, increasing energy consump-
tion, diversion of water bodies). Boreal soils contain huge stocks of carbon. These stocks
could increase if tree growth increases in a warmer climate (Dufresne et al. 2002), but
they could also decrease, especially if increases in decomposition are larger than increases
in NPP or if an increase in fire frequency and magnitude reduces the input of carbon to
the soil. Increasing temperature and more frequent droughts (due to increase of climate
variability) can enhance desertification in subtropical and tropical regions, stimulating
losses of soil carbon. Soil erosion due to changes in the hydrological cycle is also a major
disturbance to soil carbon in the semi-arid regions. Climate regulates carbon release by
soils through effects of temperature and soil moisture changes. The way in which these
two factors interact, however, is highly nonlinear and often opposite (i.e., a temperature
increase will increase soil carbon losses while a soil moisture decrease will reduce decom-
position but increase soil temperature). In areas where increased temperature and asso-
ciated drought are expected, the predictions of increased losses of soil carbon losses are
debatable. The two coupled climate-carbon simulations from Hadley and IPSL simulate
a total loss of soil carbon as high as 600 PgC by the end of the 21st century. As stated
carlier, however, these estimates should be seen as unlikely upper estimates as the carbon
release is fueled by a large accumulation of soil carbon, resulting from CO, fertilization.
We estimate from FLUXNET data (Sanderman et al. 2003) that about 8 kilograms (Kg)
C per square meter (m™) in 100 years could be potentially released by soils as a result of
changes in climate, assuming a temperature change of 4°C. This amount reflects a
potential loss of about 280 PgC in the next century.

Land use change, however, is the major driver of carbon losses in the soil. Since 1850
between 45 and 90 PgC (Houghton et al. 1999; Lal 1999), have been lost through cul-
tivation and disturbances. One of the main characteristics of land use effects is that car-
bon fluxes are pulsed in response to disturbance frequency and intensity. The effects of
such pulses can persist for several years after disturbances and are usually one of the
major uncertainties in current models.
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Land use change pulses of carbon are also directly influenced by climate-human
interactions (i.e., desertification, which is the result of human pressure and aggravated
temperature and water impacts). Thus the interaction of direct human effects with cli-
mate impacts can amplify the carbon losses, particularly in developing regions. An
analysis of recent studies on the impact of land use conversion on soil carbon stocks sug-
gests that up to 50 percent of the total pool of soil carbon can be lost in 50—-100 years
after conversion (Schulze et al. 2003). Of course not all the land use changes occur in
organic rich soils. We therefore estimate that about 25 percent of the total soil carbon
pool is vulnerable over the course of this century, equivalent to about 400 PgC.

WETLANDS AND PEATLANDS: POTENTIAL SINKS AND VULNERABILITY

Wetland carbon fluxes are controlled by climate and land use change. Climate drivers
include temperature effects on carbon and other greenhouse gas (mainly CH,) fluxes.
In addition, changes in hydrology can have pronounced effects on both carbon and
other greenhouse gas fluxes. Temperature increases stimulate both CO, and methane
emissions, while changes in the water table have contrasting effects on those two fluxes.
Drainage stimulates oxidation of organic material and release of CO,; in contrast,
increasing water levels reduces CO, emission but stimulates anaerobic decomposition
and methane fluxes to the atmosphere.

To estimate the vulnerability of wetland pools of carbon to climate effects requires
a detailed analysis of the interaction between CO, and other trace gases. The global
warming potential (GWP) of methane is about 20 times larger than that of CO,.
Therefore, a change in the ratio of methane to CO, respiration will have a climate
impact. Christensen et al. (1996) showed that large northern wetlands, for example, are
leading to a net increase in radiative forcing because of their large methane emissions
even though they are a net carbon sink. On a global scale, this net source of radiative
forcing is equivalent to about 0.5 PgC y ! Assessing the future evolution of the wetland
and peatland emissions of CO, and CH, is very difficult, as this depends critically on
temperature and water levels. If we accept the climate projections that regions that are
already receiving substantial rainfall will receive even more in a future warmer climate,
then we would expect an increase in the water level, stimulating the production of
methane. In addition, higher temperatures would lead to an increase in respiration rates.
Both factors conspire to give a relatively high sensitivity of the carbon pools in wetlands
and peatlands. A rough estimate is that a CO, equivalent of about 100 PgC will
become vulnerable in the next 100 years.

An interesting aspect of the interaction between CO, and CH, emissions in both
natural and human-managed wetlands and peatlands is that drainage control provides
the possibility of generating a sink potential, as a lowered water table reduces CH emis-
sions at the expense of an increase in the CO, emissions. Other environmental concerns
(loss of biodiversity, habitats, etc.) should also be considered, however.



60 | I. CROSSCUTTING ISSUES

PERMAFROST: POTENTIAL VULNERABILITY

Permanently frozen soils contain a very large pool of carbon, the result of a gradual
accumulation over thousands of years. As long as these soils are frozen, the carbon they
contain is essentially locked away from the active part of the carbon cycle. When they
thaw, however, the carbon becomes vulnerable to rapid loss. Using results from several
climate models, all scaled to a global mean warming of 2°C, Anisimov et al. (1999) esti-
mate that the area of permafrost could shrink by about 25 percent. They also estimate
an increased summer thaw depth in the areas that maintain permafrost. Current knowl-
edge is too incomplete to convert this loss of area into a loss of carbon, but the pool of
carbon vulnerable to this relatively modest warming could total more than 100 PgC. If
a substantial fraction of the C loss occurs as methane emissions, as is typical of wetlands,
the impact on radiative forcing will be amplified. Assuming that total permafrost car-
bon is 400 Pg and 20 percent is lost in the next century, the potential release is 80 PgC.

The Ocean Sink and Its Vulnerability

The ocean represents the largest reservoir of carbon in the global carbon cycle (see Col-
orplate 1 of Sabine et al., Chapter 2) and has taken up approximately 30 percent of the
total anthropogenic emissions since the beginning of the industrial period, constitut-
ing the second-largest sink of anthropogenic carbon after the atmosphere itself (Le
Quéré and Metzl, Chapter 12; Sabine et al., Chapter 2). Therefore, relatively small
changes in the oceanic reservoir and its current sink activity may have a large impact on
the future trajectory of atmospheric CO,.

The Ocean Sink Potential in the 21st Century

On millennial timescales, more than 95 percent of the anthropogenic CO, will be taken
up by the ocean (Archer et al. 1997). On timescales of decades to centuries, however,
this large sink potential can be realized only to a limited degree, with the rate-limiting
step being the transport of the anthropogenic carbon from the surface into the interior
of the ocean (Sarmiento et al. 1992). Because the primary driving force for the oceanic
uptake of anthropogenic CO, is the atmospheric CO, concentration, the magnitude of
the oceanic sink in the 21st century depends on the magnitude of the atmospheric per-
turbation. In the absence of major feedbacks, paradoxically, the higher the anthro-
pogenic CO, burden in the atmosphere, the higher the oceanic sink is going to be.
Throughout the anthropocene, the oceanic uptake of anthropogenic CO, has scaled
nearly linearly with the anthropogenic perturbation of atmospheric CO, (Gloor et al.
2003) (0.027 + 0.008 PgC y! ppm™). This is because the atmospheric CO, so far has
grown quasi exponentially, and the rate-limiting process is linear. This scaling cannot
be extrapolated far into the future, as the atmospheric growth rate may change sub-
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stantially. More important, this scaling is expected to decrease over time as the contin-
ued uptake of CO, by the ocean decreases the oceanic uptake capacity for a given
change in atmospheric CO, (Greenblatt and Sarmiento, Chapter 13, this volume).
Using this linear scaling and projected atmospheric CO,, we estimate the maximum
oceanic sink potential for the next 20 years in the absence of climate change to be on
the order of 60—80 PgC. This estimate compares well with estimates from ocean mod-
els that were forced using the 1S92a scenario (Watson and Orr 2003). The maximum
oceanic sink for the next 100 years is more difficult to estimate as it depends strongly
on the atmospheric CO, level attained. If we adopt 1,000 ppm as the upper envelope,
the cumulative ocean uptake over the next century, in the absence of climate change,
might approach 600-700 PgC. In the case of the stabilization scenarios, the oceanic
sink is going to be substantially smaller, as the slower growth rate and the smaller
atmospheric CO, burden both lead to a reduction in the uptake.

Oceanic Carbon Pools and Processes at Risk

How sensitive is this oceanic sink to natural and human-induced changes over the next
20 to 100 years? Greenblatt and Sarmiento (Chapter 13, this volume) review and dis-
cuss several detailed studies on the basis of coupled atmosphere-ocean models. Plattner
et al. (2001) provide a very detailed analysis of the nature and magnitude of the vari-
ous feedbacks using a model of intermediate complexity. The goal here is to put these
results in perspective by analyzing and assessing the pools and processes that might
become at risk in the 21st century from a systems perspective. It is thereby instructive
to differentiate between the factors that affect the physical/chemical uptake of anthro-
pogenic CO, and those that change the natural carbon cycle in the ocean. The former
feedbacks are associated with the anthropogenic CO, perturbation in the atmosphere,
whereas the latter feedbacks are independent of the anthropogenic CO, changes in the
atmosphere and arise because of changes in climate and other factors. Table 3.2 gives a
summary of the six feedbacks that can either accelerate or decelerate the flux of carbon
from the atmosphere into the ocean.

CHEMISTRY FEEDBACK

The feedback that is understood and quantified best is the reduction of the oceanic
uptake capacity as a consequence of the uptake of CO, from the atmosphere (see Fig-
ure 13.3 in Greenblatt and Sarmiento, Chapter 13, this volume). In addition to low-
ering the uptake capacity for anthropogenic CO,, this reaction also lowers the pH of
the ocean, which could have potentially important consequences for ocean biology and
coral reefs (discussed later in this chapter). Sarmiento et al. (1995) demonstrated that
the magnitude of the chemistry feedback for the next 20 years remains small but could
lead to reduction of more than 30 percent in the cumulative uptake over the next 100
years, with the exact magnitude depending on the size of the anthropogenic perturba-
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Table 3.2. Summary of marine carbon cycle feedbacks

Estimate for

20 years 100 years Uncertainty/

Process Feedback  (PgC) (PgC)  understanding
Anthropogenic CO, uptake
feedbacks
Chemical feedback Positive <5 300 Low/high
Circulation feedback Positive 6-8 400 Medium/medium
(anthropogenic CO,)
Natural carbon cycle feedbacks
Temperature/salinity feedback Positive 15 150 Low/medium to high
Ocean biota feedback Positive/  10-15 150 High/low
negative
Circulation feedback (natural) Negative -20 —400 Medium/medium
Methane feedback Positive 0 ? Extremely high/low

tion (see also Yi et al. 2001). This positive feedback is fully implemented in ocean car-
bon cycle models and therefore seldom explicitly discussed.

OceaN CIRCULATION FEEDBACK ON ANTHROPOGENIC COZ

Still relatively well understood but more difficult to quantify is the potential impact of
ocean circulation changes on the uptake of anthropogenic CO,. Current climate mod-
els tend to show that the warming of the surface ocean, together with a decrease in high
latitude salinity as a result of increased precipitation, will lead to a reduction in the sur-
face ocean density relative to that of the underlying waters, thereby increasing vertical
stratification. Such an increase in stratification will lead to a reduction of the exchange
of surface waters with deeper layers, reducing the downward transport of anthro-
pogenic CO, and hence reduce the oceanic uptake of anthropogenic CO, from the
atmosphere (Sarmiento et al. 1998). Less well established is the impact of climate
change on deepwater formation rates and the meridional overturning circulation
(Greenblatt and Sarmiento, Chapter 13, this volume).

To estimate the magnitude of the ocean circulation feedback on the oceanic uptake
of anthropogenic CO,, we assume that over the next 20 years the surface to mid-
thermocline density gradient changes by about 10 percent (equivalent to a temperature
change of 1.5°C). If we further assume that the reduction of the anthropogenic CO,
uptake scales inversely with the increase of the vertical density gradient, we estimate that
these changes in upper ocean stratification lead to a reduction in the cumulative uptake
over the next 20 years on the order of 10 percent, or about 6—8 PgC. Over the next 100
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years, the ocean circulation feedback could probably be up to three to four times as large,
reducing the oceanic uptake of anthropogenic CO, by up to 40 percent, with the
absolute magnitude depending on the size of oceanic sink. Our estimate here is quite a
bit larger than the model-based estimates of 3 percent to 21 percent (Sarmiento and Le
Quéré 1996; Sarmiento et al. 1998, Joos et al. 1999; Matear and Hirst 1999; Plattner
etal. 2001; see summary by Greenblatt and Sarmiento, Chapter 13) mainly because we
assumed a larger change in stratification than was simulated by these models.

The temperature, salinity, and circulation changes already discussed not only influ-
ence the uptake of anthropogenic CO,, but also affect the natural carbon cycle within
the ocean, as well as the vast quantities of methane hydrates that are stored along the
continental shelves. We look at these changes in turn, focusing first on the individual
effects and thereafter at their interactions.

TEMPERATURE AND SALINITY FEEDBACKS

The amount of dissolved inorganic carbon (DIC) in seawater for a given atmospheric
partial pressure and ocean total alkalinity is highly temperature dependent, with a
reduction of about 8 millimoles (mmol) per cubic meter (m=) in DIC for each degree
of warming. Therefore, assuming a maximum surface ocean warming of 2°C and a
0.5°C warming over the upper 300 m in the next 20 years would lead to an equilibrium
loss of about 15 PgC. Similarly, we estimate that a maximum surface warming of 5°C
and a 2°C warming over the upper 1,000 m over the next 100 years would lead to an
equilibrium loss of carbon into the atmosphere of more than 150 PgC. These warm-
ing-induced losses represent about a 20 percent reduction in the net oceanic uptake for
atmospheric CO,. Models generally find a smaller magnitude of the temperature feed-
back with a reduction of the order of 50—70 PgC (10—14 percent) over the 21st cen-
tury (Greenblatt and Sarmiento, Chapter 13, this volume), mostly because their warm-
ing is smaller than the magnitude we assumed. Changes in surface salinity also have the
potential to alter the ocean atmosphere distribution of inorganic carbon, on the one
hand through changes in the solubility of CO, and on the other hand through changes
in surface ocean alkalinity (dilution effect). We consider the salinity feedback to be a
minor factor on the global scale for the 21st century, as we expect relatively small
changes in global mean surface salinity, an assessment shared by the model simulations
of Plattner et al. (2001).

CircuLATION FEEDBACKS (OCEAN Brora CONSTANT)

The increase in vertical stratification and the other circulation changes not only reduce
the uptake of anthropogenic CO, from the atmosphere, but also affect the natural car-
bon cycling substantially, even in the absence of any changes in ocean productivity. An
important distinction between this circulation feedback and that associated with the
anthropogenic CO, uptake is that the latter feedback affects only the rate at which the
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atmospheric CO, perturbation is equilibrated with the ocean and does not change the
long-term equilibrium, whereas the former feedback changes the equilibrium distribu-
tion of carbon between the ocean and atmosphere.

As it turns out, in the presence of the biological pumps, these circulation changes
appear to lead to a negative feedback—that is, an increase in the uptake of atmospheric
CO, from the atmosphere. The main reason for this somewhat surprising result is that
a slowdown of the surface to deep mixing also reduces the upward transport of re-
mineralized DIC from the thermocline into the upper ocean, while the downward trans-
port of biologically produced organic carbon remains nearly unchanged.

To estimate the magnitude of this feedback, we assume that global export produc-
tion by particles remains at about 10 PgC y! and that the upward supply of DIC to
compensate in the steady state for this downward organic carbon transport changes
inversely proportionally to the increase in vertical stratification. Adopting our previously
estimated changes in surface stratification (10 percent over the next 20 years and 40 per-
cent over the next 100 years), we estimate the cumulative reduction in the upward sup-
ply of DIC to be 20 PgC over the next 20 years and 400 PgC over the next 100 years.
Not all of this reduced supply of DIC will be compensated for by an additional uptake
of CO, from the atmosphere. Model simulations suggest that this ratio is about half,
leading to an estimate of this negative feedback of about 10 PgC over the next 20 years
and about 200 PgC over the next 100 years. The model simulations summarized by
Greenblatt and Sarmiento (Chapter 13) suggest a range from 33 to more than 110 PgC
over the anthropocene. They also show that the models that have a larger positive cir-
culation feedback associated with the anthropogenic CO, uptake tend to have a large
negative circulation feedback associated with the natural carbon cycle. This result is not
unexpected, as the two feedbacks are tightly linked with each other.

MariNg Broric FEepBacks (AT CONSTANT CIRCULATION)

The marine biota affects the cycling of carbon in the ocean in two fundamentally dif-
ferent ways. One is through the formation of organic matter in the surface ocean by
photosynthesis and the subsequent export of this material into the ocean interior (soft-
tissue pump), and the other is through the biogenic formation of CaCOj shells in the
upper ocean, which also tend to sink and dissolve at depth (carbonate pump) (see also
Sabine et al., Chapter 2). We will first focus on the soft-tissue pump, because it is quan-
titatively more important, and discuss the carbonate pump thereafter.

The pool of organic matter in the ocean is small, but most of it turns over on
timescales shorter than a year. As a consequence, when considering the impact of cli-
mate change on the natural carbon cycle and in particular ocean biota, it is insufficient
to look at the pool size of organic matter in the ocean. Instead we have to focus on the
time-integrated effect of ocean biology on the oceanic DIC distribution, in particular,
the fraction of the surface-to-deep gradient in DIC in the ocean that is induced by the
soft-tissue pump. Gruber and Sarmiento (2002) estimated that about 50 percent of the
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surface-to-deep gradient in oceanic DIC is due to the soft-tissue pump (about 150
micromoles [pmol] kg!). Integrated over the global ocean, this inorganic carbon pool
of biological origin amounts to about 2,500 PgC. Because the ocean CO, system is
strongly buffered, we estimate that only about 10—-20 percent of this “biological” car-
bon comes from the atmosphere, with the remainder coming from the oceanic DIC
pool. As a consequence, only a fraction of any loss from this biological DIC pool ends
up changing atmospheric CO,. Model simulations suggest, for example, that a complete
die-off of ocean life would lead to an atmospheric CO, increase of about 150—200 ppm
only (300-400 PgC) (Gruber and Sarmiento 2002).

The biological pump in the ocean does not operate at full strength, however, as there
are many regions where surface nutrients are not entirely used. Only about half of the
global nitrate pool is currently associated with the biological carbon pool, offering the
possibility of almost doubling the biological DIC pool to about 5,000 PgC. If we
assume again that about 10 percent of this carbon comes out of the atmosphere, we find
that the absolute upper and lower bounds of how changes in organic matter export can
influence atmospheric CO, are on the order of + 250 PgC, an estimate consistent with
the recent model simulations by Archer et al. (2000). The fraction of the change in the
biological DIC pool that shows up in the atmospheric CO, pool appears to be highly
model dependent, for reasons not fully understood (Archer et al. 2000).

As very little is known about the sensitivity of marine export production to climate
change, estimating how it might change over the next 20—100 years is by necessity very
uncertain. Our estimates, therefore, must be viewed with caution. It is nevertheless
instructive to determine possible upper bounds and to put them into perspective with
the other pools and processes that might change atmospheric CO, in the 21st century.

Over the next 20 years, we estimate that global export production will not change
by more than about about 3 PgC y™! (25 percent). This estimate would lead to a max-
imum change in the biological carbon pool of about 60 PgC (4 percent), which would
lead to a change in the atmospheric CO, pool of only about 612 PgC. There are many
possible reasons for changes in global marine export production, including changes in
surface ocean physical properties, changes in the delivery of nutrients from land by rivers
and atmosphere, and internal dynamics of the ocean biota, including complex
predator-prey interactions and fisheries-induced pressures on marine predators (see
Boyd and Doney 2003 for a comprehensive review). Over the next 100 years, we esti-
mate that the maximum change of the biological carbon in the ocean is likely less than
about half of the total pool or maximally about 800 PgC. Taking into account the cen-
tury timescales for this perturbation in the biological pool to equilibrate with the
atmosphere, we believe that the maximum change in the atmospheric CO, pool over
the next 100 years due to this effect is about 100 to 150 PgC, or of a magnitude simi-
lar to the glacial-interglacial CO, changes.

There exist possibilities for surprises, though, as our understanding of the mecha-
nisms controlling marine productivity and the subsequent cycling of organic matter in
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the ocean is limited. For example, while marine export production is generally believed
to be controlled primarily by the supply of nutrients and the availability of light (bottom-
up control), grazing pressure (top-down control) also plays a major role. With the enor-
mous fishing pressure on the top predators in the ocean, marine foodwebs have already
been altered fundamentally in many regions (Jackson et al. 2001) and are expected to
change further. On the basis of our current understanding, this human-induced change
in foodweb structure should have a relatively small impact on global marine export pro-
duction, but not enough is known today to exclude the possibility for a bigger role.

We next turn to the impact of climate change on the carbonate pump. Gruber and
Sarmiento (2002) estimated that the surface-to-deep gradient generated by this pump
amounts to about 60 tmol/kg, giving rise to a calcium carbonate (CaCO;) pump-
induced DIC pool in the ocean of about 600 Pg. The effect of changes in this pool on
atmospheric CO, depends on the timescale considered. On timescales less than a cou-
ple of hundred years, an increase in this pool size tends to increase atmospheric CO,. This
increase is because the formation of CaCOj, lowers the alkalinity of the surface ocean
more than it lowers DIC, thereby reducing the buffer capacity of the ocean. On very long
timescales, this effect is counteracted by interactions with the ocean sediments (Archer
etal. 1997).

Therefore, if changes in the export of CaCO, from the surface ocean are propor-
tional to the changes in the export of organic matter (a constant rain ratio) as
expected—for example, if CaCO, plays an important role as a mineral ballast
(Armstrong et al. 2002; Klaas and Archer 2002) —this process would have a counter-
acting effect on atmospheric CO, changes. Conversely, if the formation and export of
CaCO;was a process that is very independent of the export of organic matter, then the
two processes could reinforce each other, leading to a larger ocean biota feedback.

One example of how the production and export of CaCO, could be affected is
through changes in pH. There is increasing evidence that the calcification rate by
coccolithophorids (the dominant class of phytoplankton that produces CaCOj shells)
might be significantly reduced in response to a lowering of the surface ocean pH
(Riebesell et al. 2000). As a reduction of calcification leads to an increase in the ocean
uptake capacity for atmospheric CO,, this represents a negative feedback for climate
change. Zondervan et al. (2001), however, estimated the magnitude of this effect to be
on the order of 10-20 PgC only for the 21st century. A lower pH also affects the
calcification rates of corals (Gattuso et al. 1998; Kleypas et al. 1999). This effect,
together with the enhanced sea-surface temperatures, poses a significant threat to coral
reefs. The impact will likely be relatively small on atmospheric CO, but could be very
large on ecosystem services such as fish recruitment, biodiversity, and tourism.

METHANE HYDRATES

Vast quantities of methane, exceeding all known fossil-fuel reserves, exist in the form of
methane hydrates. These occur primarily under continental shelf sediments around the



3. The Vulnerability of the Carbon Cycle in the 21st Century | 67

world and in the Arctic permafrost. Hydrates are a crystalline solid of gas trapped in a
frozen cage of six water molecules. Geologic evidence suggests massive releases of
methane from the ancient sea floor, associated with episodes of global warming (Dick-
ens et al. 1997). Such events can trigger very large undersea landslides and associated
tsunamis. Could such a large-scale release happen over the next 100 years? The mech-
anisms associated with gas hydrate instabilities are very poorly understood, but calcu-
lations of heat penetration into sediments suggest that the probability is very low.

INTERACTIONS BETWEEN THE VARIOUS FEEDBACKS

Are the various feedbacks described here additive, or is it possible that some of these feed-
backs interact with each other to create synergies? The ocean biota feedback and the
ocean circulation feedbacks are tightly coupled, because ocean circulation is a prime
determinant of marine productivity, mainly because circulation controls the resupply of
nutrients from the deep ocean to the light-lit upper ocean. This resupply of nutrients is
also coupled with the resupply of the carbon that is associated with the biological pump.
Therefore, while a decrease in the supply of nutrients (such as caused by an increase in
upper ocean stratification) tends to cause a decrease in marine export production (posi-
tive feedback), at the same time it decreases the resupply of the carbon associated with
the biological pump (negative feedback). As a consequence, there is a strong tendency for
the two processes to counteract each other, with the sign of the combined feedback being
very uncertain (see Greenblatt and Sarmiento, Chapter 13, this volume).

In contrast to the nutrient-limited regions, the expected increase in vertical stratifi-
cation would create a tendency to increase export production in light-limited regions
such as the high latitudes. On the basis of nutrient-light-circulation interactions alone,
one would expect a relatively small change in global export production but large
regional changes, similar to the results of Bopp et al. (2001). Many other interactions,
however, might occur (e.g., associated with the delivery of iron and interactions with
community structure) that make it nearly impossible to make accurate projections
now. Despite all these uncertainties, the circulation feedback and the ocean biota feed-
backs appear to be generally additive.

Reviewing the currently available literature, we are not aware of any strong nonlin-
ear interactions between the various feedbacks, so the net oceanic response to the
anthropogenic CO, perturbation in the atmosphere can be understood from the sum
of its parts. Table 3.2 summarizes the six feedbacks that we discussed.

Atmosphere-Land-Ocean Interactions

The carbon cycle on land, in the atmosphere, and in the ocean are tightly linked with
each other. After having specified the vulnerabilities within the various subsystems, it
is important to investigate the interactions of these feedbacks from a global carbon cycle
perspective.
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Trade-off between Land and Ocean Uptake through Atmospheric C o,

Since atmospheric CO, is one of the main drivers controlling the oceanic uptake of
anthropogenic CO, and probably has some control over the sink strength of the ter-
restrial biosphere, there exists a trade-off between these two sinks. For example, if a given
amount of carbon is lost from one of the land carbon pools into the atmosphere, the
resulting higher atmospheric CO, concentrations would in turn foster increased
oceanic uptake, thereby reducing the overall radiative forcing associated with the ini-
tial loss. The magnitude of the oceanic compensation can be significant. Cox et al.
(2000), for example, find a compensation of approximately 50 percent. The magnitude
of this compensation approaches nearly 100 percent over millennial timescales and
played an important role in buffering the large loss of carbon from the land biosphere
during transitions from interglacial periods to glacial periods. In a similar manner, a
decrease in ocean uptake by, for example, increased stratification would also be partly
compensated by increased terrestrial uptake. The magnitude of this trade-off effect,
however, in this case depends on the sensitivity of the terrestrial biosphere to atmos-

pheric CO,,.

Potential Vulnerability of the Land-Ocean “Conveyor Belt”

The vulnerability of the land-river-marine transport and fate system (“conveyor belt”)
depends on the regional functioning of the hydrological cycle and on the way its
dynamics are driven by patterns of water use, changes in land use practices affecting
mobilization of carbon and nutrients to and through channels, and ultimately how the
seas of the continental margins respond to these changes in forcing. Under scenarios of
an increased hydrological cycle and changes in land use, river flow could increase, lead-
ing to increased ability of rivers to carry materials. Conversely, those areas subject to
drier conditions would incur reduced flow and a reduced capacity of rivers to mobilize
materials. Regardless of climate changes, an increased demand for water for agricultural
and for urban and industrial practices would reduce water available to be routed down
channels. Changes in forcing from upstream would affect coastal receiving waters.
Decreases in river flow (from either drier climates or increased irrigation or retention
in reservoirs) would reduce the cross-shelf water exchange because of a reduced buoy-
ancy effect, resulting in a diminished onshore nutrient supply (Chen, Chapter 18, this
volume). Primary production on the shelf would decrease proportionately, and with it
the ability of continental shelves to act as a sink for carbon. If, on the other hand, there
was a significant increase in nutrients (from increased fertilizers and urban use), higher
levels of productivity, and even eutrophication, in estuaries or coastal regions could be
maintained. Over a longer term, sea-level rises could have pronounced effects on car-
bon. We are currently not in a position to estimate the exact magnitudes of these
effects, but it seems likely that these changes will have a much larger impact on regional
issues than on atmospheric CO,,.
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Vegetation Cover—Dust—Ocean Fertilization

A third possible feedback arising out of the interaction of the atmosphere-land-ocean
system concerns the increasing evidence that micronutrients such as iron play an
important role in regulating the strength of the ocean’s biological pump, particularly in
the high-nutrient low-chlorophyll (HNLC) regions. As a substantial fraction of the iron
input into the surface ocean comes from the atmosphere, changes in this input could
lead to changes in ocean productivity, export production, and eventually atmospheric
CO,. This mechanism has actually been proposed as a possible reason for the low
atmospheric CO, concentration during the last glacial period (e.g., Martin 1990; see
Joos and Prentice, Chapter 7, this volume). This feedback may also operate in the future.
If degradation or desertification on land leads to increased dust inputs into oceanic
HNLC regions, this dust input would stimulate oceanic productivity and thus increase
oceanic CO, uptake. We estimate, however, that this effect will be relatively minor over
the next 20 or 100 years in really reducing atmospheric CO,, but this effect might lead
to large changes on a regional scale.

It also has been proposed that atmospheric iron input plays a major role in control-
ling marine N ,-fixation and that changes in the iron input would therefore lead to
changes in the total inventory of fixed nitrogen in the ocean, which could fuel higher
levels of marine productivity throughout the ocean (Falkowski 1997; Broecker and Hen-
derson 1998). It is unlikely, however, that this mechanism will lead to large changes in
the ocean atmosphere distribution of inorganic carbon over the next 20 to 100 years.

Summary and Conclusions

Our analysis of the vulnerability of the carbon pool on land and in the ocean reveals that
a substantial amount of carbon is at risk of becoming mobilized and being released into
the atmosphere (Figure 3.2, Figure 3.3, and Table 3.1). Recognizing that our estimates
are quite uncertain, we find that on the order of several tens of Pg could be lost from
the land and ocean carbon pool over the next 20 years and several hundred Pg over the
course of this century. On land, we estimate that the maximum potential losses are sub-
stantially larger than the maximum potential sinks, suggesting that the overall sign of
the feedbacks arising from carbon-climate-human interactions is positive—that is,
accelerating climate change. For the ocean, we must differentiate between the ocean
uptake that exists in the absence of climate change and the ocean sink that is due to cli-
mate feedbacks. The ocean uptake in the absence of any feedback is very large, on the
order of several hundred Pg C. This uptake could be substantially offset by the feed-
backs, since their net sign is likely positive as well.

Our results imply that the fraction of the anthropogenic CO, emissions that will
remain in the atmosphere and force a climate change will increase in the future. As a
consequence, the permissible anthropogenic emissions in a stabilization pathway are
smaller in the presence of interactions between the carbon-climate-human systems. The
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Figure 3.3. Global carbon cycle, its sink potential, and its vulnerability in the 21st century.
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magnitudes of the feedbacks depend to a large degree on the state of the climate system.
The feedbacks tend to get stronger with larger climate forcing, implying that the mag-
nitude of the offsetting effect for the permissible emissions increases with the concen-
tration of the atmospheric CO, stabilization target. A final observation that arises from
the inspection of Table 3.1 is that the vulnerability of the global carbon cycle stems from
the vulnerability of many different pools and processes. This finding highlights the need
for a highly integrative and interdisciplinary approach for studying the global carbon
cycle and the need to view Earth as a coupled system rather than as an entity that can
be studied in parts.

Although we view our analysis as a first step toward identifying and quantifying these
feedbacks, our estimates are preliminary at best. We hope, however, to encourage sub-
sequent research that will improve our initial assessment.

Note

1. The SRES A2 and B2 emission scenarios were developed by Nakicenovic et al. (2000)
and represent two representative samples out of a large family of scenarios. The A2 story line
describes a very heterogeneous world. The underlying theme is self-reliance and preservation
of local identities. Fertility patterns across regions converge very slowly, which results in con-
tinuously increasing population. Economic development is primarily regionally oriented,
and per capita economic growth and technological change are more fragmented and slower
than in other storylines. The B2 story line describes a world in which the emphasis is on local
solutions to economic, social, and environmental sustainability. It is a world with continu-
ously increasing global population, at a rate lower than A2, and intermediate levels of eco-
nomic development and of technological change. Although the scenario is also oriented
toward environmental protection and social equity, it focuses on local and regional levels.
Because of higher population and slow technological advances, the A2 scenario results in one
of the highest levels of CO, emissions, whereas B2 represents an intermediate-level emission
scenario.
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Scenarios, Targets, Gaps, and Costs

Jae Edmonds, Fortunat Joos, Nebojsa Nakicenovic,
Richard G. Richels, and Jorge L. Sarmiento

The Technology “Gap”

With substantial increases in the global demand for energy services expected over the
next century, energy technology holds the key to effective limitation of greenhouse gas
emissions. Carbon-based fuels and their associated technologies supplied 88 percent of
the world’s energy in 1995. Over the coming decades, technologies that provide energy
services but emit little or no CO, into the atmosphere will compete in the global mar-
ketplace with ever-improving carbon-emitting fossil-fuel technologies. How successfully
they compete will determine future emissions.

Figure 4.1 illustrates the nature of the challenge. The middle curve depicts the car-
bon dioxide emissions associated with the Intergovernmental Panel on Climate Change
(IPCC) central scenario, denoted 1S92a. This IPCC reference case scenario is based on
analysis of trends in global population, economic growth, land use, and energy systems.
The underlying energy and land use changes produce carbon emissions that grow
steadily throughout the century from 7 petagrams of carbon (PgC) per year in 1990 to
almost 20 PgC per year in 2100.

The extent of technological improvements contained in the 1S92a scenario is not
always appreciated. They are substantial. To illustrate the extent of technological change
incorporated in the 1S92a scenario, we have computed carbon emissions that would be
associated with a world having the same population and economic growth as 1S92a but
with energy technology held constant at its 1990 level. This calculation is not intended
to be a realizable scenario but is rather intended to highlight the degree to which tech-
nologies that are expected to participate in energy systems consistent with the stabi-
lization of greenhouse gas concentrations are already assumed to contribute. The dif-
ference between the upper and middle curves illustrates the technological improvement
needed merely to achieve the 1S92a emissions path with its corresponding impact on
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Figure 4.1. Carbon emissions, 1990-2100.

concentrations. The effects of energy intensity improvements and the deployment of
non-carbon-emitting energy supply technologies are large. Power generation is 75 per-
cent carbon free by the year 2100, and modern commercial biomass provides more
energy than the combined global production of oil and gas in 1990.

Even under the advanced technology assumptions of 1S92a, emissions will con-
tinue to grow. They will increase at a significantly slower rate than they would have
without the technology developments envisioned by 1S92a. Nevertheless, under the
1S92a scenario, the concentration of carbon dioxide will rise to more than 700 parts per
million (ppm) by the end of the 21st century—nearly triple the preindustrial level—
and will continue rising.

The lower curve depicts an emissions path consistent with a 550-ppm concentration
ceiling. This curve is depicted for illustrative purposes. While the Framework Conven-
tion on Climate Change commits the governments of the world to stabilize the con-
centration of greenhouse gases, it is silent as to which concentration. The concentration
at which CO, is stabilized may turn out to be 350 ppm or 1,000 ppm.

Regardless of the concentration at which CO, is stabilized, the fact that CO, con-
centrations are determined by cumulative, not annual, global emissions implies that
eventually global CO, emissions must peak and then begin a long-term, indefinite
decline, as in this example.

We define the difference between carbon emissions that are anticipated to occur in
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a world that places no value on carbon and emissions required to stabilize at a specific
concentration level as the “gap.” Closing the gap means effecting a change in the tech-
nologies that are anticipated to come into use under the IS92a scenario. Substantial
development of energy technologies is necessary to achieve the 1S92a goals, and even
greater development and deployment is needed to achieve stabilization. In the sections
that follow, we explore how the size of the gap is affected by assumptions regarding (1)
business as usual emissions, (2) the CO, concentration target, and (3) key components
of the carbon cycle. We also show how the gap may be filled under alternative assump-
tions regarding technology cost and availability.

Scenarios

We begin by examining reference scenarios that represent the range (but not necessar-
ily the distribution) of scenarios found in the open literature and explore the role tech-
nology plays in shaping fossil-fuel carbon emissions. The main conclusion is that
scenarios are generally optimistic about future development and deployment of tech-
nologies that provide energy services without carbon emissions. Yet, as with the 1592a
scenario, assumed technology improvements do not guarantee that the concentration
of atmospheric CO, will be stabilized in any given scenario. In most instances there
remains a gap between emissions in the scenario and an emissions trajectory that would
stabilize CO, concentrations. The size of this gap depends on the CO, stabilization con-
centration and the degree to which advanced energy technologies—both supply and
energy efficiency—are assumed to have already displaced carbon-emitting energy tech-
nologies.

A wide array of scenarios have been developed that explore future energy, industrial,
and land use carbon emissions. One of the most recent examinations is the IPCC Spe-
cial Report on Emission Scenarios (SRES) (Nakicenovic et al. 2000). This document
examines scenarios published in the open literature and develops an array of new global
scenarios looking forward through the 21st century. (The many scenarios contained
in the SRES are organized into four major groups labeled Al, A2, B1, and B2. The
characteristics of each group are discussed in Colorplate 4, and the associated primary
energy requirements are shown in Colorplate 6.) The literature is rich, containing sce-
narios that range from those with rapidly rising emissions to those in which emissions
follow a pattern consistent with the stabilization of greenhouse gas concentrations.
Some scenarios exhibit more rapid growth in emissions than 1S92a, and some are
slower. This range of anthropogenic CO, emissions for both fossil fuels and land use
change is shown in Colorplate 6, from Nakicenovic et al. (2000).

The scenarios with lower energy requirements (Colorplate 6) represent sustainable
futures with a transition to very efficient energy use and high degrees of conservation.
Generally, these are also the scenarios in which energy sources with low carbon inten-
sity play an important role. The scenarios with higher energy requirements generally rep-



80 | I. CROSSCUTTING ISSUES

10,000
9,000 [
8,000 [
., 7,000 r
- 6,000 |
Q i Range of SRES
_a 5,000 illustrative scenarios with
S 4,000 | constant 1990 technology
L
3,000
2,000 Range of SRES
1,000 | illustrative scenarios
0 .
1990 2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

Year

Figure 4.2. Effects of energy intensity improvements on energy demands in SRES
illustrative scenarios.

resent futures with more rapid rates of economic growth or low rates of economic
growth combined with high population.

Energy Intensity

Like the IS92 scenarios before them, all of the SRES scenarios envision substantial
improvements in technology. To illustrate the magnitude of the technological change
assumed to occur over the course of the 21st century in the SRES scenarios, we com-
pute the energy requirement for each scenario, given its population and gross world
product, that would be associated with an energy intensity that remained unchanged
from that of 1990 (see Figure 4.2).

World energy intensity is the ratio of energy to gross world product. Energy inten-
sity improves in all SRES scenarios. That is, the amount of energy required to produce
each dollar or yen or rupee of gross domestic product (GDP), after adjusting for infla-
tion, is lower each decade than it was the decade before. Energy intensity declines as a
result of many changes in the scenarios. These changes include improvements in the effi-
ciency with which energy is used for a given process, shifts between processes, and the
substitution of goods and materials with lower energy content for those with higher
energy content.

Improvements in energy intensity are not new. They have been going on in some
countries for a century. In the SRES scenarios, energy intensity improves at annual rates
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Figure 4.3. Range of non-carbon-emitting energy supply (gray) in SRES illustrative
scenarios. Also shown are the magnitudes of the 1990 global energy system (black) and
the 1990 global oil and gas system (dotted).

that range from less than 1 percent per year to more than 2 percent per year. By the year
2100 the cumulative effect is large. By the year 2100 primary energy demand in the
SRES scenarios ranges from 55 percent to more than 90 percent lower than had no
energy-intensity improvement occurred. Such is the effect of compounding,.

Figure 4.2 shows the range of primary energy demands for the SRES illustrative sce-
narios and the corresponding range that would have been required assuming the same
gross world product as in each of the SRES scenarios, but leaving energy intensity
(energy per unit of gross world product) unchanged at 1990 levels. Without the
improvements in energy intensity, it is hard to imagine how the global energy system
could expand to produce the energy requirements of a constant-energy intensity-world.
(This underscores the hypothetical nature of the constant-energy-intensity calculations
and their purely illustrative character.)

Non-Carbon Energy Supply

Scenarios that consider the future evolution of global energy systems not only have sig-
nificant improvements in energy intensity as a characteristic, but also envision signifi-
cant increases in the deployment of non-fossil energy supply.

Figure 4.3 shows the range of deployment in the SRES illustrative scenarios for non-
carbon-emitting energy (i.e., solar, wind, nuclear, and biomass). The global energy sys-
tem in 1990 produced 375 exajoules (E]) of energy. In many of the SRES illustrative sce-
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Figure 4.4. Global carbon dioxide emissions in billion tons of carbon (PgC) per year
since 1850 to present, plus emissions trajectories for the six SRES illustrative scenarios.

narios, the deployment of non-carbon-emitting energy supply systems exceeds the size
of the global energy system in 1990. In some cases the scale of the commercial biomass
energy sector alone rivals or dwarfs the scale of the present global energy system.

The Gap and CO, Stabilization

We have used the term “the gap” to refer to the difference between CO, emissions asso-
ciated with reference scenarios, with their attendant technological progress, and emis-
sions along a path that stabilizes the concentration of atmospheric CO,. Historic emis-
sions from 1850 through 1999 and the variety of SRES reference emissions paths are
shown in Figure 4.4.

The Wigley, Richels, and Edmonds (1996, WRE) emissions paths (Figure 4.5) trace
emissions trajectories that are consistent with stable atmospheric concentrations of CO,
at five alternative levels. These paths exhibit the peak and decline pattern associated with
the limit on cumulative emissions for atmospheric CO, concentrations. The higher the
stabilization concentration, the later and higher is the peak in emissions. For most of the
scenarios in the open literature, the dramatic advances in anticipated technology devel-
opments are insufficient to stabilize the concentration of atmospheric CO,.

The magnitudes of the “gaps” between WRE trajectories for stabilization of atmos-
pheric CO, concentrations at levels ranging from 350 ppm to 750 ppm are shown in
Figure 4.6 and in Tables 4.1 and 4.2. The range of emissions reductions, relative to the
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Figure 4.5. WRE CO, emissions trajectories for five alternative CO, concentrations.

reference case, that are required to attain a WRE concentration stabilization path is very
wide (Figure 4.6). For some of the illustrative scenarios, events unfold in such a way as
to stabilize the concentration of CO, at approximately 550 ppm without the need for
explicit policies to limit greenhouse gas emissions. By construction, these scenarios
assume that sustainable development is a priority and that policy measures ensure that
non-carbon-emitting technologies are developed and deployed in preference to fossil
energy technology. For most of the SRES reference scenarios, such good outcomes are
not anticipated. Most of the scenarios require additional emissions reductions to stabi-
lize the atmospheric concentration of CO,.

Closing the Gap

Numerous mitigation measures and policies need to be invoked in the 1S92a and SRES
scenarios to stabilize CO, concentration levels. There is no unique solution to closing the
gap. In fact, regardless of the reference scenario, it is never the case that a single energy
technology closes the gap. In all instances the gap is closed by the deployment of a suite
of energy technologies. These technologies include familiar core technologies such as
energy efficiency; other energy intensity improvements; production of solar, wind,
nuclear, modern commercial biomass, and other renewable energy; and changes in land
use practices such as afforestation, other forest management practices, and soil carbon
management. Beyond that, technologies that are only minor components in the present
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Figure 4.6. The “gap” for five alternative CO, concentrations. This panel shows for five
alternative CO, concentrations the range of differences between reference emissions in
the six SRES illustrative scenarios and the WRE emissions trajectory associated with
stabilization of the concentration of CO, at the indicated level. This difference between
anticipated emissions and emissions along a trajectory that stabilizes CO, concentrations
is referred to as the “gap.”

global energy system could become major components of the global energy system in the
middle and latter half of the 21st century. These technologies could include carbon cap-
ture and disposal, hydrogen and advanced transportation systems, and biotechnology.

Many issues remain to be resolved before the technologies assumed to successfully
deploy in the reference cases deploy as assumed. The development and deployment of
advanced energy technologies raise other research questions.

As discussed elsewhere in this book, carbon capture and disposal could be a major
technology in the 21st century. Its deployment would enable the continued employment
of abundant fossil-fuel resources to provide energy services. But cost is an important



Table 4.1. The gap for the six SRES illustrative scenarios for atmospheric CO, concentrations ranging from 450
ppm to 750 ppm (PgClyear)

WRE 350 WRE 450 WRE 550 WRE 650 WRE 750
Scenario 2020 2050 2100 2020 2050 2100 2020 2050 2100 2020 2050 2100 2020 2050 2100
Al AIM 5 15 13 4 10 10 2 6 7 1 4 3 1 3 1
A1G MiniCAM 6 23 28 4 18 25 2 13 21 2 11 18 1 10 16
A1TMESSAGE 3 11 4 1 6 1 NA NA NA NA NA NA NA NA NA
A2 ASF 5 16 29 3 12 25 1 7 22 1 5 19 1 4 17
B1 IMAGE 3 10 4 2 5 1 NA NA NA NA NA NA NA NA NA
B2 MESSAGE 2 10 13 0 5 10 -2 0 7 -2 2 3 -2 -3 1

Note: NA indicates not available.

Table 4.2. The gap for the six SRES illustrative scenarios for atmospheric CO, concentrations ranging from 450
ppm to 750 ppm (E]/year)

WRE 350 WRE 450 WRE 550 WRE 650 WRE 750

Scenario 2020 2050 2100 2020 2050 2100 2020 2050 2100 2020 2050 2100 2020 2050 2100
Al AIM 270 822 809 180 567 589 92 312 401 71 190 207 61 137 o6l
A1G MiniCAM 284 1,137 1,335 191 901 1,162 100 665 1,014 78 552 860 68 503 745
AITMESSAGE 158 626 299 65 360 45 NA NA NA NA NA NA NA NA NA
A2 ASF 253 785 1,243 163 557 1,086 74 329 953 53 220 814 42 173 710
B1 IMAGE 166 491 200 79 262 27 NA NA NA NA NA NA NA NA NA
B2 MESSAGE 97 534 664 4 278 481 -88 21 325 -110 -101 164 -121 -154 42

Note: NA indicates not available.
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question. If the cost issue is successfully addressed, or if the value of carbon is high
enough, carbon capture technologies could be deployed at very large scale. Cumulative
capture amounting to hundreds of billions of tons of carbon over the course of the 21st
century could occur if other technology issues are addressed. Disposal is also a critical
question. Many potential reservoir classes exist, including depleted oil and gas wells,
deep saline reservoirs, unminable coal seams, basalt formations, and oceans. Monitor-
ing, verification, health, safety, and local environmental issues remain to be resolved
before this technology can be deployed at a large scale.

Similarly, hydrogen systems could provide a major contribution to closing the gap.
Hydrogen is an energy carrier that has the attractive property of exhausting water vapor
when oxidized. It can be used directly in applications ranging from space heating to elec-
tric power generation to transport. But hydrogen is not a primary energy form. It is
derived either from a hydrocarbon such as a fossil fuel or biomass, or from the splitting
of water, H,O, into its constituent parts, hydrogen and oxygen, usually using electric-
ity. The use of hydrocarbons to provide a source of hydrogen raises the question of the
disposition of the carbon, and hence may require carbon capture and disposal technol-
ogy to contribute to closing the gap. Hydrocarbons derived from biomass could con-
tribute to closing the gap by providing hydrocarbon feedstocks for hydrogen produc-
tion without carbon capture and disposal technology, as the carbon contained in the
biomass is obtained from the atmosphere. In combination with carbon capture and dis-
posal, biomass could provide energy with an effectively negative carbon emission. The
production of hydrogen using electricity raises both the question of cost and the ques-
tion of how the electricity was produced.

Once hydrogen is produced, a system must be developed and deployed to cost-effec-
tively utilize the fuel in the provision of energy services while simultaneously providing
consumer amenities, and addressing other environment, health, and safety concerns. Fuel
cells have attracted considerable attention in that they can convert hydrogen to electric-
ity and heat, while producing only water vapor as exhaust. Fuel cells can be deployed in
cither stationary or mobile applications. Yet many questions remain to be addressed
before either hydrogen systems or fuel cells are widely deployed. Economic issues loom
large. The present fossil-fuel—based transportation system with the internal combustion
engine has proved a highly cost-effective system for delivering transportation services.
Furthermore, even if cost-competitive fuel cells are developed, they could have little or
no effect on carbon emissions if they do not employ hydrogen as the fuel.

Both hydrogen and fuel cell technologies will require further research to address eco-
nomic, technological, environmental, health, safety, and institutional questions.

Biotechnology could similarly play a significant part in closing the gap. Many illus-
trative scenarios assume that costs and performance will improve to the point where
commercial biomass is a major component of the global energy system by the middle
of the century. But, as with other technologies that are at an early stage of development,
economic, technological, environmental, health, safety, institutional, and ethical ques-
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tions abound. How is crop productivity to be improved? What other implications are
implied for land use and land use emissions? Could genetically modified crops be used?
How will this approach affect biodiversity?

Other biotechnology options also represent great potential contributions to closing the
gap, while raising equally deep questions about technology, environmental impact, health,
and safety considerations and ethics. The creation of new life forms to produce hydrogen
from hydrocarbons or water, or to capture carbon from the air and store it in soils, for
example, has extraordinary ethical implications in addition to technological challenges.

Technology Development and Deployment

New technologies and policies play an important role in all scenarios, including base-
lines and stabilization scenarios. To meet the growing need for energy services, new tech-
nologies must deliver energy services in an ever more efficient, less polluting, and less
costly manner. Technological change plays an important role in this process, along
with other important developments such as new institutional arrangements, adequate
investments in energy, capacity building and education, or free trade to mention just a
few enabling developments. The need for technological change is even greater in the sta-
bilization cases because additional technological measures are required to close the
emissions gap. Thus, numerous new and advanced energy technologies will have to be
developed and deployed during the next 100 years.

Large research and development (R&D) efforts are required to deliver technologies
to fill the gap in addition to delivering the reference scenarios. R&D comes in many
forms, ranging from basic scientific research to technology deployment. The knowledge
base upon which future technologies will emerge will be created by curiosity-driven
research, applied research, research in related fields, and by learning processes that
begin once technologies begin to emerge in their first applications.

New technologies historically emerge after extensive experimentation and the accu-
mulation of knowledge through experience. Technologies typically begin their existence
in niche markets and are characterized by high costs and frequently inferior perform-
ance compared with the old ones in core applications. Dedicated development often,
but not always, brings improvements. In economics this process is called technological
learning or learning by doing. In engineering and business, one often refers to so-called
cost buy-downs along a learning curve. It is only after the costs have been reduced and
performance improved that widespread diffusion can take place and old technologies
can be replaced by new ones. A rich literature that describes the enormous improve-
ments and cost reductions that can be achieved with accumulated experience and
deployment of new technologies, eventually resulting in superior performance and
lower costs than older competitors. Gas turbines are an example of one technology that
has been developed this way. It should be mentioned that these stages in the innovation
chain are not intended to be linear or sequential; it is an interactive process. R&D is
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always required, and niche markets for experimentation are needed to advance even the
mature technologies.

The Cost of Closing the Gap

For those cases in which a gap exists—that is, for economies that are not on a course
that will lead to the stabilization of CO, concentrations on their own—resources that
would not otherwise be employed to reduce emissions must be diverted from some
other human enterprise to the task of closing the gap. That is, there is an economic cost.

Many factors will determine the magnitude of that cost, including the scale of eco-
nomic activity, the technical, political, and institutional ability of society to limit emis-
sions wherever it is cheapest to do so, the set of technologies available to fill the gap, the
stabilization concentration level, and the distribution of emissions in time.

The latter factor reflects the fact that cumulative, not annual, emission of carbon to
the atmosphere determines atmospheric CO, concentrations. That is, the same con-
centration target can be achieved through a variety of emission pathways. This process
is illustrated in Figure 4.7, which shows alternative concentration profiles leading to sta-
bilization at 350, 450, 550, 650, and 750 ppm.

The choice of emission pathway can be thought of as a “carbon budget” allocation
problem. In a first approximation, a concentration target defines an allowable amount
of carbon to be emitted into the atmosphere between now and the date at which the tar-
get is to be achieved. The issue is how best to allocate the carbon budget over time.

Some insight into the characteristics of the least-cost mitigation pathway can be
obtained from an exercise conducted under the Stanford Energy Modeling Forum. A
group of modelers was asked to examine two alternative emission pathways for stabiliz-
ing concentrations at 450, 550, 650, and 750 ppm (see Figure 4.8). The solid and dashed
lines are referred to as WG 1 and WRE, respectively, denoting their source (Houghton et
al. 1995; Wigley et al. 1996).

Notice that for each model, global mitigation costs are less expensive under WRE.
There are several reasons why the models tend to favor a more gradual departure from their
reference path. First, energy-using and energy-producing capital stock (e.g., power plants,
buildings, and transport) are typically long lived. The current system was put into place
based upon a particular set of expectations about the future. Large emission reductions in
the near term will require accelerated replacement. This replacement is apt to be costly.
There will be more opportunity for reducing emissions cheaply once the existing capital
stock turns over.

Second, the models suggest that there are currently insufficient low-cost substitutes, on
both the supply and demand sides of the energy sector, for deep near-term cuts in carbon
emissions. With the anticipated improvements in the efficiency of energy supply, trans-
formation, and end-use technologies, such reductions should be less expensive in the
future.
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Third, with the economy yielding a positive return on capital, future reductions can
be made with a smaller commitment of today’s resources. For example, assume a net real
rate of return on capital of 5 percent per year. Further, suppose that it costs $50 to
remove a ton of carbon, regardless of the year in which the reduction occurs. If we were
to remove the ton today, it would cost $50. Alternatively, we could invest $19 today to
have the resources to remove a ton of carbon in 2020.

The result that the lower-cost mitigation pathway tends to follow the baseline in the
early years has been misconstrued by some as an argument for inaction. Wigley et al.
(1996, 242), referring to their own work, argue that this is far from the case.

We must stress that, even from the narrow perspective of a cost effectiveness
analysis, our results should not be interpreted as suggesting a “do nothing” or
“wait and see” policy. First, all stabilization targets still require future capital
stock to be less carbon-intensive than under a BAU scenario. As most energy
production and use technologies are long-lived, this has implications for current
investment decisions. Second, new supply options typically take many years to
enter the marketplace. To ensure sufficient quantities of low-cost, low-carbon
substitutes in the future requires a sustained commitment to research, develop-
ment and demonstration today. Third, any “no regrets” measures for reducing
emissions should be adopted immediately. Last, it is clear from [Figure 4.7] that
one cannot go on deferring emission reductions indefinitely, and that the need
for substantial reductions in emissions is sooner the lower the concentration

target.

Returning to Figure 4.8, note the “bend” in the cost curve as we move from a 550
to 2450 ppm concentration target. The reason is that even under WRE, a 450 ppm tar-
get requires an immediate departure from the baseline resulting in premature retirement
of existing plant and equipment.

Finally, it should be noted that different emission pathways for achieving a given con-
centration target imply not only different mitigation costs, but also different benefits
in terms of environmental impacts averted. These differences occur because of the dif-
ferences in concentration in the years preceding the accomplishment of the target. It is
therefore important to examine the environmental consequences of choosing one emis-
sion path over another.

Uncertainties in Emission Allowance from Uncertainties
in the Carbon Cycle—Climate System
The integrated assessment models described in previous sections estimate the carbon

emissions that result from a given scenario of economic development and population
growth. These emissions are then converted into atmospheric carbon dioxide partial
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pressures using reduced-form carbon cycle models. In the flip side to these emission sce-
narios, the stabilization scenarios calculated by the integrated assessment models also
make use of the reduced-form carbon cycle models, but now to calculate permissible
emissions, which are then translated into an energy supply from fossil fuels. The aim
of this section is to examine how uncertainties in the global carbon cycle might affect
both the growth rate in atmospheric carbon dioxide that results from a given emission
scenario and the permissible emissions that result from a given concentration stabiliza-
tion scenario.

We begin our discussion with the set of stabilization scenarios shown in Figure 4.9
and a detailed breakdown of two stabilization scenarios given in Table 4.3. Because of
the dependence of asymptotic atmospheric carbon dioxide on cumulative rather than
annual emissions, annual carbon emissions have to peak and eventually decline well
below present levels (Figure 4.9a) in order to stabilize cumulative emissions (Figure
4.9b) and thus atmospheric CO,. This is true irrespective of the stabilization target.
Note, however, that a considerable amount of emissions can continue for many decades
and even centuries beyond the peak, as the deep ocean gradually comes into play as a
carbon sink.

A range of processes determine carbon uptake by the ocean and the terrestrial bios-
phere (Prentice et al. 2001; see chapters by Friedlingstein, Le Quéré and Metzl, and
Greenblatt and Sarmiento in this volume) and thus allow carbon emissions for a given
stabilization pathway. Factors that influence oceanic and terrestrial storage are the
increase in atmospheric CO,, the increase in radiative forcing by CO, and non-CO,
greenhouse gases (GHGs) and other agents, the sensitivity of climate to radiative forc-
ing, and the sensitivity of carbon cycle processes to climate change (Joos et al. 2001; Lee-
mans et al. 2002). Terrestrial carbon storage depends on past and future land use (Hurtt
et al. 2002; Leemans et al. 2002; Gitz and Ciais 2003), the sensitivity of soil respira-
tion to soil temperature and moisture changes, and changes in structure and distribu-
tion of ecosystems (Cox et al. 2000; Cramer et al. 2001; Joos et al. 2001).

The role of increasing atmospheric CO, and of additional nutrient input into ter-
restrial ecosystems (Townsend et al. 1996) in enhancing primary productivity remains
controversial. Recent reviews (House et al. 2003; Houghton et al. 2003) discuss the con-
flicting evidence for environmental growth enhancement (see also Hittenschwiler et al.
1997; Luo et al. 1999; De Lucia et al. 1999; Caspersen et al. 2000; Joos et al. 2002;
Cowling and Field 2003).

For a range of plausible assumptions, it is found that the terrestrial biosphere could
act as a strong carbon source or sink during this century (Cox et al. 2000; Joos et al.
2001; Hurtt et al. 2002). The ocean’s physico-chemical-driven response is to sequester
carbon released into the atmosphere. The rate-limiting step is surface-to-deep mixing
of excess carbon associated with typical timescales ranging from decades for the upper
ocean to many centuries for the abyss (Oeschger et al. 1975). Solubility of CO,
decreases in warming waters, tending to reduce the uptake. Other factors that can
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Figure 4.9. (a) Allowed carbon emission for the WRE 550 pathway where atmospheric
CO, is stabilized at 550 ppm (dot-dash line, right axis) as simulated with the Bern CC
model (Joos et al. 2001). The model’s climate sensitivity, expressed as equilibrium
temperature increase for a doubling of atmospheric CO,, has been varied between 0°C
(no climate feedbacks, dash), 2.5°C (standard case, solid), and 4.5°C (long-dash). The
gray band provides an estimate of the overall uncertainty of the allowed emissions. The
lower bounding has been calculated by phasing out CO, fertilization, the major terrestrial
sink process in the model, after year 2000 and by setting slow ocean mixing rates. The
upper bounding has been obtained by implementing no dependence of soil respiration
rates on soil warming, thereby suppressing the major terrestrial source process in the
model and by setting high ocean mixing rates. (b) Cumulative carbon emissions
allowance for the two WRE stabilization pathways leading to stabilization at 450 ppm
and 1,000 ppm.



Table 4.3. Allowed carbon emissions for WRE 450 and WRE 750
stabilization pathways

2000-2020 2020-2050 2050-2100

Pathway (20 years) (30 years) (50 years)
WRE 450 stabilization pathway
Standard 189 217 393
Bounding cases 145 to 136 to 306 to
+227 268 462
Deviations due to:
Climate feedback
None +21 +36 +51
High 23 -36 34
Ocean mixing
Low -17 =23 -26
High +12 +18 +19
Land
No CO, fertilization -28 -58 -61
Temperature-independent soil +26 +33 +50
respiration rates
Bounding deviations —44 to -81 to -87 to
+38 +51 +69
WRE 750 stabilization pathway
Standard 202 399 654
Bounding cases 155 to 271 to 396 to
235 468 801
Deviations due to:
Climate feedback
None +23 +50 +111
High 24 —40 -99
Ocean mixing
Low -17 -33 =57
High +13 +24 +43
Land
No CO, fertilization -30 -96 -200
Temperature-independent soil +20 +45 +104
respiration rates
Bounding deviations —47 to —128 to -259 to
+33 +69 +147

Note: Total allowed emission in PgC for the standard and bounding cases and deviations from the
standard in PgC for the other cases, as obtained with the Bern CC model. The lower bounding case
is obtained by combining low ocean mixing with the phasing out of CO, fertilization on land after
year 2000, whereas the upper bounding case results from combining high ocean mixing with soil
respiration rate coefficients that remain unchanged under global warming.
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influence the oceanic uptake are a slowing of the circulation in response to changed heat
and freshwater fluxes into the surface ocean, and changes in marine ecosystems and their
productivity in response to changes in the physical and chemical environment (Maier-
Reimer et al. 1996; Sarmiento et al. 1998; Joos et al. 1999; Matear and Hirst 1999;
Plattner et al. 2001). Uncertainties in projections are thus associated both with uncer-
tainties in basic carbon cycle processes, such as the rate of surface-to-deep mixing of
excess carbon or fertilization mechanisms on land, and with uncertainties in carbon
cycle—climate feedbacks, including a possible collapse of the formation of North
Atlantic Deep Water or dieback of extant forests.

In the following sections, we explore these uncertainties in a quantitative framework,
using primarily sensitivity studies that have been carried out within the framework of
IPCC with the Bern carbon cycle—climate (CC) model (Joos et al. 2001; Prentice et al.
2001), but also including recent results from two three-dimensional Earth system mod-
els (Cox et al. 2000; Friedlingstein et al. 2000). The Bern CC model links a chemistry
and radiative forcing module, the HILDA box-diffusion-type ocean model, the Lund-
Potsdam-Jena (LPJ) dynamic global vegetation model (Sitch et al. 2003), and a substi-
tute of the ECHAM3/LSG AOGCM. The three-dimensional models are computa-
tionally expensive, and simulations are not available for the stabilization scenarios.
Figure 4.9 and Table 4.3 illustrate how uncertainties might affect estimates of emissions
for various stabilization scenarios. The cumulative upper-to-lower-limit range of these
uncertainties for a standard climate response of 2.5°C warming for a CO, doubling is
on the order of 40 percent of the standard scenario for the next 20 years, then increases
to 50 percent and greater for the 2020 to 2050 and 2050 to 2100 periods, and beyond.

The largest contribution to these uncertainties in all the scenarios arises from the
parameterization of land processes. The LP] model as used for the standard scenarios
given in the top row of the tables includes both a representation of the effect of CO,
fertilization on plant growth and a conventional temperature dependence of soil res-
piration rates (Sitch et al. 2003). These mechanisms have opposite effects. CO, fer-
tilization leads to carbon uptake for rising atmospheric CO, concentrations, whereas
global warming leads to higher soil respiration rates and a loss of soil carbon. The
extent of stimulation of carbon storage in natural ecosystems by CO, has been a mat-
ter of controversy, and there is no proof that the biospheric sink on the global scale (see
Chapter 1) is indeed primarily due to CO, fertilization, as implied by the LPJ results.
Other processes, such as nitrogen fertilization (Schindler and Bayley 1993; Townsend
etal. 1996), climate variations (Dai and Fung 1993; McGuire et al. 2001), and forest
regrowth and woody encroachment (Pacala et al. 2001; Goodale et al. 2002; see also
Nabuurs, Chapter 16, this volume), might be responsible for part or most of the ter-
restrial sink. If this were the case, then it would be unlikely that primary productivity
would increase as a function of future CO, concentrations. A simple alternative hypo-
thesis is that primary productivity remains close to its present level. Then the allowed
carbon emissions would have to drop by a very large amount (row “no CO, fer-
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tilization” in tables), as the terrestrial biosphere turns into a source in the coming
decades as soil carbon is lost. There is also conflicting evidence on the temperature
dependence of soil and litter respiration (Trumbore et al. 1996; Giardina and Ryan
2000) over multiannual timescales. If soil and litter respiration rates are indeed inde-
pendent of global warming, then carbon loss from litter and soil would be suppressed
and allowed carbon emissions could be higher (row “temperature independent soil res-
piration rates”). Uncertainty in ocean circulation, represented in the Bern CC model
by varying the ocean mixing, is also substantial, though not as great as uncertainties
in land processes. Uncertainty in climate projections also translate into uncertainties
in estimated carbon emission allowance. The climate feedback rows vary the equilib-
rium temperature for a CO, doubling from its standard value of 2.5°C to 0°C in the
no climate feedback case and 4.5°C in the high climate feedback case. Projected tem-
perature and precipitation changes affect photosynthesis and soil respiration rates on
land and the solubility of CO, in the ocean. Climate change also affects vegetation
dynamics, leading to forest expansion in high northern latitudes as well as to forest
dieback in other regions. The results obtained with the three-dimensional Hadley and
IPSL models summarized in Table 4.4 give another illustration of the climate feedback
effect. Here the carbon emissions are fixed per the IPCC 1S92a (Hadley) and A2
(IPSL) scenarios, and the models predict the resulting CO, in the atmosphere. The
Hadley model land biosphere, which suffers from a massive loss of soil carbon in the
climate feedback case, shifts from being a large net sink to a large net source when cli-
mate feedback is added. As a consequence, atmospheric CO, climbs to almost 1,000
ppm from the non-climate feedback result of 702 ppm. This represents a difference of
almost 600 PgC in the carbon sinks between the two cases. By contrast, the IPSL
model, which is more similar to the Bern model in its behavior, shows a difference of
only 160 PgC in the carbon sinks between the two scenarios.

As discussed in Chapter 2, there exist vulnerabilities and possible “surprises” that are
not readily included in state-of-the art models or that are possible but not necessarily
likely. For example, an uncertainty not considered in the projections presented by
IPCC and shown here in Figure 4.9 and Table 4.3 is the possibility of a collapse of the
North Adlantic Deep Water formation and its impact on oceanic and terrestrial carbon
uptake (see also Joos and Prentice, Chapter 7, this volume). Since the detection of rapid
abrupt climate change in Greenland ice cores, European lake sediments, and sediments
in the deep Adantic (Oeschger et al. 1984; Broecker et al. 1985; Clark et al. 2002), con-
cerns have been expressed that the formation of North Atlantic Deep Water may cease
in response to global warming (Broecker 1987; Manabe and Stouffer 1993; Stocker et
al. 2001). This would imply reduced ocean heat transport to the North Atlantic region
with large consequences for the climate in Europe and the Northern Hemisphere.
Model results suggest that the meridional overturning circulation may be vulnerable to
future changes in the hydrological cycle and in sea surface temperature (Cubasch et al.
2001) and that North Atlantic Deep Water formation may even eventually cease in
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Table 4.4. Impact of climate feedback on carbon sinks and global
warming in the Hadley (Cox et al. 2000) and IPSL (Friedlingstein et al.
2000) simulations

Ocean Land CO,in  Temperature

Emissions — uptake — uptake  final year change
Period (PeC) (PeC) (PeC) (ppm) “C)
HADLEY model
With climate feedback
2001-2020 205 58 20 457 0.45
2021-2050 397 111 -14 596 1.60
2051-2099 865 221 —182 982 2.00
No climate feedback
2001-2020 205 42 70 409
2021-2050 397 81 134 494
2051-2099 865 161 258 702
IPSL model
With climate feedback
2001-2020 209 67 55 409 0.5
2021-2050 464 154 102 506 0.72
2051-2100 1,128 349 209 778 1.12
No climate feedback
2001-2020 209 66 66 399
2021-2050 464 145 139 484
2051-2100 1,128 336 334 701

Note: The I1S92a emission scenario is applied in the Hadley simulations, and the SRES A2 scenario
in the IPSL run.

response to anthropogenic forcing (Stocker and Schmittner 1997), similar to what
happened frequently during the last glacial period. However, since such ocean circula-
tion changes, and in particular large-scale reorganizations, are highly nonlinear
processes involving thresholds, there are inherent limitations to the predictability of such
phenomena (Knutti and Stocker 2002). Sensitivity experiments carried out with
dynamical ocean-biogeochemical models (Sarmiento and Le Quéré 1996; Joos et al.
1999; Plattner et al. 2001) show that a collapse of North Atlantic Deep Water forma-
tion has the potential to substantially reduce oceanic carbon uptake as surface-to-deep
mixing is slowed considerably on century timescales (Figure 4.10).

Uncertainties in the IPCC projections of emission allowance appear to be asymmet-
rically distributed around the best estimates. The chance that emission allowance is over-
estimated is higher than that it is underestimated. One reason is that these projections do
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Figure 4.10. Impact of a possible collapse of the formation rate of North Atlantic Deep
Water (NADW) on the oceanic carbon uptake, and hence the carbon emission allowance
to meet a stabilization target (Joos et al. 1999). (a) Prescribed atmospheric CO,
stabilization pathway (WRE1000) (dashed, right-hand scale) and the modeled decrease

in NADW formation under global warming (solid). (b) Oceanic carbon uptake is reduced
for the simulation with global warming and a collapse in NADW formation (solid)
compared with a simulation without global warming (thin solid). The contribution of
various mechanisms to the overall reduction has been quantified by additional simulations
and is indicated by arrows. Only the reduction in carbon uptake due to the effect of sea
surface warming on the CO, solubility (difference between thin solid and dash-dot,
“SST” ) has been included in the IPCC projections. The slowed surface-to-deep ocean
exchange leads to a further reduction in oceanic carbon uptake (difference between dash-
dot and dash, “circulation”), whereas a more efficient nutrient utilization slightly
enhances uptake of excess carbon (difference between dash and solid, “biota”).
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not fully account for the vulnerabilities of carbon reservoirs discussed previously and in
Chapter 2, most of which are positive feedbacks. Another reason is that current terrestrial
models (Cramer et al. 2001; McGuire et al. 2001) include relatively strong sink mecha-
nisms driven primarily by CO, fertilization. A strong sink mechanism is consistent with
the traditionally high land-use emission estimates (Fearnside 2000; McGuire et al. 2001;
Houghton 2003) and the contemporary carbon budget (Chapter 1). If land-use emissions
(Archard et al. 2002; DeFries et al. 2002), and thus the present terrestrial sink processes,
are overestimated or if the sink decreases in the near future (Hurtt et al. 2002; Cowling
and Field 2003), this would have by far the largest potential impact on emission
allowance of all the processes considered (Table 4.3). Yet another reason is that additional
warming by non-CO, GHGs, not included in the IPCC stabilization pathway calcula-
tions (Prentice et al. 2001), would likely lead to reduced ocean and terrestrial carbon
uptake (Joos et al. 2001).

In summary, there exist a broad range of uncertainties in the projected emission
allowance for a distinct CO, stabilization pathway. The impacts of these uncertainties
on estimates of the cost required to close the gap between no climate policy scenarios
and stabilization pathways and on optimal hedging strategies need yet to be explored
and is a task for future research.

Some Closing Comments

In this chapter we explored a range of scenarios for future CO, emissions drawing upon
the extensive literature on this subject. Models of the socioeconomic system are coupled
with those of the carbon cycle to determine future emissions under alternative assump-
tions about population and income growth, the cost and availability of existing and
future energy-producing and -using technologies, and the key determinants of the car-
bon cycle.

Most scenarios suggest that in the absence of a constraint on emissions, atmos-
pheric CO, concentrations will continue to rise well beyond current levels, highlight-
ing a gap between business-as-usual CO, emissions and those required to stabilize con-
centrations at levels currently under consideration. To eliminate this gap will require the
development and deployment of a new generation of energy technologies.

Of course, technology development is but one of the options for dealing with global
climate change. As pointed out in Metz et al. 2001, climate policy requires a portfolio
of responses. The challenge facing today’s policy makers is to arrive at a prudent hedg-
ing strategy in the face of climate-related uncertainties. Among the options are

* immediate reductions of greenhouse gas emissions,

* investments in actions to assist human and natural systems in adapting to any climate
change that should occur,

* continued research to reduce uncertainties about how much change will occur and
what effects it will have, and
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* R&D on energy supply and end-use technologies to reduce the costs of limiting green-
house gas emissions.

The issue is not one of “cither-or” but one of finding the right blend of options. Pol-
icy makers must decide how to divide greenhouse insurance dollars among these com-
peting needs.
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Continuation of current trends in fossil-fuel and land use is likely to lead to significant
climate change, with important adverse consequences for both natural and human sys-
tems. This has led to the investigation of various options to reduce greenhouse gas emis-
sions or otherwise diminish the impact of human activities on the climate system.
Here, we review options that can contribute to managing this problem and discuss fac-
tors that could accelerate their development, deployment, and improvement.

There is no single option available now or apparent on the horizon that will allow
stabilization of radiative forcing from greenhouse gases and other atmospheric con-
stituents. A portfolio approach will be essential.

The portfolio contains two broad options:

* Reducing sources of carbon (or carbon equivalents) to the atmosphere (e.g., reduce
dependence on fossil fuels, reduce energy demand, reduce releases of other radiatively
active gases, limit deforestation)

¢ Increasing sinks of carbon (or carbon equivalents) from the atmosphere (e.g., augment
carbon uptake by the land biosphere or the oceans over what would have occurred in
the absence of active management)

A variety of options could make a significant contribution in the short term. These
include: changing agricultural management practice to increase carbon storage and
reduce non-CO, gas emission; improving appliances, lighting, motors, buildings, indus-
trial processes, and vehicles; mitigating non-CO, greenhouse gas emissions from indus-
try; reforestation; and geoengineering Earth’s climate with stratospheric sulfate acrosols.
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Longer-term options that could make a significant contribution include separating
carbon from fossil fuels and storing it in geologic reservoirs or the ocean; developing
large-scale solar and wind resources with long-distance electricity transmission and/or
long-distance H, distribution and storage; ceasing net deforestation; developing
energy-efficient urban and transportation systems; developing highly efficient coal
technologies (e.g., integrated gasifier combined cycle, or IGCC, discussed later in this
chapter); generating electricity from biomass, possibly with carbon capture and seques-
tration; producing transportation fuels from biomass; reducing population growth;
and developing next-generation nuclear fission.

As long as we continue to use fossil fuels, there are relatively few places to put the
associated carbon.

e If CO, is put directly into the atmosphere, about one-third stays in the atmosphere,
causing climate change. Another one-third currently goes to the biosphere, but this
sink will eventually saturate, leaving CO, to accumulate in the atmosphere, where it
can cause climate to change. The remaining one-third quickly enters the ocean (and
most of the increased atmospheric burden will end up in the ocean on longer
timescales). This movement causes significant acidification of the biologically active
surface waters before mixing and diluting in the deep ocean on timescales of centuries.

* If CO, is put directly into the deep ocean (through deep injection), most of it will stay
there without first producing a substantial acidification of biologically more active sur-
face waters, but risks to deep ocean biota are not well understood.

* If CO, is put into deep (>1 km) geological formations (through geologic sequestra-
tion) it may be effectively sequestered, but there is uncertainty about the available geo-
logical storage capacity, about how much of the injected carbon dioxide will stay in
place and for how long, and what ecological and other risks may be associated if and
when reservoirs leak.

¢ If CO, could be mineralized to a solid form of carbonate (or dissolved forms in the
ocean), it could be effectively sequestered on geological timescales, but currently we
do not know how to mineralize carbon dioxide or accelerate natural mineral weath-
ering reactions in a cost-effective way.

In the short run (<20 years), management of emissions of non-CO, greenhouse gases
and black carbon may hold as much or more potential to limit radiative forcing than
management of carbon dioxide. Continued management of these non-CO, green-
house gases and particulates will remain essential in the long run.

Management strategies must be regionally adaptive since sources, sinks, energy alter-
natives, and other factors vary widely around the world. In industrializing and indus-
trialized countries, the largest sources of CO, are from fossil fuel. In less-industrialized
countries the largest sources involve land use.

Technologies and approaches for achieving stabilization will not arise automatically
though market forces. Markets can effectively convert knowledge into working solu-
tions, but scientists do not currently have the knowledge to efficiently and effectively
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stabilize radiative forcing at acceptable levels. Dramatically larger investments in basic
technology research, in understanding consequences of new energy systems, and in
understanding ecosystem processes will be required to produce the needed knowledge.
Such investments would enable creation of essential skills and experience with inno-
vative pilot programs for technologies and options that could be developed, deployed,
and improved to facilitate climate stabilization while maintaining robust economic
growth.

A Portfolio of Options
The Importance of a Portfolio Approach

Stabilizing radiative forcing from greenhouse gases and other atmospheric constituents
will require massive changes in the design and operation of the energy system, in the man-
agement of forests and agriculture, and in several other important human activities. No
single technology or approach will be sufficient to accomplish these changes (Hoffert et
al. 1998, 2002). Successful control of greenhouse gases will thus require the development
of a portfolio of options, potentially including greater efficiency in the production and
use of energy; expanded use of renewable energy technologies; technologies for remov-
ing carbon from hydrocarbon fuels and sequestering it away from the atmosphere; a mix-
ture of changes in forestry, agricultural, and land use practices; a reduction in the emis-
sions of the non-CO, greenhouse gases; and other approaches, some of which are
currently very controversial, such as nuclear power and certain types of “geoengineering.”

A failure to adopt a portfolio approach runs the risk of dramatically increasing the
cost of controls and needlessly polarizing public discourse. Thus, for example, if the pro-
ponents of carbon capture and sequestration were incorrectly to suggest that these
technologies could resolve all of the problems of limiting emissions, their claims would
likely alienate members of the environmental community, who tend to be strong pro-
ponents of conservation and renewables, and might impede development of an under-
standing of this important option. At the same time, arguments that the entire prob-
lem could be solved by expanded use of conservation and renewables fail to recognize
important technical, economic, and behavioral realities and could unnecessarily confuse
the public debate.

Just as a mixed portfolio of solutions will be needed, so too a portfolio approach is
needed in research and development. Not every nation need make substantial invest-
ments in every technology—indeed few, if any, can afford to do so. Across the world,
however, it is essential that substantial investments be made in all promising technolo-
gies since there is considerable ambiguity about which ones will ultimately prove most
useful, socially acceptable, and cost-effective. Indeed, because of the high diversity
across the world’s nations, peoples, and ecosystems, different mixes of options are likely
to prove desirable in different locations.

It is important that experts remain cognizant of the considerable uncertainties that
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confront this field. It is incumbent upon the technical community to provide leader-
ship to maintain a wide search for options. It would be a serious mistake if work on
promising options were prematurely foreclosed by incomplete expert or public under-
standing or by short-term political or business agendas. Developing practical hands-on
experience with many different technologies is essential. Equally important is the recog-
nition that markets are good at commercializing existing intellectual capital, but they
are generally not very good at making sustained investments in the basic research
needed to develop this capital. Investments in basic technology and environmental
research will be crucial for providing the intellectual capital that the world will need over
the next century as it grows progressively more serious about addressing this problem.

Overview of the Portfolio

Carbon emissions (C) can be represented as the product of gross domestic product
(GDP) and carbon emissions per unit GDP (C/GDP), that is, C = GDP x (C/GDP).
The growth rate of GDP today is roughly 2.5 percent per year. Stabilizing CO, emis-
sions in a world whose GDP increases 2—3 percent per year requires comparable or
greater percentage reductions in C/GDP. Stabilizing CO, concentrations ultimately
requires making deep long-term cuts in CO, emissions (Houghton et al. 2001).
C/GDP can be expressed as the product of the amount of CO, (or CO,-equivalents)
emitted per unit of energy consumed (C/E) and the amount of energy consumed per unit
GDP (E/GDP), that is, (C/GDP) = (C/E) x (E/GDP). Reduction in C/E can be accom-
plished by using renewable fuels (solar, wind, biomass, etc.), using fossil fuels with carbon
sequestration, reducing C-equivalent emissions of non-CO, greenhouse gases, or using
nuclear power or potential future sources such as fusion power. Reduction in E/GDP can
be accomplished by developing, for example, more efficient appliances, vehicles, buildings,
and industrial processes (i.e., device efficiency), and by developing, for example, urban cen-
ters that lend themselves to more efficient transportation systems (i.c., systems efficiency).
Table 5.1 shows energy system and biophysical options categorized by how quickly a
significant fraction of each option’s total potential could be realized (columns) and by the
potential magnitude of CO, mitigation or its radiative equivalent (rows). This table iden-
tifies many options that we can begin deploying now and that can make a significant con-
tribution over the coming decades. Research and development undertaken now can
produce the additional options needed to stabilize climate on a longer timescale. In Table
5.2 we indicate the readiness of various options for deployment, as well the magnitude
of carbon emissions that could be mitigated by each option. Furthermore, we indicate
our subjective appraisal of the relative size of the research and development budget that
should be allocated to each option. We believe that highest allocations should go to the
most promising options that are limited now by unresolved, but tractable, scientific or
technological issues (e.g., energy distribution systems that can facilitate large-scale wind
and solar power, improved energy production efficiency, and fossil-fuel carbon capture



Table 5.1. Categorization of mitigation options by timescale to achieve a
significant proportion of possible reductions (columns) and by potential
magnitude of CO, equivalent impact on radiative forcing (rows)

Rapidly deployable*

Not rapidly dep/&yﬂb/eb

Minor
contributor

<3%

Major
contributor
> 3%

Biomass co-fire in coal-fired
power plants
Cogeneration (smallscale

distributed)

Expanded use of natural gas
combined cycle

Hydropower

Wind without storage

(=10% of electric grid)

Niche options: wave and tidal,
geothermal, smallscale solar

Carbon storage in agricultural
soils (no-till cultivation, cover
crops)

Improved appliance, lighting,
and motor efficiency
Improved buildings

Improved industrial processes
Improved vehicle efficiency
Non-CO, gas abatement from
industrial sources including
coal mines, landfills, pipelines
Non-CO, gas abatement from
agriculture including soils,
animal industry
Reforestation/land restoration

Stratospheric sulfate aerosol
geoengineering

* Building-integrated
photovoltaics

* Forest management/
fire suppression

¢ QOcean fertilization

Biomass to hydrogen or elec-
tricity possibly with carbon
capture and sequestration

* Biomass to transportation fuel

Cessation of net deforestation

* Energy-efficient urban and
transportation system design

Fossil-fuel carbon separation
with geologic or ocean storage
Highly efficient coal tech-
nologies (e.g., IGCC)

* Large-scale solar (with H,
long-distance transmission,
storage)

* Next-generation nuclear
fission

Reduced population growth
e Wind (with H, long-distance

transmission, storage)

Speculative technologies
(direct atmospheric scrubbing,
space solar, fusion, exotic geo-
engineering, bioengineering)

Note: Minor contributors are capable of contributing <0.2 PgC y~!; major contributors> 0.2 PgC
y~L. The left column represents technologies that can achieve a significant fraction of their poten-
tial within a few decades. The right column represents technologies that could be available in the
coming decades if research and development begin now.

*A significant fraction of option’s potential could be achieved within a few decades.

bUnlikely to achieve a significant fraction of option’s potential within a few decades.



Table 5.2. Magnitude of R&D needed driven by CO, mitigation needs

Magnitude Relative size
of Longevity of preferred
potential  of energy  Economic Technical Re&rD
Options contribution  source efficiency  readiness  allocation ~ Comments
Rapidly deployable, minor potential
<3% (£ 0.2 PgCy~!) and < 20 years
Biomass co-fire in coal-fired power plants . ooe ooe vee . Conversion is straightforward
Cogeneration (small-scale distributed) . oo oo oo . Principal obstacles are regulatory
Expanded use of natural gas combined cycle ~ * oo ooe oo . Economic considerations are already
driving adoption of this option;
attractiveness depends on price and
availability of natural gas
Hydropower o ooo >ee ooo o Siting, relicensing, ecosystem
disruption
Wind . oo oo oo oo Limits imposed by dispatch in power
systems, resource availability
Niche options: wave and tidal, geothermal, . oo <ee oo .

small-scale solar



Rapidly deployable, major potential

>3% (> 0.2 Pg Cy~!) and = 20 years

Carbon storage in agricultural soils
(no-till cultivation, cover crops)

Improved appliance, lighting, and
motor efficiency

Improved buildings

Improved industrial processes

Improved vehicle efficiency

Non-CO, gas abatement from industrial
sources including coal mines, landfills,
pipelines

Non-CO, gas abatement from agriculture
including soils, animal industry

Reforestation/land restoration

Stratospheric sulfate aerosol geoengineering

oo

<eoo

<eoe

Verification, incentives, research into
persistence of stored carbon; can be
driven by nonclimate considerations
Many possibilities, principal issue is
incentives and public communication;
can be driven by nonclimate
considerations

Zoning, codes, and construction
practice are important, higher capital
requirements; can be driven by
nonclimate considerations

Many possibilities, principal issue is
incentives; can be driven by
nonclimate considerations
Regulatory environment more
important than technology; can be
driven by nonclimate considerations
Principal issues are regulation, cost,
and incentives

Verification; Research on nitrogen
cycling

Verification; land competition; win-
win possibilities

Issues of public acceptance,
international law and unintended
consequences

(continued)



Table 5.2. (continued)

Magnitude Relative size
of Longevity of preferred
potential  of energy  Economic Iechnical R&D

Options contribution  source efficiency  readiness  allocation ~ Comments

Not rapidly deployable, minor potential

=3% (= 0.2 PgCy") and > 20 years

Building-integrated photovoltaics . oo o oo oo Primary research issue is system cost
reduction

Forest management/fire suppression . . ooe oo . Win-win possibilities, but potential
ecological costs, enhanced long-term
fire vulnerability, questions about long-
term effectiveness

Ocean fertilization . oo . . Issues include public acceptance,
verification, efficacy, and unintended
consequences

Not rapidly deployable, major potential

>3% (> 0.2 PgCy™") and > 20 years

Biomass to hydrogen or electricity possibly oo oo oo oo oo Large land requirements with potential

with carbon capture and sequestration landscape and ecological consequences;

potential for negative net emissions

Biomass to transportation fuel oo eoe eoe oo oo Large land requirements with potential
landscape ecological consequences

Cessation or possible reversal of net oo oo oo oo . Social/economic/political factors are

deforestation limiting
Energy-efficient urban and transportation oo o Soee vee .

system design

Social/economic/political factors are
limiting



Fossil-fuel carbon separation and transport oo oo o oo oo Unintended consequences, leakage,

with geologic or ocean storage public acceptance; development of
cost-effective H, use technologies
Highly efficient coal technologies o oo oo oo oo Need process improvements and cost
(e.g., IGCC) reduction
Large-scale solar (with H,, long-distance o ooe . . ooe Principal research costs in low-cost cell
transmission, storage) design, energy storage, transport
Next-generation nuclear fission oo eoe o oo oo Principally limited by public
acceptance
Reduced population growth o oo oo oo . Social/economic/political factors are
limiting
Wind (with H,, long-distance transmission, ~ *® ooe o . oo Principal research costs in storage and
storage) transmission not in turbine design
Speculative technologies (direct atmospheric ~ *ee eoe ; . .

scrubbing, space solar, fusion, exotic
geoengineering, bioengineering)

Note: Many important options have relatively low R&D needs. Description of symbols: Magnitude of potential: ® = could be a minor contributor (< 0.2 PgC y~
1), e = could be a major contributor (> 0.2 PgC y~!) but inadequate to be entire solution, *** = could be entire solution (i.e., contribute > 20 PgC y~1).
Longevity: ® = most of potential could be exhausted this century, ®¢ = most of potential could be exhausted over this millennium, **¢ = could be sustained for
many millennia. Economic efficiency as measured by cost per ton C avoided as measured against current mix of energy production: ® =

> US$150, e* = between US$50 and US$150, *e = < US$50 and in a few cases negative. Readiness: ® = not ready, ** = ready after additional R&D,

eee = ready. R&D needs: * = modest, *® = significant, ®** = major.
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Figure 5.1. Cost of electricity presented as function of CO, emissions per unit energy
produced. Lower carbon emission technologies are generally more expensive. Costs per
ton of carbon avoided can be estimated from the slope of the line connecting the initial
electricity generation technology to the lower carbon emission technology (redrawn from
Keith and Morgan 2002). Symbols: ® = primary energy, o = Liquid transportation fuel,
A = electricity, * = hydrogen. CCS refers to carbon capture and storage.

and storage). Figure 5.1 illustrates estimated carbon emission avoidance costs associated
with moving to lower-carbon-emissions energy systems.

In the following sections, we review opportunities to reduce energy demand, to
improve energy production efficiency, to develop renewable energy sources, to capture
and sequester carbon, to reduce the emissions of non-CO, greenhouse gases, and to mit-
igate climate change using fission power, geoengineering, and other options.

Demand Reduction (Conservation, Efficiency)

Energy demand can be reduced in several ways. New technology can provide the same
services with lower energy inputs than were previously required (e.g., higher-mileage
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automobiles, light-emitting diodes). Social preferences and industrial needs can change
so that less energy is required to perform the mix of desired functions (e.g., reduced meat
and greater vegetable content in diets, reduced use of energy-intensive transport and
travel). While the population of the world as a whole will continue to grow in the com-
ing decades, populations in some parts of the world have stabilized or even begun to
shrink. Reduced rates of population growth result in fewer persons who must be served
with a given level of energy, although the essential need for economic development in
much of the world will continue to result in growing energy demand, even if the energy
efficiency of these societies can be significantly increased.

There is considerable potential for progress in demand reduction. While new tech-
nology is often a necessary ingredient, regulation, pricing, tax policy, social norms, and
other factors can be equally or more important.

Efficiency improvements can reduce energy demand by -1 percent per year through
this century (Lightfoot and Green 2002). Thus, efficiency improvements could reduce
energy demand by some few tens of percent on the timescale of several decades and
could more than halve energy demand by century’s end. A more extensive discussion of
these options can be found in Metz et al. (2001).

Renewables and Noncarbon Energy Sources

Renewable energy sources produced by direct solar capture (photovoltaics), wind,
hydro, and biomass are all forms of solar energy. Hence, all sources face a finite upper
limit of available energy (Metz et al. 2001; Lightfoot and Green 2002), based on net flux
density (e.g., average radiation at the ground of ~200 watts per square meter [W m~2]).

Bromass ENERGY

Biomass production is limited by the photosynthetic efficiency of conversion of solar
energy, which on a canopy scale is capped at about 2—3 percent during the growing sea-
son. One must consider the phenology of the plant system, which may leave the land-
scape bare or sparse a considerable portion of the year, reducing annual mean photo-
synthetic conversion efficiency (Baldocchi and Valentini, Chapter 15, this volume).
Additional energy inputs may be required for cultivation and for fertilizers in order to
prevent soil degradation. Land availability is limited by competition with other needs.
Furthermore, a significant portion of the terrestrial biosphere is nonarable, where scarce
imported water would be needed to produce biomass.

HybprOPOWER

Hydropower produces CO,-free energy, but this option is suitable only in selected
watersheds. There are environmental costs associated with the disruption of ecosystems,
fisheries, and landscapes, and silting leads to a finite reservoir life (e.g., Aswan Dam in
Egypt). Moreover, when dams are situated in remote locations, there are energy trans-
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mission losses. In many industrialized countries, potential hydropower resources are
already largely exploited.

WiIND

All locations are not suitable for producing wind power. Wind power is a function of
wind speed cubed (kinetic energy increases with wind speed squared and that energy is
transported to the wind turbine at the wind speed). Best sites are near seashores (e.g.,
Denmark), high-wind areas in continental interiors (e.g., North Dakota), or hilltops
(e.g., Altamont Pass, California). The jet stream, with energy fluxes of >10 kilowatts
(kW) m, represents a high-density resource, but one that is difficult to harvest. In iso-
lated regions transmission losses reduce efficiencies. For many sites public acceptance
is an important barrier (e.g., offshore in Cape Cod and the North Sea). Intermittency
limits wind power, in the absence of energy storage and long-distance transmission tech-
nologies, to ~10 percent of base load power. Wind power can potentially provide a
greater fraction of total power if coupled with improved energy storage and transmis-
sion systems (e.g., hydrogen, superconducting long-distance electricity transmission).
At very large scale, wind energy could begin to extract a significant portion of kinetic
energy from the boundary layer and thus potentially have adverse environmental con-
sequences.

SoLAR

Photovoltaics are increasing in efficiency, but to contribute significantly to climate sta-
bilization, this technology must be implemented cost-effectively on a large scale. The
most efficient photovoltaics from a physics perspective may not be the most efficient
economically, as high-efficiency photovoltaics are expensive (Hoffert et al. 2002).
Moreover, not all regions are sunny. The use of exotic materials may also be an even-
tual barrier to large-scale solar voltaic implementation. Because of the intermittency of
solar power (and the day-night cycle), solar can only supply a major fraction of base load
power if it is combined with a means of energy storage and effective transmission.

Greenhouse Gas Capture and Sequestration

Low-CarBoN Use or FossiL FUEL

Hydrocarbon fuels contain both hydrogen and carbon. Today most hydrogen is made
for industrial purposes by extracting it from natural gas. If a similar separation is per-
formed on coal, and the CO, is not released to the atmosphere, the world’s abundant
supplies of coal could be used as a climate-neutral source of energy for many decades.
This practice could buy time to develop new technologies that are completely inde-
pendent of fossil fuels.

Carbon can be removed from coal or other fossil fuels either before, during, or after
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combustion (Herzog and Drake 1996; Freund and Ormerod 1997; Metz et al. 2001).
The technology for removing carbon after combustion is more developed but is likely
to be less economically attractive in the long run. Although the components of carbon
capture and sequestration systems exist today at commercial scale, much additional
research, development, and deployment will be required both to bring the costs down
and to gain essential experience.

Four different technologies have been proposed to separate CO, after combustion:
solvent absorption, adsorption on a solid, membrane separation, and cryogenic sepa-
ration. All four of these technologies are under development. The use of amine as a sol-
vent for absorption of CO, from flue gases and its separation through steam reforming
is the most mature of these technologies. Amine scrubbing is currently used for pro-
ducing CO, for soft drinks, in scrubbing CO, from air on nuclear submarines, and in
many other industrial applications including CO, removal from natural gas in the
Norwegian Sleipner field.

Scientists are exploring various approaches to increase the concentration of CO, in
combustion gases, and thus improve the ease with which the CO, can be separated. One
approach is to combust the fuel in relatively pure oxygen; another idea involves com-
busting methane in pure oxygen and using the resulting CO, to drive a turbine, result-
ing in virtually pure CO, streams suitable for storage. The combustion temperatures
would be far higher than techniques in use today and would pose a challenge to mate-
rials science.

Carbon can also be removed either before or during combustion. In this case, there
are two basic methods for carbon capture and removal. The first involves carbon sepa-
ration from the fossil energy source before combustion. For example, one technology
already in a relatively mature state of development is steam reforming of methane (nat-
ural gas) followed by a shift reaction that results in a mixture of CO, and H,,. After sep-
aration, the C02 could be stored, while the H, could be used as a very clean energy car-
rier for electricity production in gas turbines, in fuel cells, for heat production, or in
chemical uses. The main challenge is cost reduction.

The second option for CO, separation and capture before combustion involves
coal gasification by partial oxidation to make “syngas” (mainly CO and H,) for com-
bined-cycle turbines. Such schemes for electricity production from coal are called inte-
grated gasifier combined cycle IGCC) plants and have relatively low air pollutant
emissions. Today power from IGCC cogeneration plants can often be competitive with
power from coal steam-electric plants with stringent air pollution controls.

IGCC technology is one example of a set of technologies that can increase the effi-
ciency with which fossil fuel can be converted to usable energy. IGCC and more con-
ventional technologies, such as combined cycle natural gas, achieve improved efficiency
by operating at a much higher temperature, thus increasing the thermodynamic effi-
ciency of the process. There are other ways to increase energy conversion efficiency. For
example, distributed small-scale electric power generation technology is much more effi-
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Table 5.3. Estimates of storage capacity of
geologic reservoirs

Carbon storage reservoir Capacity (PeC)
Basalt formations* >100

Deep saline reservoirs 87-2,727
Depleted gas reservoirs 136-300
Depleted oil reservoirs 41-91
Unminable coal seams > 20

*Estimate for Columbia River basalt only.

Sources: Herzog et al. (1997), Freund and Ormerod (1997),
McGerail et al. (2002).

cient than conventional central generation technology, because in addition to generat-
ing electricity, these technologies also supply heat for space conditioning in the build-
ings in which they are located. Similarly, advanced engine technologies and vehicle
design can achieve dramatic improvements in the efficacy with which automobiles
convert fuel into kilometers traveled. Together, options for increased conversion effi-
ciency could make major contributions to reducing greenhouse gas emissions in both
the short and long term and have the additional advantage of limiting air pollution and
other undesirable consequences from fossil-fuel use.

Although they are often not included in discussions of advanced coal technology and
of carbon capture and separation, it is important to remember that coal mining, pro-
cessing, and transport have major land-use and adverse environmental consequences
that will continue to grow as the use of coal expands. A full accounting of these and
other technologies™ costs should be factored into evaluations of different options.

INjecTION OF CARBON Di10xiDE INTO DEEP GEOLOGICAL FORMATIONS

Once carbon dioxide has been separated from fossil fuel, it must be sequestered away
from the atmosphere. On land it can be injected into a variety of deep (>1 km) geo-
logical formations. Candidates include injection into spent gas fields, injection into
depleted oil fields to stimulate additional (secondary) recovery, injection into deep
briny aquifers, and injection into coal beds that are too deep for economic production.
Table 5.3 provides a very preliminary estimate of reservoirs capacities.

In some parts of the world, large-volume deep injection of fluids already occurs. For
example, the United States already injects a mass of fluids into geologic reservoirs larger
than the mass of all CO, produced by U.S. power plants (Wilson and Keith 2002).
These fluids are principally wastewaters from municipalities and oil and gas operations
(and, to a lesser extent, CO, for secondary oil recovery).
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Figure 5.2. Representation of model results for direct injection of carbon into the ocean
at three depths under two different boundary conditions (Caldeira et al. 2001). The solid
lines represent the fraction of carbon that would be found in the ocean at any time after
an initial injection at 1,000 m, 2,000 m, or 3,000 m depth. Most of the CO, added to
the ocean through direct injection will remain in the ocean essentially forever. The dashed
lines show all the carbon leaking out of the ocean on the timescale of several hundred
years. This subtracts from the amounts shown in the solid lines the CO, that has leaked
to the atmosphere but was then reabsorbed by the ocean. The solid lines represent the
amount of carbon found in the ocean, but the dashed lines show the amount of CO,
storage credited to ocean sequestration

We currently have a very limited understanding of how to accurately characterize and
license geological reservoirs for CO,, monitor possible leakage of CO, from reservoirs,
and assess and deal with potential ecological and other risks (Wilson and Keith 2002).

Direct Oceanic INJEcTION OF CARBON DI10OXIDE

The ocean is the principal sink for absorbing CO, from the atmosphere. This capacity
arises from the alkalinity of seawater and the reaction of CO, with dissolved carbonate
to form bicarbonate in the ocean waters. The ocean surface waters now absorb ~25 mil-
lion tons of CO, per day. The ocean will eventually absorb up to 85 percent of all atmos-
pheric fossil-fuel CO,.

Most of the CO, added to the ocean through direct injection will remain in the ocean
over geological time periods. An important issue is how to credit ocean sequestration for
carbon in the ocean, taking into account the fact that most of the CO, released to the
atmosphere would have entered the ocean on this timescale anyway (Figure 5.2).
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Total fossil fuel CO, emissions to the atmosphere today are ~6 petagrams of carbon
(PgC) y!, of which -2 PgC y! enter the ocean. If we were to permit atmospheric CO,
levels to rise to ~ 600 parts per million (ppm), then surface ocean waters would expe-
rience an acidification of ~0.3 pH units. If all ocean waters were to experience ~0.3 pH
reduction, then the quantity of CO, absorbed would be ~1,800 PgC.! Thus stabiliza-
tion at an atmospheric pCO, of ~600 ppm would commit us to ~1,800 PgC of ocean
carbon storage.

The ultimate capacity of the ocean is large, and direct injection of CO, into deep
(3,000 m) ocean waters (bypassing the atmospheric step with its attendant global
warming) would in theory be possible in very large quantities (Herzog et al. 2001).
Technological capability for this already exists, making it a high-capacity and quickly
available option. Possibilities exist for making ocean sequestration more permanent and
reducing pH consequences using the dissolution of carbonate minerals; furthermore, it
may be possible to use carbonate neutralization as a flue gas separation process with
long-term ocean storage (Kheshgi 1995; Caldeira and Rau 2000).

Significant barriers remain, however: There are a limited number of power plants
close to deep ocean waters; public acceptance may not be forthcoming; the London
Convention could prohibit this option; and the impact of increased CO, on deep-sea
ecosystems is poorly understood. Research to investigate the potential and risks of
ocean storage options is an important priority.

ACCELERATED CHEMICAL WEATHERING

A basic approach to neutralizing carbon acidity is to dissolve carbonate or silicate min-
erals. Accelerated weathering of carbonate minerals could be used to store carbon in the
ocean for tens of thousands of years (Kheshgi 1995; Caldeira and Rau 2000). Like deep
ocean injection, this approach raises legal, social, and environmental issues associated
with the use of the oceans as a disposal site. In contrast, accelerated weathering of sili-
cate minerals could potentially lead to carbon storage as a solid carbonate mineral
(Lackner 2002). The process is exothermic, but the kinetics are very slow. Thus, the
potential for accelerated weathering to make a difference in the next 50 years must be
regarded as speculative.

Potential for Abating Non-CO , Greenhouse Gas Sources

Non-CO, greenhouse gases and black carbon are responsible for about 45 percent of
total anthropogenic radiative forcing (Houghton et al. 2001), a magnitude that provides
substantial opportunities for abatement. These gases include CH,, N, O, tropospheric
03, and halocarbons (Prinn, Chapter 9, and Robertson, Chapter 29, both this volume).

The total anthropogenic flux of CH is 344 Tg CH, y'!, equivalent to 2.1 PgC
y'! (based on a 100-year GWP time horizon). About half of this flux (1.1 PgC

equiv

equiv) 1s
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of agricultural origin; the remainder is from energy extraction and production, indus-
trial combustion, and landfills (Houghton et al. 2001; Robertson, Chapter 29, Table
29.3). There are multiple options for reducing the total CH, flux; for example, indus-
trial sources including landfills have declined in the United States by 7 percent since
1990 largely owing to the economic value of methane recovery. If these efficiencies were
applied more broadly, we might expect to achieve a 10 percent global flux reduction in
the next 20 years and a 25 percent reduction in the years following.

The large agricultural CH, flux is mainly from enteric fermentation, rice cultivation,
biomass burning, and livestock waste treatment. Current technology is available to
abate 10—30 percent of emissions from confined animals via nutritional supplements,
as is now common in U.S. feedlots and dairies. With adoption of best management
practices, methane in rice can be reduced substantially; recent results suggest a poten-
tial for 50—80 percent abatement based on irrigation management and management for
high yields (Robertson, Chapter 29). Likewise, technology is available now to abate
most CH, from animal waste by storing waste in lagoons and generating power from
the captured methane; such use has a net negative carbon cost. Modest abatement of
these fluxes in the next 20 years and in some cases more aggressive abatement afterward,
together with industrial savings, could generate a total abatement of 75 PgC__ . over
100 years.

N,O fluxes can also be mitigated. The total anthropogenic flux of N,O is 8.1
TgN,O-N y’!, equivalent to 1.0 PeC. v y'!. More than 80 percent of this flux (0.9
PgCequiv) is from agriculture; most of the rest is from the industrial production of
adipic and nitric acids and combustion. Agricultural soils emit annually about half of
the entire anthropogenic flux; waste handling in feedlots and dairies generates about
25 percent of the flux, and biomass burning and industry generates the remainder
(Table 5.4).

Technology is now available to abate most of the industrial sources of N,O, and N,O

equiv

from waste handling could be largely comitigated with CH, waste management abate-
ment (as described above). Agricultural soils are more problematic; soils emit N,O
largely as a function of available soil N, and although it is easy to reduce soil N, it is dif-
ficult to do so without affecting yields. Better nitrogen placement and timing could
reduce current fertilizer needs and therefore N,O flux by perhaps 20 percent using
today’s technology, which is the basis for our 20-year abatement estimate (Table 5.4);
further mitigation using site-specific farming technologies, varietal improvements for
plant nitrogen-use efficiency, and new forms of fertilizer and nitrification inhibitors
could lead to 80 percent mitigation in 20—50 years. If so, total 100-year N,O abate-
ment could reach 75 PgCequiv.

Other non-CO, greenhouse gases, notably the halocarbons, the ozone precursors CO
and NO,, and black carbon, are also abatable. Although GWDPs for the ozone pre-

cursors are at present uncertain and for black carbon unknown, best estimates suggest



120 | I. CROSSCUTTING ISSUES

Table 5.4. Potential for non-CO, greenhouse gas abatement and biosphere carbon
storage

Current flux Feasible abatement rate Total
strength (Tg Ceq A, abatement
Gas/source ( TgCeq ) 0-20y 20-100y >100y (. PgCeq/] 00y)
CH,
Industry including landfills 1,016 100 250 250 22
Agriculture
Enteric fermentation 590 60 300 300 25
Rice cultivation 251 160 160 160 16
Biomass burning 213 20 50 50 4
Animal waste treatment 88 75 75 75 8
Total agricultural CH 4 1,142 53
Total anthropogenic CH, 2,158 75
N,O
Industry, transport 165 80 130 130 12
Agriculture
Soils 533 100 425 425 36
Animal waste treatment 266 200 250 250 24
Biomass burning 63 6 30 30 3
Total agricultural N,O 862 306 705 705 63
Total anthropogenic N,O 1,027 386 835 835 75
Other
Halocarbons 98 10 75 90 6
Ozone precursors (CO, NO ) 1650 150 750 1500 63
Black carbon nd nd
Total other gases 1748 160 825 590 69
Biosphere carbon storage
Agricultural soils 0 300 500 0 46
Reforestation/agroforestry
Improved management 0 170 150 0 15
Agroforestry + afforestation 0 200 100 0 12
Cessation of deforestation 0 100 200 0 18
Total forestry 470 450 0 45
Total biosphere C storage 770 950 0 91

Note: Current flux strengths are based on Houghton et al. (2001) and other sources (see Prinn, Chapter 9;
Smith, Chapter 28; and Robertson, Chapter 29; all this volume). nd = currently not determinable because of
GWP uncertainty.
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a total source strength >1.6 PgCequiv y!, of similar importance to CH, and N, O (Prinn,
Chapter 9, this volume). Mitigation potentials appear to be of a similar magnitude.

Biological Sinks and Source Reduction

ForEST MANAGEMENT AND OTHER ACTIVITIES IN THE BIOSPHERE

Forests cover 42 X 10'2 m? globally (Sabine et al., Chapter 2, this volume); some 21 per-
cent (-7 X 10'?2 m?) can be considered managed in some direct manner. Forest carbon
storage can be achieved by three principal means: (1) improve the management of cur-
rently forested areas, (2) expand the area currently forested via afforestation and agro-
forestry, and (3) reduce the rate of deforestation. All of these measures aim to adapt
management to alter the balance between carbon fluxes into the system (photosynthe-
sis) and fluxes out (plant and soil respiration and harvest), resulting in increased carbon
stocks or avoided emissions.

Potential forest sequestration approaches 1 PgC y! (Watson et al. 2000); more real-
istic estimates of achievable sequestration are on the order of 0.17 PgC y! from
improved management of existing forests and 0.2 PgC y! from establishment of new
forests on formerly wooded and degraded lands (Watson et al. 2000). Financial costs are
modest to high in Annex I countries (US$3 to $120 per ton C) and often small else-
where (US$0.2 to $29 per ton C). Management measures to improve carbon storage
in forestry include prolonging rotations, changing tree species, continuous-cover
forestry, fire control, combined water storage with peat swamp afforestations, fertiliza-
tion, thinning regimes, and mixed species rotations, among others. At some point
management improvements will saturate forest carbon sinks; after 100 years of
improved management, it is unlikely that any further net storage will occur.

Cessation of deforestation is another major means for improving biosphere carbon
storage in forests. Complete cessation of the current 1.8 PgC y! is unrealistic for a vari-
ety of reasons but nevertheless offers the single largest potential for forest carbon
sequestration. Tropical forests and peatlands are at particular risk. With respect to peat-
lands, it is important to ensure that water tables are maintained so that C continues to
be sequestered, especially in the face of global warming at high latitudes.

Although reversing deforestation is a laudable goal, it will be difficult to implement,
govern, or reinforce without tangible socioeconomic incentives. Verification also poses dif-
ficulties. Over the next 20 years we estimate that with proper incentives 0.1 PgC yr!
could be saved from deforestation, and twice this amount in the period afterward. Once
the biosphere is essentially deforested, of course, this potential savings becomes nil.

Despite large attention for carbon storage measures in the political discussions
before and after the Conference of the Parties in Kyoto, only a limited number of exam-
ple projects are underway. Together they affect only some tens of millions of hectares.
There are a number of reasons for this: (1) the biosphere inherently shows a large nat-
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ural dynamic, thus creating uncertainty and risk; (2) political discussions have been
lengthy and outcomes uncertain; (3) biospheric sinks will eventually saturate in the
future; (4) many other aims for land management exist (food, fiber, biodiversity, water
storage), and all these aims have to be met in an integrated way; and (5) a verification
infrastructure must be created and maintained.

AGricULTURAL CARBON CAPTURE IN SOILS

Some 40-90 PgC has been lost in agricultural soils since the onset of cultivation.
Recapturing some portion of this carbon forms the basis for the soil carbon sequestra-
tion sink. The most optimistic estimates of soil carbon sequestration place potential rates
of net carbon capture at 0.9 PgC y'!, which would restore most of the lost carbon within
50—100 years; more measured estimates place the potential at 0.3-0.5 PgC y"! (Smith,
Chapter 28, this volume).

Soil carbon can be built through a variety of agronomic techniques, usually based on
increasing plant carbon inputs, slowing soil carbon decomposition rates, or (more com-
monly) both. Carbon inputs can be enhanced by growing more high-biomass crops, by
leaving more crop biomass to decompose in situ, by increasing belowground net pri-
mary production (NPP), and by growing cover crops during portions of the year that
the soil would otherwise remain fallow. Decomposition rates can be slowed by reduc-
ing tillage and by growing crops with low residue quality—that is, containing organic
carbon that is less susceptible to microbial attack.

If financial incentives were sufficient, agronomic management for carbon storage
could lead to the sequestration of 0.3 PgC y™! within the first 20 years of adoption and
on average 0.5 PgC y! for the following 80 years, providing a 100-year total of 46 PgC
mitigation. After this period the soil sink will be essentially saturated and sequestration

rates will be nil (Table 5.4).

IrRON FERTILIZATION OF THE OCEAN

Sinking organic matter transports carbon from the near-surface ocean to the deep
ocean. It has been suggested that the addition of trace nutrients such as iron could
enhance this sinking flux and thus act as a way to store additional carbon in the deep
ocean, where it is relatively isolated from the atmosphere. Field experiments of iron addi-
tion to the ocean have yielded convincing evidence (e.g., Coale et al. 1998) that pro-
ductivity can increase several fold within weeks, and there is some evidence that export
of organic matter from the surface ocean increases after both experimental and natural
iron additions (Bishop et al. 2002). Theory and experimental evidence suggest, how-
ever, that most of the exported carbon will return to the surface layers within decades.

It has been suggested that iron fertilization could represent an inexpensive carbon
storage option; however, widely discussed cost estimates are questionable as they typi-
cally have been based on implausible assumptions including that exported carbon has
high C/Fe ratios, that all of the added organic carbon exported from the euphotic zone
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is balanced by a corresponding CO, influx from the atmosphere, and that CO, taken
up by the ocean through iron fertilization remains there for a long time. Model simu-
lations involving extreme assumptions (e.g., complete phosphate utilization south of
31°S) indicate maximum sustained carbon uptake rates of < 1 PgC y!. Realizable
sequestration potential is likely to be much less.

Advanced Noncarbon Technologies

Advanced noncarbon technologies, such as nuclear fission or fusion, space solar power,
and geoengineering, could potentially play an important role in climate stabilization.
Several of these technologies are controversial, in early stages of development, or both.
Until an option can be shown not to be viable, however, we should work to understand
the option’s potential benefits and drawbacks.

NucLEAR Fission

Nuclear fission is an existing technology that could help stabilize climate. In some coun-
tries (e.g., France) nuclear power generates a substantial fraction of electricity, thus dis-
placing CO, emissions that might otherwise occur. Fission involves generating elec-
tricity by splitting heavy atomic nuclei, most commonly U?%, into lighter atomic
nuclei. Present nuclear reactor technology provides CO,-free electricity while posing
unresolved problems of waste disposal and nuclear weapons proliferation. The supply
of fissile material, which depends on price, can be extended greatly through the use of
breeder reactors; however, such reactors could greatly exacerbate nuclear weapons pro-
liferation. Fission can potentially play a large role in providing carbon-free energy, if the
issues of safety, waste disposal, weapons proliferation, resource availability, and public
acceptance can be adequately addressed.

NucLEAR Fusion

Fusion involves generating electricity through the joining or fusing of light atomic
nuclei to form heavier atomic nuclei. Fusion power holds the promise of a nearly inex-
haustible source of climate-neutral energy. It is unlikely, however, that fusion power will
be commercially available in the time frame needed to stabilize climate (Hoffert et al.
2002), although it may play a role in maintaining climate stability in future centuries.

SpACE SOLAR POWER

Solar power satellites could be constructed to generate power in Earth orbit or on the
moon and beam that power to the Earth (Hoffert et al. 2002). Advantages of the space
environment include higher and more consistent solar fluxes (avoidance of clouds,
day-night cycle, etc.). Currently, however, launch costs make this approach uneco-
nomical. In general, space power options require very large scales before economies of
scale can be realized. Furthermore, there are environmental and public health concerns.
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Public resistance to beaming energy through the atmosphere to Earth’s surface is likely.
Space power will probably not be economically feasible during this century.

(GEOENGINEERING

It has been suggested that climate change induced by anthropogenic CO, could be cost-
effectively counteracted with geoengineering schemes designed to diminish the solar
radiation incident on, or absorbed by, Earth’s surface. Several schemes have been pro-
posed; these schemes typically involve placing reflectors or other light scatterers in the
stratosphere or in orbit between the Earth and Sun, diminishing the amount of solar
radiation incident on the Earth (Keith 2000; Govindasamy and Caldeira 2000). Less
exotic, biosphere-based geoengineering approaches are possible, although they may be
impractical or expensive or have other undesirable consequences. For example, the
albedo of large-scale forests could be increased through selective logging. Changing C,
grasses to C, grasses could partition more available energy into latent heat rather than
sensible heat, thus cooling the planetary surface.

There are serious ethical, environmental, legal, technical, and political concerns
associated with intentional climate modification. For example, political tensions could
be heightened if countries were to undertake geoengineering efforts without first
obtaining international consensus. It has been suggested that geoengineering should be
researched as an emergency backup strategy in case we needed to head off a truly
threatening climate change catastrophe (e.g., runaway methane hydrate degassing [see
Gruber et al., Chapter 3, this volume]). Any geoengineering scheme is likely to have
negative consequences, which would need to be carefully studied before any serious con-
sideration of deployment.

Cross-Cutting Issues

The Role of Uncertainty

Although we have tried in the preceding discussion to provide some rough quantifica-
tion of the potential magnitude of the contribution that may be achieved through var-
ious management options, as well as the timescale on which it may be possible to
achieve these contributions, it is important to recognize that there is great uncertainty
about both the cost and the efficacy of many options. We do not view these uncer-
tainties as a basis for delay or inaction (Caldeira et al. 2003). The evidence of a grow-
ing problem is sufficiently compelling that action is clearly needed today. Economic,
business, and ecological theory suggests that when faced with large uncertainty, the best
option is to invest in a broad portfolio that creates a diversity of future options.

Our ability to project population, per capita GDP, political and social revolutions,
and so on, is quite limited (Nakicenovic and Swart 2000). For example, the widely used
[S92a scenario of the Intergovernmental Panel on Climate Change (IPCC) was tech-
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nologically overoptimistic but failed to anticipate reduced CO, emissions associated
with the end of the Soviet Union; thus the [S92a scenario overestimated year 2000 CO,
releases. Experts meeting a century ago could not have anticipated developments like
world wars, jet travel, nuclear power (and its rejection in many places), the computer,
and the Internet. We assume we are in an equally disadvantageous position regarding
the prediction of technical, social, and political innovation likely to occur this century.

The Essential Role of Research

In contrast to other important industrial sectors, such as microelectronics and phar-
maceuticals, which invest 10 percent or more of gross revenues in research, the energy
sector has long had among the lowest research and development (R&D) investments of
any major industrial sector.? Although concern about the need to deal with the prob-
lem of climate change has begun to spark modest increases in private and public
research investment, the magnitude of those investments remains dramatically low
given the magnitude of the challenge the world faces.

One of the issues that has been consistently lacking in the national and international
discourse on greenhouse gas (GHG) policy has been a focus on finding ways to divert
a modest portion of the large monetary flows that will be involved in any serious man-
agement program into investments into research, development, and demonstration.

Enabling Technologies

As shown in some of the comments in the right column of Table 5.2, a number of tech-
nologies, although not direct options for managing radiative forcing, will be essential
for implementing some of the options we have identified. For example, if cost-effective
carbon-free strategies for producing hydrogen fuel can be developed, then cost-effective
strategies for compact hydrogen storage and conversion (e.g., fuel cells) become impor-
tant. Similarly, energy storage technologies and/or highly efficient long-distance trans-
mission of electric power (e.g., by superconducting cables) will be critical to making
large-scale use of wind or photovoltaics a practical reality.

Barriers to Implementation

Engineers frequently adopt the view that “if we build it (so that it is cheap and effec-
tive) they will come.” The reality is that large-scale technology adoption and diffusion
are often much more complicated and uncertain. Even when there are no major barri-
ers to adoption, it may take several decades or more for a new technology to become
widely used because old capital stock remains economically attractive and personnel are
slow to understand and appreciate the benefits of new technology. Beyond this, in many
cases large vested interests have a stake in sustaining old technologies. These interests
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often work actively to impede the introduction of new competing technologies. Fre-
quently regulatory or similar barriers inhibit introduction. For example, in many coun-
tries electric utilities are granted exclusive service territories, making it illegal for a pri-
vate entrepreneurial company to introduce microgrid systems built on small-scale
combined heat and power distributed generation (which is more energy efficient than
central station power). At the same time, traditional utility companies may see little or
no incentive to invest in such technology.

Social acceptability can also play an important role in the rate at which a new tech-
nology is adopted. As already noted, social concerns are often not founded on a full
understanding of a technology, its strengths and weaknesses, and those of available alter-
natives. In such cases the professional community has an obligation to provide leader-
ship and keep important options open for development and evaluation. But technol-
ogy proponents also have a long history of arrogantly ignoring legitimate public
concerns, consequently fostering a climate of mistrust and hostility that makes rational
public decision making difficult or impossible.

Ancillary Benefits of CO, Stabilization Technologies

Probably the single greatest motivation for adopting a new technology is direct cost: If
it is cheaper than existing technologies it is adopted quickly. Externalities rarely figure
into private sector motivations unless encouraged with government incentives or regu-
latory structures. Nevertheless, a number of mitigation options have ancillary benefits
that can substantially multiply their value to GHG mitigation per se.

Biosphere sequestration of carbon and mitigation of non-CO, fluxes are two areas that
can have substantial societal value beyond GHG mitigation. Organic carbon sequestered
in soil contributes to soil and hence ecosystem health, with benefits for soil and water
conservation, nutrient storage, porosity, invertebrate biodiversity, plant health, and
ground and surface water quality. Carbon sequestered in reestablished and regrowing
forests has similar benefits for forested watersheds, in addition to abetting plant and ani-
mal biodiversity. Thus, organic carbon storage has important practical implications for
drinking water quality, coastal fisheries, farmland quality, and flood protection.

Reducing the emission of non-CO, greenhouse gases also provides ancillary bene-
fits. N,O suppression through the better management of nitrogen in cropping systems
will help to keep exogenous nitrogen from environmental fates other than crop yields
(e.g., air pollution). At present the amount of nitrogen fixed by anthropogenic means
is close to that fixed biologically; because less than half of the fertilizer applied to crop-
ping systems is taken up by the crop and the remainder is available to cause significant
environmental harm. Likewise CH, capture from waste handling can provide energy
savings for individual farms and perhaps rural communities, and composted waste
applied to soils can substitute for synthetic fertilizer, with its economic and CO, man-
ufacturing cost.
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Additionally, industrial capture of carbon and higher carbon use efficiency in the
industrial and transport sectors will lead to the emission of fewer industrial non-CO,
greenhouse gases. Black carbon, while not a gas, is nonetheless responsible for about 7
percent of the radiative forcing attributable to anthropogenic sources, and cleaner
power generation will reduce radiative forcings from this source. Likewise, lower emis-
sions of the ozone precursors—namely NO_, CO, and the non-methane volatile
organic carbons (NMVOCs) —will potentially reduce concentrations of tropospheric
ozone, responsible for about 12 percent of total anthropogenic radiative forcing (see
Prinn, Chapter 9, and Robertson, Chapter 29). NO, reductions will attenuate both
rainfall acidity and much of the unintentional nitrogen deposition now occurring over
much of the Earth’s surface (Holland et al. 1999).

Conclusions

Stabilizing climate will require massive changes in the design and operation of the energy
system, in the management of forests and agriculture, and in several other important
human activities. Yet we do not currently have sufficient knowledge to efficiently and
effectively make the changes necessary to stabilize climate at acceptable levels.

A portfolio of options is required because no single technology or approach will be
sufficient, although over time specific options may assume dominant roles. The devel-
opment of expanded use of conservation and renewables is important, as is fossil-fuel
carbon capture and sequestration. The suggestion that just one of these options could
solve the entire problem, however, fails to recognize technical and economic realities.
Furthermore, desirable portfolio options will vary by location. A failure to adopt a port-
folio approach runs the risk of delaying implementation and dramatically increasing the
cost of controls.

Technologies and approaches for achieving stabilization will not arise automatically
through market forces. Markets can effectively convert knowledge into working solu-
tions, but the needed knowledge can only be developed with dramatically larger invest-
ments in basic technology research, in efforts to understand consequences of new
energy systems, and in efforts to understand ecosystem processes.

The technical community must provide leadership in a wide-ranging search for
options. Incomplete expert or public understanding or short-term political or business
agendas cannot be allowed to short-circuit the search for promising solutions. This
search must include pilot experiments to gain hands-on experience with many differ-
ent technologies and approaches. This approach would enable creation of essential
skills and experience needed to develop systems of energy production and use to
develop land management options, and to promote climate stabilization and vigorous
economic growth.
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Notes

1. 1PgC =10 gC =1 GtC = 1,000 TgC = 3.7 Gt CO, = 8.3 X 10" mol C.
2. For example, the U.S. electricity industry invests on the order of 0.3 percent of gross
sales in basic technology research.
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Efforts to stabilize the atmospheric CO, concentration take place within a fully coupled
Earth system in which there are major interactions between the carbon cycle, the phys-
ical climate, and human activities. Hence it is necessary to consider atmospheric CO,
mitigation in the context of the Earth system as a whole and its long-term sustainability.

“Sustainability” and “sustainable development” have been defined in a number of
ways. The Brundtland Report (World Commission on Environment and Development
1987) defined sustainable development as “development that meets the needs of the
present, without compromising the ability of future generations to meet their own
needs.” In practice, definitions of sustainable development hinge on several key issues:
what has to be sustained, what has to be developed, for how long, and with what trade-
offs. It is necessary to consider economic, social, and environmental dimensions and
to accommodate the different perspectives of each dimension as well as the interrela-
tions between them. For the purposes of this chapter, we will follow the consensus of
the United Nations Commission on Sustainable Development (1996), which identi-
fied the major challenges for global sustainable development as (1) combating poverty;
(2) protecting the quality and supply of freshwater resources; (3) combating desertifi-
cation and drought; (4) combating deforestation; (5) promoting sustainable agricul-
ture and rural development; and (6) conserving biological diversity. To this list may be
added the goal of the 1992 UN Framework Convention on Climate Change
(UNFCCC) of preventing dangerous anthropogenic interference in the climate system,
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implying the need to stabilize the atmospheric concentrations of greenhouse gases and
CO, in particular.

This chapter examines the challenge of achieving CO, stabilization in the context
of the requirements for a sustainable Earth system, broadly defined as above. We have
three objectives, each the topic of a major section. First, we sketch a systems framework
for analyzing CO, stabilization pathways within the full range of carbon-climate-
human interactions. Second, we identify the wider economic, environmental, and soci-
ocultural implications of a large number of carbon management options in order to pro-
vide information about these implications for the systems analysis. Third, we consider
a particular important case (land-based mitigation) in more detail. An overall synthe-
sis concludes the chapter.

A Systems Analysis
The Carbon Cycle and the Stabilization Challenge

We begin with the familiar aggregate atmospheric CO, budget, written in the form

dc,
I Eina * Eowan * Fros + Lrove * Fsog + Fpig (1)
z N AN _
— —_—
Indirect human Direct human
influence influence

where C) is the mass of CO, in the atmosphere. The fluxes on the right-hand side,
which change C, include the land-air and ocean-air fluxes (¥, ,, F,,..
(mainly fossil fuel) emissions (£, ); fluxes from land use and land use change (¥, ;)

excluding managed sequestration; managed terrestrial and ocean biological carbon

); industrial

sequestration (FSeq ); and engineered disposal of CO, in land or ocean reservoirs (7, DZ.SP).
Fluxes from the atmosphere (uptake to land and ocean pools) are negative. All these
fluxes are influenced by human activities, in the sense that they are different from what
they would have been without human intervention in the carbon cycle. We can, how-
ever, distinguish different levels of human influence. Some fluxes are linked with iden-
tifiable human actions as proximate causes: for instance, fossil-fuel burning, land clear-
ing, or managed CO, sequestration. Others are influenced by human actions only
through changes in the Earth system, such as rising atmospheric CO,, rising average
temperatures, changes in precipitation patterns, and changes in nutrient cycles. The dis-
tinction is not absolute, but it is important because the directly human-influenced fluxes
are candidates for carbon management. Therefore we identify some fluxes in equation
D) Fpr Frppves Fseq, D xp) as “directly influenced” by human activities and others
(F, . F, ) as “indirectly influenced,” with the fluxes in former group being actu-

Land’ ~ Ocean
ally or potentially directly manageable.
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Most of the fluxes in equation (1) depend on the atmospheric CO, concentration.
These dependencies (often called “feedbacks”) are both direct and indirect. The direct
feedbacks occur through physical and biological mechanisms like CO, fertilization of
carbon uptake into terrestrial and marine pools, while the indirect feedbacks occur
through climate properties like temperature, light, precipitation, and ocean circulation,
which influence the fluxes. Climate, in turn, is responding to a range of “climate forc-
ings,” including CO, and non-CO, greenhouse forcing, solar variability, and vol-
canogenic aerosols. The result is that the fluxes in equation (1) depend on the atmos-
pheric CO, level (C,) both directly through physics and biology and indirectly
through climate. Through this dual set of dependencies, the behavior of the fluxes in
response to rising C, can potentially change drastically as C, itself rises; for example,
negative (stabilizing) feedbacks can be replaced by positive (destabilizing) feedbacks
through mechanisms like a shift in the land-air flux toward CO, emission as respiration
increases with warming, or a substantial change in the oceanic thermohaline circulation.
Such possible changes in system behavior, or “vulnerabilities” in the carbon-climate-
human system, are associated with nonlinearities or thresholds in the relationships
between fluxes (£), atmospheric CO, (C)), and climate (see Gruber et al., Chapter 3,
this volume, for more discussion of vulnerabilities). Their significance here is that they
have major implications for efforts to stabilize atmospheric CO,.

At present, the largest of the directly human-influenced fluxes in equation (1) is the
fossil-fuel emission (£, ). This can be expressed' as a product of five driving factors:

G\ (E,.\|E F
Fry = P[— [— [— [— = Pgcfi &)
P G El’ri EFoﬁ

——
g e f i

where P is population, G is gross world economic product, E, . is global primary
energy,? and £, _is the primary energy generated from fossil fuels. Key ratios among
these variables are the per capita gross economic product (¢ = G/P), primary energy per
unit economic product (¢ = £,./G), fraction of primary energy from fossil fuel (f'=
E,, IE, ), and carbon intensity of energy generation from fossil fuel (/ = F, /E,, ). We
note that ge = E,, /P is the per capita primary energy. The sum of the directly human-
influenced fluxes in equation (1) now becomes

F

i = F, F, +F,

o * Frurue Seq ¥ L'Digp

=Pgeﬁ+FLULUC+FSeq+FDig>

(3)

Table 6.1 gives current global average values for quantities in equations (3) and (1).
Of course, these averages mask huge regional differences (Romero Lankao, Chapter 19,
this volume).
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Table 6.1. Current (1990-1999) global average values for terms in the global carbon
budget and the quantities B g, f; i

Quantity — Description Value Unir Reference
DC ldt Growth rate of atmospheric CO, +3.3 PgCy! Prentice et al. (2001)
F Indirect human-induced C flux to atmosphere —4.7 PgCy! Prentice et al. (2001)
= Owean = Ocean-air flux -1.7

+F, + land-air flux -3.0
Four Direct-human-induced C flux to +8.0 PgCy’! Prentice et al. (2001)

atmosphere

= I = industrial (mainly fossil fuel) emission +6.4

+F e + disturbance flux from land use change +1.7

+Fe, + managed terrestrial C sequestration ~ —0.1

+Fp,, + engineered disposal of CO, -0.0
E,, Primary energy 12 ™ Hoffert et al.

3.8x 10" M] y'! (2002)
Population 6.0 x10° Humans
ge=E,.IP  Per capita primary energy 2.0 kW human!  Calculated using
6.3x10* M]y!human! ge=E, /P
f Fraction of energy from fossil fuel 0.85 — Hoffert et al.
(2002)
i Carbon intensity of energy generation 19.9 gC MJ! Calculated using
from fossil fuel F, = Pgefi
Foss
Of the eight quantities (P, g, ¢, f; 4, F; 710 Eg o F ) determining the directly

human-influenced fluxes through equation (3), six are associated with strategies for car-

bon mitigation:

e ¢: energy conservation and efficiency (while maintaining economic well-being, ¢);
gy y g &4

e £ use of non-fossil-fuel energy sources;
gy

e i: more carbon-efficient energy generation from fossil fuels;

* F,uc: reduction of carbon emissions from land disturbance;

o F

Seq

o F

i engineered disposal of CO, in geological or oceanic repositories.

: managed sequestration of carbon in terrestrial or oceanic biological sinks; and

The other two quantities (P and g) are not regarded here as carbon mitigation strate-

gies. That is, we do not consider options for reducing fossil-fuel emissions by lowering
population (P) or economic well-being (g). Nakicenovic (Chapter 11, this volume) dis-

cusses trends in both variables.

We turn now to the stabilization challenge. A stabilization trajectory for direct-

human-induced emissions, g, ,(#), is a (non-unique) trajectory for the directly human-

influenced carbon flux, Fpp() = Fp,

+F,

‘05§

vLuc*

F,

Seq

, such that the atmospheric

CO, level (C)) is eventually stabilized (4C,/dt = 0) at a given target level (Wigley et al.
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1996; Houghton et al. 2001, Figures 3.13 and 9.16). Examples are shown in Figure 6.1.
Stabilization trajectories are determined by the feedbacks between the fluxes in equa-
tion (1), particularly 7, and F, . and the atmospheric CO, level (C,). Stabiliza-
tion trajectories have several important features: first, F, ,(¢) increases initially and then
peaks and declines to near zero in the far future (and for low stabilization CO, targets
F, Sta
sooner and lower is the allowed emissions peak. Third, short-term trajectories of F, ,(#)

(over the next decade) do not depend much on the selected stabilization CO, target.

, can actually become negative). Second, the lower the stabilization CO, target, the

Fourth, it is crucial to note the implications of the vulnerabilities associated with pos-
sible positive feedbacks in the relationships between CO,), fluxes, and climate. These vul-
nerabilities add considerable uncertainty to stabilization trajectories, especially when the
stabilization CO, target is high. The higher the target, the greater is the magnitude of
likely climate change and the greater the probability of carbon-climate feedbacks
becoming important. In extreme cases, positive feedbacks could prevent stabilization
from being achieved at all.

A quite different picture emerges from consideration of the direct-human-induced
C flux £, (equation (3)), especially its fossil-fuel component. At present, fossil fuels
represent about 85 percent of the 12 TW of primary energy generated by human soci-
eties (Table 6.1). Future human energy demand will increase substantially (though far
from uniformly across regions and scenarios), in response to both increasing population
(P) and increasing globally averaged per capita energy use (E£,,./P = ge) associated with
globally rising standards of living. If a significant fraction of this demand is met from

fossil fuels, the trajectory for £, is likely to be far from that required for stabilization.

HI
Emissions scenarios (Nakicenovic et al. 2000; Edmonds et al., Chapter 4, this volume;
Nakicenovic, Chapter 11, this volume) give an internally consistent set of assumptions
for the time trajectories of the quantities P, g, ¢, f; i, F, T ULUCS Fseq, and Fps which influ-
ence Fp,,,. Under most (though not all) scenarios, £, (#) substantially exceeds the
human-induced C flux required for stabilization, F, ,(z). The difference F,,,, () —
F, ,(¢) is called the carbon gap.

To give an idea of the relationship between stabilization requirements and possible
trajectories of the terms in equation (3), Figure 6.1 shows how these terms evolve over
the next century from their current values (Table 6.1) under simple growth assumptions
for three cases (see Figure 6.1 caption). Case 1 approximates the well-known 1S92a sce-
vrve F Seq? and 7 Disp
except for a decreasing land disturbance emission. It does include some “default” or

nario (Houghton et al. 1996) and includes no mitigation through 7,

“business-as-usual” mitigation through negative values for the growth rates of fand 7,
as is commonly done in baseline scenarios (Edmonds et al., Chapter 4, this volume).
Case 2 includes major mitigation through Frorves Fseq, and Fp, " but is otherwise the
same as Case 1. Case 3 includes major mitigation in all terms (e, f; 7, F,  ULUCY Fseq, FDi:p)
and produces a trajectory for F,,,, that approximates a stabilization trajectory. This fig-

ure shows that major mitigation through sequestration and disposal (Case 2) cannot
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Figure 6.1. (a) Scenarios for the directly human-induced C flux (F,,;,) in three cases,
compared with approximate stabilization trajectories (¥, ,) for stabilization at 450, 650,
and 1000 ppm (Wigley et al. 1996). (b, ¢, d) Carbon ﬂuxes contributing to £y, for
Cases 1, 2, 3, respectively. Cases assume that per capita primary energy ge grows geomet-
rically, £, i and F LuLve decline geometrically, and F, and F Disp BFOW linearly, at constant
rates shown in the inset table. Case 1 is a typical busmess as usual” case approximating
the 1S92a scenario (see text). Case 2 includes major land-based mitigation. Case 3 addi-
tionally includes major energy-sector mitigation.



6. CO, Stabilization Pathways and a Sustainable Earth System | 137

achieve stabilization unless there is also major mitigation in the energy sector (Case 3).
Our intention here is not to construct self-consistent scenarios like those described in
Edmonds et al. (Chapter 4, this volume), but only to indicate the orders of magnitude
of the terms in equation (3), their trends under simple constraining assumptions, and
how those trends relate to stabilization requirements.

Trajectories of the Carbon-Climate-Human System
as Emergent Properties

It might seem that closing the carbon gap is simply a matter of managing the future val-

ues of the quantities P, g, ¢, f; 4, F, ;0> Fy,,» and F,., which determine the total direct-

1. 15
human-induced flux 7, (#), so that its grgjectory cgnforms with a stabilization trajec-
tory Fy, ,(¢). Of course, the real world is not like this “command and control” or
“rational” decision-making model (Keely and Scoones 1999). All these quantities are
internal variables in a coupled carbon-climate-human system and are constrained by
numerous interactions with other variables. The future trajectory of the system, and of
each of its components, is an emergent property—that is, a property of component
interactions rather than the result of external control.

To explore these constraints and interactions, we consider the multiple effects of a
portfolio of mitigation options or technologies. These options may include any of
those listed after equation (3), together with abatement of non-CO, greenhouse gas
emissions from agriculture and other sectors. The effect of any one mitigation tech-
nology can be described by its technical potential (7) and its uptake proportion (),
where 7'is the maximum mitigation or carbon equivalent avoided emission (in tCeq per
year) that can be achieved by the technology, subject only to biophysical constraints such
as resource availability; and # is a number between 0 and 1 determining how much of
the technical potential is actually utilized, subject to additional economic, environ-
mental, and sociocultural factors. The achieved mitigation from a portfolio of options
will then be w ) +u, T+ ..., where the subscripts refer to different technologies.

A range of constraints and driving factors influence the uptake of a mitigation tech-
nology, and the effort devoted to maximizing its technical potential. Briefly (pending
more detailed discussion in the next subsection), these include:

* climate factors: the need to avoid dangerous anthropogenic interference in the climate
system by minimizing CO, and other greenhouse gas emissions (the direct purpose
of mitigation);

* economic factors, including the competitiveness of energy options, the material and
energy intensities of economic growth, access to markets, and industrialization path-
ways;

* non-greenhouse environmental factors, including the provision and maintenance of
ecosystem services such as clean air, clean water, and biodiversity; and
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* social, cultural, and institutional factors, including consumption patterns, lifestyles, class
structures, incentives, policy climates, and demographics at scales from local to global.

To account for these influences, we consider “utility functions” or “benefit functions”
Ucims Ugaons Ug,,» and Uy, that quantify the effects of the portfolio of mitigation

im? con’

options in climate, economic, environmental, and sociocultural spheres. These functions
may be either positive (net benefits) or negative (net costs). They reflect all aspects of
societal well-being and are not confined to measurement in economic terms. They

depend on the uptake proportions of the various mitigation options: thus, U, ==

Uy,,,(w,) (where the subscript # distinguishes the various technologies) and similarly for

UEn

igation %, 7} + u, T, + ..., though there may be climate costs as well, for instance

through adverse effects of land use change on regional climates (Betts et al. 2000) or

,and U, . A major part of the climate utility U, i 18 Clearly the total achieved mit-

increased N,O emissions from higher fertilizer use.
It is possible to consider the overall utility or net benefit from the portfolio of mit-

igation options, U.

o> ACCOUNtING for benefits and costs in all spheres. This is a com-

bination of the utilities U, , U,. , U, ,and U, . There is a substantial literature
Clim Econ Env Soc

from the discipline of welfare economics on the formulation and properties of such over-
all utility measures (see, for example, Brock et al. 2002). Here it suffices to assume that

Uy

ooy 15 the weighted sum

Uﬁml = WClim UC/im (uk) + chonUEmn(uk) + wSocUSoc(u/e) + wEnUUEm/(u/e) (4)

where the weight factors w describe the relative importance that a society gives to each
component of the overall utility of the portfolio of options. The uptake proportions #,
can now be formally specified as the quantities #,(#), which maximize the overall util-
ity, integrated over some time period, subject to several basic constraints: that energy
supply meets demand and that requirements are met for other basic resources such as
water, food, and land. It is also possible to regard the technical potentials 7}, as variable

to maximize Uy, ,, to the extent that the technical potentials are influenced by socie-

tal’
tal choices such as investment in research and development. Thus, both # . and T,
emerge as “‘control variables” in a constrained optimization.

This is merely an indicative analysis rather than a quantitative recipe. Even so, several
features emerge. First, major variables determining the outcome are the weights w, which
express the economic, environmental, sociocultural, and policy priorities emerging from
societal institutions and structures. These weights are key “levers” influencing future tra-
jectories of the energy system and more generally the carbon-climate-human system.

Second, diverse societies have different institutions, structures, and priorities. The
analysis and the outcomes are therefore both regionally specific. A major point of inter-
section between regions is that they all share the atmosphere as a global commons and
hence all pay a climate-change cost as a result of global fossil-fuel emissions. Even so,
climate-change impacts and hence the nature of this cost are different among regions.
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Third, the existence of benefits as well as costs is of great significance. Here are two
examples: (1) a switch to clean fuels or renewables is likely to have benefits for regional
air quality, and (2) more efficient transport systems in cities usually confer net social and
urban-environment benefits. Such benefits in the non-greenhouse aspects of the over-
all utility are crucial in adding to the likelihood that real greenhouse mitigation will
occur through changes in energy use.

Fourth, there are synergisms between different constraints (or different components
of the overall utility in equation (4)). For example, if the technology for a massive switch
to biofuels were available at reasonable cost, consequences would include declines in the
availability of land for agriculture, biodiversity, and carbon stocks in forest ecosystems.
This point is expanded later.

Finally, the uptake of mitigation options is constrained by technological and insti-
tutional inertia or contingent history: for example, it is not usually practical to change
technologies at a rate faster than the turnover time of the infrastructure (see Caldeira
et al., Chapter 5, this volume).

Diversity of Influences on Carbon Mitigation Strategies

We now consider in more detail the diverse factors affecting the uptake of a particular
carbon mitigation strategy. Figure 6.2 is a graphical representation of the factors influ-
encing the difference between the technical potential of a particular mitigation strategy
and the actual, achieved mitigation. The horizontal axis is the mitigation potential,
measured by the total amount of carbon-equivalent greenhouse forcing avoided (in tCeq
per year, for example), and the vertical axis is the price of carbon (in dollars per tCeq),
a measure of the weight ascribed to carbon mitigation relative to other goals. The max-
imum mitigation that can be achieved by a strategy is its technical mitigation potential,
based solely on biophysical estimates of the amount of carbon that may be sequestered
or greenhouse gas emissions avoided, without regard to other environmental or human
constraints. This amount is not dependent on the price of carbon and hence is a
straight line. There is also a minimum mitigation achieved by baseline or business-as-
usual technological development (as reflected, for example, in the family of scenarios
appearing in the Intergovernmental Panel on Climate Change [IPCC] Special Report on
Emissions Scenarios [SRES], Nakicenovic et al. 2000), which already include assumed
mitigation such as through shifts toward non-fossil fuels). This baseline mitigation is
likewise independent of the price of carbon. Between these limits, the actual, achieved
mitigation is a price-dependent curve. It is less (often very much less) than the techni-
cal potential, because of a range of economic, environmental, and social drivers and con-
straints. In more detail than before, these include the following:

* Economics: Economic factors include (1) access to markets for carbon-relevant prod-
ucts; (2) the nature of those markets; (3) the influence of pathways of industrializa-
tion and urbanization on existing and new carbon-relevant economic sectors; (4) the
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Figure 6.2. Effects of economic, environmental, and social-institutional factors on

the mitigation potential of a carbon management strategy. The technical potential
(independent of cost) is reduced a combination of economic factors (markets, trade,
economic structures, urbanization, industrialization); environmental factors (need

for land, water and other resources, waste disposal, property rights); and social and
institutional factors (class structure, politics and formal policies, informal rules, lifestyles,
attitudes, behaviour). The end result is a sustainably achievable mitigation potential for
the carbon management strategy being considered. This depends on the cost of carbon,
which is a measure of the weight ascribed to carbon mitigation relative to other goals. The
uptake proportion for the strategy is the ratio of the sustainably achievable potential to
the technical potential. The figure also shows a baseline potential, representing the extent
to which the carbon management strategy is deployed in a “business-as-usual” scenario.

existence or absence of crisis-prone economic conditions; and (5) the indebtedness of
many countries, especially in the developing world. Economic markets play an
important role in governing access to resources and, used intelligently by govern-
ments, can provide important incentives to switch to lower-carbon energy portfolios.

* Environmental requirements for other resources: The need for resources to supply essen-
tials, such as food, timber, and water, can reduce the estimated technical potential.

* Environmental constraints: Mitigation activities can incur environmental costs such as
waste disposal and ecological impacts.

* Social factors: Differences in social factors between countries and between urban and
rural locations exert strong influences on mitigation outcomes. On a personal level,
class structure and lifestyles are often related on one hand to increasing consumption
and use of carbon-relevant commodities as cultural symbols, such as cars, mobility, and
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travel to exotic places (Lebel, Chapter 20, this volume). On the other hand, lifestyles
are linked to poverty and lack of access, for instance, to technical alternatives. On a
public level, societal values and attitudes determine the level of support for carbon
management strategies, through education and societal self-image (such as frontier,
pro-modernization, pro-conservation).

Institutional factors: Institutions determine the structure of incentives influencing any
management option, both in terms of taxes, credits, subsidies, sectoral strategies,
property rights regimes, and other formal components and in terms of the policy cli-
mate or informal policies within which management strategies are designed and
implemented. Examples of policy climate include the level of performance, the pres-
ence or absence of corruption, and the extent and nature of powerful vested interests.
To illustrate the last point, significant constraints can arise within both public and pri-
vate sectors that affect the speed of technology deployment and the choices of alter-
native systems. Owners of existing energy technologies can use their considerable
financial and technological influence to block the development or deployment of alter-
native systems. Similarly, government regulators may use their powers to control the
flow of investment in mitigation technology or its application in their country in order
to protect perceived national interests.

Institutional and timing aspects of technology transfer: Some features of technology
transfer systems, like the patenting system, do not allow all countries and sectors to
gain access to the best available technology rapidly or at all. The timing of technol-
ogy transfer is an issue, as many technological paradigms need 50—70 years to be com-
pletely established (Nakicenovic, Chapter 11, and Romero Lankao, Chapter 19, both
this volume).

* Demography: The density, growth, migration patterns, and distribution of the popu-
lation can form another constraint, especially in countries with high levels of social seg-
regation. For instance, in regions with a high concentration of land in few hands, pop-
ulation pressure on land can pose an obstacle to a reforestation strategy.

Some of these constraints are price dependent, implying that a higher carbon price
would increase the viability of the carbon management strategy. Hence, in general, the
relationship between the sustainable mitigation potential and the price of carbon is a
curve in Figure 6.2.

After considering these factors, the remaining amount of mitigated carbon emission
or sequestration is the sustainably achievable potential at a given price of carbon. In the
schematic analysis of the previous subsection, the price of carbon is a measure of the rel-
ative weights (w) between the climate cost and other components of the overall cost in
equation (4), and the uptake proportion () is the ratio of the sustainably achievable
potential to the technical potential. Figure 6.2 again emphasizes the importance of the
weighting between carbon mitigation and other societal goals in determining the
uptake of mitigation technologies and hence mitigation outcomes.
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Implications of Carbon Management Options

A large portfolio of carbon management options is needed to give flexibility in design-
ing a practical pathway for achieving stabilization of atmospheric CO, (Caldeira et al.,
Chapter 5, this volume). As already emphasized, all carbon management options bring
both positive and negative environmental, economic, and sociocultural impacts, in
addition to greenhouse mitigation. In designing carbon management strategies it is nec-
essary to take advantage of beneficial synergies between mitigation and other impacts.

Our discussion of the wider implications of mitigation is intended to supplement the
more technically oriented contributions of Caldeira et al. (Chapter 5) and the engi-
neering-oriented review of Hoffert et al. (2002), by providing some analysis of collat-
eral effects. We consider four classes of impact corresponding to the four terms in
equation (4): climate change and greenhouse, economic, environmental, and sociocul-
tural. The technical options are organized into five categories identifiable with the six
mitigation-oriented terms in equation (3): conservation and efficiency (combining the
factors ¢ and 7 into one category), non-fossil-fuel energy sources (factor /'), land-based
options including disturbance reduction and biological sequestration (terms 7, - and
FSeq)’ biological sequestration in oceans (term FSeq), and engineered CO, disposal
(term Fp, ). We restrict discussion to options that are currently technically feasible, at
least at moderate scales, omitting (for example) nuclear fusion and spaceborne solar
power. Also, although the focus is on carbon mitigation toward CO, stabilization, we
include discussion of other greenhouse gases where these are closely related to carbon
mitigation options, for example in land use.

The results of our analysis are summarized in Table 6.2, where we have somewhat
subjectively estimated the collateral costs and benefits for each strategy in each impact
class as minor, moderate, or major.

Conservation and Efficiency

A number of changes in technology, policy, and human behavior will reduce energy
demands, with benefits or at most small costs for economic productivity. These influ-
ence the factor e (primary energy per unit economic product) in equation (3). Exam-
ples include:

* more efficient appliances (light-emitting diodes, low-power computers, . . .);

* more efficient indoor environments (passive lighting, heating, cooling, insulation . . .);

* urban microclimate design to minimize energy demand in extreme weather conditions
(for example, using trees to lessen both heating and cooling demands);

® better urban planning (improving public transport, shortening travel distances, . . .);

* shifts toward diets that require less energy inputs (shifting diets toward vegetarianism).

Technological changes that will reduce the carbon intensity of fossil-fuel energy
generation (factor 7 in equation (3)) include



Table 6.2. Assessment of positive and negative climate, economic, environmental,
and sociocultural impacts associated with mitigation strategies

Impact

Climate change Environ- Socio-
Mitigation strategy and greenhouse  Economic mental cultural

Conservation and efficiency
More efficient appliances )
More efficient indoor environments
More efficient automotive transport (++4) (++)and () (+++)and () (++) and ()
Better urban travel planning
Urban microclimate design
Better use of fossil fuels
Cogeneration

Changes to diets
Non-fossil-fuel energy sources

Hydropower (++) and () (+) and (=) (++) and (——)  Developed:
Deve(lo)ping:
)
Solar power (+++) =) (+++) and () ?
Wind power (++) (+) and () (+++) and () (+) and ()
Bioenergy (+++)and (=) (#)and (=) (+++)and (——) (+)and (—)
Geothermal power (+) ? (++) and (=) ?
Nuclear energy (+++) (++) and (—) (++) and (——) (—o)
Land-based options
Afforestation, reforestation, and (++) and (-) Incentives (++)and ()  (++)and (—)
land restoration needed
Reduction of net deforestation (+++) Incentives (++) (++)and (—-)
needed
Forest management and fire (+) and (-) (+) and (-) (++) and (-) ?
suppression
Changing agricultural management (++) (++)and (=)  (++) and (—) ?
Non-CO, mitigation from land (++) (++)and (=)  (++) and (-) ?
biosphere
Bioengineering solutions ? (++) and (——) (+) and (——-) (=)
Biological sequestration in the oceans
Ocean fertilization (++) and (—) ? (=) (—-)
CO, disposal on land and oceans
C separation with ocean storage (+++) and (—) ? (=) (=)
C separation with geological storage (+++) and (——) ? (=) =)

Note: Symbols (+), (++), and (+++) indicate minor, moderate, and major positive impacts (benefits); likewise,
(=), (+-), and (——-) indicate minor, moderate, and major negative impacts (costs). Where distinct benefits and
costs occur, these are indicated separately. Impacts in the climate change and greenhouse area refer to technical
potential, indicated as minor (< 0.3 PgC y!), moderate (0.3 to 1 PgC y!), and major (> 1 PgC y!). A question
mark indicates that insufficient information is available to make a judgment.
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* more efficient automotive transport (hybrid vehicles that electrically recover lost
mechanical energy, use of smaller cars rather than sports utility vehicles in cities, . . .);

® better use of fossil fuels (natural gas, highly efficient coal combustion); and

* cogeneration (recovery and use of low-grade heat from electric power stations, usually
with smaller and more distributed power stations).

The technical potential for gains in energy efficiency from these options are large, in
many cases from tens to hundreds of percentage points on a sectoral basis, and in most
cases the technology is readily deployable (Hoffert et al. 2002; Edmonds et al., Chap-
ter 4, this volume). As a group, these options have significant environmental and socio-
cultural benefits, including lower urban air pollution, more efficient urban transport
networks, more congenial and livable cities, and improvements to population health.
Some involve changes to lifestyles (such as reducing car sizes) that may be seen as socio-
cultural drawbacks. They also involve some transfers of economic power (for instance,
away from oil suppliers), although many oil companies, particularly in Europe, are turn-
ing this change to advantage by repositioning themselves as energy service providers,
including renewables and conservation.

Because of the magnitude and generally rapid uptake time of these mitigation
options, and also recognizing the significant collateral benefits and minimal costs,
many future scenarios include significant continuing mitigation from this area.
Although scenarios vary widely, it is common to assume improvements in energy effi-
ciency in the order of 1 percent per year while maintaining economic growth of 2—3
percent per year (Edmonds et al., Chapter 4, this volume; Figure 6.1). A key question
is whether these uptake rates can be improved.

Non-Fossil-Fuel Energy Sources

These options reduce f{(the fraction of primary energy from fossil fuel) in equation (3).

HyDpROPOWER

At present about 19 percent of the world’s electricity is produced from hydropower
(McCarthy et al. 2001). Although this source is reaching saturation in developed coun-
tries, continued deployment is likely in many developing countries. Hydropower is a
renewable energy source with important benefits, such as flood control and regulation
of river flows for agricultural, industrial, and urban use. From the power-engineering
viewpoint, hydropower is fast to start in peak electricity consumption periods and can
store surplus energy from other sources during low consumption periods, thus increas-
ing overall system efficiency. There can, however, also be a range of negative sociocultu-
ral, environmental, economic, and ancillary greenhouse-gas consequences. During dam
construction and first filling, few or many (up to millions) of people are displaced from
their homes, often leading to impoverishment (World Commission on Dams 2000).
Dams alter downstream nutrient cycling patterns, ecosystems, and food-web structures,
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reduce biodiversity in rivers, affect the viability of fishing industries, and accumulate sed-
iment. WBGU (2003) suggests that at least 20 percent of global rivers should remain
undammed. From the greenhouse-gas perspective, the global production of greenhouse
gases from hydropower systems is relatively low, but lakes in vegetated areas can incur sig-
nificant methane production in anoxic sediments (McCarthy et al. 2001).

SoLAR POwWER

The solar option has low sociocultural and environmental impacts compared with
many other energy systems. Available energy densities are moderate, about 15 W per
square meter (m2) for electric power (Hoffert et al. 2002), so that current global elec-
tricity consumption could be met from a square less than 400 kilometers on a side
(WBGU 2003). The resource is most concentrated in subtropical semiarid to arid
areas, implying development opportunities in these areas, which are largely in the
developing world. Extensive decentralization is also possible and is very efficient in some
sectors (such as solar hot water), leading to substantial social benefits and microeco-
nomic opportunities. On the cost side, large-scale solar energy deployment may involve
significant land use changes with consequences for ecosystems; water supply may be an
issue in arid regions; energy transport over large distances and across national borders
is both a technical and an institutional hurdle; and environmental issues can arise in the
production and disposal of photovoltaic cells (silica crystal with traces of heavy metals).

WinDp PoweR

Like solar energy, wind power is considered a clean energy. Its technology is rapidly
deployable to many suitable regions around the world, making it the world’s fastest
growing energy source at present. Its energy density is comparable to solar, but areas for
deployment are more restricted. Wind power has very limited negative effects on the
environment. The largest concern is probably the visual impact of large-scale wind farms
with turbines up to 200 meters tall on mountain ridges or in coastal regions with aes-
thetic and cultural values. Wind turbines, especially older models, can be noisy. A con-
troversial impact is that on bird communities through killings by turbine blades.

B1oENERGY

An important option is the substitution of biofuels for fossil fuels, both for transport
and for electricity generation from biofuels alone or with fossil fuels in co-fired plants.
Biofuels have minimal net carbon emissions because atmospheric CO, is continuously
recycled. The technical potential is large: up to 500 megahectares (Mha) of land
(around 3 percent of the global land area) could be made available for biofuel crop pro-
duction by 2100 (Watson et al. 2000b). This amount would produce in the range of
150-300 EJ y! and displace 2—5 petagrams (Pg) C y! of carbon emissions. Biofuel
production offers many ancillary benefits: with good design, soil erosion can be
reduced and water quality improved through increased vegetation cover. From a



146 | 1. CROSSCUTTING ISSUES

national viewpoint, dependence on imported oil can be reduced, rural investment
increased, work opportunities created, and agricultural products diversified. There are
few negative impacts when biomass sources are by-products (organic waste and
residues) from agriculture and forestry, though transport infrastructure is an issue
because of low energy densities (0.3—0.6 W m™2). The large-scale production of dedi-
cated biofuels can, however, have negative impacts, including competition for other land
uses, primarily food production; soil sustainability (extraction of residues should not
exceed 30 percent of total production to maintain soil fertility); poor resilience of
monocultural plantations; and the implications for biodiversity and amenity (Watson
et al. 2000b). The full greenhouse gas balance of biofuel production also needs to
account for significant emissions from mechanization, transport, use of fertilizers, and
conversion to usable energy. Taking into account some of these constraints, especially
competition for other land uses, Cannell (2003) estimated the range 0.2—1 PgC y! to
be a more conservative achievable mitigation capacity for C substitution using biofu-
els. This amount is about 15 percent of the potential mitigation described earlier.
Other estimates are even lower (WBGU 2003).

GEOTHERMAL POWER

Geothermal power is a niche option with small mitigation potential but significant envi-
ronmental benefits where available because of the clean energy yield. There are some
environmental concerns over the depletion of geothermal resources.

NUCLEAR POwWER

Nuclear energy is a non-fossil-fuel source with significant mitigation potential. Envi-
ronmental concerns include waste and plant (old reactor) disposal and the potential for
accidents. There is also a major sociocultural or political issue with weapons prolifera-
tion, especially where breeder reactors are used to create additional fissile material. This
issue is too large to be explored here. It is notable that the UNFCCC Conference of Par-
ties (COP 7 and 8) has agreed not to include nuclear power in the Kyoto Protocol flex-
ible mechanisms.

Ierrestrial Biological Sequestration and Disturbance Reduction

In equation (3), these options reduce emissions from £, ,~and promote CO, uptake
in the land component of F, .
eq

REFORESTATION, AFFORESTATION, AND LAND RESTORATION

The potential global carbon sequestration due to increased forest extension and other
land uses is in the order of 1 PgC y! by 2010 (Watson et al. 2000b). In the past few
decades major plantation has occurred in many countries, often where previous defor-
estation took place. During the 1990s alone, the global area of plantations increased by
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3.1 Mha y! (Braatz 2001). Regionally, reforestation and afforestation in China during
the past two decades is contributing 80 percent of the total current Chinese carbon sink
(Fang et al. 2001), and the return of abandoned farmland to native vegetation is esti-
mated to be responsible for 98 percent of the current sink in the eastern United States
(Caspersen et al. 2000).

If done with proper regard for the ecology and history of human land use in a region,
expansion of forest area usually brings a number of collateral benefits: preservation of
biodiversity, decreased soil erosion and siltation, decreased salinization, and watershed
protection with associated water supply and flooding regulation. These benefits will
most likely come with little adverse effect on agricultural production, employment, eco-
nomic well-being, and cultural and aesthetic values in countries with agricultural sur-
pluses such as Europe and the United States. In developing countries, however, which
are usually dependent on exports of raw materials and confronted with high levels of
social segregation, diverting land for reforestation may have negative consequences if it
is not adapted to the local environment, land use patterns, and institutional settings. In
these regions, land for afforestation is usually created by logging primary forest (Schulze
et al. 2003). This practice affects vulnerable communities such as small-holding farm-
ers (Silva 1997). There are also some environmental concerns: reduction of runoff dur-
ing dry periods (due to increased soil infiltration and transpiration) may have impacts
downstream, for instance in farmlands and wetlands. In boreal regions, changes in
albedo due to darker forest canopies may lead to positive climate forcing and regional
warming (Betts 2000; Betts et al. 2000). Taking into account a set of institutional and
socioeconomic constraints only, Cannell (2003) estimated that only 10—25 percent of
the potential C sequestration could realistically be achieved by 2100.

ManagiNng Woobp ProbucTs

Managing wood products is an important part of a terrestrial sequestration strategy. It
involves recycling paper, making use of long-lasting wood products that can substitute
for high fossil-carbon-content materials, and other steps to increase the residence time
of carbon sequestered as utilized wood.

RepuctiOoN OF NET DEFORESTATION AND EMIssioNs FROM LaND Uskg

Deforestation over the past 200 years has contributed 30 percent of the present anthro-
pogenic increase of atmospheric CO,. Current estimates of emissions from deforesta-
tion are 1.6 PgC y’!, or about 20-25 percent of total anthropogenic emissions
(Houghton et al. 2001). Therefore, reduction of deforestation has large carbon mitiga-
tion potential: a 3 to 10 percent reduction of deforestation in non—Annex I (develop-
ing) countries by 2010 would result in 0.053—0.177 PgC y"! carbon mitigation, equiv-
alent to 1 to 3.5 percent of Annex I base-year emissions (Watson et al. 2000b). The
environmental benefits of slowing down deforestation are numerous, including most of
the benefits mentioned for reforestation, with maximum value for biodiversity conser-
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vation in pristine forests, particularly in the tropics. Although ending forest deforesta-
tion is a laudable goal, it has, however, proved difficult or impossible to implement in
many regions unless there are tangible socioeconomic incentives and the other drivers
of deforestation (such as markets and policy climate) are specifically addressed. This is
especially so in developing countries, where most deforestation occurs (Lambin et al.
2001). Another unintended outcome of rewarding the preservation of carbon stocks in
forests could be a more relaxed emphasis on reduction of energy emissions, the most
important pathway for long-term CO, stabilization (Figure 6.1).

FOREST MANAGEMENT AND FIRE SUPPRESSION

Changes in forest management could increase carbon stocks with an estimated global
mitigation of 0.175 PgC y"! (Watson et al. 2000b). One management activity being sug-
gested is fire suppression. Fire is a natural factor for large forest areas of the globe, and
therefore an important component of the global carbon cycle. Fire is a major short-term
source of atmospheric carbon, but it adds to a small longer-term sink (<0.1 PgC y!)
through forest regrowth and the transfer of carbon from fast to inert pools including
charcoal (Watson et al. 2000b; Czimczik et al. 2003). For instance, in the immense
extent of tropical savanna and woodland (2.45 gigahectares [Gha], Schlesinger 1997),
a 20 percent fire suppression would result in carbon storage of 1.4 tC ha™! y! with asso-
ciated mitigation of 0.7 PgC y!. Tilman et al. (2000) estimated that additional fire sup-
pression in Siberian boreal forest and tropical savanna and woodland might conceivably
decrease the rate of accumulation of atmospheric CO, by 1.3 PgC y’!, or about 40 per-
cent. The biggest problem with fire suppression, however, is that these estimated rates
of carbon storage are not sustainable in the long term and that potential catastrophic
fires in high biomass density stands could negate the entire mitigation project apart from
some sequestration in charcoal.

CHANGING AGRICULTURAL MANAGEMENT

Changes in agricultural management can restore large quantities of soil carbon lost since
the onset of agriculture. The global potential for this strategy is estimated at 40—90 PgC.
Estimates of potential soil C sequestration vary between 0.3—0.5 PgC y! (Smith,
Chapter 28, this volume) and 0.9 PgC y! (Lal 2003), which in the best case would
restore most of the lost carbon within 50 to 100 years. A large number of “stock-
enhancing” practices bring environmental benefits: reduced erosion and pollution of
underground and surface water, maintenance of biodiversity, and increased soil fertil-
ity (Smith, Chapter 28). However, the frequently proposed “win-win” hypothesis,
according to which strategies aimed at increasing carbon accumulation will always
bring other environmental benefits, needs to be verified on a case-by-case basis and with
reference to sustainable development goals assigned to a region. For instance, increas-
ing soil C stocks also leads to increasing soil organic nitrogen, which provides a source
of mineralizable N, and therefore potential for increased N,O emissions, further
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enhanced by the use of nitrogen fertilizer (Robertson, Chapter 29, this volume). Also,
activities such as the use of fertilizer and irrigation have an associated carbon cost that
often exceeds the carbon benefit (Schlesinger 1999). Other management options such
as zero or reduced tillage may reduce the carbon cost of production (owing to less on-
farm diesel use, despite a carbon cost associated with the extra herbicide required), but
the extra use of herbicide and pesticides may create further negative environmental
impacts. Taking into account a number of environmental and socioeconomic con-
straints, Freibauer et al. (2003) estimated that only 10 percent of the potential mitiga-
tion in the agricultural sector in Europe by 2020 is realistically achievable.

NON—CO2 MITIGATION FROM LAND B1OoSPHERE

In the livestock sector, methane and N,O emissions can be reduced by better housing
and manure management. Methane emissions from enteric fermentation can be
reduced by engineering ruminant gut flora or by use of hormones, but in some coun-
tries there are societal and legislative constraints on these technologies. N,O emissions
from agriculture can be lessened by reducing N fertilization. This decline could be
achieved without loss of productivity by better timing, spatial placement (precision
farming), and selection of fertilizers (Smith et al. 1996). The total anthropogenic flux
of N,O is 8.1 teragrams (Tg) N,O-N y’!, equivalent to 1.0 PeC. v y'!. More than 80
percent of this amount is from agriculture; most of the rest is from the industrial pro-
duction of adipic and nitric acids and can be abated with available technology.

BIOENGINEERING SOLUTIONS

Genetically modified organisms (GMOs) were initially developed to increase food pro-
duction, but also have possibilities for increasing biomass production through disease-
and pest-resistant genes that promote higher productivity. This potential has possible
implications for increasing both carbon sequestration and biofuel production. GMOs
have still largely unknown ecological consequences, however. Major known hazards are
increased weediness of GM plants, genetic drift of new genes to surrounding vegetation,
development of pest resistance, and development of new viruses (Barrett 1997). Given
the large uncertainty surrounding the ecological consequences of GMOs, this technol-
ogy is banned in many countries.

A comment applicable to all of the options described involving terrestrial biological
sequestration and disturbance reduction is that there are timescales associated with both
biological sequestration and disturbance. In general, carbon losses to the atmosphere by
land disturbance occur partly through delayed emissions long after the disturbance event
(one to two decades). Gains from reforestation are quite slow, with similar time frames
needed to rebuild carbon stocks. It follows that even if £, were to stop, emissions
from disturbed ecosystems would still continue for some time. On the other hand, if
reforestation programs are to make a major contribution to closing the carbon gap, they
must be implemented early enough to see their effect on stabilizing CO,.
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Biological Sequestration in the Oceans

In equation (3), this option promotes CO, uptake in the ocean component of F,.

OCEAN FERTILIZATION

The efficiency and duration of carbon storage by ocean fertilization remain poorly
defined and strongly depend on the oceanic region and fertilizer (iron, nitrogen, phos-
phorus) used (Bakker, Chapter 26, this volume). The maximum potential of iron fertil-
ization has been estimated as 1 PgC yr'! by continuous fertilization of all oceanic waters
south of 30°S (Valparaiso, Cape Town, Perth) for 100 years (Sarmiento and Orr 1991).
This model study, however, probably strongly overestimates the potential for carbon stor-
age by its assumption of complete nutrient depletion (Bakker, Chapter 26). Furthermore,
roughly half of the stored carbon would be rapidly released to the atmosphere upon ter-
mination of the fertilization. Verification of actual C sequestration remains an issue.

Enhanced algal growth upon ocean fertilization of the surface oceans will decrease
oxygen levels and may create anoxic (near-zero oxygen) conditions at intermediate
depths (Fuhrman and Capone 1991; Sarmiento and Orr 1991), which will promote
production of N,O and methane. The release of these potent greenhouse gases to the
atmosphere will partly offset or even outweigh the reduction in radiative forcing by
atmospheric CO, mitigation, especially for the equatorial Pacific Ocean (Jin and Gru-
ber 2002; Jin et al. 2002; Bakker, Chapter 26). Increases in biological production may
also result in the release of dimethyl sulphide (DMS) (Turner et al. 1996) and halocar-
bons (Chuck 2002) to the atmosphere, which will create powerful feedbacks on atmos-
pheric chemistry and global climate.

Large-scale iron fertilization will profoundly change oceanic ecosystems, ocean bio-
geochemistry, and the composition of oceanic sediments (Watson et al. 2000a; Duck-
low et al. 2003; Bakker, Chapter 26). A shift toward larger algal species was observed
in iron fertilization experiments (Coale et al. 1996; Boyd et al. 2000). A comparison to
mariculture and coastal seas suggests that harmful algal blooms may occur in intensively
managed systems (Bakker, Chapter 26). Fertilization might affect fish stocks, and
thence fisheries and other economic sectors.

The public is very concerned about large-scale fertilization manipulations of the sur-
face ocean for carbon storage. International law with respect to fertilization is ambiguous.

Engineered CO, Disposal on Land and Oceans

In equation (3), these options promote CO, uptake through Fp

CARBON SEPARATION WITH OCEAN STORAGE BY DEEP OCEAN INJECTION

The addition of pure liquid CO, in the deep ocean has potential for being a low-impact
and highly effective mitigation option (Brewer, Chapter 27, this volume). There is
still, however, little understanding of the potential effects of the instability of CO,
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deposits in the deep ocean and of the negative effects of the formation of CO,-
clathrates and a substantial lowering of pH on deep ocean biota. If numerous seques-
tration sites were concentrated in specific, rare deep ocean habitats, this practice could
endanger biodiversity at these locations, but it seems likely the effects would be local.
Further away a moderate pH decrease might be of similar magnitude as that expected
from rising atmospheric CO, levels. In light of how little is known, deep ocean disposal
may have unexpected effects on marine chemistry and ecosystems. Public opinion is
skeptical about the technique. The London Convention (the Convention on the Pre-
vention of Marine Pollution by Dumping of Wastes and Other Matter, 1972) is often
cited as a treaty that could prohibit such a strategy.

CARBON SEPARATION WITH (GEOLOGICAL STORAGE IN SEDIMENTS AND RoOCKS

Given adequate technologies to capture CO,, largely from industrial processes, CO, can
be disposed of in exhausted oil and gas wells and in saline aquifers. This method is a rel-
atively clean solution provided there are not CO, escapes, dissolution of host rock, ster-
ilization of mineral resources, and unforeseen effects on groundwater (Metz et al. 2001,
Section 3.8.4.4). At this stage, there are still large uncertainties regarding these possi-
ble environmental impacts, but it remains a promising option.

Illustrative Case: Constraints on Land-Based Options

In this section we consider, as an illustrative case, the inclusion of land management as
part of a portfolio of mitigation strategies to close the carbon gap defined earlier. Future
scenarios such as the A1, A2, B1, and B2 scenario families (see Nakicenovic et al. 2000
and Figure 6.3) allocate different amounts of land for carbon mitigation strategies
(such as cropland for biofuels), while also allowing for an increase in agricultural land
to meet the food demands of a growing population. Globally, in 1990, 11 percent of
the land surface (1,500 Mha) was under cropland. By 2100, cropland area is projected
to increase to about 15 percent (Al), 17 percent (A2), 910 percent (B1), 16 percent
(B2), and up to 24 percent under some Al variants (Nakicenovic et al. 2000).

To illustrate the interactions between opportunities and constraints in carbon man-
agement, this section examines how each SRES scenario is likely to place pressure on
land for food production as different amounts of land are allocated for carbon mitiga-
tion. It then asks two questions: (a) Are the areas of land required for mitigation real-
istic? (b) Under realistic environmental and sociocultural constraints on land use, what
is the sustainably achievable potential for land-based options under each SRES scenario?

Scenarios

The scenarios used are the six SRES marker scenarios, taken from four scenario fami-
lies, A1, A2, B1, and B2. The main characteristics of each scenario family are summa-
rized in Figure 6.3, which shows how the scenarios fall on two axes: one examining glob-
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Economically oviented
Al — “World Markets” 4 A2 —“Provincial Enterprise”
=very rapid economic growth sstrengthening regional cultural identities
*low population growth «emphasis on family values and local traditions
srapid introduction of technology +high population growth
«personal wealth above environment +less concern for rapid economic development
Global » Local
B1 — “Global Sustainability”| B2 - “Local Stewardship”
*rapid change in economic structures ~cmphasis is on local solutions
+"dematerialization” +less rapid, and more diverse technological change
rintroduction of clean technologies sstrong emphasis on community initiative
=emphasis is on global solutions “local, rather than global solutions
\ 4
Environmentally oriented

Figure 6.3. Characteristics of the main SRES marker scenario families (adapted from
Smith and Powlson 2003)

alization versus regionalization and the other examining relative societal emphases on
economic versus environmental considerations. Three variations of the Al scenario
(globalized, economically oriented) are considered here: A1FI (fossil fuels are used
intensively), A1T (alternative technologies largely replace fossil fuels), and A1B (a bal-
ance between fossil fuels and alternative technologies). Further details are given in
Edmonds et al. (Chapter 4, this volume); see also WBGU (2003). Key scenario param-
eters are given in Table 6.3a.

Population Effects on Food Demand

We calculated 2100 food demand (assumed proportional to population growth) and the
increase in productivity for each scenario (Table 6.3b). The area under crops in 1990
represents slightly over a third of the land that is theoretically estimated to be suitable
for crop production. Although this estimated area may be optimistic (since some land
is not well suited to permanent cropping, and other land will be removed from pro-
duction by degradation), there is evidence that additional food can be generated sus-
tainably to match population growth. This is supported by the fact that from 1961 to
1997, when human population doubled, agricultural land increased by only 11 percent.
Nevertheless, the higher the food demand, the greater the pressure placed on land for
agriculture, and less land may be available for other purposes, including carbon miti-
gation. This increased food demand could be met either by using more land for agri-
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culture or by increasing cropping intensity and per-area productivity. Increased pro-
ductivity can be obtained either (1) by increased fertilization and irrigation, subject to
water availability, with associated carbon costs (Schlesinger 1999) and increased N,O
emissions (Robertson, Chapter 29, this volume); or (2) by technological improvement
through breeding or biotechnology.

The A1FI, A1B, A1T, and B1 scenarios require an increase in productivity of 0.3—
0.4 percent y'! whereas the A2 and B2 scenarios require 0.9—1.1 percent y'!. All these
increases are in the range considered achievable within integrated assessment models;
1.5 percent y'! is assumed by Edmonds (personal communication, 2003). Although
there is a limit to how much agricultural productivity can be increased, with yield
increases slowing during the past two decades (Amthor 1998; Tilman et al. 2002), there
is still capacity. The Food and Agriculture Organization of the United Nations (FAO)
projects global aggregate crop production to grow at 1.4 percent y'! to 2030, down from
2.1 percent y ! over 1970-2000. Cereal yield growth, the mainstay of crop production
growth, is projected to be 1.0 percent y! in developing countries, compared with 2.5
percent y'! for 1961-1999 (Bruinsma 2003). We note also that future impacts of cli-
mate change on crop yields can be quite large. Leemans et al. (2002) estimate the effect
of CO, fertilization on crop and biofuel yield and hence on land use demand, suggest-
ing a 15 percent increase in the land use demand without CO, fertilization.

Increased intensity of cropping can lead to land degradation through salinization and
erosion. Despite these environmental risks, irrigation is expected to play an important
role in agricultural production growth in developing countries, where an estimated 40
Mha could come under irrigation, an expansion of 33 percent more than the land cur-
rently irrigated. Scenarios A2 and B2 require increased productivity close to potential
growth rates, sustained until 2100.

In summary, scenarios with slow technology development and low per capita gross
domestic product (GDP) will be less able to deliver food requirements on the existing
land area and are likely to increase pressure on the land resource.

Impact of Each Scenario on Possibilities for Meeting Food Demand

There are a number of logical qualitative trends for assessing whether food demand can
be met by increased per-area productivity or by placing more land into production.
Implications of possible trends in per capita GDP are:

o If per capita GDP is high, then (1) demand for more meat (protein) in the diet is high
in developing countries, tending to increase pressure on land for food; and (2) there
is capital available for increasing productivity, tending to decrease pressure on land for
food.

o If per capita GDP is low, then the opposite trends ensue: (1) there is less protein in

diet, decreasing pressure on land for food; and (2) less capital is available for increas-
ing productivity, increasing pressure on land for food.



Table 6.3a. Scenario drivers taken from the SRES scenarios and total carbon gap

Total carbon gap World GDP  Per capita  Income ratio
(PeCyt) in 2100  Population in 2100 GDP in in 2100 of

at stabilization in 2100 (1072 2100 (1° Annex I to
Scenario target of 450 ppm  (billion) 1990 USS) 1990 US$)  non—Annex I Technology
1990 — 5.3 21 3.9 16.1 —
AlFI 25 7.0-7.1 522-550 73.5-78.6 1.5-1.6 Rapid introduction of technology
AlB 10 7.0-7.7 340-536 44.2-76.6 1.5-1.7 Rapid introduction of technology
AIT 1 7.0 519-550 74.1-78.6 1.6-1.7 Rapid introduction of technology
A2 25 12.0-15.1  197-249 13.0-20.8 2.7-6.3 Relatively (to A1) slower

introduction of technology

Bl 1 6.9-7.1 328-350 46.2-50.7 1.4-1.9 Rapid introduction of technology
B2 10 10.3-10.4 199-255 19.1-24.8 2.0-3.6 Less (relative to Al) rapid, and

more diverse technological change

Sources: (Nakicenovic et al. 2000; Table SPM-1a and story-line text) and total carbon gap from Chapter 4, this volume

* Annex I = developed or industrialized nations; non—Annex I = developing countries.



Table 6.3b. Increase in food demand under each scenario

Increase in Long-term average increase
Jfood demand in per-year productivity

Scenario relative to 1990 required to meet food demand®
A1FI 32-34% 0.3%

AlB 32-45% 0.3-0.4%

A1T 32-34% 0.3%

A2 126—-284% 1.1%

B1 30—-34% 0.3%

B2 94-96% 0.9%

* calculated by % change by 2100 divided by 110 (years since 1990).

Table 6.3c. Impacts of scenarios on the pressure on land for food production

Per capita GDP impact Per capita GDP Technology —

on potential increase impact on change pressure
in productivity — in diet — pressure on land

Scenario  pressure on land resource on land resource resource Carbon gap
AI1FI + 4+ - Small
Al1B + e+ - Moderate
AlT + 4+ - Small
A2 +++ + - Large
Bl ++ ++ - Small
B2 +++ + - Large

Note: + = more pressure on land for food, — = less pressure on land for food (relative to 1990).
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Trends in technological development will be equally critical and can be summarized
thus:

¢ If technology development and effective dissemination are high, there is more capac-
ity to increase production, tending to decrease pressure on land for food, and vice
versa.

A caveat is needed concerning thresholds. Since even the lowest change in per capita
GDP by 2100 (A2) is more than three times greater than 1990 per capita GDD, this may
already exceed the thresholds that lead to changes in food consumption patterns,
thereby creating increased pressure on the land resource (Bruinsma 2003). Similarly,
technology may cross a threshold allowing increases in productivity to be met with tech-
nological advances. Where these thresholds lie, or whether they exist at all, is unknown.
Such threshold effects are not considered in this analysis.

To apply these trend indicators to estimate net pressure on land resources, we first
use the A1FI scenario (global free market with intensive fossil-fuel use) as an example.
Here food demand, driven by population growth, increases by 34 percent by 2100
(Table 6.3b). Per capita GDP is high, meaning that there is likely to be more demand
for meat in the diet (pressure on land resource = +++), but also that capital will be avail-
able to increase per-area productivity (average of 0.3 percent per year required; pressure
on land resource = +). Rapid introduction of new technologies means that technolog-
ical advances, leading to higher per-area productivity, are favored to help meet the
increased demand (pressure on land resource = ——). The first row in Table 6.3c shows
the net consequences of these factors.

Applying the same reasoning, Table 6.3¢ shows how the parameters associated with
each SRES marker scenario affect net pressure on land for food production. The highly
regional scenarios A2 and B2 present the greatest pressure on land, since both have high
food demand, low per capita GDP, and slow technological development and dissemi-
nation (hence low capacity to feed their high populations). Hence, scenarios A2 and B2
offer the least land for closing the carbon gap by using land-based options or for meet-
ing other human needs.

Scenarios A1FI, A1B, AIT, and B1 present the lowest pressure on land for food pro-
duction, because of relatively low population growth, high per capita GDP (leading to
better ability to increase per-area productivity, even though diet would include more
meat), and a high rate of technological development and dissemination. These scenar-
ios also have the lowest, and therefore most realistically achievable, increases in pro-
ductivity to meet increased food demand. Scenarios A1FI, A1B, AIT, and B1 are the
most likely to offer land for helping to close the carbon gap and for providing land for
other human needs.

The magnitude of the carbon gap for each SRES scenario has implications for the
land available to close the gap. As shown in Table 6.3a, for a stabilization level of 450
parts per million (ppm), scenarios A1FI and A2 have the largest carbon gap by 2100 (25
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PgC y1), A1T and B1 have the smallest gap (1 PgC y!), and A1B and B2 are inter-
mediate (10 PgC y!). There would be little land available for carbon sequestration and
biofuel cropping to help close these gaps for A2 and B2. Scenarios A1T and B1, how-
ever, have the smallest carbon gaps and are also the most likely to have land available
for gap closure by land-based options. Scenarios A1FI and A1B are also more likely than
A2 and B2 to have land available for gap closure, but the gap is 10—25 times larger than
for A1T and B1. Hence, carbon sequestration and biofuel cropping may form part of
the portfolio to close the carbon gap for A1FI or A1B, but the gap is much larger.
Although the income ratio between developed and developing countries (Table 6.3a)
decreases significantly in all scenarios between 1990 (16.1) and 2100 (1.5-6.3), sce-
narios A2 and B2 are the most likely to show regionally different impacts on land pres-
sure, with low incomes in developing countries lessening the ability to meet food
demand by improved management or technology.

In conclusion, this analysis suggests that given the constraints on land required for
food production, land-based methods (biofuel cropping and carbon sequestration) for
carbon gap closure show a sustainably achievable mitigation potential only under SRES
scenarios A1T and B1. Under all other scenarios, land-based methods do not show a
potential for contributing significantly to carbon gap closure.

Concluding Summary

We have examined the challenge of achieving CO, stabilization in the context of a sus-
tainable Earth system, by outlining a systems framework and then identifying the wider
implications of carbon management options in economic, environmental, and socio-
cultural terms.

The systems analysis begins from the familiar global atmospheric carbon budget, and
the stabilization requirement that direct-human-induced CO, emissions are low
enough to allow land-air and ocean-air carbon fluxes to buffer atmospheric CO, at a
constant future level. A range of strategies is available to keep net emissions within this
constraint: (1) conservation of energy at end-use points, (2) use of non-fossil-fuel
energy sources, (3) more carbon-efficient use of fossil fuels; (4) reduction of carbon
emissions from land disturbance; (5) sequestration of carbon in terrestrial or oceanic
biological sinks; and (6) engineered disposal of CO, in geological or oceanic reposito-
ries. Each strategy also has a range of impacts (benefits and costs), broadly in four classes:
climatic, economic, environmental, and sociocultural.

The success of a suite of carbon mitigation strategies will be determined not only by
the technical potential of each strategy (the amount of carbon emission that can be
avoided, based on biophysical considerations alone), but also by the uptake rates of the
various strategies. These rates are determined by the overall benefit-cost outcomes of the
entire suite of strategies, judged not only against carbon-mitigation, but also against eco-
nomic, environmental, and sociocultural criteria. Thus, the uptake rates (and the tra-
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jectories of all parts of the carbon-climate-human system) are emergent properties of the
system, resulting from interactions among system components, rather than being
imposable properties of isolated components. This situation has several important con-
sequences: First, it is important to maintain a broad suite of mitigation options. Next,
successful carbon mitigation depends on exploiting beneficial synergies between miti-
gation and other (economic, environmental, and sociocultural) goals. Third, societal
choices play a major role in determining the relative weightings between these goals and
thus the overall outcome.

An order-of-magnitude comparison of likely achievable mitigation potentials (Fig-
ure 6.1) shows that major mitigation through sequestration and disposal cannot achieve
stabilization unless there is also major mitigation in the energy sector, which has a larger
overall impact.

We have assessed a wide range of carbon management options for their economic,
environmental, and sociocultural impacts, both positive and negative. The following
sweeping (therefore imperfect) generalizations summarize our findings: strategies based
on energy conservation and efficiency have broadly beneficial impacts and offer major
achievable mitigation, as do strategies involving non-fossil-fuel energy (though with sig-
nificant environmental and sociocultural negative implications in certain cases). Land-
based options offer significant mitigation but with some significant negative impacts
mainly by competing with other land uses such as food production. Ocean biological
sequestration has major collateral concerns. CO, disposal in ocean and geological
repositories has significant mitigation potential, but its side effects are still poorly
known.

A more detailed analysis of a specific case, land-based mitigation through bioenergy
and sequestration, has explored the implications for the pressure on land for food and
other essentials under six SRES scenarios. These options offer a sustainably achievable
mitigation potential only under SRES scenarios A1T and B1.
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Notes

1. Equation (2) is similar to the “Kaya identity” (Nakicenovic, Chapter 11, this volume):
Fp, = Px(GIP)x (ElG) X (F, /E). To focus on mitigation, we break (¥, /E) into the fac-
tors fand 7 defined above. Both equation (2) and the Kaya identity are examples of the
“IPAT” model (Impact = Population X Affluence X Technology), where g = G/P is affluence.

2. Primary energy E,, .is the total power generated by humankind, inclusive of waste heat
in generation and transmission. It is conventionally called an “energy” although it is actu-
ally a power (energy per unit time) with units exajoules per year (E] y!) or terawatt (TW)
(1EJ=10"]; 1 TW = 102 W = 31.536 EJ y'!).
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A Paleo-Perspective on Changes
in Atmospheric CO, and Climate

Fortunat Joos and I. Colin Prentice

The goal of the United Nations Framework Convention on Climate Change is to sta-
bilize atmospheric CO, and other greenhouse gases (GHGs) to prevent “dangerous”
anthropogenic interference with climate. CO, is the most important of the anthro-
pogenic GHGs in terms of radiative forcing, and its stabilization presents major chal-
lenges to society. To stabilize atmospheric CO, concentration at any given level, it is nec-
essary to define trajectories of allowable CO, emissions. This calculation requires a
thorough understanding of the carbon cycle—that is, the various terrestrial and
oceanic processes that control the amount of CO, that stays in the atmosphere.

Timescales of carbon cycle processes range from months to centuries for carbon
exchange between the atmosphere, land biosphere, and ocean to millennia for ocean-
sediment interactions. Processes that operate on timescales longer than a few years can-
not be investigated by experimental field studies, and long-term instrumental observa-
tions are missing for many variables. Paleodata (especially measurements on ice cores,
marine and lake sediments, corals, tree rings, and historical documents) provide unique
information on the magnitude of natural CO, variability, the processes regulating
atmospheric CO, and their associated timescales (including multimillennial
timescales), and the magnitude of carbon cycle—climate feedbacks.

The longest available ice-core records (from Vostok, Antarctica [Petit et al. 1999] and
Dome Fuji, Antarctica [Kawamura et al. 2003]) demonstrate that atmospheric CO,
concentration today is higher than at any time during (at least) the past 420,000 years.

The search for mechanisms driving the observed glacial-interglacial changes has led
to the identification of a range of processes that contribute to the control of atmospheric
CO, concentration and climate. The detection of abrupt, decadal-scale climatic
changes influencing large regions has fueled the concern that anthropogenic GHG
emissions may trigger future abrupt climate changes. Changes in CO, and climate dur-
ing the Holocene, and during the last millennium of the Holocene, are less spectacu-
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lar but provide important information on the linkages between the carbon cycle and
climate.

Glacial-Interglacial Variations

The Vostok and Dome Fuji ice-core records reveal that atmospheric CO, variations over
the past four glacial cycles were confined to the range between ~ 180 parts per million
(ppm) (around glacial maxima) and ~ 280 ppm (typical for interglacial periods) (Petit et
al. 1999; Kawamura et al. 2003). Thus, preindustrial atmospheric CO, concentrations
were consistently lower than today’s value of 370 ppm and dramatically lower than the
projected concentration range at year 2100 (450 to 1,100 ppm) reported by the Inter-
governmental Panel on Climate Change (IPCC) (Joos et al. 2001; Prentice et al. 2001).

A success of the greenhouse theory, first established in the 19th century (Arrhenius
1896) and of today’s climate models is that both the global warming over the industrial
period (Houghton et al. 2001) and the widespread cold conditions of the last glacial max-
imum (LGM) (Ganopolski et al. 1998; Weaver et al. 1998; Kitoh et al. 2001; Kim et al.
2002; Hewitt et al. 2003; Shin et al. 2003) can be consistently explained by the radia-
tive forcing due to changes in atmospheric GHG content and other factors. Detailed
comparison of temperature proxies and CO, during the last glacial-interglacial transition,
however, suggests that Antarctic temperature started to rise before atmospheric CO, (Fig-
ure 7.1). This finding is consistent with the view that natural CO, variations constitute
a feedback in the glacial-interglacial cycle rather than a primary cause (Shackleton 2000).
Changes in the Earth’s orbit around the Sun are the pacemaker for glacial-interglacial
cycles (Hays et al. 1976; Berger 1978), but these rather subtle orbital changes must be
amplified by climate feedbacks in order to explain the large differences in global tem-
perature and ice volume, and the relative abruptness of the transitions between glacial and
interglacial periods (Berger et al. 1998; Clark et al. 1999).

Biogeochemical cycles play an important role for the amplification of orbital
changes. Model simulations suggest that the direct radiative forcing by atmospheric CO,
and CH, concentrations may have contributed up to half of the observed glacial-inter-
glacial surface temperature difference at a global scale (Broccoli and Manabe 1987; Gal-
lée etal. 1992; Shin et al. 2003). Other major factors involved in maintaining cold con-
ditions during glacial periods include the water vapor feedback, the high albedo of the
continental ice sheets (Broccoli and Manabe 1987; Hewitt and Mitchell 1997), the high
albedo (especially when snow covered) of extensive nonforested regions at high latitudes
(Gallée et al. 1992; Levis et al. 1999; Yoshimori et al. 2001; Wyputta and McAvaney
2002), and the reflection of shortwave radiation by the greatly enhanced atmospheric
content of mineral dust (Claquin et al. 2003) —itself a consequence of reduced vege-
tation cover (Mahowald et al. 1999; Werner et al. 2002). It is plausible that such bio-
geochemical and biophysical feedbacks will amplify the direct anthropogenic greenhouse
gas forcing, just as they have amplified orbital changes in the past.
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Figure 7.1. The evolution of proxies for local temperature in Greenland (8'80, top line)
and Antarctica (8D, dash) and the atmospheric concentration of the two greenhouse gases
CO, (dots) and CH,, (diamonds) over the last glacial-interglacial transition (Monnin et
al. 2001). The records of Antarctic temperature and atmospheric CO, are highly corre-
lated and can be divided into four phases as indicated by dashed vertical lines. The rapid
(decadal-scale) variations in CH, at the beginning of the Bolling/Allerad (B/A) and at
the beginning and end of the Younger Dryas (YD) are coeval with abrupt temperature
changes in the North Atlantic region. Temperature changes in Antarctica are smaller and
less abrupt than in Greenland, and temperature changes in Greenland and Antarctica are
asynchronous. Measurements are from the EPICA ice core drilled at Dome Concordia,
Antarctica, and from the GRIP ice core drilled at Summit, Greenland. The timescales of
both cores have been synchronized to the GRIP scale.
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The Earth’s orbit around the Sun can be calculated with high precision for the
future as well as the past (Berger 1978; Berger and Loutre 1991). Future climate
changes can therefore be forecast on a multimillenial time scale with some confidence.
Even under a natural CO, regime (i.e., with the global temperature-CO, correlation
continuing as in the Vostok ice core), the next glacial period would not be expected to
start within the next 50,000 years (Loutre and Berger 2000; Berger and Loutre 2002).
The Holocene will thus last longer than the previous (Eemian) interglacial, which
endured for only about 10,000 years. This difference is because orbital eccentricity was
much higher in the Eemian than today. With low orbital eccentricity, the effects of pre-
cession are minimized, and extreme cold-northern-summer orbital configurations like
that of the last glacial initiation at 115 kilo years before present (ka BP) do not occur.
Sustained high atmospheric greenhouse concentrations, comparable to a mid-range
CO, stabilization scenario, may lead to a complete melting of the Greenland ice cap
(Church et al. 2001) and further delay the onset of the next glacial period (Loutre and
Berger 2000).

The mechanistic explanation for the observed glacial-interglacial CO, variations
remains a difficult attribution problem (Broecker and Henderson 1998; Archer et al.
2000). Benthic carbon-isotope evidence from marine sediments, and terrestrial carbon
accounting based on pollen data from terrestrial sediments, suggest that terrestrial car-
bon storage was ~ 300—700 PgC less at the LGM than during the Holocene (Shackle-
ton 1977; Curry et al. 1988; Duplessy et al. 1988; Van Campo et al. 1993; Bird et al.
1994; Crowley 1995; Peng et al. 1998; Beerling 1999), implying that the extra stored car-
bon during glacial periods must be in the ocean and not on land. Numerous oceanic
processes have been identified that could have contributed to the low glacial concentra-
tions of CO, (Archer et al. 2000; Sigman and Boyle 2000; Stephens and Keeling 2000).
One explanation conceived in the 1980s (Knox and McElroy 1984; Sarmiento and
Toggweiler 1984; Siegenthaler and Wenk 1984), and recently supported by nitrogen-iso-
tope data (Francois et al. 1998; Crosta and Shemesh 2002), invokes a more efficient uti-
lization of macronutrients in the Southern Ocean during glacial times, leading to higher
rates of carbon export from the surface and thus to increased carbon storage at depth,
reducing the equilibrium concentration of CO, at the ocean surface. This scenario could
have been realized by an increased input of iron (which is a limiting micronutrient for
phytoplankton, especially diatom, growth in the Southern Ocean today [Martin et al.
1994; Boyd et al. 2000]) provided by an enhanced supply and transport of mineral dust
(Andersen et al. 1998; Mahowald et al. 1999), possibly in concert with a slower rate of
surface-to-deep mixing in the Southern Ocean, in glacial time. This mechanism may
account for up to half of the glacial-interglacial difference in atmospheric CO, concen-
tration (Levevre and Watson 1999; Watson et al. 2000; Bopp et al. 2003). It is unlikely
that the iron hypothesis could account for more than half of the difference. The Antarc-
tic ice-core records show that about half of the CO, lowering during the last glacial period
took place before high dust fluxes appeared in the Antarctic (Petit et al. 1999; Réthlis-
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berger et al. 2002). Similarly, substantial changes in CO, occurred during the LGM-
Holocene transition after the high fluxes disappeared (Réthlisberger et al. 2002). The ini-
tial slow CO, decline during the first part of the last glacial requires a different explana-
tion, possibly involving ocean-sediment interaction with a timescale of millennia
(Archer etal. 1999). The subsequent lowering of atmospheric CO, by a further ~ 30 ppm
occurred more rapidly, coeval with the increase of Antarctic dust.

Recent analysis of dust-storm data has shown that the natural component of the con-
temporary dust loading in the atmosphere does exceed 75 percent (Tegen et al. 2003),
although a substantial fraction of the contemporary dust was formerly attributed to
human activities such as overgrazing and construction (Tegen and Fung 1995). Future
dust supply to the Southern Ocean and other high-nutrient low-chlorophyll regions
could change through changes in vegetation cover and surface characteristics in
response to changes in climate, atmospheric CO,, and land use activities or through
changes in atmospheric transport. The resulting changes in marine iron supply could
provide a small feedback to increasing atmospheric CO,.

Abrupt Climatic Changes

Greenland ice-core records show abrupt, decadal-scale temperature changes locally of
up to 16 K amplitude (Schwander et al. 1997; Severinghaus et al. 1998; Lang et al.
1999; Severinghaus and Brook 1999) during the last glacial period and the transition
to the present interglacial. These are known as the Dansgaard Oeschger (D O) events
(Dansgaard et al. 1982; Oeschger et al. 1984; Broecker et al. 1985; Clark et al. 2002)
(Figure 7.2). Isotopic sedimentary and pollen records from lakes and marine sediments
(Eicher et al. 1981; Ruddiman and Mclntyre 1981; Bond et al. 1993; Yu and Eicher
1998; Ammann et al. 2000; Sdnchez Goni et al. 2000; Baker et al. 2001; Prokopenko
et al. 2001; Sdnchez Gofi et al. 2002; Tzedakis et al. 2002) and European and Asian
loess records (Ding et al. 1999; Ye et al. 2000; Porter 2001; Rousseau et al. 2002)
demonstrate that substantial effects of these abrupt climate changes extended over the
North Atlantic region and beyond.

Concomitant temperature changes recorded in Antarctica are smaller, less abrupt,
and asynchronous to the Northern Hemisphere changes (Indermiihle et al. 2000). This
asynchrony has been explained (Stocker and Johnsen 2003) by a reduction in the
North Atlantic Deep Water formation rate and oceanic heat transport into the North
Atlantic region (Stocker 2000), a phenomenon that, in combination with the large heat
capacity of the Southern Ocean, produces cooling in the North Atlantic and warming
in the Southern Hemisphere (Mikolajewicz 1996; Marchal et al. 1999a, b).

The lowest temperatures in Greenland are associated with the surging of large
amounts of ice, recorded as “Heinrich events,” which are characterized by the wide-
spread appearance of ice-rafted debris in North Atlantic sediments (Bond et al. 1993;
Bond and Lotti 1995). The ice release provides a plausible mechanism (Alley et al. 1999)
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Figure 7.2. The evolution of atmospheric CO, concentration and Greenland and
Antarctic temperature as indicated by 8'80, during the period from 70 ka BP to

20 ka BP (Indermiihle et al. 2000). 8'80 values are from ice drilled at Summit during
the Greenland Ice Core Project (GRIP) and Vostok, Antarctica, and CO, data are
from Taylor Dome, Antarctica. All data are plotted on the GT4 chronology of Vostok.
Dansgaard/Oeschger events 2 to 18 (warm interstadials in the Greenland 8'80 record),
the Heinrich events H2 to H6 (filled triangles), recorded as ice-rafted debris in marine
sediments in the North Atantic, and the Antarctic warm periods Al to A4 are indicated.
The GRIP, Vostok, and Taylor Dome ice cores were synchronized based on methane
measurements. The location of Heinrich events is based on the synchronization of the
GRIP ice core to North Atlantic deep sea cores (Bond and Lotti 1995). The timescale
is tentative for the first part of the record indicated by light gray in the 8'%O curve.
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for a collapse of the thermohaline circulation (THC) as the meltwater input into the
North Atlantic stabilizes the water column. Benthic carbon-isotope (Sarnthein et al.
1994) suggests that the deep Atlantic Ocean during the cold periods was filled with
nutrient-rich water of Southern Hemisphere origin, and the atmospheric records of 14C
and !°Be suggest that the ocean’s ventilation was slowed (Hughen et al. 2000;
Muscheler et al. 2000; Marchal et al. 2001).

A plausible explanation for the observed changes is the following sequence (Schmit-
tner et al. 2002): Ice accumulates during the interstadial warm phases on the Lauren-
tide ice sheet; this leads to an instability, triggering a massive iceberg discharge into the
North Atlantic; the freshwater input causes a temporary breakdown of the THC, with
cooling in the north and warming in the south; finally the THC resumes, perhaps in
response to slow climatic changes in the Southern Ocean (Knorr and Lohmann 2003),
when the freshwater perturbation has dissipated. This mechanism has been questioned
by a high-resolution ice-core record that shows that the Antarctic cold reversal may have
started earlier than the Bolling/Allered (B/A) warming (Morgan et al. 2002), implying
that the Antarctic cooling was not caused by the restarting of the THC in the North-
ern Hemisphere and thus suggesting a more important role for the tropics and South-
ern Hemisphere in controlling abrupt climate changes. A precise determination of
hemispheric temperature relationships from the isotopic signatures in ice, however,
remains challenging, as factors other than temperature, such as changes in the season-
ality of precipitation, can affect the isotopic composition of the ice, and noise in the
records may bias results.

Most current climate models, when forced with scenarios of increasing GHG con-
centrations, show a decrease in the THC and a reduction in the poleward heat trans-
port by the North Atlantic (Cubasch et al. 2001). Idealized model simulations also sug-
gest that the THC is subject to instabilities (as the palacodata confirm) and that the
North Atlantic Deep Water formation might collapse in a warming world (Bryan 1986;
Stocker and Schmittner 1997) and remain in a collapsed state, owing to hysteresis, for
many centuries. Unfortunately, the existence of critical thresholds and nonlinearities
seriously limits our ability to predict the behavior of the THC (Knutti and Stocker
2002). Long-term ocean monitoring may be necessary if we are to reliably detect
changes in the THC. Tracers related to the carbon cycle, such as dissolved O,, are sen-
sitive to circulation changes. Available observations suggest a decreasing inventory of dis-
solved O, in the ocean comparable to that predicted by modeling the effects of global
warming on the ocean circulation (Plattner et al. 2001, 2002; Bopp et al. 2002). This
effect is also present as an increase in atmospheric O, concentration, requiring a cor-
rection to the land-atmosphere partitioning of anthropogenic CO, (Bopp et al. 2002;
Keeling and Garcia 2002; Plattner et al. 2002), estimated from observed atmospheric
CO, and O, trends (Keeling and Shertz 1992; Prentice et al. 2001). An extended
monitoring of dissolved O, has been proposed to detect changes in ocean circulation
and to improve estimates of the carbon sinks (Joos et al. 2003b).
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Despite the large fluctuations in climate, atmospheric CO, varied less than 20 ppm
during the large Dansgaard/Oeschger events associated with Heinrich events and less
than 10 ppm during the smaller Dansgaard/Oeschger events (Figure 7.2) (Stauffer et al.
1998; Indermiihle et al. 2000). CO, variations were ~ 30 ppm around the Younger Dryas
(YD) cold interval (Figure 7.1), during which the North Atantic THC was greatly
reduced (Sarnthein et al. 1994). Concomitant changes in methane and in N,O were
about 100-200 ppb and ~30 ppb, respectively. Ocean model simulations reproduce the
observed behavior of the coupled carbon-climate system during abrupt events of this
type. Thus, when the North Atlantic THC is forced to collapse by imposing a meltwa-
ter pulse in an ocean model, the simulated consequences include a small (10 ppm) tem-
porary increase in atmospheric CO,, strong cooling in the North Atlantic region, a slight
warming in the Southern Hemisphere, an increase in nutrient-rich water in the Adantic,
higher '“C/!2C ratios in the atmosphere (Marchal et al. 1999a, b; Delaygue et al. 2003),
and a 10 parts per billion (ppb) reduction in atmospheric N,O (Goldstein et al. 2003),
that is, about a third of the observed N, O changes (Fliickiger et al. 1999). Similarly, a
relatively small positive feedback between atmospheric CO, and ocean circulation
changes is found in global warming simulations in which the rate of North Atlantic Deep
Water formation is reduced or even collapsed (Joos et al. 1999; Plattner et al. 2001).
Thus, paleodata and model simulations agree that possible future changes in the North
Adantic Deep Water formation rate would have only modest effects on atmospheric
CO,. This finding does not, however, preclude the possibility that circulation changes
in other ocean regions, in particular in the Southern Ocean, could have a larger impact
on atmospheric CO, (Greenblatt and Sarmiento, Chapter 13, this volume).

This analysis does not consider the possible contribution of vegetation dieback to
atmospheric CO,. Vegetation dieback may have contributed to the observed changes
in atmospheric CO, concentration during the YD and the Dansgaard/Oeschger events
(Scholze et al. 2003) and could have larger effects if an abrupt collapse of the North
Adantic THC occurred during a warm-climate regime.

The Holocene

Atmospheric CO, concentration varied slowly during the preindustrial Holocene (Fig-
ure 7.3). Between 11 and 8 ka, atmospheric CO, fell gradually from 265 to 260 ppm,
then it increased again toward the preindustrial level of 280 ppm. The climate event at
8,200 yr BP, comparable to a small Dansgaard/Oeschger event and associated with a
temperature drop of 1.5 to 4 K in the North Atlantic region and 4 to 8 K in central
Greenland (Barber et al. 1999), left no trace in the available low-resolution CO,
records (Figure 7.3). A preliminary set of twelve 8!1°C measurements was used by Inder-
miihle et al. (1999) to estimate possible causes of the observed long-term variations
using a double deconvolution technique (Joos and Bruno 1998). This analysis suggested
that the observed variations were caused mainly by uptake and subsequent release of ter-
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Figure 7.3. Holocene variations in atmospheric CO, concentration, from measurements
on air entrapped in ice from Taylor Dome, Antarctica (Indermiihle et al. 1999) and from
Dome Concordia (Fliickiger et al. 2002). The difference between the two cores, notably
between 4 and 8 kyr, is most likely due to uncertainties in the age scales of the two cores
(Stauffer et al. 2002).

restrial organic carbon (Indermiihle et al. 1999). An alternative explanation (Broecker
et al. 2001; Broecker and Clark 2003) is that the steady CO, rise after 8 ka is due to
the CaCO, compensation mechanism, responding to the earlier extraction of carbon
from the atmosphere by terrestrial uptake during the period after the LGM. This mech-
anism depends on ocean-sediment interactions and has an appropriately long time
constants of 5 ka and longer (Archer et al. 1999). Unfortunately, uncertainties in the
existing ice core 8'3C (Indermiihle et al. 1999) and marine sediment data (Broecker and
Clark 2003) do not allow us to discriminate reliably between the two hypotheses based
on observations alone.

Other information sources provide circumstantial evidence. The benthic carbon
isotope record (Curry et al. 1988; Duplessy et al. 1988) constrains the terrestrial uptake
during the last glacial-interglacial transition and, hence, constrains the contribution by
the CaCO, compensation mechanism to within 4 to 10 ppm (Joos et al. 2003a). Sim-
ulations with land biosphere models (Francois et al. 1999; Brovkin et al. 2002; Joos et
al. 2003a; Kaplan et al. 2002) and pollen-based estimates (Adams and Faure 1998) yield
ambiguous results ranging from a terrestrial release of 90 PgC to an uptake of 130 PgC
during the late Holocene.
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The Lund-Potsdam-Jena (LPJ) dynamic global vegetation model (Sitch et al. 2003)
coupled to the atmosphere-ocean-sediment carbon cycle component of the Bern CC
model has been used to compare the conflicting explanations for the Holocene CO,
rise (Joos et al. 2003a). The model was forced with a 21 ka—long time series of “snap-
shot” simulations from the Hadley Center climate model (Kaplan et al. 2002) or the
NCAR climate model and reconstructed atmospheric CO, (Monnin et al. 2001) dur-
ing the transition until 11 ka BP. Afterward, atmospheric CO, was simulated. The
entire Holocene ice-core CO, record is matched within a few ppm. A sensitivity
analysis in combination with available observations suggests that CaCO; compensa-
tion, sea surface warming, and a terrestrial release, in response to land use and deser-
tification, contributed about equally to the observed 20 ppm rise after 8 ka BP. The
modeled CO, decrease during the early Holocene is, in agreement with earlier sug-
gestions, mainly due to the establishment of boreal forest in formerly glaciated areas,
partly compensated for by CaCO; compensation. Simulated LGM-Holocene terres-
trial uptake is 800 PgC, slightly higher than the 300 to 700 PgC range derived from
the benthic isotope record. These simulations took into account the dynamic land area
changes caused by sea-level rise and ice retreat. Carbon sequestration by regrowth and
soil establishment on formerly ice-covered areas is almost compensated for by carbon
loss in response to sea-level rise and climate change on areas that were ice-free at the
LGM. Increasing carbon storage on land in these simulations was principally a con-
sequence of climate change (forced by orbital variations, CO,, and ice extent), in com-
bination with direct physiological effects of rising CO, concentration on plant pro-
ductivity and water-use efficiency. These direct CO, effects were responsible for more
than 80 percent of the simulated difference in global carbon storage between the
Holocene and the LGM.

Existing uncertainties in the ice-core 8'3C and marine sediment records need to be
reduced to further constrain the quantitative contributions of individual mechanisms
to the Holocene CO, variations. Nevertheless, the observed Holocene CO, variations,
combined with marine benthic 8'3C data (Shackleton 1977; Curry et al. 1988; Dup-
lessy et al. 1988) are consistent with the timescale inferred for ocean-sediment interac-
tions (Archer et al. 1999), and with a role for CO, fertilization in determining terres-
trial carbon storage at concentrations of CO, within the natural range (180—280 ppm)
(Esser and Lautenschlager 1994; Peng et al. 1998; Bennett and Willis 2000). One
implication for the future evolution of atmospheric CO, is that the CaCO, compen-
sation mechanism, which added CO, to the atmosphere during the preindustrial
Holocene, will similarly remove atmospheric CO, emitted by human activities, but the
timescale for this removal will be very long (multimillennia). The carbon sink mecha-
nism due to CO, fertilization has additional experimental support for higher than
present CO, concentrations (DeLucia et al. 1999; Luo et al. 1999), and is already
accounted for in CO, stabilization scenario calculations (Joos et al. 2001; Prentice et
al. 2001).
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The Last Millennium

Knowledge of natural climate variability and of the role of solar and volcanic forcing is
important for the attribution of climate change during recent decades and centuries.
Different reconstructions of forcing by past solar irradiance variations, however, based
on cosmogenic isotopes (14C, 10Be, 36Cl; Beer et al. 1994) and sunspot numbers (Hoyt
and Schatten 1994) vary by up to a factor of five (Lean et al. 1995; Reid 1997; Bard et
al. 2000; Crowley 2000). In addition, there is a growing literature arguing for an ampli-
fication of the climate impact of solar irradiance changes through a solar modulation
of the cosmic ray flux, affecting, for example, low-level cloud cover on Earth, based on
empirical correlations between climate change and solar activity over specific periods
(e.g., Tinsley and Deen 1991; Shaviv and Veizer 2003). The proposed correlation,
however, breaks down over the last years of the instrumental record, and cosmic ray flux
and climate change proxies are unrelated for the period 20 to 60 ka BP, when very large
changes in the cosmic ray flux (Laschamp event) occurred (Wagner et al. 2001).

The magnitude of Northern Hemisphere surface temperature variations is also
debated (Jones et al. 1998; Mann et al. 1999; Briffa 2000; Crowley 2000; Huang et al.
2000; Beltrami 2002; Esper et al. 2002). For example, Esper et al. (2002) report that
the decadal-average Northern Hemisphere surface temperature was about 1 K lower in
the first half of the 17th century than at around year AD 1000 and the present clima-
tological mean, whereas Mann et al. (1999) report that decadal-average temperatures
varied within 0.4 K only.

Highly resolved ice-core CO, records of the past millennium provide a joint con-
straint on Northern Hemisphere temperature variability and the climate—carbon cycle
feedback. Figure 7.4 illustrates the relationship between the variations of decadal to mul-
tidecadal Northern Hemisphere surface temperature, atmospheric CO, concentration,
and the strength of the climate—carbon cycle feedback (as ppm CO, released per K tem-
perature increase in the Northern Hemisphere). The strength of the feedback depends
on several factors, including the change in solubility of CO, in seawater and the
responses of productivity and heterotrophic respiration to temperature. The current best
estimate of the actual CO, range during the past millennium (before the Industrial Rev-
olution) is 6 ppm, based on emerging high-quality measurements (Siegenthaler and
Monnin, pers. comm.). If we assume a climate—carbon cycle feedback of 12 ppm K1,
as obtained for the coupled Bern CC-LP] model (Gerber et al. 2003), the CO, range
of 6 ppm then constrains the decadal-average Northern Hemisphere surface tempera-
ture variation to a range of 0.5 K during the past millennium (excluding the rise that
has occurred during recent decades; Figure 7.4). Alternatively, if we accept the ranges
of temperature variations reconstructed by Mann et al. (1999) and by Esper et al.
(2002) as equally possible, then the CO, concentration range of 6 ppm constrains the
climate—carbon cycle feedback to between 6 and 16 ppm K! (for global mean surface
temperature changes of less than ~1°C). This implies that the 0.6 + 0.2°C increase in
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Figure 7.4. Relationship between Northern Hemisphere (NH) surface temperature
change, climate—carbon cycle feedbacks, and variations in atmospheric CO,. Isolines
depict different ranges for CO, variation during the last millennium and are plotted
against changes in decadal-average NH-temperature (horizontal axis) and the climate—
carbon cycle feedback expressed as change in atmospheric CO, concentration per degree
change in decadal-average NH surface temperature (vertical axis). The range of NH-
temperature variations reconstructed by Mann et al. (1999) and Esper et al. (2002) are
shown. The arrow labeled Bern CC depicts the NH temperature change obtained when
combining the climate—carbon cycle feedback of the Bern CC-LPJ model (Gerber et al.
2003) with a CO, variability range of 6 ppm.

global mean surface temperature over the 20th century contributed little to the
observed CO, increase over the same period. This data-based finding is somewhat in
contrast with the model results of Dai and Fung (1993), which suggest climate change
as a major driver of the terrestrial sink during the past century, but it is consistent with
more recent model estimates that suggest a relatively small role of climate change in
modulating the terrestrial sink over the past century (McGuire et al. 2001).

The temporal evolution of atmospheric CO, and Northern Hemisphere tempera-
ture in response to the reconstructed variability in solar irradiance and radiative forc-
ing by volcanoes has been examined (Gerber et al. 2003). Modeled variations in atmos-
pheric CO, and Northern Hemisphere mean surface temperature are compatible with
reconstructions from different Antarctic ice cores and temperature proxy data for low
solar forcing. Simulations where the magnitude of solar irradiance changes is increased
toward the high estimates yield a mismatch between model results and the CO, meas-
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urements. This finding provides further evidence for modest changes in solar irradiance
and global mean temperature over the past millennium and argues against a substan-
tial amplification of the response of global or hemispheric annual mean temperature to
solar changes by the suggested cosmic ray flux—cloud cover link or other solar-related
mechanisms. The results imply that solar changes are not the dominant factor in the
20th-century warming.
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8
Spatial and Temporal Distribution of
Sources and Sinks of Carbon Dioxide

Martin Heimann, Christian Rédenbeck,
and Manuel Gloor

Ever since the importance of the CO, gas for the radiative balance of the atmosphere
was recognized, the mechanisms, both natural and anthropogenic, that control its con-
centration have been an active area of study. The possibility of a direct anthropogenic
influence on atmospheric CO, concentration from the emissions of CO, from fossil-
fuel burning and cement production was discussed by Arrhenius more than 100 years
ago (Arrhenius 1896, 1903). Interestingly, Arrhenius predicted an atmospheric increase
of only about 6 parts per million (ppm) over the 20th century, contrasting strongly with
the 75 ppm that have been reconstructed from ice core measurements. Arrhenius’s low
prediction was partly due to assumed constant anthropogenic emissions of only 0.7
petagrams of carbon per year (PgC y!). In addition, he assumed perfect equilibration
between the atmosphere and the entire ocean, hence neglecting the finite time needed
to mix the anthropogenic excess CO, into the interior of the ocean.

Reliable atmospheric measurements of CO, in the Southern and Northern Hemi-
spheres were started about 45 years ago (Keeling 1960). Early calculations with simple
ocean box models calibrated against observations of natural and bomb-produced radio-
carbon showed that a significant fraction of the anthropogenic CO, is taken up by car-
bon sinks, primarily in the oceans and possibly also on land (Keeling 1973; Oeschger
etal. 1975). Indeed, in the late 1970s, it appeared that the global fossil-fuel carbon emis-
sions were almost balanced by the atmospheric increase and the calculated ocean uptake
(Siegenthaler and Oeschger 1978). Thereafter, the recognition of significant additional
emissions from changes in land use, in particular deforestation in the tropics (Wood-
well et al. 1978), started the quest for the “missing sink” to balance the global budget.
Additional information from ice cores on the variability of CO, in the past and the evi-
dence of changes in the atmospheric stable isotope ratios subsequently demonstrated
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that changes in terrestrial sources and sinks also play a role and may constitute a sizable
fraction of the “missing sink.”

Since this first phase of carbon cycle research, many new techniques and observations
have provided a wealth of heterogeneous information on the global carbon cycle. Many
of the different identified sources and sinks of atmospheric CO, remain relatively elu-
sive, however, and the processes that control them, especially the terrestrial exchange
fluxes, are still poorly understood. In order to improve this knowledge, many recent
efforts have been directed at estimating the regional patterns of carbon exchange and
their variability, to better identify and quantify individual source processes and to assess
their driving mechanisms. The establishment of the Kyoto Protocol has added a second
motivation for the regional quantification of sources and sinks of CO,. Independent and
scientifically credible estimates of regional carbon balances must be established to cor-
roborate carbon source and sink estimates as reported by individual countries.

In the sections that follow, we briefly summarize the existing methods to establish
regional carbon budgets, comment on the global carbon balance, look at the direct
anthropogenic imprint, and present a summary of regional estimates based on a recent
inversion study (Rédenbeck et al. 2003).

Methods

Generalizing, one may distinguish four main approaches to estimating regional distri-
bution and variability of surface-air carbon fluxes, which, in practice, may also be com-
bined in various ways.

Atmospheric Inverse Modeling

During the 1980s atmospheric monitoring programs operated by several agencies
started to expand and provided an improved spatial and temporal characterization of the
global-scale atmospheric CO, concentration variations, which reflect the large-scale dis-
tribution of sources and sinks at the surface. The determination of the latter necessitates
a model of the atmospheric transport that must be run in an “inverse” mode. This
approach is commonly referred to as the “top-down” approach.

Most conspicuous was the recognition of a significant sink in the northern mid- to
high latitudes inferred from observations of the meridional gradient of atmospheric CO,
using two- and three-dimensional atmospheric transport models (Pearman and Hyson
1980; Keeling et al. 1989; Tans et al. 1989, 1990).

The substantial extension of the monitoring network during the 1990s, together with
improved atmospheric models and mathematical methods, has led to the establishment
of atmospheric inverse modeling as a means to infer location, magnitude, and temporal
variability of surface sources and sinks of CO, (Enting et al. 1995; Kaminski et al. 1999;
Rayner et al. 1999; Bousquet et al. 2000; Gurney et al. 2002; Rédenbeck et al. 2003).
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Process-Based Surface Modeling

Parallel to the advancement of the top-down approach has been the development of
“bottom-up,” spatially explicit, process-based models for the ocean initiated by Maier-
Reimer and Hasselmann (1987) (see also Greenblatt and Sarmiento, Chapter 13, this
volume, for a summary of the state of the art up to now) and the terrestrial biosphere
initiated by Esser (1987) (see also McGuire et al. 2001 for a summary of the state of the
art up to now). These models simulate the spatial and temporal evolution of sources and
sinks as driven by the key natural and anthropogenic drivers of the carbon cycle: atmos-
pheric CO, concentration, observed variations of climate (temperature, precipitation,
surface winds, radiation, buoyancy fluxes, etc.), and historical patterns of land use. The
most comprehensive, global simulation experiments to date have been undertaken
through the Ocean Carbon Model Intercomparison Project (OCMIP; Orr et al. 2001),
and the Carbon Cycle Model Linkage Project (CCMLP; McGuire et al. 2001).

Extrapolations of In Situ Observations

In addition to the top-down and bottom-up modeling, several key datasets of regional
and global extent have been painstakingly compiled. These also permit an assessment
of location, magnitude, and variability of surface sources and sinks. Air-sea CO, par-
tial pressure difference measurements allow the estimation of local air-sea fluxes (e.g.,
Takahashi et al. 2002). Carbon inventory changes, observed from repeated oceanic sur-
veys or inferred by back-calculations of in situ inorganic carbon concentration meas-
urements, allow basinwide estimates of ocean carbon uptake rates (e.g., Gruber 1998;
Sabine et al. 1999, 2002; Gloor et al. 2003). On land, repeated forest inventories from
national forestry statistics allow an estimation of changing carbon stocks in living bio-
mass. Direct flux measurements above the vegetation by the eddy correlation technique
provide in situ net carbon exchanges, and remote sensed information on land cover and
land properties (e.g., Normalized Divided Vegetation Index) may be related to carbon
fluxes. All these direct observations of carbon fluxes or carbon stock changes may, in
principle, be used to estimate regional-scale carbon fluxes by means of scaling and
extrapolation techniques (e.g., Pacala et al. 2001; Janssens et al. 2003; Papale and
Valentini 2003).

Carbon Cycle Tracers

In addition to the net carbon flux of interest, additional information can be extracted
from tracers that are tightly coupled to the carbon cycle. Among these are carbon and
oxygen isotope tracers and measurements of changes in the atmospheric oxygen content.
Observations of these tracers in the atmosphere pose global and regional constraints on
the contributions of differently “labeled” surface-air carbon fluxes. For example, radio-
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carbon may be used to track fossil fuel CO, (Levin and Kromer 1997), and the 1BC/2C
stable isotope ratio, at least on the global scale, provides constraints on terrestrial and
oceanic CO, (Ciais et al. 1995; Francey et al. 1995; Keeling et al. 1995, Piper et al.
2001). Observations of the concurrent trends in the O,/N, ratio and CO, permit a sep-
aration of oceanic and terrestrial carbon uptake (Keeling and Shertz 1992; Keeling et

al. 1993, 1996; Battle et al. 2000).

Consistency

The quantitative reconciliation of estimates by the different methods outlined for a con-
tinental region, such as Europe (Janssens et al. 2003) or the United States (Pacala et al.
2001), or for ocean basins, such as the North Adlantic or the equatorial Pacific Ocean,
is difficult. One major obstacle arises from the fact that different methods, in general,
measure different fluxes or carbon flows between the major reservoirs. For example, the
top-down approach estimates the net surface-air CO, flux in a particular region,
whereas an estimate for the same region based on extrapolating eddy flux measurements
will not necessarily take into account disturbance factors (fire, harvest) or lateral carbon
flows in or out of the target area (e.g., by wood products or carbon transport through
rivers). Similarly, net ocean-atmosphere fluxes determined by the top-down approach
will not directly correspond to an ocean carbon stock inventory change, since the net
sea-air flux also includes a carbon flow induced by land-ocean transport of carbon
through rivers (Sarmiento and Sundquist 1992). A second difficulty is induced by the
varying timescales of the different approaches, necessitating averaging or interpola-
tions in time for a consistent comparison.

The Carbon Budget and Global Partitioning
between Atmosphere, Land, and Ocean

The global fossil-fuel emissions of CO, and the net carbon balances of the atmosphere,
land, and ocean over the past two decades are now rather well established through sev-
eral independent observation and model-based methods (Prentice et al. 2002). The esti-
mated accuracy of the net land and ocean uptake is on the order of 0.5-0.8 PgC y'..
Less accurate is the quantification of individual components of the terrestrial carbon bal-
ance, in particular the emissions from changes in land use and land management and
the corresponding uptake by natural terrestrial processes, such as fertilization by CO,
or nutrients and changes in climate. The main issues in reconciling estimates of these
different components have been assessed by House et al. (2003). An update on the
global carbon budget is provided by Sabine et al. (Chapter 2, this volume).

From a scientific as well as an observational viewpoint, it is also important to deter-
mine the temporal variability underlying these global, decadal average quantities in the
carbon budget. A recent compilation by Le Quéré et al. (2003) compares the various
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top-down and bottom-up methods for the ocean uptake. By difference from the atmos-
pheric increase and estimates of the annual fossil-fuel emissions, the net land-atmos-
phere flux can also be inferred. Colorplate 7 shows the resulting interannual variability
for the global ocean and terrestrial budgets (displayed as anomalies), using the differ-
ent methods. In the panels on the right side, the time series have been smoothed to show
only the decadal trends.

The main conclusion from this global analysis is that the terrestrial interannual and
decadal variability is about five times larger than the variability of the oceanic fluxes.
This result implies that the main interannual features in the atmospheric record, which
are clearly correlated with large-scale climatic variations, such as events related to El
Nifio—Southern Oscillation and the climate anomaly after the Pinatubo volcanic erup-
tion, are primarily of terrestrial origin.

The Anthropogenic Perturbation

The direct anthropogenic imprint on the global carbon cycle through the emissions of
CO, from fossil-fuel use and cement production is relatively well characterized based
on energy production and energy use statistics (Andres et al. 2000). In addition to
increasing the global concentration of CO,, the anthropogenic perturbation has a
direct effect on atmospheric CO, through the generation of a concentration gradient
between the two hemispheres. One of the most compelling arguments for an anthro-
pogenic cause of the current rise in atmospheric CO, is provided by the observations
of this gradient from the two longest direct atmospheric records available: Mauna Loa
station on Hawaii and the South Pole (Keeling and Whorf 2003). Both stations are rea-
sonably representative for their respective hemispheres. Plotting this concentration dif-
ference against the difference in fossil-fuel emissions in the two hemispheres shows a
remarkable linearity over the full range of the 41-year record (Figure 8.1). This behav-
ior is exactly what would be expected if all non-fossil-fuel CO, sources and sinks were
distributed uniformly over the entire earth (Keeling et al. 1989; Fan et al. 1999). The
scatter of the points around the regression line indicates the level of variability of the
interhemispheric asymmetry of the non-fossil-fuel sources. If most of the interannual
variability is caused by terrestrial sources, the scatter reflects the Northern Hemisphere,
extra-tropical, terrestrial sources. Tropical sources, because of their approximate merid-
ional symmetry, would not strongly affect the interhemispheric concentration differ-
ence. A quantitative analysis, however, requires the use of an inverse modeling frame-
work (to be discussed later in this chapter).

Extrapolating the concentration difference back to zero emissions leaves a small off-
set, with the South Pole concentration about 0.6 ppm higher than at Mauna Loa. The
origin of this offset, originally noticed by Bacastow and Keeling (1981), is not clear. It
may be the result of an interhemispherically asymmetric configuration of natural
sources and sinks, or it may be caused by rectification effects generated through sea-
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Figure 8.1. Annual mean atmospheric CO, concentration difference between the Mauna
Loa and the South Pole stations (y axis, observations from Keeling et al. 1995, updated)
shown against interhemispheric difference in annual fossil-fuel emissions (x axis, data

from Andres et al. 2000, updated).

sonally varying transport patterns and seasonally varying sources (Hyson et al. 1980;
Heimann et al. 1986; Keeling et al. 1989; Denning et al. 1995; Fan et al. 1999).

Top-Down Regional Estimates

General Considerations

Inferring the distribution of sources and sinks of CO, and their temporal variations in
a consistent way from atmospheric concentration observations by means of a model of
atmospheric transport constitutes an inverse problem of considerable complexity. Early
attempts to address this problem were made as soon as the first reliable atmospheric CO,
observations became available (Bolin and Keeling 1963). At that time, however, com-
prehensive meteorological observations of the tropospheric transport were not available,
hence the atmospheric concentration measurements were also used to deduce the large-
scale strength of meridional atmospheric mixing, in addition to the carbon sources.

With the increasing density of the observation network after 1980 and the emergence
of three-dimensional atmospheric transport models based on realistic meteorological
data from climate models or weather forecast models (Fung et al. 1983), it became pos-
sible to address the inversion problem in more detail. A comprehensive description of
the mathematical methods involved has been given by Enting (2002). In general, the
domain of interest is split into a series of spatiotemporal source patterns. Using the
atmospheric transport model, a “base function” is computed for each of these source
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patterns, defined as the atmospheric response at the observation locations and times,
subsequent to a unit input emitted from the source pattern. Finally, a linear combina-
tion of the base functions is determined that optimally matches the measurements at
the observation points. The determined weights of the base functions then constitute
the source strengths of the different source patterns.

The inversion problem raises a series of important difficulties:

1. Current atmospheric transport models are not perfect.

2. The observational network is very sparse—that is, there exist only =100 monitor-
ing stations worldwide, a small number compared with the heterogeneity of the ter-
restrial or oceanic carbon sources. Furthermore, at some stations the sampling fre-
quency is low, and there are often gaps in the observations.

3. Technically, the “inversion” of the atmospheric transport model is not trivial and
requires much larger computing resources than running the model in the forward
mode.

4. Individual measurements are often not representative of the appropriate temporal
and spatial scale of the transport model.

5. Individual concentration observations are of limited accuracy and precision, and
observations from different monitoring networks are often not easily comparable
because of differences in measurement techniques and uses of different standards.

The most serious limitation of the top-down approach follows from the limited
number of observations and the need to adequately represent sources and sinks with a
relatively high spatial and temporal resolution. Indeed, a very large number of possible
surface source-sink configurations are in principle consistent with the atmospheric
observations. An example is provided by Kaminski and Heimann (2001), which
demonstrates that an unrealistic sink of 2 PgC y! over Europe may be perfectly com-
patible with the entire observations from the global monitoring station network. The
atmospheric observations alone are thus not sufficient to uniquely determine the
sources at the surface of the Earth.

Formally, the atmospheric inversion problem constitutes an ill-posed mathematical
problem, which must be regularized by means of a priori information on spatial and
temporal variability of sources and sinks including a priori estimates of their uncertainty.
This prior information may be used to define a smaller number of spatiotemporally
more complex base functions in order to solve for fewer unknowns compared with the
number of observations (Enting et al. 1995; Fan et al. 1998; Rayner et al. 1999; Bous-
quet et al. 2000; Gurney et al. 2002). Alternatively, one may perform a high-resolution
inversion by using the prior information in a Bayesian approach to regularize the prob-
lem (Kaminski et al. 1999; Rédenbeck et al. 2003).

To assess the impact of the different atmospheric transport models and the various
possible methodologies on the determination of sources and sinks of CO,, the inter-
national project TRANSCOM was established with support by the Global Analysis,
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Figure 8.2. Annual mean latitudinal land-ocean breakdown of non-fossil-fuel carbon
sources as determined in the TRANSCOM inversion intercomparison study of Gurney
et al. 2002. Gray boxes: a priori fluxes and uncertainties. Crosses: inferred mean fluxes,
average of 16 models or model variants. Vertical error bars indicate between-model
variations (1 sigma); open circles show the mean estimated uncertainty across all models.
Fluxes are representative for the five-year interval 19921996, determined from 76
atmospheric stations from the Cooperative Atmospheric Data Integration Project (2000)
database.

Integration and Modeling task force of the International Geosphere-Biosphere Program.
Several carefully defined model intercomparison studies have been conducted in
TRANSCOM, including forward simulations of the terrestrial seasonal cycle and the
fossil-fuel CO,, (Law et al. 1996) and of the inert, anthropogenic tracer SF ¢ (Denning
et al. 1999). Later intercomparison experiments have explored the impact of different
transport models based on annual mean global inversions (Gurney et al. 2002). As an
illustration, Figure 8.2 shows the meridional land-ocean breakdown of the net non-
fossil-fuel CO, sources aggregated in three global latitude bands separated at 30°N and
30°S, inferred by the 16 transport models or model variants included in the study of
Gurney et al. (2002). These fluxes are representative for the five-year period 1992—
1996. The light gray boxes show the specified a priori sources and their uncertainty
(+ 1 standard deviation). The crosses indicate the mean of the different model inversions
performed using the observations over 1992—1996 from 76 stations included in the
GLOBALVIEW-2000 data set (Cooperative Atmospheric Data Integration Project
2000). The vertical error bars reflect one standard deviation of the spread of the model



8. Sources and Sinks of Carbon Dioxide | 195

averages (“between-model” error), while the circles indicate the average of the individ-
ual posterior source errors estimated by the different models (average “within-model”
error). The Northern Hemisphere estimates exhibit substantial CO, uptake, especially
on land, corroborating the existence of the northern extra-tropical CO, sink inferred by
the earlier studies. The tropics, in particular the tropical land areas, are much less well
constrained by the inversions, reflecting the poor atmospheric station coverage, but also
a relatively larger spread of the simulated transport by the models in these regions as
shown by the larger “between-model” error. Overall, tropical land and oceans appear as
CO, sources in the inversion. The inferred estimates of the Southern Ocean fluxes are
consistently less negative than the specified prior fluxes. This finding indicates a bias in
air-sea flux field of Takahashi et al. (2002), which was used as prior ocean flux estimate
in the inversion. The study of Gurney et al. (2002) represents the most comprehensive
assessment of the impact of different atmospheric transport models on atmospheric
inversions. On the other hand, the employed methodology using a time-independent
mean inversion with a limited number of large-scale regions severely reduces the num-
ber of possible inversion solutions, as already discussed (see also the discussion of the
aggregation error in global inversions by Kaminski et al. 2001). Therefore the error esti-
mates shown in Figure 8.2 most likely are too optimistic.

Results from a Time-Dependent, High-Resolution Global Inversion

In the following, we illustrate the current large-scale pattern of CO, sources and sinks
and its variability, using results from a recent inversion study (Rédenbeck et al. 2003).
In this study, special care was taken to address several of the shortcomings of previous
studies. The atmospheric transport is based on the time-varying meteorology from the
National Centers for Environment Prediction (NCEP) analyses over the past 20 years.
This approach allows exact time synchronization between model simulation and obser-
vations by sampling of the model at the same time and location as the observations.

Atmospheric stations were selected for long-term continuous homogeneity of the
records in order to eliminate spurious changes induced by data gaps. Because the den-
sity of observing stations has increased significantly over the past 20 years, four main
inversions were run with different numbers of stations and correspondingly different
inversion periods. Comparisons between these inversions over the overlapping time
intervals permit an assessment of the robustness of large-scale source features with
respect to the density of observation stations. The inversion used the high-resolution
approach of Kaminski et al. (1999) by determining monthly sources on a global grid
of approximately 8° latitude by 10° longitude, while the atmospheric transport is sim-
ulated using the TM3 transport model (Heimann and Kérner 2003) with a resolution
of approximately 4° latitude by 5° longitude and 19 layers in the vertical dimension.

Over the oceans, the prior information on the sources was specified from the large-
scale patterns of the air-sea fluxes inferred from oceanic data by Gloor et al. (2003),
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modified regionally by the observed seasonal pattern (Takahashi et al. 2002). Over land
the a priori source pattern was specified from the mean seasonal cycle of net CO, fluxes
as simulated by the Lund-Potsdam-Jena (LP]) terrestrial biosphere model (Sitch et al.
2000). In addition, the fossil-fuel emission distribution was specified from the EDGAR
database (Olivier and Berdowski 2001). The atmospheric observations were obtained
exclusively from the U.S. National Oceanographic and Atmospheric Administration-
Climate Monitoring and Diagnostics Laboratory network (Conway and Tans 1999) to
eliminate possible biases caused by unknown calibration offsets between networks.

Colorplate 8 displays the net surface-air flux averaged over July 1995—June 2000,
inferred from an inversion with 35 stations (shown as black triangles). Shown is the total
surface-atmosphere CO, flux including land, ocean, and fossil-fuel emissions (a) and the
ocean and terrestrial fluxes only (b). Clearly, the total surface-atmosphere flux is dom-
inated by the pattern of fossil-fuel emissions from the three major emission regions in
the Northern Hemisphere: eastern North America, Europe, and eastern Asia. The mean
pattern of the natural sources shows the expected CO, outgassing in the equatorial
oceans, especially in the Pacific, the uptake in the North Atlantic Ocean, and a weak
source in and around the Antarctic. In the tropics the terrestrial carbon balance exhibits
sinks in the central tropical regions in Amazonia, Africa, and Indonesia.

The northern extra-tropics are dominated by a conspicuous source region in East-
ern Europe and moderate sinks elsewhere. This pattern reflects the average over five years
and may not be entirely representative of the longer-term source-sink distribution. In
particular, the source in Eastern Europe may be a transient phenomenon. It is prima-
rily generated by the stations in Hungary and at the Black Sea coast. It may, however,
also reflect biases in the model transport or too-small industrial emissions estimates spec-
ified for this area. The inferred patterns near industrial areas may also be biased by
neglecting the influence of carbon monoxide from fossil-fuel burning, which may be
more significant on regional than on global scales (Enting and Mansbridge 1991).
Interestingly, the European source pattern also appears in regional inversions for
Europe based on the much denser regional observation network of the AEROCARB
project (Rivier et al. 2003).

It must be realized that the impressive regional details shown in Colorplate 8a and
b are not determined by the atmospheric data but are to a large extent provided by the
a priori flux fields. The extent to which this flux field is modified by the inversion is indi-
cated by Colorplate 8¢, showing the error reduction defined as:

error reduction = (posterior error — prior error)/(posterior error)
and is expressed in percentage (Kaminski et al. 1999). The map in Colorplate 8¢
demonstrates the sobering fact that the employed network of stations reduces the error
over most regions of the globe by only a modest amount. Only in the regions of the
footprint of the monitoring stations does the error reduction reach values above 30 per-
cent. Even though the posterior errors are partly correlated the error reduction increases
when integrating over larger areas (Rodenbeck et al. 2003). Nevertheless, the small error
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reduction achievable with the present in situ observation network clearly demonstrates
the need to enhance the measurements in undersampled areas and to develop methods
to measure the CO, concentration from space (Houweling et al. 2003).

As already noted in the inversion study by Bousquet et al. (2000), the longer-term
time-averaged source-sink patterns are less robustly determined than the temporal vari-
ability. The temporal pattern of the non-fossil-fuel sources and sinks averaged over five
continental areas and three oceanic latitude bands is given in Figure 8.3. The different
line styles indicate different inversion setups, with the shorter records including a larger
number of atmospheric stations. The gray shading indicates time intervals of high val-
ues of the Multivariate El Nifio Southern Oscillation Index (MEI) (Wolter and Timlin
1993). The prior fluxes included in these inversions do not contain any time dependence
except the climatological seasonal cycle. Hence, the temporal trends resulting from the
inversion are induced entirely by the temporal variability in the atmospheric concentra-
tion records. The variability of the terrestrial fluxes is clearly dominated by the fluxes from
South America, which also show the strongest correlation with the ENSO climate fluc-
tuation. The oceanic fluxes in the equatorial region, dominated by the Pacific Ocean,
exhibit the expected reduced outgassing during warm EI Nifio periods.

Concluding Remarks

The great challenge is relating top-down estimates to processes at the surface. On the
one hand, this correlation would provide confidence in the inversion results, and on the
other hand, it would potentially help to quantify individual source flux mechanisms.
Such analyses, however, have not yet been performed in a comprehensive way. One
approach is based on trying to identify surface variables that potentially drive carbon
fluxes. Examples include features that can be seen with remote sensing, such as vegeta-
tion indexes, fire counts, or climate variables. As an example, we show in Figure 8.4 time
series of the monthly anomalous net non-fossil-fuel CO, flux for two regions, as
inferred from the atmospheric inversion described above (solid line), and compare it
with fire counts detected from space, aggregated over the same spatial region (dashed
line, arbitrary scale). The degree of correspondence between the time series indicates that
fire is closely linked to anomalous CO, fluxes from the terrestrial biosphere. Because this
is not a quantitative comparison, the correspondence may mean that similar driving
conditions exist for enhanced CO, fluxes and for fires. Alternatively, the flux anomaly
may be caused by the fires themselves, as inferred from other studies (Langenfelds et al.
2002). Indeed a preliminary comparison with modeled carbon emissions from fire
(van der Verf et al. 2003) shows that these may account for up to 50 percent of the
anomalies inferred by the inversion (Rédenbeck et al. 2003).

Regional comparisons of top-down fluxes with bottom-up model simulation results
have shown encouraging results in particular areas (Bousquet et al. 2000; Janssens et al.
2003). As soon as carbon flux balances of smaller regions (such as Europe) are
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Figure 8.3. Time series of surface-atmosphere fluxes integrated over five continental areas (left) and over three oceanic
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Figure 8.4. Time series of anomalous non-fossil-fuel net land-atmosphere flux from
the inversion (solid line, PgC y!) compared with fire counts compiled by the European
Space Agency (dashed line, arbitrary scale), both aggregated over two continental areas
(Roédenbeck et al. 2003).

addressed, however, additional carbon fluxes not normally simulated by the ecosystem
process models must be included. These include the source-sink patterns of lateral car-
bon transports by carbon-containing trade products (Tschirley and Servin, Chapter 21,
this volume) and through erosion and rivers. In addition, air-sea carbon fluxes in mar-
ginal seas and from ocean shelves have to be taken into account (Chen, Chapter 18, this
volume). It still remains to be shown that the planned efforts for intense carbon cycle
observations in particular regions (e.g., North America [North American Carbon
Observation Plan; Wofsy and Harris 2002] or Europe [CarboEurope; Schulze 2003]),
together with detailed regional atmospheric modeling, will indeed provide consistent
patterns of carbon sources and sinks inferred by the different approaches. Ultimately,
the multitude of different data streams on the state of the carbon cycle from the atmos-
phere, oceans, and terrestrial surface might be merged into a regional or global data
assimilation system, similar to the ones employed in current weather forecast models.
The development of such a system, however, constitutes a huge challenge for the com-
ing years.

Literature Cited

Andres, R. J., G. Marland, T. Boden, and S. Bischof. 2000. Carbon dioxide emissions
from fossil fuel consumption and cement manufacture, 1751-1991, and an estimate of
their isotopic composition and latitudinal distribution. Pp. 53—62 in The carbon cycle,
edited by T. M. L. Wigley and D. S. Schimel. Cambridge: Cambridge University Press.

Arrhenius, S. 1896. On the influence of carbonic acid in the air upon the temperature of



200 | II. OVERVIEW OF THE CARBON CYCLE

the ground. The London, Edinburgh and Dublin Philosophical Magazine and Journal of

Sciences 41:237-276.

. 1903. Lehrbuch der kosmischen Physik. Leipzig: Hirzel.

Bacastow, R. B., and C. D. Keeling. 1981. Atmospheric carbon dioxide concentration
and the observed airborne fraction. Pp. 103—112 in Carbon cycle modelling, edited by
B. Bolin. SCOPE 16. Chichester, UK: John Wiley and Sons.

Battle, M., M. L. Bender, P. P. Tans, J. W. C. White, ]J. T. Ellis, T. Conway, and R. J.
Francey. 2000. Global carbon sinks and their variability inferred from atmospheric O,
and 8'3C. Science 287 (5462): 2467-2470.

Bolin, B., and C. D. Keeling. 1963. Large-scale atmospheric mixing as deduced from the
seasonal and meridional variations of carbon dioxide. Journal of Geophysical Research
68:3899-3920.

Bousquet, P, P. Peylin, P. Ciais, C. Le Quéré, P. Friedlingstein, and P. P Tans. 2000.
Regional changes in carbon dioxide fluxes of land and oceans since 1980. Science 290
(5495): 1342—-1346.

Ciais, P, P. P Tans, M. Trolier, J. W. C. White, and R. J. Francey. 1995. A large northern-
hemisphere terrestrial CO, sink indicated by the '*C/'*C ratio of atmospheric CO,.
Science 269 (5227): 1098—1102.

Conway, T. J., and P. P. Tans. 1999. Development of the CO, latitude gradient in recent
decades. Global Biogeochemical Cycles 13 (4): 821-826.

Cooperative Atmospheric Data Integration Project—Carbon Dioxide. 2000.
GLOBALVIEW-CO,. Boulder, CO: National Oceanic and Atmospheric Administra-
tion CMDL. CD-ROM (also available on Internet via anonymous FTP to
ftp.cmdl.noaa.gov, Path: ccg/co2/ GLOBALVIEW).

Denning, A. S., I. Y. Fung, and D. Randall. 1995. Latitudinal gradient of atmospheric
CO, due to seasonal exchange with land biota. Nazure 376 (6537): 240—243.

Denning, A. S., M. Holzer, K. R. Gurney, M. Heimann, R. M. Law, P. J. Rayner, I. Y.
Fung, S. M. Fan, S. Taguchi, P. Friedlingstein, Y. Balkanski, J. Taylor, M. Maiss, and 1.
Levin. 1999. Three-dimensional transport and concentration of SF6: A model
intercomparison study (TransCom 2). Zellus 51B (2): 266—-297.

Enting, I. G. 2002. Inverse modeling of atmospheric constituents. Cambridge: Cambridge
University Press.

Enting, I. G., and J. V. Mansbridge 1991. Latitudinal distribution of sources and sinks of
CO,: Results of an inversion study. Zellus 43B (2): 156—170.

Enting, . G., C. M. Trudinger, and R. ]J. Francey. 1995. A synthesis inversion of the con-
centration and '3C of atmospheric CO,. Zellus 47B:35-52.

Esser, G. 1987. Senstitivity of global carbon pools and fluxes to human and potential cli-
matic impacts. Tellus 39B:245-260.

Fan, S., M. Gloor, J. Mahlman, S. Pacala, J. Sarmiento, T. Takahashi, and P. Tans. 1998.
A large terrestrial carbon sink in North America implied by atmospheric and oceanic
carbon dioxide data and models. Science 282 (5388): 442—446.

Fan, S. M., T. L. Blaine, and J. L. Sarmiento. 1999. Terrestrial carbon sink in the North-
ern Hemisphere estimated from the atmospheric CO, difference between Mauna Loa
and the South Pole since 1959. Tellus 51B (5): 863—-870.

Francey, R. ., P. P Tans, C. E. Allison, I. G. Enting, J. W. C. White, and M. Trolier.
1995. Changes in oceanic and terrestrial carbon uptake since 1982. Nazure 373 (6512):
326-330.




8. Sources and Sinks of Carbon Dioxide | 201

Fung, L., K. Prentice, E. Matthews, ]. Lerner, and G. Russell. 1983. 3-dimensional tracer
model study of atmospheric CO,: Response to seasonal exchanges with the terrestrial
biosphere. Journal of Geophysical Research—Oceans and Atmospheres 88 (NC2): 1281—
1294.

Gloor, M., N. Gruber, ]J. Sarmiento, C. L. Sabine, R. A. Feely, and C. Rédenbeck. 2003.
A first estimate of present and preindustrial air-sea CO, flux patterns based on ocean
interior carbon measurements and models. Geophysical Research Letters 30,
doi:10.1029/2002GL015594.

Gruber, N. 1998. Anthropogenic CO, in the Atlantic Ocean, 1998. Global Biogeochemi-
cal Cycles 12:165-191.

Gurney, K. R,, R. M. Law, A. S. Denning, P. ]. Rayner, D. Baker, P Bousquet, L.
Bruhwiler, Y. H. Chen, P. Ciais, S. Fan, I. Y. Fung, M. Gloor, M. Heimann, K.
Higuchi, J. John, T. Maki, S. Maksyutov, K. Masarie, P. Peylin, M. Prather, B. C. Pak,
J. Randerson, J. Sarmiento, S. Taguchi, T. Takahashi, and C. W. Yuen. 2002. Towards
robust regional estimates of CO, sources and sinks using atmospheric transport models.
Nature 415 (6872): 626—630.

Heimann, M., and S. Kérner. 2003. The global atmospheric tracer model TM3: Model
description and user’s manual, release 3.8a. Technical Report No. 5. Jena, Germany:
Max-Planck-Institute for Biogeochemistry.

Heimann, M., C. D. Keeling, and I. Y. Fung. 1986. Simulating the atmospheric carbon
dioxide distribution with a three-dimensional tracer model. Pp. 16—49 in The changing
carbon cycle: A global analysis, edited by J. Trabalka and D. E. Reichle. New York:
Springer Verlag.

House, J. I, I. C. Prentice, N. Ramankutty, R. A. Houghton, and M. Heimann. 2003.
Reconciling apparent inconsistencies in estimates of terrestrial CO, sources and sinks.
Téllus 55B:345-3063.

Houweling, S., E-M. Breon, I. Aben, C. Rédenbeck, M. Gloor, M., Heimann, and .
Ciais. 2003. Inverse modeling of CO, sources and sinks using satellite data: A synthetic
inter-comparison of measurement techniques and their performance as a function of
space and time. Atmospheric Chemistry and Physics Discussion 3, 5237-5274.

Hyson, P, P. J. Fraser, and G. I. Pearman. 1980. A two-dimensional transport simulation-
model for trace atmospheric constituents. Journal of Geophysical Research—QOceans and
Atmospheres 85 (NC8): 4443—4455.

Janssens, I. A., A. Freibauer, P. Ciais, P. Smith, G. J. Nabuurs, G. Folberth, B.
Schlamadinger, R. W. A. Hugjes, R. Ceulemans, E. D. Schulze, R. Valentini, and A. J.
Dolman. 2003. Europe’s terrestrial biosphere absorbs 7 to 12% of European
anthropogenic CO, emissions. Science 300 (5625): 1538—1542.

Kaminski, T., and M. Heimann. 2001. Inverse modeling of atmospheric carbon dioxide
fluxes. Science 294 (5541): 259.

Kaminski, T., M. Heimann, and R. Giering. 1999. A coarse grid three-dimensional global
inverse model of the atmospheric transport. 2. Inversion of the transport of CO, in the
1980s. Journal of Geophysical Research—Atmospheres 104 (D15): 18555—18581.

Kaminski, T., P J. Rayner, M. Heimann, and L. G. Enting. 2001. On aggregation errors
in atmospheric transport inversions. Journal of Geophysical Research—Atmospheres 106
(D5): 4703-4715.

Keeling, C. D. 1960. The concentration and isotopic abundances of carbon dioxide in
the atmosphere. 7ellus 12:200-203.



202 | II. OVERVIEW OF THE CARBON CYCLE

. 1973. Carbon cycle. Pp. 251-329 in Chemistry of the lower atmosphere, edited by
S. I. Rasool. New York: Plenum Press.

Keeling, R. E, and S. R. Shertz. 1992. Seasonal and interannual variations in atmospheric
oxygen and implications for the global carbon cycle. Nature 358:723-727.

Keeling, C. D., and T. P. Whort. 2003. Monthly and annual CO, concentration observed at
Manua Loa and the South Pole. Oak Ridge, TN: Carbon Dioxide Information and Analy-
sis Center (CDIAC), Oak Ridge National Laboratory. http://cdiac.esd.ornl.gov/
home.html.

Keeling, C. D., S. C. Piper, and M. Heimann. 1989. A three dimensional model of
atmospheric CO, transport based on observed winds. 4. Mean annual gradients and
interannual variations. Pp. 305—363 in Aspects of climate variability in the Pacific and
the Western Americas, edited by D. H. Peterson. Washington, DC: American Geophysi-
cal Union.

Keeling, R. E, R. P. Najjar, M. L. Bender, and P. P. Tans. 1993. What atmospheric oxygen
measurements can tell us about the global carbon cycle. Global Biogeochemical Cycles
7:37-67.

Keeling, C. D., T. P. Whorf, M. Wahlen, and J. Vanderplicht. 1995. Interannual extremes in
the rate of rise of atmospheric carbon-dioxide since 1980. Nature 375 (6533): 666—670.

Keeling, R. E, S. C. Piper, and M. Heimann. 1996. Global and hemispheric Co, sinks
deduced from changes in atmospheric O, concentration. Nature 381:218—-221.

Langenfelds, R., R. Francey, B. C. Pak, L. P. Steele, ]J. Lloyd, C. M. Trudinger, and C. A.
Allison. 2002. Interannual growth rate variations of atmospheric CO, and its d13C,
H,, CH,, and CO between 1992 and 1999 linked to biomass burning. Global Biogeo-
chemical Cycles 16 (3): 1048.

Law, R. M., P. J. Rayner, A. S. Denning, D. Erickson, 1. Y. Fung, M. Heimann, S. C.
Piper, M. Ramonet, S. Taguchi, J. A. Taylor, C. M. Trudinger, and I. G. Watterson.
1996. Variations in modeled atmospheric transport of carbon dioxide and the
consequences for CO, inversions. Global Biogeochemical Cycles 10 (4): 783—796.

Le Queré, C., O. Aumont, L. Bopp, . Bousquet, P. Ciais, R. Francey, M. Heimann, C.
D. Keeling, R. E Keeling, H. Kheshgi, P. Peylin, S. C. Piper, I. C. Prentice, and P. J.
Rayner. 2003. Two decades of ocean CO, sink and variability. 7e/fus 55B:649—-656.

Levin, I, and B. Kromer. 1997. Tienty years of atmospheric CO,-'“C observations at
Schauinsland station, Germany. Radiocarbon 39 (2): 205-218.

Maier-Reimer, E., and K. Hasselmann. 1987. Transport and storage of CO, in the ocean:
An inorganic ocean-circulation carbon cycle model. Climate Dynamics 2:63-90.

McGuire, A. D., S. Sitch, J. S. Clein, R. Dargaville, G. Esser, J. Foley, M. Heimann, E
Joos, J. Kaplan, D. W. Kicklighter, R. A. Meier, J. M. Melillo, B. Moore, 1. C. Prentice,
N. Ramankutty, T. Reichenau, A. Schloss, H. Tian, L. J. Williams, and U. Wittenberg,.
2001. Carbon balance of the terrestrial biosphere in the twentieth century: Analyses of
CO,, climate and land use effects with four process-based ecosystem models. Global
Biogeochemical Cycles 15 (1): 183-200.

Oeschger, H., U. Siegenthaler, U. Schotterer, and A. Gugelmann. 1975. Box diffusion-
model to study carbon-dioxide exchange in nature. 7ellus 27 (2): 168—192.

Olivier, J. G.J., and J. J. M. Berdowski. 2001. Global emissions sources and sinks. Pp.
33-78 in The climate system, edited by J. Berdowski, R. Guicherit and B. J. Heij. Lisse,
the Netherlands: A. A. Balkema/Swets and Zeitlinger.

Orr, J. C., E. Maier-Reimer, U. Mikolajewicz, . Monfray, J. L. Sarmiento, J. R.



8. Sources and Sinks of Carbon Dioxide | 203

Toggweiler, N. K. Taylor, J. Palmer, N. Gruber, C. L. Sabine, C. Le Quéré, R. M. Key,
and J. Boutin. 2001. Estimates of anthropogenic carbon uptake from four three-dimen-
sional global ocean models. Global Biogeochemical Cycles 15:43—60.

Pacala, S. W., G. C. Hurtt, D. Baker, P. Peylin, R. A. Houghton, R. A. Birdsey, L. Heath,
E. T. Sundquist, R. E Stallard, P Ciais, P. Moorcroft, J. P. Caspersen, E. Shevliakova, B.
Moore, G. Kohlmaier, E. Holland, M. Gloor, M. E. Harmon, S. M. Fan, J. L.
Sarmiento, C. L. Goodale, D. Schimel, and C. B. Field. 2001. Consistent land- and
atmosphere-based US carbon sink estimates. Science 292 (5525): 2316-2320.

Papale, D., and R. Valentini. 2003. A new assessment of European forest carbon
exchanges by eddy fluxes and artificial neural network spatialization. Global Change
Biology 9:525-535.

Pearman, G. L., and P. Hyson. 1980. Activities of the global biosphere as reflected in
atmospheric CO, records. Journal of Geophysical Research—Oceans and Atmospheres 85
(NCB): 4457-4467.

Piper, S. C., C. D. Keeling, and E. E. Stewart. 2001. Exchanges of atmospheric CO, and
13CO, with the terrestrial biosphere and oceans from 1978 to 2000. II. A three-dimen-
sional tracer inversion model to deduce regional fluxes. SIO Reference Series no. 01—
07. La Jolla, CA: Scripps Institution of Oceanography.

Prentice, I. C., G. D. Farquhar, M. J. R. Fasham, M. L. Goulden, M. Heimann, V. J.
Jaramillo, H. S. Keshgi, C. Le Quéré, R. J. Scholes, and D. W. R. Wallace. 2002. The car-
bon cycle and atmospheric carbon dioxide. Pp. 183—237 in Climate change 2001: The sci-
entific basis (Contribution of Working Group 1 to the Third Assessment Report of the
Intergovernmental Panel on Climate Change), edited by J. T. Houghton, Y. Ding, D. J.
Griggs, M. Noguer, P, J. van der Linden, X. Dai, K. Maskell, and C. A. Johnson.
Cambridge: Cambridge University Press.

Rayner, P ], I. G. Enting, R. J. Francey, and R. Langenfelds. 1999. Reconstructing the
recent carbon cycle from atmospheric CO,, delta C-13 and O,/N, observations. Zellus
51B (2): 213-232.

Rivier, L., P. Bousquiet, J. Brandt, P. Ciais, C. Geels, M. Gloor, M. Heimann, U.
Karstens, P. Peylin, and C. Rédenbeck. 2003. Estimation of the regional sources and
sinks of CO, with a focus on Europe using both regional and global atmospheric mod-
els. Journal of Geophysical Research (in preparation).

Rédenbeck, C., S. Houweling, M. Gloor, and M. Heimann. 2003. Atmospheric CO,
source history over the last 20 years inferred from atmospheric data and models. Azmnos-
pheric Chemistry and Physics 3, 1919-1964. http://www.copernicus.org/EGU/acp/
acp/3/1919/acp-3-1919.pdf.

Sabine, C. L., R. M. Key, K. M. Johnson, E J. Millero, J. L. Sarmiento, D. W. R. Wallace,
and C. D. Winn. 1999. Anthropogenic CO, inventory of the Indian ocean. Global Bio-
geochemical Cycles 13:179—-198.

Sabine, C. L., R. A. Feely, R. M. Key, J. L. Bullister, E. J. Millero, K. Lee, T.-H. Peng, B.
Tilbrook, T. Ono, and C. S. Wong. 2002. Distribution of anthropogenic CO, in the
Pacific Ocean. Global Biogeochemical Cycles 16 (4): 1083, doi:10.1029/2001GB001639.

Sarmiento, J. L., and E. T. Sundquist. 1992. Revised budget for the oceanic uptake of
anthropogenic carbon-dioxide. Nature 24 (356): 589-593.

Schulze, E.-D. 2003. Assessment of the European terrestrial carbon balance: Proposal for
an integrated project. Jena, Germany: Max-Planck-Institute for Biogeochemistry.



204 | II. OVERVIEW OF THE CARBON CYCLE

Siegenthaler, U., and H. Oeschger. 1978. Predicting future atmospheric carbon-dioxide
levels. Science 199 (4327): 388—395.

Sitch, S., I. C. Prentice, B. Smith, W. Cramer, J. Kaplan, W. Lucht, M. Sykes, K. Thon-
icke, and S. Venevsky. 2000. LPJ: A coupled model of vegetation dynamics and the ter-
restrial carbon cycle. In The role of vegeration dynamics in the control of atmospheric CO
content, edited by S. Sitch. Lund, Sweden: Lund University.

Takahashi, T., S. C. Sutherland, C. Sweeney, A. Poisson, N. Metzl, B. Tilbrook, N. Bates,
R. Wanninkhof, R. A. Feely, C. Sabine, J. Olafsson, and Y. Nojiri. 2002. Global sea-air
CO, flux based on climatological surface ocean pCO,, and seasonal biological and tem-
perature effects. Deep-Sea Research 11 49:1601-1623.

Tans, P P, T. J. Conway, and T. Nakazawa. 1989. Latitudinal distribution of the sources
and sinks of atmospheric carbon-dioxide derived from surface observations and an
atmospheric transport model. Journal of Geophysical Research—Atmospheres 94 (D4):
5151-5172.

Tans, P. P, I. Y. Fung, and T. Takahashi. 1990. Observational constraints on the global
atmospheric CO, budget. Science 247 (4949): 1431-1438.

van der Werf, G. R., J. T. Randerson, G. J. Collatz, and L. Giglio. 2003. Carbon
emissions from fires in tropical and subtropical ecosystems. Global Change Biology
9:547-562.

Wofsy, S. C., and R. C. Harriss. 2002. The North American Carbon Program (NACP).
Report of the NACP Committee of the U.S. Interagency Carbon Cycle Science
Program. Washington, DC: U.S. Global Change Research Program.

Wolter, K., and M. S. Timlin. 1993. Monitoring ENSO in COADS with a seasonally
adjusted principal component index. Pp. 52—57 in Proceedings of the 17th climate diag-
nostics workshop. University of Oklahoma, Norman, OK.

Woodwell, G. M., R. H. Whittaker, W. A. Reiners, G. E. Likens, C. C. Delwiche, and D.
B. Botkin. 1978. Biota and world carbon budget. Science 199 (4325): 141-146.



9

Non-CO, Greenhouse Gases
Ronald G. Prinn

The atmosphere contains a large number of anthropogenic greenhouse gases besides car-
bon dioxide, which, because of their rising concentrations, have collectively con-
tributed an amount of added radiative forcing comparable to that of CO, since prein-
dustrial times. Many of these non-CO, gases (e.g., CH,, N,O, CF,Cl,, SF,) are
emitted at the surface and contribute directly to this forcing. They are characterized by
atmospheric lifetimes of decades to millennia (I define lifetime here as the amount of
the gas in the global atmosphere divided by its global rate of removal). Other non-CO,
gases (e.g., isoprene, terpenes, NO, CO, SO,, (CH,),S), most of which are also emit-
ted at the surface, contribute indirectly to this forcing through production of either tro-
pospheric ozone (which is a powerful greenhouse gas) or tropospheric aerosols (which
can directly absorb sunlight or reflect it back to space, or indirectly change the reflec-
tion properties of clouds). This second group of climatically important non-CO, gases
is characterized by much shorter lifetimes (hours to months).

To aid the handling of the long-lived non-CO, gases in the policy processes under
the United Nations Framework Convention on Climate Change (UNFCCC), scientists
have calculated so-called global warming potentials (GWPs). These dimensionless
GWPs are intended to relate the time-integrated radiative forcing of climate by an emit-
ted unit mass of a non-CQO, trace gas to the forcing caused by emission of a unit mass
of CO,. The GWP concept has difficulties because the removal mechanisms for many
gases (including CO, itself) have complex interactions involving chemical and/or bio-
logical processes, and because the time period (e.g., decade, century) over which one
integrates the instantaneous radiative forcing of a gas to compute its GWP is somewhat
arbitrary.

A listing of the major non-CO, greenhouse gases in the atmosphere along with their
concentrations, temporal trends, emissions, lifetimes, and GWDPs is given in Table 9.1,
based on Prather et al. (2001). From this table it is evident that the radiative forcing by
many non-CO, gases is far greater per unit emitted mass than CO,, a characteristic that
significantly offsets their much lower emissions relative to CO,. To illustrate this further,
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Table 9.1. Chemically reactive greenhouse gases and their precursors: Abundances, trends, budgets, lifetimes, and
GWPs (based on Prather et al. 2001)

Trend, Annual

Abundance” (pp) 19905 emission, Lifetime 100-year
Chemical species Formula 1998 1750 (pptlyr) late 1990s (years) GWP’
Methane CH, (ppb) 1,745 700 7.0 600 Tg 8.4/12¢ 23
Nitrous oxide N,O (ppb) 314 270 0.8 16.4 TgN 120/114 © 296
Perfluoromethane CE, 80 40 1.0 ~15 Gg >50,000 5,700
Perfluoroethane C,F, 3.0 0 0.08 -2 Gg 10,000 11,900
Sulpher hexafluoride SF, 4.2 0 0.24 -6 Gg 3,200 22,200
HEFC-23 CHF, 14 0 0.55 -7 Gg 260 12,000
HFC-134a CF,CH,F 7.5 0 2.0 ~25Gg 13.8 1,300
HFC-152a CH,CHEF, 0.5 0 0.1 ~4 Gg 1.40 120
CEC-11 CECl, 268 0 “1.4 45 4,600
CFC-12 CE,Cl, 533 0 4.4 100 10,600
CFC-13 CF3C1 4 0 0.1 640 14,000
CFC-113 CF,CICECl, 84 0 0.0 85 6,000
CFC-114 CF,CICE,Cl 15 0 <0.5 300 9,800
CEC-115 CF3CF2CI 7 0 0.4 1,700 7,200
Carbon tetrachloride CCly 102 0 -1.0 35 1,800
Methyl chloroform CH,CCl, 69 0 -14 4.8 140
HCEC-22 CHE,CI 132 0 5 11.9 1,700
HCFC-141b CH,CFCl, 10 0 2 9.3 700
HCFC-142b CH3CF2CI 11 0 1 19 2,400
Halon-1211 CFZClBr 3.8 0 0.2 11 1,300
Halon-1301 CF,Br 2.5 0 0.1 65 6,900
Halon-2402 CF,BrCF,Br 0.45 0 -0 {<20



Other chemically active
gases directly or indirectly
affecting radiative forcing

Tropospheric ozone O, (DU) 34 25 ? 0.01-0.05 —
Tropospheric NO_ NO + NO, 5-999 ? ? ~52TgN <0.01-0.03 —
Carbon monoxide CO (ppb)¢ 80 ? 6 ~2,800 Tg 0.08-0.25 d
Stratospheric water H,0 (ppm) 3-6 3-5 ? 1-6 —

@ All abundances are tropospheric molar mixing ratios in ppt (107'?) and trends are in ppt y! unless superseded by units on line (ppb = 10, ppm = 10).
Where possible, the 1998 values are global, annual averages and the trends are calculated for 1996 to 1998.

> GWPs refer to the 100-year horizon values.

© Species with chemical feedbacks that change the duration of the atmospheric response; global mean atmospheric lifetime is given first followed by per-
turbation lifetime. Values are taken from the IPCC second assessment report (SAR) (Prather et al. 1995; Schimel et al. 1995) updated with data from
Kurylo and Rodriguez (1999 and Prinn and Zander (1999) and new OH-scaling. Uncertainties in lifetimes have not changed substantially since the SAR.

4 CO trend is very sensitive to the time period chosen. The value listed for 1996 to 1998, +6 ppb y'!, is driven by a large increase during 1998. For the
period 1991 to 1999, the CO trend was —0.6 ppb y!. CO is an indirect greenhouse gas.
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Table 9.2. Current global emissions of non-CO, green-
house gases expressed as equivalent amounts of carbon
(Ceq) in CO, using GWDPs with a 100-year time horizon

Chemical species Equivalent emissions (PgCeq y!)
Methane (CH,) * 3.8

Nitrous oxide (N,O) 2.1

Kyoto flourine gases 0.1

Carbon monoxide (CO) *¢ 1.5

Nitrogen oxides (NO, NO,) d 0.15

Note: Emissions and GWDPs from Table 9.1 unless otherwise noted.

*These equivalent emissions do not include the CO, produced from oxidation
of these gases (0.45 PgC y! from CH, and 1.2 PgC y! from CO).

bSpeciﬁcally CF,, C,F, SE, CHF;, CF,CH,F, and CH,CHF, all regulated
under the Kyoto Protocol. This list does not include the many ozone-depleting
halocarbons already regulated under the Montreal Protocol.

cAssumes a GWP of 2, which is uncertain by at least a factor of 2 (Ramaswamy
etal. 2001). CO generally produces O, and depletes OH.

dAssumes a GWP of 5 for surface emissions, which is also highly uncertain. For
aircraft emissions (which are a small fraction of the total), the GWP is about
450 (Ramaswamy et al. 2001). Assumes all emissions of NO_ are NO with NO,
subsequently produced in the atmosphere. NO, usually produces O; and OH.

Table 9.2 shows the current emissions of major non-CO, gases converted into equiva-
lent emissions of CO, using their GWPs. These equivalent emissions do not include the
CO, produced from oxidation of CH, (0.45 PgC y1) and CO (1.2 PgC y!), which is
usually included in the CO, carbon cycle. It is very clear that the total equivalent CO,
emissions in Table 9.2 are comparable to the actual total global CO, emissions. Hence,
these non-CO, gases are very important in all climate change discussions, and meth-
ods to lower their emissions need to be carefully evaluated (Robertson, Chapter 29, this
volume).

In this chapter the life cycles of key gases (or groups of gases) involved in climate are
reviewed followed by a critical discussion of their GWDPs and a summary of major
unsolved problems. Aerosols are not addressed but have been extensively reviewed by
the IPCC (Penner et al. 2001).

Methane

Methane is an important greenhouse substance because of its significant positive trend,
its strong absorption of infrared radiation, and the location of its absorption bands at
many wavelengths where CO, and H,O do not absorb (so-called window regions).
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The major sources of methane are biological (basically methanogens operating in
oxygen-poor environments like natural wetlands, rice paddies, digestive systems of ter-
mites and cattle, animal waste treatment, sewage, landfills, etc.). Another (indirect) bio-
logical source is biomass burning. Many of these biological sources (rice, cattle, biomass
burning, etc.) are governed largely by human activity. Also under dominant human
influence is another significant CH source, namely escape of this gas during mining
of coal and natural gas and leakages in natural gas distribution systems. The fossil
sources can be differentiated from the biological sources because of the different carbon
isotopic signatures of each, which show that roughly 20 percent of global total methane
emissions come from fossil sources. The total methane source is estimated to be about
600 Tg y! with 60 percent due to human activities (Kurylo et al. 1999; Prather et al.
2001).

The major sink for methane is its reaction with the OH free radical:

OH + CH, —»>H,0 + CH3

Using estimates of global OH levels based on analysis of global concentrations and
emissions of the industrial chemical CH,CCI, leads to an estimated methane loss rate
due to OH of around 500 Tg y! (Prather et al. 2001; Prinn et al. 2001). Note that
because CH, is a significant global sink for OH, the levels of OH decrease when CH,
increases, yielding a longer lifetime for methane. About 40 Tg y™! of CH, is destroyed
in the stratosphere, and 20-40 Tg y! currently accumulates in the atmosphere (pro-
ducing the observed trend). The remaining 20—40 Tg y'! sink needed to balance the
total source is probably methanotrophs in soils.

Although these numbers give the impression that the CH, budget is well understood,
it is not. The estimates of individual CH source strengths are very uncertain (up to a
factor of two), and the reasons for the general decrease in the CH 4 trend in recent
decades and the large year-to-year variations in this trend continue to be debated (see
the section “Unsolved Problems”).

Nitrous Oxide

Nitrous oxide is important both as a source of NO, which destroys ozone in the strat-
osphere, and as a potent greenhouse gas like CH,. It has risen quite steadily in the
atmosphere at about 0.23 percent y! (3.5 TgN y!) since 1978 (Prinn et al. 2000).

The major sources of N,O involve nitrogen bacteria in soils (tropical, temperate) and
the ocean (open, coastal). Additional sources involve nylon and nitric acid production,
cattle and their feedlots, and atmospheric oxidation of NH,. Like CH o the magnitudes
of these individual sources are very uncertain. Best estimates of the total of these sources
by various authors are around 15—17 TgN y! (Prather et al. 2001).

The major sink for N,O is photodissociation, and, to a much lesser extent, reaction
with O('D), in the stratosphere:
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N,O + ultraviolet — N, + O

N,O + O('D) - NO + NO

Model studies imply a total stratospheric sink of around 12.6 TgN y ! (Prather et al.
2001), which, combined with the above rate of atmospheric accumulation, suggests an
approximately balanced N,O budget. As for CH,, however, the uncertainties in indi-
vidual source and sink estimates are large, and hence the task of defining (for example)
the precise reasons for the observed steady rise in N,O remains to be accomplished.

Halocarbons and SE,

Current concerns about the atmospheric trends in chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), hydrochlorocar-
bons (HCC:s), chlorocarbons, perfluorocarbons (PFCs), and sulfur hexafluoride (SF)
are based on either their deleterious effects on the ozone layer (where many of them are
sources of destructive Cl and ClO), and /or their radiative forcing of climate. Their
GWPs are generally extremely large (Table 9.1), so that even very small emissions of
these gases relative to CO, can have a nonnegligible climate impact.

The budgets of this wide-ranging set of gases, whose sources with few exceptions are
almost exclusively industrial, have been recently reviewed (Kurylo and Rodriguez 1999;
Prinn and Zander 1999; Prather et al. 2001; Montzka and Fraser 2002), and there is
not space here to discuss all of the details. The total amount of chlorine contained in
all the major chlorine-containing halocarbons peaked at 3.7 parts per billion (ppb) at
the surface around 1992-1994 owing to the decreases in emissions of these gases man-
dated by the Montreal Protocol for the Protection of the Ozone Layer (Montzka et al.
1999; Prinn et al. 2000). Presuming these decreases continue in the future, attention
to climate impacts and regulation of these gases in the Kyoto Protocol of the FCCC will
increasingly be on halogen-containing gases not covered by the Montreal Protocol
(specifically HFCs, PFCs, and SF ; see Tables 9.1 and 9.2).

The major sources for all of these halogen-containing gases are anthropogenic. They
are used primarily as refrigerant fluids, foam-blowing agents, or solvents. The primary
sinks for CFCs, PFCs, and SF are in the upper atmosphere (photodissociation, ionos-
pheric reactions), while HFCs and HCFCs are destroyed by reaction with OH in the
troposphere as well as being photodissociated in the stratosphere.

The most abundant HFCs and PFCs are, respectively, CHF, (a byproduct of pro-
duction of the refrigerant CHF,Cl) and CF, (a byproduct of aluminum production).
Also rapidly rising are the HFC species CF,CH,F (a common refrigerant), the PFC
compound C,F, (aluminum industry), and SF, (leaked from transformers, etc.). The
latter gas, with one of the highest known GWPs (22,200) and a 6 percent y! rate of
increase, is indicative of the importance of this set of non-CO, gases.



9. Non-CO, Greenhouse Gases | 211

Nonmethane Hydrocarbons, CO, NO,_, and O3

The ability of the troposphere to chemically transform and remove trace gases depends
on complex chemistry driven by the relatively small flux of energetic solar ultraviolet
radiation that penetrates through the stratospheric ozone layer (see, e.g., Ehhalt 1999).
This chemistry is also driven by emissions of NO, CO, and hydrocarbons (RH) and
leads to the production of ozone, which is a potent greenhouse gas. Globally, about 3.4—
4.6 Pg y'! of ozone are produced in the troposphere with a lifetime of 28-37 days
(Ehhalt 1999; Lelieveld and Thompson 1999; Prinn 2003). The most important
cleansing chemical in the troposphere, however, is the hydroxyl free radical (OH), and
a key measure of the capacity of the atmosphere to oxidize trace gases injected into it is
the local concentration of hydroxyl radicals (Prinn 2003).

As noted earlier, the OH radical serves as the principal sink for the greenhouse gases
CH,, HFCs, and HCFCs. It removes about 3.65 Pg y! of trace gases from the atmos-
phere (Ehhalt 1999; Prinn 2003). The principal catalyzed reactions creating OH and
O, in the troposphere are:

O, + ultraviolet > O, + O('D)
O('D) + H,0 — 20H
Net effect: O, + H,0 — O, + 20H

and
OH + CO - H + CO,
H+0O,— HO,

HO, + NO — OH + NO,
NO, + ultraviolet— NO + O
0+0,-0;,

Net effect: CO + 20, — CO, + O,
and
OH+RH—->R+H,0
R+0O,— RO,

RO, + NO — RO + NO,
NO, + ultraviolet — NO + O
0+0,- 0,

Net effect: OH+ RH + 20, — RO + H,0 + O,
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In theoretical models, the global production of tropospheric O, by the pathway
beginning with CO is typically about twice that beginning with RH. For most envi-
ronments, these catalytic processes pump the majority of the OH and O, into the sys-
tem. If the concentration of NO, gets too high, however, its reaction with OH to form
HNO, ultimately limits the OH concentration.

How stable is the cleansing capability of the troposphere? If emissions of gases that
react with OH, such as CH,, CO, and SO, are increasing then, keeping everything else
constant, OH levels should decrease. Conversely, increasing NO_emissions from com-
bustion should increase tropospheric O; (and thus the primary source of OH), as well
as increase the recycling rate of HO, to OH (the secondary source of OH). Also, if the
oceans are increasing in temperature, one would expect increased water vapor in the
lower troposphere. Because water vapor is part of the primary source of OH, climate
warming also increases OH. This increase could be lowered or raised if changes in cloud
cover accompanying the warming lead to more or less reflection of ultraviolet back
toward space. Rising temperature also increases the rate of reaction of CH, with OH,
thus lowering the lifetimes of both chemicals. Opposite conclusions apply if trace gas
emissions increase or the climate cools. Finally, decreasing stratospheric ozone can also
increase tropospheric OH, as discussed later in this chapter. Determining whether OH
concentrations, and hence the cleansing capacity of the atmosphere, are changing is a
major focus of recent research (Thompson 1992; Wang and Jacob 1998; Prinn 2003).

The ozone in the stratosphere is maintained by a distinctively different set of chem-
ical reactions than in the troposphere. Stratospheric ozone is produced and destroyed
at a massive global rate of about 120 Pgy"! (Warneck 1988). The fundamental stratos-
pheric ozone source is photodissociation of O,. The ozone sink is driven by chemicals
like water vapor, chlorofluorocarbons, and nitrous oxide that are transported from the
troposphere to the stratosphere, where they produce chlorine-, nitrogen-, and hydrogen-
carrying free radicals, which catalytically destroy ozone.

There is an important link between stratospheric chemistry and climate. The pre-
cursor gases for the destructive free radicals in the stratosphere are greenhouse gases, as
is stratospheric ozone. Therefore, while increases in the concentrations of the source
gases will increase radiative forcing of warming, these increases will, at the same time,
lead to decreases in stratospheric ozone, lowering the radiative forcing. As in the tro-
posphere, there are important feedbacks between chemical processes and climate,
through the various greenhouse gases. It is not just manmade chemicals that can change
stratospheric ozone. Changes in natural emissions of N,O and CH,, and changes in cli-
mate that alter H,O flows into the stratosphere, undoubtedly led to changes in the
thickness of the ozone layer in the past.

There is also a strong link between the thickness of the stratospheric ozone layer and
concentrations of OH in the troposphere. Because O(!D) can only be produced from
O, at wavelengths less than 310 (nanometers) nm, and the current ozone layer effec-
tively absorbs all incoming ultraviolet at less than 290 nm, a very narrow window of
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290-310 nm radiation is driving the major oxidation processes in the troposphere.
Decreasing stratospheric ozone, as in recent decades, can therefore increase tropos-
pheric OH by increasing the flux of radiation less than 310 nm reaching the troposphere
to produce O('D) (Madronich and Granier 1992).

Global Warming Potentials

As mentioned earlier, GWPs provide a tool for ranking the potential for a given mass
of an emitted greenhouse gas to influence climate, relative to the same emitted mass of
CO,. Formally the GWP is defined as follows:

GWP = J I(gas) M(gas)ds | I 1(CO,) M(CO,)dr

Here /(gas) is the instantaneous radiative forcing by the gas at time z /(gas) depends on
the basic molecular properties of the gas and on general atmospheric composition (dis-
tribution of gases, clouds, acrosols). M(gas) is the mass of added gas still remaining at
time ¢ [initially M(gas) = M(CO,)]. It depends on the lifetime of the gas, which in turn
depends on both the amounts of the gas itself and of other gases. Finally, 7'is the time
horizon for integration (gases with lifetimes longer or shorter than CO, have GWPs
increasing or decreasing, respectively, with increasing 7°).

At least three major difficulties are inherent in the definition of GWPs, and these dif-
ficulties limit their usefulness. The first is that the lifetime of a gas (and hence M(gas))
may not simply be a function of its own concentration. For example, the lifetime of
CH, depends on OH, which depends not only on CH,, but also on the levels of NO ,
CO, and other hydrocarbons. The OH levels also depend on ultraviolet fluxes, which
in turn depend on levels of gases that deplete stratospheric ozone like N,O and the
CFCs.

The second is that the time horizon 7is arbitrary. It should logically be long enough
to correspond to long-term climatic (as opposed to weather) variations, but short
enough to have relevance to the development of human activity. There is also the mat-
ter of the timing of emission reductions of various gases relative to the particular target
year chosen for assessing the climate changes avoided by these reductions (the year 2100
is often used as this target year). The Kyoto Protocol chooses 7'= 100 years. But the
effects of changing this assumption can be profound. For example, the GWP of CH,
is 23 for T'= 100 years but increases to 62 for 7"= 20 years and decreases to 7 for 7'=
500 years (the lifetime of CH, is about 10 times less than CO,). Conversely the GWP
of SF, rises from 15,100 to 22,200 to 32,400 for 7= 20,100, and 500 years, respec-
tively (the lifetime of SF is about 30 times greater than CO,). As an example of the
combined effects of these first two shortcomings, Reilly et al. (1999) have shown that
the use of 100-year GWPs to convert non-CO, emissions into equivalent CO, emis-
sions leads to much greater model-projected warming between 1990 and 2100 than a
similar model run that uses actual non-CO, gas emissions and includes all of their
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chemical and radiative interactions. Specifically, CH, emissions reductions are signifi-
cantly undervalued using 7"= 100 years.

Finally, the GWP definition depends upon M(CO,) and hence upon all the
assumptions regarding oceanic and terrestrial CO, sinks. The many uncertainties in the
carbon cycle discussed elsewhere in this volume therefore carry over into all of the GWP
calculations.

Unsolved Problems

Here is a partial list of outstanding issues regarding the budgets of non-CO, gases and
their climatic effects relative to CO,:

1. For methane, the magnitudes of its wide range of surface sources as functions of
position, time, and process need better quantification. What drives the lowering of
the trend in CH,? Is it driven by steady increases in OH (Krol et al. 1998; Karls-
dottir and Isaksen 2000) or by near-constant long-term OH and emissions, lead-
ing to an approach to a (zero-trend) steady state (Dlugokencky et al. 1998; Prinn
etal. 2001).

2. For nitrous oxide, similar questions remain concerning its surface sources. What
causes the steady increase in N,O since 1978 (Prinn et al. 2000)?

3. For halocarbons and SF, there is a continued need for improved measurements and
industrial emission estimates to reconcile the global budgets of many species.

4. For nonmethane hydrocarbons, CO, NO_, and tropospheric O, there is a need to
better understand the roles of these species in controlling OH levels and hence the
lifetimes of CH,, HFCs, and HCFCs (Prinn 2003). For this purpose, improved
emission and /or trend measurements of hydrocarbons, NO_, and O, over the globe
are essential. For stratospheric O, there is a need to improve knowledge of its role
in controlling the lifetimes of trace gases through modulation of ultraviolet fluxes
to the troposphere.

5. For both methane and nitrous oxide, the combined roles of climate change and
ecosystem (soil, wetland) changes on the surface fluxes of these gases need better
definition. We expect their emissions to increase with increased warming, soil wet-
ting, N deposition, and soil carbon (Hall and Matson 1999; Prinn et al. 1999). Is
this occurring?

6. Methods for lowering emissions of these non-CO, gases need to be carefully eval-
uated and included along with CO, in climate policy (Robertson, Chapter 29, this
volume).

7. For ranking the climatic effects of non-CO, gases relative to CO,, there is a need
to improve the GWP concept (Manne and Richels, Chapter 25, this volume). It is
probable that a single number will not be adequate and that the use of models that
explicitly include the interactions missed by the GWPs will be necessary.
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10

Climate—Carbon Cycle Interactions

Pierre Friedlingstein

On centennial timescales the climate is largely controlled by the composition of the
atmosphere. Over the past 150 years, the concentration of greenhouse gases (GHGs)
rose to levels that the Earth has not experienced for at least 500,000 years. Atmospheric
CO,, the major anthropogenic GHG, increased from 280 parts per million (ppm)
before 1850 to 370 ppm today (Etheridge et al. 1996). The increase in atmospheric
CO, was caused by the imbalance between emissions from fossil-fuel combustion and
deforestation on the one hand and uptake by the land and oceans on the other.
Uptake by land and oceans is driven by biogeochemical processes such as photo-
synthesis and physical processes such as oceanic circulation. These processes are influ-
enced by climate and atmospheric CO,. There is, therefore, a feedback loop between
the climate system and the carbon cycle. Changes in atmospheric CO, will drive a cli-
mate change that will affect the ability of land and oceans to absorb atmospheric CO,.
If climate change, induced by enhanced atmospheric CO, leads to an increase in car-
bon uptake, the feedback is negative. Conversely, a positiv’e feedback occurs if the cli-
mate change leads to a reduction of land and ocean CO,-uptake (Friedlingstein et al.
2003). On annual to decadal timescales, this feedback is negligible. Climate anomalies
such as El Nifio—Southern Oscillation (ENSO) have a strong impact on land and
ocean CO, fluxes and therefore on atmospheric CO, (Bousquet et al. 2000), but the
induced CO, anomalies, on the order of a few ppm, are too small to cause appreciable
climate feedback. On longer timescales, the story is different. Over the past four glacial
cycles (400,000 years), ice-core data show a strong correlation between temperature and
atmospheric CO, (Petit et al. 1999). Atmospheric CO, fell to 200 ppm during glacial
periods and reached 280 ppm during the interglacials. Recent studies based on both
conceptual models and careful analyses of leads and lags in paleo-records show that
atmospheric CO, and Antarctic temperature are almost in phase (temperature is
believed to precede CO, by about 100 years), and they both lead major changes in ice
sheets by a couple of thousand years (Petit et al. 1999; Shackleton 2000). The change
in atmospheric CO, contributes significantly to glacial-interglacial temperature differ-
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ences. Model studies show that the 80 ppm difference in atmospheric CO, may explain
up to half of the observed temperature change.

In the context of future climate change, there is a potentially important coupling
between the change in the climate and the functioning of the carbon cycle. Although
large uncertainty remains in future climate predictions, several patterns are robust. For
a given greenhouse gas emission scenario, models predict global warming ranging from
1.3°C to 4.5°C by the end of the 21st century (Cubasch et al. 2001). Projected warm-
ing is generally greater on land than on the ocean. All models predict an increase in
global mean precipitation (from 1.3 to 6.8 percent for the SRES A2 scenario), although
the spatial pattern is model dependent. Several simulations show an increase in precip-
itation in the tropics (especially over the oceans) and decreased rainfall in the sub-trop-
ics. Because of changes in precipitation and evaporation, soil moisture, which is a cru-
cial quantity for vegetative activity, may also experience changes. In general, models
predict increased soil moisture in high northern latitudes in winter but drier soils in
summer. Most models show a decrease in the strength of the meridian circulation
caused by a reduced equator-to-pole temperature gradient combined with a precipita-
tion-induced decrease in salinity at high latitudes. These changes in surface temperature,
soil moisture, salinity, and ocean circulation are important because they control the
major processes driving the land and ocean exchange of CO, with the atmosphere.

On land, biosphere activity, which is mainly driven by the climate, exerts a strong
control over the fluxes of water, energy, and CO,. There are, therefore, numerous feed-
backs between the land biogeochemistry and the atmosphere. This is not generally the
case for the ocean, where biological activity has little control over sea-air fluxes of water
and energy. A recent study, however, showed that major blooms of phytoplankton have
the potential to greatly reduce light penetration into the ocean, leading to a local
enhancement of sea surface temperature (Murtugudde et al. 2002). Land-atmosphere
feedbacks operate at different scales, from local (e.g., diurnal coupling between the veg-
etation and surrounding atmosphere) to continental (e.g., Amazon deforestation) and
global (e.g., carbon cycle). An extended review of local-scale feedbacks can be found in
Raupach (1998).

In the following, I concentrate on global-scale feedbacks caused by changes in
atmospheric CO,, climate, or both (Figure 10.1).

Climate—Carbon Cycle Feedbacks Driven by Atmospheric CO,

Although this chapter concentrates on feedbacks through the global carbon cycle, it is
worth mentioning two pioneering studies on interactions between change in climate,
atmospheric CO,, and changes in ecosystem functioning in a coupled mode. Increased
atmospheric CO, affects plant physiology. Stomata conductance decreases with increas-
ing CO, concentration (Field et al.1995), typically reducing water loss without affect-
ing CO, uptake. Sellers et al. (1996) used an atmospheric Global Circulation Model
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Figure 10.1. Global feedbacks between the carbon cycle and the climate system. The
dashed arrows represent the impact of increased CO, on plant biogeochemistry and the
feedback on the climate system caused by changes in water and energy fluxes. The solid
arrows represent the impact of climate change on the land and ocean carbon cycles, the
impact on the growth rate of atmospheric CO,, and the feedback on the climate system.

(GCM) coupled to a land surface scheme to compare this physiological effect to the
standard radiative (GHG) effect in a 2 X CO, experiment. They showed that a decrease
in stomata conductance induces an increase in air temperature, amplifying the changes
caused by the radiative effect. In the tropics, this process leads to an additional 0.4°C
warming on top of the 1.7°C warming caused by the radiative effect.

Shortly after Sellers et al. (1996), Betts et al. (1997) confirmed the stomata feedback
but noted a second mechanism that acts in the opposite direction. An increase in CO,
can enhance plant productivity leading to increased leaf biomass and therefore higher
plant transpiration. They found that the two effects (decreased stomata conductance and
increased leaf biomass) tended to cancel each other, leading to a net effect on surface
temperature lower than that reported by Sellers et al. Another potentially important
structural feedback that has received little attention is the change in root distribution.
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Climate change and increase in CO, have the potential to affect allocation to roots
(Friedlingstein et al. 1999), which in turn, affects climate through changes in plant tran-
spiration (Kleidon et al. 2000).

Climate—Carbon Cycle Feedbacks Driven by Climate

Both land and ocean carbon cycles are primarily driven by the state of the climate. Sev-
eral “offline” carbon cycle studies, driven by but not coupled to the climate, have inves-
tigated the impact of future climate changes on the carbon cycle. These generally agree
that climate change may reduce the uptake of CO, by the ocean or the land biosphere.

Melillo et al. (1993) performed one of the earliest studies, in which a terrestrial
model was forced by both future CO, and climate. Since that time, many terrestrial
models have been run under simulated future climates at regional (Vemap Members
1995; White et al. 2000) or global scales (King et al. 1997; Cao and Woodward 1998;
Cramer et al. 2001; Berthelot et al. 2002). Climate change generally causes a reduction
in net biosphere uptake. This negative impact is generally greatest in the tropics, where
higher temperatures and increased drought reduce plant productivity but increase het-
erotrophic respiration. In an extreme case, this process leads to a severe dieback of trop-
ical forest, which further increases the carbon loss from the biosphere (Cramer et al.
2001). Temperate and high-latitude regions often increase carbon stocks in response to
simulated climate change (Cao and Woodward 1998; White et al. 2000; Berthelot et
al. 2002). The patterns of ecosystem response to climate change, shown in one recent
study, project that tropical forest expands (Joos et al. 2001). Boreal trees, however, are
partly replaced by temperate trees and grasses because of the warm winters and hot sum-
mers. This pattern may reflect a difference in climate forcing, with increased soil mois-
ture in the tropics. Ocean studies generally show that the effect of climate change on
ocean circulation and sea surface temperature tends to reduce the global ocean carbon
uptake because stratification of the upper ocean increases as circulation slows (Maier-
Reimer et al. 1996; Sarmiento and Le Quéré 1996; Sarmiento et al. 1998; Joos et al.
1999; Matear and Hirst 1999; Friedlingstein et al. 2001).

These studies were extremely important because they highlighted the potential for
positive feedbacks from the coupling between the climate system and the carbon cycle.
Reduced carbon uptake for both land and ocean should, with realistic coupling, trans-
late into a higher atmospheric CO, concentration.

Two recent studies demonstrate the importance of this feedback using fully coupled
climate—carbon cycle models. The Hadley (Cox et al. 2000) and IPSL (Dufresne et al.
2002) groups used Ocean-Atmosphere General Circulation Models (OAGCMs) to
calculate future climate changes in response to an Intergovernmental Panel on Climate
Change (IPCC) scenario of CO, emissions. Atmospheric CO, was calculated as the dif-
ference between the imposed emissions and the land and ocean carbon uptake, which
was a function of the changing climate.
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Figure 10.2. Cumulative carbon budgets for the IPSL (top) and Hadley (bottom) coupled
simulations. All numbers are differences from the preindustrial steady state. For the Hadley
model, atmospheric CO, is higher and the land sink is much smaller, becoming a source
after 2080. For the IPSL model, ocean uptake is much larger.

Both models simulated a positive climate-carbon feedback. The Hadley model feed-
back was much stronger than from the IPSL. Without climate impacts on the carbon
cycle, both models simulate an atmospheric CO, concentration of 700 ppm. With the
climate impact, the Hadley model reaches a CO, level in 2100 of 980 ppm, while the
IPSL model reaches 780 ppm (Figure 10.2). Although the sensitivity of the two models
is very different, both attribute the positive feedback to the land biosphere. Both climate
models simulate a substantial land warming associated with a general drying in the trop-
ics. This causes reduced tropical ecosystem productivity (leading in the Hadley simula-
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tions to replacement of tropical forests by savannas). In addition, the increased temper-
ature leads to accelerated loss of soil carbon from increased respiration. This effect is lim-
ited to the tropics in the IPSL results but is worldwide for the Hadley output.

In both simulations the magnitude of ocean carbon uptake is largely unaffected by
the climate change. This contrast with the previous offline studies reflects another
aspect of the coupling. In both simulations, the climate-induced increase in atmospheric
CO,, caused by reduced land carbon uptake, leads to enhanced geochemical uptake for
both land and ocean (Dufresne et al. 2002). For the ocean, this enhancement is large
enough to counterbalance the direct climate-induced reduction of the ocean sink. This
additional (negative) feedback is not accounted in offline studies. Mathematically, (1)
climate change is proportional to CO,, (2) carbon uptake is proportional to CO,, and
(3) carbon uptake is proportional to climate change, one can write:

AT, =1/(1-g*AT,, (1)

cou

AC,, - 1/(1-g*AC,, )

conu

where AT, (AC ) and AT, (AC, ) are respectively the coupled and uncoupled
changes in temperature (atmospheric CO,), and g is the gain of the climate-carbon
feedback (Friedlingstein et al. 2003). This gain is a function of the sensitivities of cli-
mate to CO,, carbon cycle to CO,, and carbon cycle to climate change. The sensitiv-
ity of the IPSL ocean carbon cycle to atmospheric CO, is much larger than that of the
Hadley model. Further, the sensitivity of the Hadley land carbon cycle to climate
change is much larger than that in the IPSL model. This latter difference explains most
of the difference between the simulations.

In summary, large uncertainties remain in the carbon cycle, especially in the coupling
of the climate and the carbon cycle. The few fully coupled studies to date reveal large
gaps in our understanding of soil carbon dynamics, large-scale vegetation dynamics, and
ocean circulation (especially in the southern oceans). Process studies based on manip-
ulative experiments and long-term monitoring of carbon cycle components are critical
for filling this gap. With our current knowledge, it seems unlikely that the future car-
bon cycle will act as a strong negative feedback on global warming.
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Socioeconomic Driving Forces of
Emissions Scenarios

Nebojsa Nakicenovic

Numerous factors, sometimes called driving forces, influence future greenhouse gas
(GHG) emissions. Both future emissions and the evolution of their underlying driving
forces (e.g., rate of technology changes, prices) are highly uncertain. This is the reason
scenarios are used to describe how the future may develop, based on a coherent and
internally consistent set of assumptions about key relationships, driving forces, and the
emissions outcomes. The emissions scenarios in the literature encompass a wide range
of different future developments that might influence GHG sources and sinks, such as
alternative structures of energy systems and land use changes (Nakicenovic et al. 2000).
Clearly, demographic and economic developments play a crucial role in determining
emissions. Another driving force, at least as important, is technological change. Other
factors are diverse, and it is not possible to devise a simple scheme that accounts for all
the factors considered and included in the scenarios. They range from human resources
such as education, institutional frameworks, and lifestyles to natural resource endow-
ments, capital vintage structures, and international trade patterns.

For this chapter, I choose a simple scheme captured by the so-called Kaya identity.
This hypothetical identity represents the main emissions driving forces as multiplica-
tive factors (Yamaji et al. 1991):

CO, = (CO,/B) x (EIGWP) X (GWPIP) X B

where E represents energy consumption, GWZP the gross world product, and P popu-
lation. Changes in CO, emissions can be described by changes in these four factors or
driving forces.

This type of identity was originally used to assess different impacts. The underlying
method of analysis is called IPAT: Impact = Population X Affluence X Technology. The
IPAT identity states that environmental impacts (e.g., emissions) are the product of the
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level of population, affluence (income per capita), and the level of technology deployed
(emissions per unit of income).

The advantage of the Kaya identity, and the IPAT approach in general, is that it is
simple and facilitates at least some standardization in the comparison and analysis of his-
torical developments and many diverse scenarios of future emissions. An important
caveat is that the driving forces that determine emissions are not independent of each
other, even though they are treated as such in the identity. In fact, in many scenarios they
explicitly depend on each other. For example, based on historical experience, scenario
builders often assume that high rates of economic growth lead to high capital turnover.
This favors more advanced and more efficient technologies, resulting in lower energy
intensities and thus lower emissions. Often a weak inverse relationship is assumed
between population and economic growth. Thus, the scenario ranges for these main
driving forces are not necessarily independent of each other. Also note that these kinds
of relationships tend to partially compensate for or offset emissions consequences of a
wide range of individual driving forces, for example, higher economic growth rates are
associated with lower population growth and lower emissions intensities.

In the following I present the historical developments and scenario ranges for each
of the factors in the Kaya identity representing the main (energy-related) emissions driv-
ing forces: population, GWD, energy consumption (total consumption and energy
intensity), and carbon emissions (total and intensity). This approach has been used
often, to review historical developments and scenarios in the literature (Ogawa 1991;
Parikh et al. 1991; Nakicenovic et al. 1993; Parikh 1994) and in particular by the Inter-
governmental Panel on Climate Change (IPCC) (Alcamo et al. 1995; Nakicenovic et
al. 2000; Morita et al. 2001). This chapter is based on the findings reported in Naki-
cenovic (1996) and Nakicenovic et al. (1998, 2000). I begin with global CO, emissions,
represented as a “dependent variable” in the Kaya identity, and then analyze the other
factors, represented as “independent variables” (main emissions scenario driving forces).
This sequence corresponds to the way the main scenario driving forces are represented
in the Kaya identity, without implying a priori any causal relationships among the driv-
ing forces themselves or between the driving forces and the resulting CO, emissions.

The scenarios in the literature cover a wide range of future GHG emissions. There
are more than 500 emissions scenarios in the literature (Nakicenovic et al. 2000). Most
of them are documented in a database (Morita and Lee 1998) that is accessible at
www-cger.nies.go.jp/cger-e/db/ipcc.html.

Carbon Dioxide Emissions

The span of CO, emissions across all scenarios in the database is indeed large, ranging
in 2100 from 10 times the current emissions all the way to negative emissions (due to
carbon sequestration and enhanced carbon sinks, which are included in some scenar-
ios). There are many possible interpretations of this large range and many good reasons
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Figure 11.1. Global carbon emissions: Historical development and scenarios. Emissions
are indexed to 1990, when actual global energy-related CO, emissions were about 6 PgC.
The figure includes 232 scenarios. Three vertical bars on the right-hand side indicate the
ranges for scenarios with emissions control such as mitigation measures (labeled
« C . . « o e
Intervention”), for scenarios that may or may not include controls (“Non-classified”),
and for those without controls (“Non-intervention”) (Morita and Lee 1998; Nakicenovic
et al. 1998, 2000).

it should be so large. Common to all of them is the high uncertainty about how the
main driving forces such as population growth, economic development, and energy pro-
duction, conversion, and end use might unfold during the next century.

Figure 11.1 shows the global, energy-related, and industrial CO, emission paths
from the database as “spaghetti” curves for the period to 2100 against the background
of the historical emissions from 1900 to 1990. Historical emissions increased continu-
ously, whereas the emissions scenarios cover a wider range of alternative developments.
Future emissions are normalized against an index on the vertical axis rather than as
absolute values, because of large differences in the values assumed for the base year,
1990. These sometimes arise from genuine differences among the scenarios (e.g., dif-
ferent data sources, definitions), different base years assumed in the analysis, or alter-
native calibrations.

Historically, gross CO, emissions have increased at an average rate of about 1.7 per-
cent per year (y'!) since 1900 (Nakicenovic 1996); if that trend continues, global emis-
sions would double during the next three to four decades and increase more than six-
fold by 2100. Many scenarios in the database describe such a development. Even by
2030, however, the range around this possible doubling of global emissions is very large.
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The highest scenarios have emissions four times the 1990 level by 2030, whereas the
lowest are barely above half the current emissions. This divergence continues so that the
highest scenarios envisage a 10-fold increase of global emissions in 2100. These high
emissions levels would no doubt lead to an alarming increase in atmospheric CO, con-
centrations and could cause significant global climate change. The median scenarios lead
to about a 3-fold emissions increase over the same time period or to about 16 PgC. This
is somewhat lower than the medians from the earlier scenarios comparisons (see
Alcamo et al. 1995). Nevertheless, the median emissions path would more than dou-
ble atmospheric concentrations of CO, to approximately 750 parts per million (ppm)
by 2100. (The current value is about 370 ppm.) The distribution of emissions, how-
ever, is asymmetric with long “tails.” The thin emissions tail that extends above the 95%
percentile (i.e., between the 6- and 10-fold increase of emissions by 2100 compared with
1990) includes only a few scenarios. A number of scenarios in the low range below the
5th percentile are consistent with stabilizing concentrations at relatively benign levels
0f 450 to 550 ppm. All scenarios that are consistent with stabilization paths reach max-
imum emissions and decline to below current emissions levels by the end of the 21st
century.

The spaghetti curves in Figure 11.1 do not include all of the global emissions paths
in the database, but are a representative sample of scenarios, selected to be discernable
as individual trajectories. It should be noted that not all emissions paths in Figure 11.1
increase monotonically; some oscillate from high rates of increase to periods of declin-
ing emissions; other paths cross each other. What is important is that, on average, there
is a strong trend toward continuous increases in emissions, with most of the scenarios
clustering between a small decrease in global emissions over the next century to more
than a 4-fold increase. It is also important to note that the distribution of scenarios is
asymmetric with long tails.

Population Projections

Population is one of the fundamental driving forces of future emissions. Consequently,
all emissions scenarios require some kind of population assumptions. Nevertheless, rel-
atively few of the underlying population projections are reported in the literature, per-
haps because they are exogenous inputs in most of the models used to formulate emis-
sions scenarios.

Three main research groups project long-term global population: United Nations
(UN 1998), World Bank (Bos and Vu 1994), and the International Institute for
Applied Systems Analysis (IIASA) (Lutz et al. 1997). The so-called central, or median,
population projections lead to less than a doubling of current global population to some
10 billion people by 2100 compared with 6 billion in 2000. In recent years the central
population projections for the year 2100 have declined somewhat. The latest long-term
UN (2002) medium-low and medium-high projections show a range of 5.2 to 16.2 bil-
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Figure 11.2. Global population projections: Historical development and scenarios.
The figure includes 59 scenarios (Durand 1967; Demeny 1990; Morita and Lee 1998;
Nakicenovic et al. 1998, 2000).

lion people by 2100, with the medium scenario at 9.5 billion. The IIASA central esti-
mate for 2100 is also 8.4 billion, with 95 percent of projections above 7.3 and below
12 billion (Lutz et al. 2001).

Figure 11.2 contrasts the global population projections across the scenarios in the lit-
erature with the historical trend. The long-term historical population growth rate has
averaged about 1 percent y'! during the past two centuries and at about 1.3 percent y!
since 1900. Currently, the world’s population is increasing at about 2 percent y™'. The
global population projections envision a slowing population growth in the future. The
most recent doubling of the world population took approximately 40 years. Even the
highest population projections in Figure 11.2 require 70 years or more for the next dou-
bling, while roughly half of the scenarios are well below these levels during the 21* cen-
tury. The lowest average population growth across all projections is 0.1 percent per year,
the highest is 1.2 percent per year, and median is about 0.7 percent per year.

Of the 428 scenarios documented in the database (Morita and Lee 1998), only 59
report their underlying population projections. The range is from more than 6 to about
19 billion in 2100, with the central or median estimates in the range of 10 billion. Thus,
the population assumptions in the emissions scenarios appear to be broadly consistent
with the recent population projections, with the caveat that only a few underlying pro-
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jections have been reported in the literature. The population projections across the emis-
sion scenarios are not evenly distributed across the whole range. Instead, they are
grouped into three clusters. The middle cluster is representative of the central projec-
tions, with the range of about 9 billion to fewer than 12 billion people by 2100. The
other two clusters mark the highest and the lowest population projections available in
the literature with about 6 billion on the low end and between 14 and 19 billion at the
high end.

Despite the large range of future global populations across alternative projections, the
variation by 2100, compared with the base year, is the smallest of all scenario-driving
forces considered in this comparison. Compared with 1990 global population, the
proportional increase varies from less than one to less than four.

Gross World Product (GWDP)

Economic development is a fundamental prerequisite for achieving an increase in liv-
ing standards. It is thus not surprising that the assumptions about economic develop-
ment are also among the most important determinants of emissions levels in the sce-
narios. At the same time, the prospects for economic growth are among the most
uncertain determinants of future emissions. This uncertainty is reflected in the very wide
range of economic development paths assumed in the scenarios. Figure 11.3 shows the
future increase in GWP compared with the historical experience since 1950 (measured
at market exchange rates).

The historical GWP growth rate has been about 4 percent y! since 1950. In the sce-
narios the average growth rates to 2100 range from 1.1 percent y! to 3.2 percent y’!,
with the median value of 2.3 percent y'!. This translates into a GWP in 2100 that varies
from 3.5 to more than 32 times the 1990 GWP. The 1990 and 2000 GWP were about
US$20 trillion and US$35 trillion, respectively. These translate into a range of about
US$70 to more than US$640 trillion (in 1990 dollars) by 2100. The full range of GWP
development includes a few noticeable outliers, while the rest of the scenarios are
grouped much more closely, compressing the range to a proportional increase of about
7 to 17 times compared to 1990.

Gross World Product per Capita

The scenarios in the literature portray a weak, slightly negative relationship between
population and economic growth. Scenarios that lead to very high GWP are generally
associated with central to low population projections, while high population projections
do not lead to the highest GWP scenarios. This important tendency tends to lead to
higher development in scenarios with completion of the population transition during
the 21st century. Scenarios with continuous population growth tend to lag in economic
development, magnifying current poverty and deprivation in the world. At the same
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Figure 11.3. Global economic development measured by gross world product (GWP)
measured at market exchange rates: Historical development and scenarios. The figure
includes 167 scenarios. Because of the relatively large differences in the base-year GWP
across scenarios, the GWP paths are plotted as an index and spliced to historical data in
1990 (United Nations 1993a, b; Morita and Lee 1998; Nakicenovic et al. 2000).

time, this tendency “compresses” the range of economic development, because scenar-
ios with high population tend to have lower per capita economic development, and ones
with low population tend to have higher per capita GWT.

Figure 11.4 illustrates some of the relationships between population and GWP in the
scenarios. It compares only 39 scenarios, because the information about population
assumptions is available for only a few scenarios. In most of them, a global population
transition is achieved during the next century and stabilization occurs at a population
between 10 and 12 billion people. Generally, this is associated with relatively high lev-
els of economic development, in the range from US$200 to US$500 trillion (in 1990
dollars).

Scenarios on the lower end of this scale are collectively labeled the “mid-range clus-
ter.” One example (IS92f) leads to 18 billion people by 2100 with comparatively low
economic growth. The two highest scenarios are labeled as the “extra-high-growth” cases.
On the other side of the scale are two scenarios with low population projections (about
6 billion people by 2100). They are representing the “great transitions” scenarios,

because they lead to relatively high economic growth with low global populations!.
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Figure 11.4. GWP and population growth: Historical development and scenarios. The

figure includes 39 scenarios. Some of the scenarios are identified by name (Nakicenovic et
al. 1998, 2000).

Recently, demographers have given a lot of attention to such low population scenarios,
because they are consistent with continuous declines in fertility rates across the world.

Primary Energy Requirements

Primary energy requirements are another of the fundamental determinants of GHG
emissions. Clearly, high primary energy levels tend to result in high GHG emissions.
More important for emissions, however, is the structure of energy systems. High car-
bon intensities of energy—namely high shares of fossil energy sources, especially
coal—lead to scenarios with very high carbon emissions. Here, the primary energy paths
of different scenarios and energy carbon intensity are treated in turn.

Figure 11.5 shows the primary energy consumption paths across the scenarios, plus
the historical development since 1900. Because of relatively large differences in the base-
year values, the primary energy consumption paths are plotted as an index and spliced
to the historical data in 1990. In 1990 primary energy was about 360 exajoules (EJ). It
was about 400 EJ (10 petagrams [Pg] oilequiv_) in 2000.

On average, global primary energy consumption has increased at more than 2 per-
cent y'! (fossil energy alone has risen at almost 3 percent y!) since 1900. In the sce-
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Figure 11.5. Global primary energy requirements: Historical development and scenarios.
The figure includes 153 scenarios. Because of the relatively large differences in the base-
year primary energy requirements across scenarios, the primary energy paths are plotted as
an index and spliced to historical data in 1990 (Morita and Lee 1998; Nakicenovic et al.
1998).

narios, the average growth rates to 2100 range from 0.1 percent y'! to 2.4 percent y’!,
with a median value of 1.3 percent y'!.

The full range includes a few noticeable outliers (Figure 11.5), especially some sce-
narios without emissions control (non-control) or mitigation measures, which fall
toward the high end of energy consumption levels. The rest of the scenarios are grouped
more closely, compressing the range to a factor increase of about one to eight times com-
pared with 2000.

Primary Energy Intensities

Most of the scenarios in the literature portray a clear relationship between primary
energy and GWP. In all scenarios, economic growth outpaces the increase in primary
energy requirements, leading to substantial reductions in energy intensities (the ratio of
primary energy requirements to GWP). This tendency across scenarios is the cumula-
tive result of technological and structural changes. Individual technologies improve or
are replaced by new ones—inefficient technologies are retired in favor of more efficient
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Figure 11.6. Primary energy intensity versus GDP per capita measured at market
exchange rates: Regional historical developments for USA, North America (NAM), Latin
America and Caribbean (LAM), Western Europe (WEU), Eastern Europe (EEU), former
Soviet Union (FSU), Middle East and North Africa (MEA), Sub-Saharan Africa (AFR),
centrally planned Asia and China (CPA), South Asia (SAS), other Pacific Asia (PAS), and
Pacific OECD (PAO). Future global developments of energy intensities across scenarios
are shown as a range (IEA 1993; World Bank 1993; Morita and Lee 1998; Nakicenovic
et al. 1998).

ones. Also, the structure of the energy system and patterns of energy services change.
All of these factors tend to reduce the aggregate amount of primary energy needed per
unit of GWP. All other things being equal, the more rapid is the economic growth, the
higher is the turnover of capital, and the greater is the resulting decline in energy inten-
sity. These long-term relationships between energy and economic development are
reflected in the majority of scenarios and are consistent with historical experience across
a range of alternative development paths in different countries.

Figure 11.6 shows the historical relationship since 1970 between energy intensity and
gross domestic product (GDP) per capita for the major world regions. This shorter-term
historical record of development is contrasted with the experience of the United States
since 1800. In all cases economic development is associated with a reduction in energy
intensity; the levels of energy intensities in developing countries today are generally com-
parable to that of the now industrialized countries when they had the same per capita
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Figure 11.7. Global decarbonization of primary energy: Historical development and
scenarios. The carbon intensities of the scenarios are shown as indexes spliced into the

base year 1990 (Nakicenovic 1996; Morita and Lee 1998).

GDP. The historical experiences illustrate that different countries and regions can fol-
low different development paths with some persistent differences in energy intensities,
even at similar levels of per capita GDP.

Global energy intensities diverge across scenarios in the literature. They are contained
within a “cone” that opens from the base year 1990, into the future (Figure 11.6). The
cone delineates alternative developments across scenarios, with the same general rela-
tionship that higher levels of economic development are associated with lower energy
intensities. This pattern clearly illustrates the persistent inverse relationship between eco-
nomic development and energy intensity, across the wide range of scenarios with
numerous other differences.

Decarbonization of Primary Energy

Decarbonization denotes the declining average carbon intensity of primary energy over
time. Although the decarbonization of the world’s energy system is comparatively slow
(0.3 percent y!) (Figure 11.7), the trend has persisted throughout the past two centuries
(Nakicenovic 1996). The overall tendency toward lower carbon intensities is due to the
continuous replacement of energy sources with high carbon content, such as coal, by
those with low carbon content, such as natural gas; intensities are, however, currently
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increasing in some developing regions. The carbon intensity at the global level has
decreased by a third since 1900. This decline is primarily associated with the replace-
ment of coal, which was the dominant energy source at the beginning of the 20th cen-
tury and accounted for almost 60 percent of all primary energy during the 1920s. Oil
and natural gas substituted for coal during the 20th century. Zero-carbon sources such
as hydropower and nuclear energy had a much less important role in reducing carbon
intensities, because their shares in total global primary energy were relatively small.

The median of all the scenarios indicates the continuation of the historical trend,
with a decarbonization rate of about 0.4 percent y'!. At this rate, the global carbon
intensity would decline by some 40 percent by the end of the 21st century.

All of the scenarios below the median would lead to higher rates of decarbonization.
The highest rates (up to 3.3 percent y!) occur in scenarios that envision a complete
transition in the energy system away from carbon-intensive fossil fuels. Generally, these
are scenarios that describe more sustainable development paths with lower energy
intensities as well as significant contributions of renewables. Some of the scenarios in
this low range include large shares of nuclear energy and significant decarbonization of
fossil energy sources through carbon sequestration and disposal. In such scenarios, car-
bon is removed from fossil energy sources, primarily natural gas and coal, either pre- or
postcombustion, and stored over geological timescales. The most promising storage
options are depleted oil and gas fields and deep aquifers, while deep ocean storage pos-
sibilities continue to be highly controversial (Brewer, Chapter 27, this volume).

The scenarios that are most intensive in use of fossil fuels lead to practically no reduc-
tion in carbon intensity. Some of the scenarios above the median actually anticipate sig-
nificant increases in carbon intensity, particularly over the next few decades. They
include cases where developing countries rich in domestic coal resources, including India
and China, as well as other now more developed countries, such as the United States,
remain on or return to carbon-intensive development paths. Coal technologies are
assumed to improve in these scenarios, leading to much cleaner and less environmen-
tally intrusive development paths, but with extremely high GHG emissions.

Figure 11.8 illustrates the relationships between energy intensities of GWP and car-
bon intensities of energy across the scenarios in the literature. Scenarios that unfold hor-
izontally are pure decarbonization cases with little structural change in the economy;
scenarios that unfold vertically indicate reduction of energy intensity of economic
activities, with little change in the energy system. Most scenarios stay away from these
extremes and develop a fan-shaped pattern—marked by both decarbonization and
declining energy intensity (Figure 11.8).

The fan-shaped graph illustrates the wide range in the policies and structures of the
global energy systems among scenarios. For example, even the scenarios that achieve
high levels of decarbonization can take alternative development paths. In some, decar-
bonization is achieved largely through energy-efficiency improvements, while in others,
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Figure 11.8. Global decarbonization and decline of energy intensity (1990—2100). Both
intensities are shown on logarithmic scales. The starting point is the base year 1990,
normalized to an index (1990 = 100) for both intensities. Some of the scenarios are
identified by name (Morita and Lee 1998; Nakicenovic et al. 1998).

decarbonization is mainly the result of lower carbon intensity, due to vigorous substi-
tution of fossil energy sources.
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The Carbon Cycle of the Oceans
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Natural Processes Regulating
the Ocean Uptake of CO,

Corinne Le Quéré and Nicolas Metzl

Natural CO, Fluxes

The oceans hold 50 times more carbon than the atmosphere. The large carbon content
of the ocean results from carbon chemistry. When CO, dissolves in the ocean, it reacts
with water and carbonate (CO32‘) to form bicarbonate (HCOy") ions according to the
following equilibrium reaction:

CO, + H,0 + CO,* ¢> 2HCO; (1)

The sum of CO,, HCOy, and CO32’ is called dissolved inorganic carbon (DIC).
Ninety-one percent of DIC is in the form of HCOy, 8 percent in CO,*, and 1 per-
cent in CO,. Only CO, can exchange with the atmosphere.

At large scale, it is now well established that the ocean takes up CO, mostly in tem-
perate and high latitudes, whereas the ocean outgases CO, generally in the tropics (thick
full line, Figure 12.1). The air-sea CO, flux distribution is controlled by CO, solubil-
ity and by biological and physical processes.

CO, is more soluble in cold than in warm water. When water is heated, CO, is out-
gassed to the atmosphere. This process occurs mostly in equatorial regions, where
upwelling brings cold water from the deep ocean into contact with the atmosphere
(dashed line, Figure 12.1). Conversely, the solubility effect creates CO, uptake at mid-
latitudes, where currents transport warm surface waters from the low latitudes. Most of
the intermediate and deep waters of the ocean were last in contact with the atmosphere
at high latitudes. Thus, CO, at depth has equilibrated with the atmosphere at cold tem-
peratures, which creates a concentration of carbon 5 percent higher atdepth than at the
surface (Murnane et al. 1999). This process is called the solubility pump.

Marine plankton take up carbon and nutrients. When they die or excrete detritus, the
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Figure 12.1. Sea-air CO, flux by latitude band (PgC degree™ y!). Negative values
indicate a flux from the atmosphere to the ocean. The total CO, flux was estimated

by Takahashi et al. (2002) based on ocean pCO, observations. The contribution of

the biological export production was estimated using SeaWiFS chlorophyll observations
averaged over 1997-2001, Behrenfeld and Falkowski’s (1997) primary production, and
Laws et al.’s (2000) ef-ratio. The contribution of the heat flux was estimated using NCEP
heat fluxes averaged over 1985-1995 with the formulation of Murnane et al. (1999). The
biology and heat contributions were smoothed with a 5° running mean corresponding

to the grid used by Takahashi et al. (2002). Contributions from the biology and heat flux
assume an infinite gas exchange. The residual flux is estimated from the total minus the
biological and heat contributions. It represents ocean transport and anthropogenic uptake
as well as the error associated with the other estimates.

dead tissues either remain in the water as dissolved organic carbon (DOC), which is trans-
ported by currents, oraggregate into particulate organic carbon (POC), which sinks and
entrains carbon as it falls (dotted line, Figure 12.1). DOC and POC are remineralized
back to DIC by living organisms and ultraviolet degradation. Sinking POC and DOC
create a flux of carbon from the surface to the deep ocean, where it is isolated from the
atmosphere for decades to centuries. The one-way flux of carbon from surface to depth
is called export production. Deepwaters, rich in carbon, are transported back to the sur-
face by physical processes (currents and mixing). The entire cycle of carbon consisting
of export production balanced by physical transport is called the biological pump.
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Some plankton species grow shells of calcium carbonate (CaCO,), which alter the
carbon chemistry of surface waters. When CaCOj shells sink to the deep ocean, the sur-
face concentration of CO,* decreases, which drives the equilibrium reaction in equa-
tion 1 toward the left and releases CO,, thus having the opposite effect on CO, from
the biological pump. This is called the biological counterpump (or carbonate pump).
Only about 10 percent of the export production, however, is associated with CaCO,
production, and the overall effect of the two biological pumps is to increase the con-
centration of carbon atdepth by 10 percent compared with the surface ocean (Murnane
etal. 1999).

Plankton growth is limited by the availability of light, nutrients, and by grazing.
Unlike the case for terrestrial plants, high CO, does not enhance plankton growth,
because carbon is already abundant in the ocean. Nutrients are abundant in the inter-
mediate and deep ocean, but they are depleted over most of the ocean surface, where
growth takes place. The Southern Ocean and the North and Equatorial Pacific Oceans,
however, have high nutrients but low biological productivity. They are called high-nutri-
ent, low-chlorophyll (HNLC) regions. Their low productivity is generally explained by
the low availability of iron (Bakker, Chapter 26, this volume). Iron is needed by phy-
toplankton for chlorophyll synthesis and nitrate reduction. The absence of iron thus
limits productivity. Inssitu experiments in HNLC regions have shown that fertilizing the
ocean with iron can enhance marine productivity. The actual impact on export pro-
duction and the persistence of the potential CO, sink, however, are uncertain (Bakker,

Chapter 26).

Variability

The partial pressure of CO, in seawater (pCO,) and CO, fluxes vary regionally and
globally when sea surface temperature (SST), biological export production, or ocean cir-
culation varies. Thanks to numerous oceanographic cruises conducted since the1960s,
the seasonal variations are now relatively well established at regional and global scales
(see a synthesis in Takahashi et al. 2002). Figure 12.2 presents an example of in situ
observations made in the South Indian Ocean in January and August 2000. The large
seasonal variations of pCO, are mostly controlled by temperature in the subtropics, but
by biological production and winter mixing at high latitudes (<50°S), leading to oppo-
site seasonality in these two regions.

Interannual variability of pCO, and air-sea CO, fluxes is not so well known at the
global scale. A one-degree warming causes a 4 percent increase in ocean pCQO,. Year-to-
year variations in global SST measured by satellite are on the order of +0.25°C, poten-
tially driving CO, fluxes of +0.8 PgC y™!. Climate models forced by different scenarios
predict that surface temperature will warm by 1.4° to 5.8°C in the next century, thus
reducing the uptake capacity of the ocean.

Changes in biological export production translate almost directly into changes in
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Figure 12.2. Meridional distribution of ocean fCO, measured in January 2000 (solid
line) and August 2000 (dashed line) in the southwestern Indian Ocean (OISO cruises).
fCO, is the pCO, corrected for the non-ideal behavior of CO, as a gas. The seasonal
amplitude of fC02 in the Southern Ocean, south of the Polar Front (50°S), is not as high
as in the subtropics and frontal zone but is large enough to move from a summer CO,
sink to a winter CO, source (Metzl et al. 2001). These data highlight the meso-scale
variability (highs and lows on 1- to 10-km scale) in the frontal zone (40—45°S) when
primary production is enhanced during austral summer.

CO, fluxes. Year-to-year changes in global export production computed from satellite
data (Figure 12.1) are on the order of +0.4 PgC y!. It is difficult to say how biological
export production will change in the future. Recent studies have highlighted extreme
regime shifts in marine ecosystems, showing either decadal variations (Chavez et al.
2003) or trends (Beaugrand et al. 2002). We cannot yet estimate the impact of such
ecosystem shifts on CO, fluxes. For this we would need to understand and quantify the
impact of different plankton functional types on CO, and to estimate the response of
these types under different climatic conditions. Research is very active in this area. Karl
et al. (1999) showed that ocean stratification favors the presence of phytoplankton
types that can fix atmospheric nitrogen but that lead to low export production. Riebe-
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sell et al. (2000) showed that the acidification of the ocean from elevated CO, concen-
tration hinders the formation of CaCOj shells by phytoplankton, which has two
effects: it alters carbon chemistry and increases surface CO, uptake, but reduces the
export capacity of POC because CaCO, shells are associated with high export produc-
tion (Klaasand Archer 2002). These effects have begun to be included in global carbon
models (Bopp et al. 2001; Boyd and Doney 2002), but there is a long way to go before
it is possible to rely on such model results.

The impact of changes in ocean circulation is also very difficult to estimate, because
of the lack of large-scale observations. We rely mostly on ocean models to estimate this
term. Much of the mixing in the ocean occurs on space scales of 1 meter (m) to 10 kilo-
meters (km), one order of magnitude smaller than the resolution of current global car-
bon models. Upwelling is driven by wind divergence. Winds can now be measured from
satellites, but the uncertainties in the estimates and in the upwelling produced by mod-
els are large. Coastal upwelling is also poorly resolved in global models. Ice melting
induces ocean stratification and would also have impacts on the CO, flux. All these
effects can be estimated with current ocean models, but the reliability of these estimates
is debatable. Heat content observations show that models can reproduce trends in
observed climate but not its natural variability (Levitus et al. 2001; Bopp etal. 2002).

The impact of changes in circulation on CO, fluxes depends on the timescale of
interest. For interannual variability, a reduction in the rate of exposure of intermediate
waters, either from stratification or reduced upwelling, would cause a CO, flux anom-
aly from the atmosphere to the ocean, because intermediate waters are richer in DIC
than surface waters. Over longer timescales, we must consider the impact of changes in
circulation on anthropogenic CO, as well. Anthropogenic CO, uptake would be
reduced if the ocean stratifies, opposite to the effect for natural DIC. The net effect
depends on the size and duration of the changes and can be estimated most reliably with
a model (for model estimates, see Greenblatt and Sarmiento, Chapter 13, this volume).

Anthropogenic CO, Fluxes in a Steady State Ocean

When atmospheric CO, increases, it is absorbed by the oceans at a rate that depends
on the rate of increase of atmospheric CO,, compared with the rate of ocean mixing.
It takes only about one year for the surface ocean to equilibrate with the atmosphere,
but it takes a few years to a few centuries to mix the surface ocean with intermediate
and deepwaters. As a result, the storage of anthropogenic carbon in the ocean currently
reaches only ~15 percent of its potential maximum (Figure 12.3). The oceans have the
potential to absorb 70—85 percent of the anthropogenic CO,, but this will take several
centuries after the emissions occur (Archer et al. 1997).

The fraction of atmospheric CO, that can be absorbed by the ocean diminishes with
high CO,. As more anthropogenic CO, dissolves in the ocean, less COaz' is available
to form HCOj;" (equation 1). Thus more CO, stays in its soluble gas form, which can
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Figure 12.3. Global mean current inventory (solid line) and potential maximum (dashed
line) of anthropogenic carbon for an atmospheric CO, concentration of 368 ppm. The
difference between the two curves is caused by the long mixing time of the ocean. The
current storage is calculated using an average of anthropogenic DIC estimates around the
globe. Horizontal lines represent one standard deviation. The analysis of observations was
provided by R. M. Key based on data referenced in Sabine et al. (1999, 2002) and Lee et

al. (2003).

exchange with the atmosphere. This effect is large and easily predictable (Greenblatt and
Sarmiento, Chapter 13).

The global uptake of carbon by the oceans can be estimated using several inde-
pendent methods: atmospheric measurements of CO,, augmented with §°C, O,/N,,
or the spatial distribution of atmospheric CO; direct measurements of ocean carbon,
surface 813C, or related tracers in the ocean; inversion of ocean tracers; and global
ocean models. Recent estimates of uptake range between 1.5 and 2.8 PgC y! for 1980—
2000, representing one-quarter to one-half of the annual fossil-fuel emissions (Table
12.1). For the entire industrial period until 1994, the total uptake of carbon is estimated
to be 111 + 13 PgC, based on observations (Lee et al. 2003), or about one-quarter of
the total anthropogenic emissions (fossil fuel plus land use; House et al. 2002). Model
results are in the range of the observations.

Although the results cited are all coherent with one another and converge toward a
value of 1.9 PgC y! for 1980—2000 (Prentice etal. 2001), the uncertainty in the mean
value is still £0.7 PgC y™!. The method based on atmospheric CO, and O,/N,, devel-
oped in the 1990s, offered promise for reducing this uncertainty. This method assumes,



Table 12.1. Estimates of mean ocean CO, uptake (PgC y'!) from various
methods and recent time periods (based on Prentice et al. 2001, Table 3.4,
with additional studies)

Time period and study Method Uptake

1970-1990

Quay et al. (1992) Ocean 3C inventory 2.1+0.8

Heimann and Maier-Reimer (1996) Ocean 3C inventory 2.1+0.9

1980—1989

Prentice et al. (2001) Atmospheric CO, and O,/N, 1.9+ 0.6

Bopp et al. (2002); Le Quéré et al. (2003)  Atmospheric CO, and O,/N,?* 1.8 +0.8

Plattner et al. (2002) Atmospheric CO, and O,/N,* 1.7+ 0.6

Battle et al. (1996) O,/N, in Antarctic firn iceb 1.8+ 1.0

Orr et al. (2001) Model intercomparison 1.85 £ 0.35

McNeil et al. (2003) Ocean CFC inventory 1.6 £0.4

1985-1995

Gruber and Keeling (2001) Ocean !3C inventory 1.5+0.9

1990—-1996

Bopp et al. (2002) Atmospheric CO, and O,/N,* 2.3 +0.7

1994

Based on Lee et al. (2003) © Ocean anthropogenic CO, 1.9t02.4

inventory

1995

Takahashi et al. (2002)4 Surface ocean pCO, 2.8+1.5

19901999

Prentice et al. (2001) Atmospheric CO,and O,/N, 1.7+ 0.5

Le Quéré et al. (2003) Atmospheric CO, and O,/N,* 1.9 +0.7

Keeling and Garcia (2002)¢ Atmospheric CO, and O,/N,* 1.9 0.6

Plattner et al. (2002) Atmospheric CO, and O,/N,* 2.4+ 0.6

Ciais et al. (1995); Tans et al. (1989); Atmospheric CO, and d13Ch 1.8
Trolier et al. (1996)

Keeling and Piper (2000) Atmospheric CO, and §'°C 2.4

McNeil et al. (2003) Ocean CFC inventory 2.0+0.4

Gas fluxes corrected for variations in ocean O, content (see text for an explanation of the different
estimates).

bCalculations updated by Prentice et al. (2001) based on the cited references.
Assumes ocean and atmospheric CO, increases follow similar curves.

d Corrected by +0.6 PgC y! to account for land-ocean river flux.
€1990-2000.
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however, that the ocean O, flux is zero over several years, which would not be the case
if the oceans were getting warmer. Budgets based on O, must be corrected to account
for ocean O, fluxes. We can estimate this correction by assuming that O, and heat fluxes
are proportional and using heat flux estimates. Keeling and Garcia (2002) estimated a
proportionality factor of 4.9 nanomoles per joule (nmol/]), from geochemical obser-
vations, whereas Bopp et al. (2002) and Plactner et al. (2002) estimated values higher
by ~20 percent from model results. The ocean heat content was directly estimated
based on millions of temperature profiles for 1950—1996 (Levitus et al. 2000). For the
1980s, the ocean heat content decreased by 0.13 x 1022 J y'!; for 1990-1996, it
increased by 1.0 x 1022 J y'!. The compilation of heat content measurements has not
been made beyond 1996.

Corrections to the carbon budget for the 1990s depend a lot on the assumed
changes in heat content for 1996-2000. Combining temperature and sea surface
height observations, Le Quéré et al. (2003) estimated that the ocean heat content
increased by 0.55 X 10?2 ] y'!, on average, over the 1990s. For comparison, Plattner et
al. (2002) assumed that the rate of 1.24 x10%?2 J y! observed during 1990—-1995 was
maintained throughout the 1990s, whereas Keeling and Garcia (2002) used a rate of 0.6
X 10?2 ] y'!, based on model results including anthropogenic forcing but no natural vari-
ability. Bopp et al. (2002) did their budget only through 1996. The ocean CO, sink
based on O,/N, corrected with observational-based heat content is 1.8 + 0.8 and 1.9 +
0.7 PgC y! for the 1980s and 1990s, respectively (Le Quéré et al. 2003).

It is much more difficult to estimate the regional fluxes of CO, than the global
uptake (Colorplate 9 from Gloor et al. 2003). Atmospheric CO, measurements have
small east-west gradients, which translate into large uncertainties in regional flux esti-
mates from atmospheric inversions. Measurements of ocean pCO, have large uncer-
tainties associated with the paucity of measurements relative to the regional and tem-
poral variability, and the estimated fluxes, with our inability to accurately quantify gas
exchange. Ocean inversions avoid uncertainties due to gas exchange but have uncer-
tainties associated with their estimated ocean transport and data fields. Ocean inversions
estimate regional CO, flux from measurements of DIC, O, alkalinity, and nutrients.
Ocean models generally agree globally with one another but show differences in
regional uptake by up to 100 percent of the mean flux (Orr et al. 2001). In spite of these
uncertainties, all the methods show an outgassing of CO, in the tropics and an uptake
at mid and high latitudes (Colorplate 9), consistent with our understanding of the
underlying processes (Figure 12.1). The largest disagreement between the various esti-
mates is in the Southern Ocean, where observations are sparser (Colorplate 9).

Uncertainties and Future Research Needs

Since the first report of the Intergovernmental Panel on Climate Change in 1990, sci-
entists’ confidence in an ocean uptake of ~2 PgC y'! has increased tremendously. Early
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estimates, based on model results only, are now supported by a wide range of observa-
tions. The accuracy of this estimate, however, is hard to constrain. Estimates based on
atmospheric measurements are hampered by the need to accurately quantify processes
neglected so far (i.e., variations in land 813C fractionation, ocean O,/N, outgassing);
estimates based on ocean measurements, by the large spatial and temporal sampling fre-
quency required; and ocean inversions and models, by the need to accurately quantify
vertical transport and mixing processes in the ocean. On the other hand, it is possible
to greatly reduce the uncertainty in regional flux estimates and in the global trend. Bet-
ter constraints on regional ocean fluxes could substantially improve atmospheric inver-
sions. The Southern Ocean is the worst-constrained region. The ocean south of 46°S
covers 16 percent of the world oceans and ventilates about half of the deep ocean
waters. Regional measurements suggest that this region is a sink of up to 1 PgC y!
(Takahashi et al. 2002), but atmospheric inversions see a sink of only 0.4 PgC y'!
(Gurney et al. 2002). The discrepancies between the two methods may be due to the
absence of local measurements during winter (Metzl etal. 1999, 2001; Figure 12.2), but
this remains to be shown at the scale of the entire basin. The future response of South-
ern Ocean CO, uptake is one of the largest sources of uncertainty for predictions of
future atmospheric CO, (Friedlingstein, Chapter 10, this volume).

Most of the uncertainties cited here apply to the mean state only. The difference
between the 1980s and the 1990s appears to be more robust than the mean estimate for
either decade (Le Quéré et al. 2003). Monitoring stations (HOT, BATS) (Winn et al.
1999; Bates et al. 2002) and repeated surveys (Inoue et al. 1995; Feely et al. 2002) have
measured changes in CO, or DIC over the past decades thanks to the highly instru-
mental precisions and DIC standards (Dickson 2001). To understand and predict these
trends, it is important to untangle variations in the processes that drive them, especially
trends in ocean circulation and mixing, which have already been shown to affect DIC
(Bates et al. 2002). For this we need large-scale monitoring of changes in ocean circu-
lation and mixing and their effect on ocean biogeochemistry. The launching of drifting
ARGO floats in the ocean will provide outstanding continuous measurements of tem-
perature and salinity over the ocean. The attachment of O, sensors to these floats would
provide extremely valuable information on changes in ocean biogeochemistry.

Scientists’ understanding of the interactions between marine biology, biogeochem-
istry, and physics needs improvement. This inadequacy is best illustrated by the fact that
we cannot explain what caused the variations of 80 parts per million (ppm) in atmos-
pheric CO, during glaciations, although it is certain that the cause lies in ocean bio-
geochemistry (Joos and Prentice, Chapter 7, this volume). This problem must be tack-
led with well-validated ocean biogeochemistry models. Yet current models barely take
into account ecosystem dynamics and the role of different plankton functional types.
Gaps in experts’ understanding of vertical mixing hinder development of models of
whole biogeochemical cycles. Examination of observed interannual to decadal variations
of the surface and intermediate carbon cycle is also an important task for detecting and
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understanding trends or shifts and for verifying how present models are able to repro-
duce those variations. This examination can be achieved only if long-term time-series
stations, surface underway measurements, and basin-scale sections are maintained for
both dynamics and biogeochemistry in different ocean sectors and if data delivery and
synthesis of observations occur at an international level. Until such models can be
shown to reproduce glacial-interglacial variations in atmospheric CO, and modern
trends in biogeochemistry, our confidence in CO, flux predictions will be limited.
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Variability and Climate Feedback
Mechanisms in Ocean Uptake of CO,

Jeffery B. Greenblatt and Jorge L. Sarmiento

The major sinks of anthropogenic CO, are the oceans and terrestrial biosphere, which
absorbed half the 6.3 + 0.4 petagrams of carbon per year (PgC y!) emitted by fossil-fuel
burning in the 1990s (Prentice et al. 2001). Because of the enormous size of these sinks,
it is important to understand not only their mean size, but also their variations. Interan-
nual variability appears to be significant for both the ocean and terrestrial sinks, though
different methods currently yield conflicting results. In addition, global climate change
resulting from emissions of CO, can induce changes in the sizes of the ocean and terres-
trial sinks. Those changes may have already begun, as evidenced by ocean temperature
increases (Levitus et al. 2000), and changes in ocean carbon uptake (Prentice et al. 2001).
Based on deep oceanic chlorofluorocarbon (CFC) and radiocarbon (8'“C) measurements,
Broecker et al. (1999) suggest that ocean circulation may have changed in the past century,
and time-series measurements of atmospheric and oceanic CO, concentrations point to
changes already taking place in the ocean’s buffering chemistry (Sarmiento et al. 1995).

This chapter focuses on anthropogenic changes to the ocean carbon cycle, while Le
Quéré and Metzl (Chapter 12) discuss natural processes regulating ocean CO, uptake,
and Foley and Ramankutty (Chapter 14) treat the terrestrial carbon cycle. We begin
with the current understanding of uptake variability, then explore the effects of climate
change on the rates of CO, uptake, including long-term changes in uptake due to
changing ocean chemistry. We also consider the potential effects of large-scale changes
in ocean circulation, such as a collapse of the thermohaline circulation in the North
Atlantic Ocean. We end with a discussion of future research needs.

Variability in Ocean Uptake

There is considerable disagreement concerning the magnitude of interannual variabil-
ity in ocean CO, uptake (Table 13.1). Studies that calculate uptake from ocean mod-
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Table 13.1. Estimates of global ocean CO, uptake variability

Study Time period ~ Method or model Variability

Ocean models

Winguth et al. (1994) 1981-1987 LSG-HAMOCC3 +0.3*

Le Quéré et al. (2000) 1979-1997 OPA8-HAMOCC3 0.4

Le Quéré et al. (2002) 1979-1999 OPAS-HAMOCC3 +0.5

Ocean observations

Lee et al. (1998) 1982-1995 SST-pCO, regression +0.2°

Loukos et al. (2000) 1982-1994 SST-8§S-pCO, regression +0.2b

Gruber et al. (2002) 1984-2002 Box model driven by surface +0.3¢
ocean 8'3C, DIC and SST

Bates (2002) 1982-1992 Calculated gas transfer using +0.9
storm data from GTECCA

Atmospheric observations

Francey et al. (1995) 1982-1992 Atmospheric CO, and §'°C +1.92

Keeling et al. (1995) 1978-1994 Atmospheric CO, and §'°C +2.0%

Joos et al. (1999b) 1980-1996 Atmospheric CO, and §'°C +1.0

Rayner et al. (1999) 1980-1995 Inversion of atmospheric CO,, +1.0
8'3Cand O,/N,

Bousquet et al. (2000) 1980-1998 Inversion of atmospheric CO, +1.3

Baker (2001) 1981-1996 Inversion of atmospheric CO, +0.7

Note: The measure of variability is peak-to-peak amplitude (PgC y™!), and not standard deviation,
which is sometimes used.

*Annual average as reported in Le Quéré (2000).
bFor equatorial Pacific Ocean (10°N—-10°S and 170°W-96°"W) only.

Extrapolated from two sites near Bermuda to the entire North Adantic Ocean; mean uptake of the
North Atlantic is 0.7 + 0.1 PgC y!.

els or from ocean observations report globally averaged interannual variability of up to
+0.5 PgC y!. Studies that calculate ocean uptake from atmospheric observations, how-
ever, show significantly higher interannual variability, on the order of +1 PgC y! or
larger. This latter level of variability corresponds to +50 percent or more of the long-term
mean uptake of CO, (-2 PgC y!). While our understanding of the mechanisms
responsible for interannual variability in CO, uptake is incomplete, Le Quéré and
Metzl (Chapter 12, this volume) summarize what is known.

Differences among the ocean- and atmosphere-based studies are significant, but
there are areas of agreement. Most studies show larger variability in the terrestrial bios-
phere than in the oceans (Joos et al. 1999b; Rayner et al. 1999; Battle et al. 2000 [O,-
based analysis]; Bousquet et al. 2000; Keeling and Piper 2000; Baker 2001; Manning
2001), such that the variability in atmospheric CO, accumulation (Figure 13.1) is dom-
inated by the terrestrial component. There is also a strong correlation between uptake
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Figure 13.1. Accumulation of CO, in the atmosphere (light gray) and fossil-fuel
emissions (dark gray). Uptake by ocean and terrestrial sinks is indicated by the difference
in areas. El Nifio years are indicated by vertical arrows. Note the large interannual
variability in atmospheric accumulation, and hence in the total terrestrial plus ocean
uptake (from Sarmiento and Gruber 2002).

and the El Nifio—Southern Oscillation (ENSO) in most studies, with high oceanic
uptake predominantly during the warm (El Nifio) phase attributed to reduced
upwelling of deep, CO,-rich equatorial Pacific waters. The atmospheric growth rate also
appears largest during the warm phase, implying reduced terrestrial uptake. A recent
study by Russell and Wallace (2003), however, suggests that the oceans do play a role
in the enhanced atmospheric growth rate through mechanisms that earlier studies
missed.

Some studies that compare ocean- and atmosphere-based variability estimates find
agreement among methods for some ocean regions. Bousquet et al. (2000) inverted
atmospheric CO, data to obtain temporally and regionally resolved oceanic and terres-
trial fluxes. In the equatorial region (20°S—20°N) and the Southern Ocean (50°5—90°S),
where fluxes were relatively large, the inversion results agreed favorably with results of the
ocean model of Le Quéré et al. (2000), as well as with ocean observations (Wong et al.
1993; Feely et al. 1997, 1999; Bousquet et al. 2000) (Figure 13.2). Outside these two
regions, however, the inversion obtained much larger variability (0.4 Pg C y!) than the
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Figure 13.2. Anomalous sea-air fluxes of CO, in the equatorial Pacific (20°S-20°N)
from the inversion study of Bousquet et al. (2000) (solid line; gray band indicates range
of values obtained from sensitivity study), model results of Le Quéré et al. (2000) (dashed
line), and oceanic observations from Wong et al. (1993), Feely et al. (1997, 1999), and
Bousquet et al. (2000) (squares; vertical bars indicate uncertainties). Thick arrows indicate
strong El Nifio events characterized by minima in the Southern Oscillation index; thin
arrows indicate weak El Nifio conditions. Reprinted (abstracted/excerpted) with
permission from Bousquet et al. (2000). ©2000 AASS.

ocean-based studies (+0.1 Pg C y'!). For the global scale, Le Quéré et al. (2003) report
significant interannual differences in global fluxes among inversion (Bousquet et al.
2000), ocean model (Le Quéré et al. 2000), and atmospheric synthesis (Francey et al.
2001; Keeling et al. 2001; Langenfelds et al. 2002) results (Heimann et al., Chapter 8,
this volume, Colorplate 7, left center panel).

Shortcomings of the atmospheric inversion technique, such as an inability to cleanly
separate ocean and terrestrial signals, may contribute to the large ocean variability such
studies report. Also problematic is the exclusion of highly productive continental mar-
gins due to limited model resolution. These regions may be highly variable (Bousquet
et al. 2000) and contribute large fluxes (Tsunogai et al. 1999). Strong restoring to cli-
matological observations in semidiagnostic ocean biogeochemistry models (Le Quéré
et al. 2000, 2002) may also dampen interannual variability in carbon uptake.

Gruber et al. (2002) analyzed long-term ocean observations from the Bermuda
Atlantic Time Series and calculated significant interannual variability in CO, uptake.
This result was then extrapolated over the North Atlantic, yielding an uptake variabil-
ity of +0.3 PgC y!, nearly 50 percent of the mean North Atlantic Ocean uptake (0.7
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+ 0.1 PgC y!), a similar ratio to that from global inversion models. While extrapola-
tion from one site to the entire ocean basin may be optimistic, the result highlights the
need for model improvements to simulate the full range of observed conditions that
affect CO, uptake. Along similar lines, Bates (2002) estimated the influence on CO,
uptake of tropical and extra-tropical storms. In these storms, which mainly occur in
regions of large air-sea CO, disequilibrium, strong winds increase air-sea gas exchange.
Bates (2002) obtained total interannual variability of 0.9 PgC y™!, and claimed that
current ocean-based studies neglect storm effects. This study used the cubic gas
exchange relationship of Wanninkhof and McGillis (1999), however, which produced
significantly higher uptake than the more established quadratic relationship (Wan-
ninkhof 1992). Further work is needed to firmly establish the significance of tropical
and extra-tropical storms in CO, uptake variability.

Effects of future climate change on variability are not well characterized. There is
some evidence that El Nifio may be increasing and will continue to do so as climate
changes (Trenberth and Hoar 1996; Timmermann et al. 1999). Moreover, the mean cli-
mate may shift toward an El Nifio-like state, punctuated by strong La Nifia episodes
with stronger interannual variability in equatorial sea surface temperatures (SSTs)
(Timmermann et al. 1999). Although there is ample evidence for increased ocean
uptake in El Nifio years, estimating the effects of these large changes on interannual vari-

ability in CO, uptake is difficult.

Climate Feedbacks on Ocean Uptake

As the oceans warm, changes projected due to increased radiative forcing and warmer
atmospheric temperatures will include three main effects: changes in CO, solubility,
changes in surface ocean stratification, and changes in marine biological productivity.
Although there are some significant differences between existing models in the magni-
tude of the projected changes, all show decreased uptake due to changes in CO, solu-
bility and surface ocean stratification and increased uptake due to changes in biologi-
cal productivity. Overall, the net effect of increasing radiative forcing is a decrease in
oceanic CO, uptake.

Carbon dioxide solubility is a strong function of surface ocean temperature, and
increasing ocean temperatures (Levitus et al. 2000) are resulting in a decrease in CO,
solubility and consequently less uptake. The magnitude of this term is fairly consistent
across different models employing a variety of CO, emissions scenarios, resulting in
cumulative changes in anthropogenic uptake of between —48 and —68 PgC (-9.4 per-
cent to —14.0 percent) by 2065 or 2100 (Table 13.2).

Global warming also leads to increased surface ocean stratification, due to rising SSTs
and increased precipitation at high latitudes, which results from an intensified hydro-
logical cycle. This increased stratification decreases vertical exchange over all areas of the
ocean, but particularly in the Southern Ocean and the North Atlantic. The decrease in



Table 13.2. Cumulative ocean uptake of CO, (PgC) due to different climate-induced feedback effects

Climate  Solubility ~ Stratification Biological Net

Study Scenario and years baseline effect effect effect effect
Sarmiento and Le Quéré (1996) 1% CO, y! for 100 years 554 —52 -117 +111 -58
(-9.4%) (-21.1%) (+20.0%) (=10.5%)
Sarmiento et al. (1998) 1S92a-like, 1765-2065 401 -56 —68 +108 -16
(-14.0%) (=17.0%) (+26.9%) (—4.0%)
Matear and Hirst (1999) 1592a, 1850-2100 376 —48 —41 +33 -56
(-12.8%) (-10.9%) (+8.8%) (-14.9%)
Joos et al. (1999a) WRE550, 1765-2100 530 —68 -15 +33 -50
(-12.8%) (-2.8%) (+6.2%) (-9.4%)
Plattner et al. (2001) WRE1000, 1765-2100 612 -58 27 +36 —48
(-9.5%) (—4.4%) (+5.9%)  (-7.8%)

Note: “Climate baseline” refers to a simulation with anthropogenic CO, emissions but preindustrial ocean temperatures and circulation. “Effects” refer to
uptake changes for various climate feedbacks and are expressed relative to the climate baseline. The “net effect” is the uptake change when all climate
feedbacks are present (i.e., full climate change simulation).
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vertical exchange is responsible for a decreased CO, uptake, because there is a reduced
downward transport of surface water, which is enriched in CO, from the atmosphere,
as well as reduced upward transport of deepwater deficient in anthropogenic CO,
(Sarmiento et al. 1998; Sarmiento and Hughes 1999).

Models disagree over the magnitude of the stratification contribution. For example,
Matear and Hirst (1999) obtained —41 PgC (~10.9 percent) during the period 1850—
2100, whereas Sarmiento and Le Quéré (1996) obtained —117 PgC (-21.1 percent)
during their 100-year simulation. While the time spans and emissions scenarios of the
two studies differed, they produced similar net effects on CO, uptake, differing by only
2 PgC (Table 13.2). According to Matear and Hirst (1999), the large difference in strat-
ification feedback in their study was caused by including the Gent et al. (1995) eddy
parameterization in their model, which greatly increased Southern Ocean stratification
in the absence of climate change and hence reduced the change in CO, uptake when
stratification increased due to anthropogenic forcing. Joos et al. (1999a) and Plattner
et al. (2001), by contrast, used simplified ocean models and obtained stratification
effects that were smaller than those from Matear and Hirst (1999) (Table 13.2). The
sensitivity of overall ocean uptake to Southern Ocean stratification is underscored by
Friedlingstein et al. (2003), who found a factor of two difference in overall uptake
between the models in their study (Cox et al. 2000; Dufresne et al. 2002), due mostly
to differences in Southern Ocean convection. The Southern Ocean’s role as a carbon
sink is currently not very well understood and is an area of active research (Sabine et al.
1999; Caldeira and Duffy 2000; Matear et al. 2000; Orr et al. 2001).

Stratification also causes changes in marine biological productivity, which lead to
indirect changes in CO, uptake. Decreased vertical exchange resulting from stratifica-
tion reduces the supply to the surface of dissolved inorganic carbon (DIC) and nutri-
ents such as nitrogen and phosphorus. This reduction in supply may result in a more
efficient drawdown of DIC and surface nutrients by the biological pump and increased
uptake of CO, from the atmosphere. The decreased supply of nutrients may also, how-
ever, lower biological productivity in areas where it is nutrient limited, and some mod-
elers find that a decrease in surface alkalinity due to the decreased overturning reduces
the buffering capacity of surface waters, reducing CO, uptake (Sarmiento and Le
Quéré 1996; Joos et al. 1999a). In general, however, the decrease in supply of DIC to
the surface is the predominating effect, resulting in a net increase in CO, uptake due
to marine biology.

As Table 13.2 illustrates, studies disagree over the magnitude of the change in uptake
due to biological productivity changes. These differences are based in part on what
appears to be a strong coupling between stratification and the impact of the biological
pump on the air-sea CO, distribution. As stratification increases, the biological pump
tends to strip nutrients out of the surface more efficiently and thus reduce CO, to lower
levels. This effect tends to compensate the slowdown in anthropogenic carbon uptake
that occurs due to increased stratification. For instance, Sarmiento and Le Quéré
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(1996) obtained a stratification effect of —117 PgC (-21.1 percent) and a biological
effect of +111 PgC (+20.0 percent), whereas Matear and Hirst (1999) obtained much
lower values for both effects, —41 Pg C (-10.9 percent) due to stratification and +33 Pg
C (+8.8 percent) due to biology. Models do differ, however, in their assumptions about
how biology will respond to nutrient availability. The studies by Sarmiento and Le
Quéré (1996) and Sarmiento et al. (1998) assumed constant biological productivity, but
the models of Matear and Hirst (1999), Joos et al. (1999a), and Plattner et al. (2001)
were dependent on surface phosphate concentrations and other physical variables, so it
is too early to draw hard conclusions about this.

The complexity of the marine ecosystem and our lack of a detailed understanding
of many of the governing processes preclude definitive model projections for the sig-
nificant changes expected to take place in the upper ocean by the late 21st century. As
a result, most modelers have focused on sensitivity studies, which provide information
about the importance of different mechanisms in controlling ocean CO, uptake. For
example, Sarmiento et al. (1998) explored a number of biological parameterizations,
including a low-uptake “constant phosphate” limit, and a high-uptake “super-biotic”
limit where surface phosphate is completely consumed. The cumulative difference in
carbon uptake from the atmosphere between 1990 and 2065 was —70 PgC (-24.2 per-
cent) for the constant phosphate case, and +120 PgC (+41.5 percent) for the super-
biotic case (Table 13.3). Joos et al. (1999a) also considered several cases, including a low
uptake limit where the marine ecosystem composition shifts mainly toward CaCO; pro-
duction (the “no-biota-DIC feedback” case). Cumulative uptake changes from 1765 to
2100 ranged from —32 PgC (—6.0 percent) for a constant productivity baseline to —97
PgC (-18.3 percent) for the no-biota-DIC feedback case. Plattner et al. (2001)
improved upon the Joos et al. (1999a) study in several ways, but results were similar.
Although some of the cases explored in these studies represent extreme conditions that
would probably never be realized in nature, they illustrate the large sensitivity of uptake
to different assumptions about biological mechanisms.

In summary, differences between model simulations of changes in carbon uptake are
due primarily to differences in the parameterizations of vertical exchange and the bio-
logical carbon cycle. Further refinement in the understanding of ocean biology and the
ability to model it, particularly responses of the marine biological system to significant
changes in oceanic stratification and regional nutrient availability, is required before
agreement can be reached on future changes in ocean uptake of CO,.

Long-Term Fate of Ocean Uptake

Carbon dioxide uptake is greatly enhanced by the buffering reaction with surface
CO,%, but because the reaction consumes CO,*, the absorptive capacity of the ocean
diminishes as more CO, is dissolved (Le Quéré and Metzl, Chapter 12). Simulations
by Archer et al. (1997, 1998) project that for cumulative anthropogenic emissions of



Table 13.3. Biological effects on cumulative ocean
uptake of CO, (PgC)

Cumulative ocean

Scenario uptake of CO, (PgC)

Sarmiento et al. (1998),
1892a-like, 1990—2065

Climate baseline 289

Super-biotic +120 (+41.5%)
Standard (constant productivity) =27 (-9.3%)
Constant phosphate 70 (-24.2%)

Joos et al. (1999a),
WRES50, 1765-2100

Climate baseline 530

Constant productivity 32 (=6.0%)
Standard (prognostic) 50  (-9.5%)
No biota feedback —-83 (~15.6%)
No biota-DIC feedback -97 (-18.3%)

Plattner et al. (2001),
WRE1000, 1765-2100

Climate baseline 612

Constant productivity =31 (-5.1%)
No CaCO, feedback -34  (-5.6%)
Standard (prognostic) —48  (=7.9%)
No biota feedback -84 (-13.8%)
No OM feedback -98 (-16.1%)

Note: “Climate baseline” refers to a simulation with anthropogenic

CO, emissions but preindustrial ocean temperatures and circulation.
“Standard” refers to uptake changes relative to the climate baseline for
the full climate change simulation using the default biological model
(indicated in parentheses). “Constant productivity” indicates fixed pro-
duction, whereas “Prognostic” indicates production is determined from
surface nutrient concentrations. “Super-biotic” indicates total surface
phosphate consumption. “Constant phosphate” indicates that surface
phosphate is forced to remain constant. “No biota-DIC feedback” refers
to removing the changes in surface DIC concentration due to surface
nutrient changes, whereas “No biota feedback” refers to removing the
changes due to surface alkalinity as well. “No CaCOj feedback” indicates
that changes in alkalinity due to the CaCOj cycle are removed. “No OM
feedback” indicates that the organic matter contribution to alkalinity is
removed.
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Figure 13.3. Marginal airborne fraction vs. CO, release. Results are for 5,000-year
integrations, where the ocean-atmosphere system has reached equilibrium. Note that

the effects of neither the terrestrial biosphere nor ocean sediments were included in these
simulations (unpublished work by the authors, 2003).

~3000 PgC (a low estimate of total fossil fuel reserves; see Nakicenovic et al. 1996; Mar-
land et al. 2000), deep Pacific CO,* concentrations are reduced by nearly 50 percent
after 1,500 years, and the ocean is able to remove 19 percent less CO, from the atmos-
phere than the preindustrial ocean.

The long-term effectiveness of the ocean buffering system against additions of CO,
can be described by the marginal airborne fraction (AF), which is defined as the fraction
of a pulse of CO, added to the ocean that remains in the atmosphere after the ocean
reaches equilibrium. An increase in the AF indicates a decrease in the ocean’s buffering
capacity. Figure 13.3 depicts changes to the AF over a wide range of CO, releases that
we have calculated using a simplified ocean model with full carbon chemistry. Negative
releases correspond to an ice age condition (—3,500 PgC or 180 ppm atmospheric CO,),
whereas large positive releases would be achievable if methane hydrates were exploited
(Harvey and Huang 1995). Note that the AE equal to 16 percent for the preindustrial
ocean, plateaus near 70 percent above ~15,000 PgC, indicating near-total depletion of
CO,*, with ocean carbon accumulating primarily as dissolved CO.,.
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Sea-floor CaCOj, sediments provide additional neutralization of CO,. Whereas
Archer etal. (1997, 1998) suggest that sediment dissolution is slow, taking many thou-
sands of years to exert an appreciable effect on atmospheric CO,, recent observations
in the Pacific and Indian Oceans indicate that dissolution of CaCOj rain may be tak-
ing place in areas where the saturation depth is shallow enough for anthropogenic CO,
to reach (~1,000 m) (Feely et al. 2002; Sabine et al. 2002). Elevated levels of CO, may
decrease calcification rates by lowering the CaCOj saturation state of surface waters
(Iglesias-Rodriguez et al. 2002), which in turn may indirectly affect CO, levels by
changing the organic to inorganic carbon export ratio or the ballasting of sinking par-
ticulate carbon (Armstrong et al. 2002). Changes in climate may also shift the distri-
bution of marine calcifiers, which could impact the CaCO, budget and the ocean car-
bon cycle as a whole (Iglesias-Rodriguez et al. 2002). The magnitudes of these effects
are still very uncertain, however, and further research is needed. Sediments are ultimately
responsible for absorbing an additional 17 percent of anthropogenic CO, in the 3000
PgC release case, resulting in a total ocean uptake of 92 percent and a final atmospheric
concentration of 425 ppm (Archer et al. 1998). Regeneration of sediments via river dis-
charge requires more than 40,000 years for full recovery.

Surprises

There exists the possibility of large, abrupt changes to the climate system, which may
have significant impacts on the ocean carbon cycle. Some possible phenomena are the
collapse of grounded ice sheets such as the West Antarctic Ice Sheet (Oppenheimer
1998; Church et al. 2001), the catastrophic release of methane from methane hydrates
in ocean sediments (Harvey and Huang 1995), regime shifts in marine ecosystems
resulting in changes in CO, uptake (Chavez et al. 2003), and the collapse of the North
Atlantic thermohaline circulation (THC) (Manabe and Stouffer 1993).

Regime shifts in marine ecosystems observed during the past century encompass
multidecadal, basinwide changes in temperature, thermocline depth, ecosystem struc-
ture, and CO, uptake. It is not currently understood, however, how the confluence of
processes modulates ocean CO, uptake or whether these roughly 50-year oscillations are
driven by natural or anthropogenic forcings (Chavez et al. 2003). Therefore, it is diffi-
cult to assess the role of ecosystem regime change under future climate change condi-
tions. Among the other effects mentioned, only THC collapse has an appreciable like-
lihood during the 21st century. Therefore, we will restrict discussion in this section to
that phenomenon.

The effect of a THC collapse on the ocean carbon cycle could be a large decrease in
uptake, due to the breakdown of large-scale surface-to-deepwater transport (Sarmiento
and Le Quéré 1996). Plattner et al. (2001) found that cumulative CO, uptake through
2500 is reduced by 16 percent for an emissions scenario that stabilizes at 550 ppm
(WRE550), but the reduction jumps to 27 percent for a scenario (WRE1000) where
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the North Atlantic Deep Water formation collapses after 2100. The main contributor
to this change in reduction is the circulation component, which is 2 percent in the
WRES550 scenario and 21 percent in the WRE1000 scenario. An earlier study by Joos
et al. (1999a) obtained similar results. As discussed, however, these studies both used
simplified ocean models that obtained larger stratification effects than other studies,
such as Matear and Hirst (1999). The paleoclimatic role of the THC in modulating
atmospheric CO, is discussed by Joos and Prentice (Chapter 7).

In the early 1990s, Manabe and Stouffer demonstrated a long-term (> 500 years)
reduction (>85 percent) of the THC maximum overturning under a 4 X CO, growth
scenario (Manabe and Stouffer 1993, 1994; Dixon et al. 1999). Similar results have been
obtained by a number of independent studies, using different models and a variety of
atmospheric CO, growth trajectories (Table 13.4). Reductions in overturning vary
over a wide range, from ~90 percent to as low as ~25 percent. In addition to the final
level of atmospheric CO,, the rate of atmospheric increase is also important in pro-
ducing a THC collapse (Stocker and Schmittner 1997; Schmittner and Stocker 1999).
Long-time integrations (> 1000 years) of CO, stabilization scenarios with simplified
models (Fanning and Weaver 1996; Weaver et al. 1998; Wiebe and Weaver 2000;
Ganopolski et al. 2001) show that the THC weakening is generally followed by full
recovery over several hundred years (Cubasch et al. 2001), though there are some stud-
ies where the THC remains collapsed during a multi-thousand-year integration
(Stocker et al. 1992; Manabe and Stouffer 1999).

Several studies, however, obtained essentially no reduction in overturning (Latif et
al. 2000; Gent 2001; Sun and Bleck 2001). All these studies account for their result by
showing that temperature increases are balanced by net salinization of North Atlantic
waters, maintaining a density structure close to that of the preindustrial ocean. Gent
(2001) and Sun and Bleck (2001) argue that the net salinization in their models is due
to increased evaporation and reduced sea-ice melting in the North Atantic. On the
other hand, Latif et al. (2000) simulate strongly increased precipitation in the central
equatorial Pacific, which is associated with reduced precipitation and warming over the
Amazon rainforest and, therefore, reduced freshwater flux from the Amazon River
basin into the tropical Atlantic. This result was also obtained by Cox et al. (2000), who
employed a different coupled climate model. Understanding the relative roles of fresh-
water and heat is central to accurately modeling future changes in the THC, but two
studies that specifically investigated these two factors obtained contradictory results
(Dixon et al. 1999; Mikolajewicz and Voss 2000). Further investigations will be needed
to fully elucidate the complex interactions involved.

Future Research Needs

We have identified a number of important issues that remain to be resolved: (1) the
disparity between estimates of ocean uptake variability obtained via ocean versus



Table 13.4. Studies of THC slowdown under global warming scenarios listed in order by the percentage

reduction
Pertur-

Study Model Scenario Baseline  bation — Year Reduction

Stocker and Schmittner (1997) Three-basin box model CO, + 1% y! -24 -2 ~220 ~90%
to 750 ppm (99 yrs)

Stocker and Schmittner (1997) Three-basin box model CO, +2% y! ~24 -2 ~-180 ~90%
to 650 ppm (42.5 yrs)

Joos et al. (1999a) 2D ocean model WRE1000 ~24 -2 ~2200 AD  ~90%

Manabe and Stouffer (1994) GFDL R15 CO, + 1% yl 16—-19 ~2.5 ~250 ~85%
to 4 x CO, (140 yrs)

Manabe and Stouffer (1994) GFDL R15 CO, + 1% y! 16-19 -8 ~150 ~50%
to 2 X CO, (70 yrs)

Stocker and Schmittner (1997) Three-basin box model CO, +0.5% y! ~24 ~13 ~230 ~45%
to 750 ppm (198 yrs)

Mikolajewicz and Voss (2000) MPI ECHAM3/LSG IPCC scenario A 27-30  -~16 150 ~45%
to 4 x CO, (120 yrs)

Joos et al. (1999a) 2D ocean model WRES550 -24 -15 ~2100 AD -40%

Bi et al. (2001) CSIRO IPCC 1S92a ~20 ~13 ~2100 AD  ~35%
t0 3 x CO, (2082)

Stocker and Schmittner (1997) Three-basin box model CO, + 1% y! ~24 ~16 ~100 ~35%
to 2 x CO, (70 yrs)

Wood et al. (1999); Thorpe HadCM3 IPCC 1S892a ~23 ~17 2100 AD  -25%

etal. (2001

Latif et al. (2000) MPI ECHAM4/OPYC IPCC 1S92a -23 ~23 2100 AD ~0%

Sun and Bleck (2001) GISS S12000/HYCOM CO2 +1% y‘1 -23 ~23 200 ~0%
to 2 X CO, (70 yrs)

Gent (2001) NCAR CSM IPCC SRES A1l ~29 ~-30 2100 AD ~0%

Note: “Baseline” refers to maximum overturning (Sv) in experiment with preindustrial CO, levels; “perturbation” refers to maximum overturning (Sv) for
the CO, emissions scenario in the year of maximum THC slowdown. “Year” refers to time of maximum extent of THC slowdown
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atmosphere-based analyses; (2) the large possible contribution of the ocean thermoha-
line circulation to oceanic uptake and our poor understanding of how this will respond
to global warming; and (3) the large potential impact of biological changes on the
oceanic carbon sink. Addressing all of these will require improved ocean circulation and
climate models, as well as more accurate and longer-term oceanic and atmospheric
observations of relevant tracers such as those of the carbon system, oxygen, and carbon
isotopes. An issue that we have not discussed in this chapter, and which may play a sig-
nificant role, is the possibility that changes in ocean biology might lead to modifications
in the stoichiometric ratio of carbon to nutrients in organic matter or CaCO; to
organic matter, or other shifts in material exported from the surface of the ocean that
could have a significant impact on the ocean carbon sink (e.g., Boyd and Doney 2002).
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A Primer on the Terrestrial Carbon
Cycle: What We Don’t Know But
Should

Jonathan A. Foley and Navin Ramankutty

The terrestrial biosphere is an integral component of the global carbon cycle. Carbon
is brought into the terrestrial biosphere through photosynthesis, and it is released back
to the atmosphere through plant respiration, microbial respiration (or “decomposition”),
fires, and some human land use practices. At times when photosynthesis exceeds the
sum of plant respiration, microbial respiration, fires, and land use releases, there is a net
sink of carbon from the atmosphere into ecosystems. When photosynthesis is less than
the sum of the other terms, there is a net source from ecosystems to the atmosphere.

On seasonal timescales, the gain and loss of carbon in terrestrial ecosystems is evi-
dent from subtle changes in atmospheric CO, concentrations—the seasonal “wiggles”
in the Mauna Loa curve are a famous example of this phenomenon. But it is on longer
timescales, from decades to centuries, that the carbon cycle of the terrestrial biosphere
can significantly affect the CO, levels in the atmosphere and become important to the
climate system. On these longer timescales, the amount of carbon stored in the terres-
trial biosphere is the result of the balance between net primary productivity (NPP, the
net accumulation of carbon through photosynthesis minus plant respiration over a
year) and carbon losses through decomposition, land use, fires, and other disturbances
(Figure 14.1).

The scientific community currently believes that the terrestrial biosphere has been
acting, on average, as a net sink of atmospheric carbon. In fact, terrestrial ecosystems
appear to be absorbing a significant fraction of anthropogenic CO, emissions (from fos-
sil-fuel combustion and, to a lesser extent, cement production) during the past few
decades—thereby keeping atmospheric CO, levels lower than they would otherwise be.
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Figure 14.1. Relationships between terrestrial, oceanic, and atmospheric carbon pools.
Adapted from Foley et al. (2003).

The terrestrial biosphere, in effect, has been “subsidizing” part of our fossil-fuel emis-
sions—keeping a significant part of these CO, emissions out of the atmosphere.

Some basic numbers illustrate the point. During the decade of the 1990s, human
activities were releasing roughly 6 petagrams of carbon per year (PgC y!) from fossil-
fuel combustion and cement production (Prentice et al. 2001). During the same time
period, humans may have been releasing another 1-2 PgC y! through land use prac-
tices, primarily tropical deforestation (Houghton 2000). Taken together, these fossil-fuel
and land use carbon emissions should lead to a 7—8 Pg increase in the carbon content
of the atmosphere every year. Observations of atmospheric CO, levels, however, show
that only about half of this anthropogenic carbon is accumulating in the atmosphere—
the so-called airborne fraction. The other half of the anthropogenic carbon emissions
is, for the time being, apparently absorbed in the oceans and terrestrial biosphere
(Bousquet et al. 2000; Prentice et al. 2001; Schimel et al. 2001).

Recent analyses have attempted to determine the fate of anthropogenic CO, emis-
sions in the atmosphere, oceans, and terrestrial biosphere. There is now overwhelming
evidence to suggest that the oceans and terrestrial biosphere together absorb nearly 2 to



14. A Primer on the Terrestrial Carbon Cycle | 281

Table 14.1. Estimates of global budget of anthropogenic carbon emissions,
as reported by the IPCC third assessment report (Prentice et al. 2001)

Indicator 1980s 1990s

Measured increase in atmospheric CO, levels 33+0.1 32=x0.1
Anthropogenic emissions from fossil fuels and cement production 5.4 £0.3 6.4+ 0.4
Net ocean-atmosphere flux of carbon -19+£0.6 -1.7£0.5
Net land-atmosphere flux of carbon (including all sources -02+0.7 -1.4+0.7

from the land, such as tropical deforestation, as well as

all land-based carbon sinks)

Note: Units are in PgC (101g of carbon) per year.

3 billion tons of anthropogenic carbon emissions per year—and we can begin to esti-
mate the approximate breakdown between oceanic and terrestrial uptake. For example,
in the third assessment report of the Intergovernmental Panel on Climate Change
(IPCC), Prentice et al. reported that the terrestrial biosphere absorbed roughly 1.4 PgC
y'! (or about 22 percent of the anthropogenic emissions) during the 1990s and nearly
0.2 PgC y!(or about 4 percent of the anthropogenic emissions) in the 1980s (Prentice
et al. 2001; Table 14.1).

But how certain are these estimates? Even if we can roughly estimate the uptake of
CO, by terrestrial ecosystems and the oceans, we do not know how these will change
in the future. And as humans continue to pump more and more CO, into the atmos-
phere, we need to remember that the terrestrial biosphere may not always continue to
absorb such a large share of our emissions. What if the terrestrial biosphere stopped
absorbing so much of our emissions? Or what if the terrestrial biosphere started to
release carbon dioxide instead of absorbing it? To address these questions, we need to
understand what controls the uptake of carbon in the terrestrial biosphere.

How Well Can We Estimate the Size of the Terrestrial Sources
and Sinks?

In the IPCC third assessment report, Prentice et al. reported estimates of the net uptake
of anthropogenic carbon emissions by the terrestrial biosphere: These estimates include
the balance of all terrestrial carbon sources (from deforestation and other land use
practices) and all terrestrial carbon sinks (the so-called residual terrestrial sink or miss-
ing sink).

The estimates of net terrestrial carbon uptake show considerable changes in the past
two decades: from —0.2 (x0.7) PgC y'! during the 1980s to —1.4 (0.7) PgC y! during
the 1990s (with a negative sign indicating a sink, or carbon uptake on land; Prentice et
al. 2001). These figures were largely estimated using two factors: (1) overall constraints
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on the global carbon budget (by subtracting the measured atmospheric increase from the
total anthropogenic emissions, which are both thought to be reliable estimates, to give
the combined uptake of the oceans and terrestrial biosphere); and (2) the breakdown of
oceanic versus terrestrial carbon uptake as indicated through simultaneous measure-
ments of CO, and O, in the atmosphere, measurements of 813C in the atmosphere, and
the results of ocean carbon cycle models (see Appendix 14.1). Le Quéré et al. (2003)
recently updated the Prentice et al. estimates of oceanic and terrestrial carbon sinks and
produce new figures for the net terrestrial carbon uptake during the 1980s (0.3 + 0.9
PgCy!) and the 1990s (-1.2 + 0.8 PgC y!).

To determine why there are such large differences in net terrestrial uptake between
the 1980s and 1990s and how this may change in the future, we must break down this
net uptake value into the different sources and sinks of atmospheric carbon within ter-
restrial ecosystems.

Estimating the Size of Terrestrial Carbon Sources

Land use practices, such as tropical deforestation and continued agricultural production
in temperate latitudes, may lead to the loss of carbon from ecosystems. In particular,
slash-and-burn agricultural practices in the tropics (where primary forests are cleared to
make way for pastures and croplands) may lead to a substantial source of carbon to the
atmosphere.

In a series of keystone papers, Houghton and his colleagues estimated the changes
in terrestrial carbon balance associated with historical patterns of land use and land cover
change (Houghton et al. 1983; Houghton 1999, 2003). These estimates are based on
national land use inventories (using historical data collected for each region, including
agricultural census records reported to the United Nations Food and Agriculture Orga-
nization [FAO]) and a simple “bookkeeping” model of ecosystem carbon cycling. In
Houghton’s bookkeeping model, changes in land use and land cover drive changes in
terrestrial carbon storage through a series of heuristic rules about how ecosystem car-
bon pools (including vegetation and soil) respond to land use practices. Furthermore,
the carbon removed from terrestrial ecosystems (e.g., wood products, agricultural prod-
ucts) is tracked and allowed to decompose or oxidize back to the atmosphere on
timescales ranging from 1 to 100 years.

Houghton’s estimates of carbon emissions from land use and land cover change have
been used extensively in global budgets of anthropogenic carbon. For the 1980s
Houghton estimated that land use and land cover change released roughly 2.0 PgC y!
into the atmosphere (Houghton 1999). This result implies that there is a large sink of
carbon in the terrestrial biosphere in order to make the net land-atmosphere flux balance
out to only —0.2 PgC y!. Accounting for Houghton’s land use emissions estimates
implies that there was a “residual” terrestrial sink of nearly —2.2 PgC y! during the 1980s
(see Table 14.2; Prentice et al. 2001; House et al. 2003).
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Table 14.2. Global budget of anthropogenic carbon
emissions for the 1980s, using Houghton (1999) land

use emissions estimates

1980s carbon fluxes Houghton budget
Atmospheric increase 3.3
Anthropogenic emissions 5.4
Net ocean-atmosphere flux -1.9
Net land-atmosphere flux -0.2
Modeled land use emissions 2.0
Implied residual terrestrial sink 22

Note: Units are in PgC (10'5g of carbon) per year.

These estimates of terrestrial carbon sources (-2 PgC y'! from land use) and terres-
trial carbon sinks (2.2 PgC ! accumulating in ecosystems—the so-called missing
sink) have formed the foundation for our understanding of the global carbon cycle dur-
ing much of the past decade.

Several terms in this global carbon budget have a higher degree of certainty than oth-
ers. For example, there are several different estimates of the atmospheric increase of CO,
(-3.3 PgC y! during the 1980s) and the fossil-fuel emissions rate (-5.4 PgC y! during
the 1980s): These are probably the “best-known” terms in the global carbon budget.
Furthermore, the partitioning of the net flux of carbon into the oceans and terrestrial
biosphere is well constrained by CO,, O,, and and 8'*C measurements (seec Appendix
14.1). In addition, the uptake of carbon by the oceans has been estimated by a num-
ber of different ocean models, which generally agree with the observation-based budget
estimates (Le Quéré and Metzl, Chapter 12, this volume). As a result, the most uncer-
tain aspect of the anthropogenic global carbon budget is the breakdown of terrestrial
sources (from land use) and terrestrial sinks (the so-called residual or missing sink).

Until very recently, Houghton’s results were the only available estimates of land use
emissions. But in the past few years, a few independent estimates of this part of the car-
bon cycle have been put forward. One of these new estimates was produced by the Car-
bon Cycle Model Linkages Project (CCMLP) (McGuire et al. 2001).

CCMLP aimed to evaluate the possible mechanisms behind terrestrial carbon
sources and sinks, using a variety of new modeling tools and datasets (McGuire et al.
2001). In particular, CCMLP used four different process-based terrestrial ecosystem
models driven by a combination of historical climate, CoO,, and land use data. One of
the most novel aspects of this study was the use of the newly available historical land
use data from Ramankutty and Foley (1999), which presented estimates of the extent
of agricultural land on 2 0.5° by 0.5° gridcell (-50 km on a side) for each year from 1700
to 1992.
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Table 14.3. Comparison of global budget of anthropogenic carbon
emissions for the 1980s*

1980s carbon fluxes Houghton budget ~ CCMLP budget
Atmospheric increase 3.3 3.3
Anthropogenic emissions 5.4 5.4

Net ocean-atmosphere flux -1.9 -1.9

Net land-atmosphere flux -0.2 -0.2
Modeled land use emissions 2.0 1.0to0 1.7
Implied residual terrestrial sink =22 -1.2t0-1.9

*Using two different estimates of land use emissions—Houghton (1999) and CCMLP (see McGuire
et al. 2001; Prentice et al. 2001; House et al. 2003).

Note: It should be noted that CCMLP estimated carbon emissions of 0.6—1.0 PgC y! due to crop-
land changes alone. We scale this by 60 percent (the ratio of Houghton’s cropland emissions to total
land use emissions), to estimate a CCMLP total land use flux of 1.0—1.7 PgC y!. Units are in PgC

(10g of carbon) per year.

CCMLP exercised the model in three different ways, each considering different
combinations of drivers of terrestrial carbon dynamics: (1) CO, changes only; (2) CO,
and climate changing together; and (3) land use, CO,, and climate all changing
together. These three simulations were conducted with four different models, each
running from the mid-1800s to the early 1990s (McGuire et al. 2001).

Considering only the emissions of CO, from land use and land cover change during
the 1980s, the CCMLP results were dramatically different from Houghton’s. Houghton
(1999) estimated that land use practices released approximately 2 PgC y! during the
1980s, whereas CCMLP (using four different models) estimated a range of land use emis-
sions from 1.0 to 1.7 PgC y! (or 50 percent to 85 percent of Houghton’s estimate).

Using these two different estimates for land use emissions in the global carbon
budget, we see that there is a major difference in the two terrestrial terms. With
Houghton’s land use emissions estimate, the implied “residual” terrestrial carbon sink is
roughly 2.2 PgC y!. However, using the CCMLP estimates of land use emissions, the
implied “residual” sink ranges from 1.2 to 1.9 Pg C y'! (Table 14.3; McGuire et al.
2001; Prentice et al. 2001; House et al. 2003).

To date, there is no conclusive evidence for why the Houghton and CCMLP esti-
mates of land use emissions (and the implied residual sink of terrestrial ecosystems) are
so different. The differences could lie in the underlying land use data (for example,
Ramankutty and Foley used the cropland area estimates from the U.N. FAO database,
whereas Houghton estimated cropland changes based on other deforestation statistics)
or in the way that carbon flows through ecosystems were simulated (Houghton used a
bookkeeping model for several large regions of the world, whereas McGuire et al. used
four process-based ecosystem models on each 0.5° by 0.5° gridcell of the world). These
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two groups are currently working together to understand the differences in the two esti-
mates and how they can be reconciled in the future (e.g., House et al. 2003).

Two other recent studies (Archard et al. 2002; DeFries et al. 2002) also call into ques-
tion the original land use emissions estimates of Houghton. DeFries et al. estimated that
land use emissions were ~0.6 (£0.3-0.8) PgC y!in the 1980s (compared with
Houghton’s estimate of 2 billion tons per year), and ~0.9 (0.5-1.4) PgC y ! in the
1990s (compared with Houghton’s estimate of 2.2 billion tons per year). A similar esti-
mate was produced by Archard et al., who suggested land use emissions were 1.0 (+0.2)
PgC y ! during the 1990s. Although the CCMLD, DeFries et al., and Archard et al. esti-
mates all seem to point to significantly lower land use emissions than Houghton, it is
still unclear which estimate is the most accurate.

At this point, it is most important to recognize this: We may have constrained the
overall net flux of carbon between terrestrial ecosystems and the atmosphere (using
atmospheric measurements of CO,, O,, and 13C; see Prentice et al. 2001), but the
breakdown between terrestrial carbon sources (from land use) and terrestrial carbon
sinks is still highly uncertain—and possibly in error by a factor of two.

Estimating the Size of Terrestrial Carbon Sinks

In most early summaries of the global carbon budget, the size of the terrestrial sink was
determined by difference. That is, estimates of land use emissions (typically from
Houghton’s studies) were subtracted from the net uptake of the terrestrial biosphere
inferred from atmospheric measurements (e.g., Table 14.2, Table 14.3). That is, the ter-
restrial carbon sink was inferred from the difference of other fluxes—and was not
described explicitly. This is why it was (until recently) usually referred to as the residual
or missing sink—or the sink required to “balance the books” of the global carbon cycle.

But the CCMLP exercise simulated both terrestrial carbon sources (from land use)
and potential terrestrial carbon sinks. The CCMLP models assumed that terrestrial sinks
may have resulted from a combination of three factors: (1) ecosystem recovery land
use/land cover change; (2) the effects of increasing CO, concentrations on plant pro-
ductivity (the so-called CO, fertilization effect); and (3) the effects of recent climate
variability and climatic change on ecosystems. The CCMLP study did not, however,
include the potential effects of other ecological drivers, such as changing nitrogen dep-
osition, forest management practices, or fire disturbances.

The CCMLP exercise was based on process-based terrestrial ecosystem models.
These models use, to the extent possible, a “first principles” approach to simulating eco-
logical and biogeochemical processes. The models generally include detailed calculations
of ecosystem physiological processes (including photosynthesis, plant respiration, and
microbial respiration), as well as heuristic representations of vegetation dynamics and
disturbances. The models used in the CCMLP activity have also been tested against a

wide variety of data, including in situ measurements of carbon and water fluxes, primary
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Figure 14.2. Estimates of the terrestrial carbon balance. Here the net carbon balance of
the terrestrial biosphere (as inferred from atmospheric measurements) is presented from
Prentice et al. (2001). Estimates of land use carbon emissions from Houghton (1999) are
also reported. For comparison, recent modeling estimates of terrestrial carbon balance
(arising from combinations of CO,, climate, and land use change) are shown from the
CCMLP exercise (McGuire et al. 2001). Unit is PgC y!. Figure adapted from House et
al. (2003).

productivity, and soil moisture balance; satellite-based measurements of vegetation
cover and plant phenology; and (by linking the output the ecosystem models to atmos-
pheric transport models) measurements of seasonal atmospheric CO, concentrations
gathered across the globe. Although the models still have many deficiencies, they rep-
resent our current understanding of how terrestrial ecosystems work and how they
respond to climate, land use, and changing atmospheric chemistry.

As illustrated in Appendix 14.2, terrestrial carbon sinks can be generated through a
variety of different mechanisms: (1) those that increase ecosystem productivity; (2) those
that increase the residence time of carbon in vegetation, litter, or soil; and (3) those that
change the loss of carbon through disturbances (both natural or anthropogenic).
Although there is still a running debate on the relative importance of these different
processes, the CCMLP simulations considered the possible carbon sinks associated
with CO, fertilization (through enhancing NPP), climatic variability (through changes
in NPP and residence time of carbon), and land use/land cover change (through
changes in the average carbon residence time).

In the CCMLP results, the simulated net uptake of carbon for the 1980s was
roughly —0.3 to —1.5 billion metric tons (McGuire et al. 2001). This range of estimates
is in rough agreement (albeit on the high side) with net land-atmosphere flux estimates
derived from atmospheric measurements and ocean modeling studies (Prentice et al.
2001; House et al. 2003) —see Figure 14.2.
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Table 14.4. Breakdown of the terrestrial carbon budget
for the 1980s, based on the CCMLP simulations

CCMLP rerrestrial carbon fluxes, 1980s Flux estimates
Net land-atmosphere flux -0.3to-1.5
Source from cropland change +0.6 to +1.0
Sink from CO, fertilization -1.5t0 -3.1
Sink from climatic variability —-0.2 to +0.9

Source: See McGuire et al. 2001; Prentice et al. 2001; House et al. in press.

Note: Units are in PgC (101g of carbon) per year. Note that this reports
only the changes in carbon fluxes from cropland change, not all land use
changes.

The CCMLP results can be broken down into their individual components (Table
14.4). These results suggest that these two factors (ecosystem recovery from past land
use, and CO, fertilization) could be responsible for the “missing” terrestrial carbon sink.
Climatic variability actually appears to stimulate (on average) a net source of carbon
from terrestrial ecosystems during the 1980s. Other processes not included in the
CCMLP study—including increasing nitrogen deposition, shifting disturbances, and
changing forest practices— may also be partly responsible for the sink. Interestingly, this
“multifactor” explanation of the terrestrial carbon sink differs greatly from the expla-
nation offered during the 1970s and 1980s—that the terrestrial carbon sink resulted
only from the effects of CO, fertilization (Sabine et al., Chapter 2, this volume).

Here, it is important to remember two things. First, process-based ecosystem mod-
els are able to mimic the magnitude and timing (between the 1980s and 1990s) of the
net land-atmosphere carbon flux, assuming that carbon sources are driven by land use
and climatic variability and that carbon sinks are driven by ecosystem recovery from past
land use and CO, fertilization. Second, this does not mean that these mechanisms have
actually been “proven” to be responsible for the terrestrial carbon sink. The models are
still largely based on local- to regional-scale representations of ecological processes and
have had only limited testing against global data. Further work is needed to rigorously
test different hypothesis regarding the generation of carbon sources and sinks in the ter-
restrial biosphere.

Summary and Future Challenges

The observed increase in atmospheric CO, results from direct anthropogenic carbon
emissions and small imbalances in the natural carbon fluxes between the atmosphere,
terrestrial biosphere, and oceans (Prentice et al. 2001). Globally, it appears that the ter-
restrial biosphere is acting as a net sink of carbon (Prentice et al. 2001). But, on a region-



288 | IV.THE CARBON CYCLE OF THE LAND

by-region basis, terrestrial ecosystems may act as a net source or sink of atmospheric
CO,, depending on the place in question (e.g., Dixon et al. 1994; McGuire et al. 2001;
Prentice et al. 2001).

Terrestrial ecosystems are both a source and a sink of atmospheric carbon. On one
hand, humans are releasing CO, from the terrestrial biosphere through deforestation,
cultivation, and other land use practices (Houghton 1999; McGuire et al. 2001). In
addition, the effects of climate variability and climatic change on terrestrial ecosystems
may be causing an additional source of carbon to the atmosphere (McGuire et al.
2001). On the other hand, a significant sink of atmospheric carbon in the terrestrial
biosphere may result from several processes: CO, fertilization, land use recovery, chang-
ing patterns of disturbance or forest harvest, or nitrogen fertilization.

At this stage, the exact magnitude of terrestrial carbon sources and carbon sinks is
not clear: Estimates vary as much as by a factor of two. Furthermore, we do not yet have
a completely satisfactory explanation for the mechanisms of the terrestrial carbon sink.
Although hypotheses have been put forward, there is still no “smoking gun” that clearly
identifies one (or a combination) of these mechanisms as the culprit. A combination of
large-scale observations, process-based modeling, ecosystem experimentation, and lab-
oratory investigations is still needed to explain the “missing” terrestrial carbon sink.

Only when we understand the size of the terrestrial carbon sources and sinks, and the
processes that generate them, can we accurately begin to forecast the future evolution of
atmospheric CO, (Friedlingstein, Chapter 10, this volume). For example, different mech-
anisms for the terrestrial carbon sink will produce very different future behaviors. If CO,
fertilization is largely responsible for the terrestrial sink, then the sink might be expected
to increase as CO, levels continue to rise in the future. If the terrestrial sink is being pri-
marily caused, however, by the recovery of past land use (e.g., ~50- to 100-year-old aban-
donment of agriculture in the temperate latitudes), then it is likely that the sink will even-
tually stop and disappear altogether in a few decades (Nabuurs, Chapter 16, this volume).

This is a fundamental question in understanding the future of the carbon cycle and
the climate system: Will the terrestrial carbon sink continue to operate the same way in
the future, as climatic changes become larger and larger? The bottom line is that the
future evolution of atmospheric CO, will be determined not only by human activity,
but also by the terrestrial biosphere and ocean. To accurately forecast changes in future
climate, we must understand not only the possible paths of human emissions, but also
the dynamics of carbon sources and sinks within the terrestrial biosphere and oceans.
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Appendix 14.1. Methods of Estimating Terrestrial

Carbon Fluxes

Here we review some of the methods used to determine the size and geographic loca-
tions of terrestrial carbon fluxes. This is a cursory overview of the topic. In a recent
paper, House et al. (2003) provides a more complete review of the various methods of
estimating terrestrial carbon sources and sinks.

Methods for estimating the size and geographic pattern of the terrestrial carbon sink
first arose from the so-called atmospheric inversion technique of flux estimation. In an
inversion method, terrestrial carbon fluxes are inferred by having to fulfill the require-
ment that the global carbon budget has to be balanced. Thus, knowing the fossil-fuel
and land use sources of carbon and the amount of carbon stored in the atmosphere, one
can estimate the terrestrial and oceanic sources or sinks by difference. Further, the
ocean and terrestrial fluxes can be partitioned by one of three methods: (1) simultane-
ous measurements of atmospheric CO, and 0, () observations of atmospheric 813C;
or (3) oceanic uptake as estimated by an ocean carbon cycle model. The inverse mod-
eling approach has the advantage of being global in scale and of implicitly accounting
for all the processes influencing the global carbon cycle. It has the disadvantage, how-
ever, of not being able to isolate the individual contributions of the various processes
controlling the carbon cycle. Furthermore, while inversion methods are able to provide
reasonably accurate estimates of global sources and sinks of carbon, and even sufficiently
accurate estimates of the latitudinal north-south partitioning of the fluxes, they do not
provide accurate longitudinal breakdown of the fluxes and of different regional fluxes.

Although inversion methods are useful, they are not sufficient to understand the
functioning of the terrestrial carbon budget. More direct methods of observing the ter-
restrial sources and sinks of carbon have been developed. One such observational
approach measures terrestrial carbon fluxes at the atmospheric boundary layer in flux
towers using the “eddy covariance” technique. This technique takes advantage of the fact
that transport in the boundary layer is dominated by turbulent eddies, and it uses tur-
bulence theory and sophisticated instruments to measure vertical fluxes of carbon diox-
ide. Although flux measurements are useful to obtain terrestrial fluxes at local scales, they
continue to be plagued by measurement errors when turbulence is low (such as at
nighttime) and also have difficulty scaling up to regional levels and to decadal time
scales.

Another method of estimating carbon fluxes directly is by using inventory methods.
These methods are normally limited to observations of changes in aboveground biomass
in forested ecosystems; from changes in biomass, sources or sinks of carbon can be
inferred. The method has the advantage of comprehensively including all processes that
affect an ecosystem but has the disadvantage of having limited consideration of below-
ground processes and nonforested ecosystems.

Finally, various numerical models have been used to estimate terrestrial sources and
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sinks of carbon. These models include representations of the processes that are thought
to affect terrestrial carbon fluxes. In particular, the models include controls such as
atmospheric CO, concentration, climate variability and change, atmospheric nitrogen
deposition, and in a few cases anthropogenic land use and land cover change. The mod-
els have the advantage of being able to isolate the individual contributions of the vari-
ous processes influencing the terrestrial carbon budget. The models are only as good,
however, as our understanding of the processes, and moreover, they only include the
processes that are currently hypothesized to influence the carbon budget.

In addition to all of these approaches to estimating present-day terrestrial carbon
fluxes, many experimental approaches are in use to understand how terrestrial ecosystems
might respond to changing atmospheric carbon dioxide concentrations and climate. In
laboratories, greenhouses, and open-top chambers, plants are grown in conditions of
increased (or decreased) ambient CO, concentrations to evaluate their response. This
method has been further extended to the plot or stand scale in the Free Air CO, Enrich-
ment (FACE) experiments, which aim to estimate the ecosystem-level response to
increased CO,. Furthermore, many soil-warming experiments around the world
attempt to measure the response of microbial respiration to increased soil temperatures.

Appendix 14.2. A Highly Simplified Model of Terrestrial
Carbon Balance

In order to consider the mechanisms that may be producing a carbon sink in the ter-
restrial biosphere, it is useful to consider a highly simplified model of terrestrial carbon
dynamics. Using just a few equations, we can describe the flow of carbon from the
atmosphere into vegetation, litter, and soil carbon pools. Here we use a simplified
model based on Foley (1995) (Figure 14.3).

In this highly simplified model, the carbon balance of vegetation can be written as:

aC N N C .
v,tom/z ZﬂNPP— z i _ D
. 7 i
ot i-1 T
vi
where C is the carbon storage within vegetation biomass, NPP is the total net primary
productivity of the ecosystem, , is the allocation coefficient for different vegetation
pools (leaves, wood, and roots), 7 is the average residence time of carbon in biomass
pools, and D is the removal of biomass through disturbances or land use.
When vegetation biomass is lost (through natural turnover or mortality), it is sent
to litter—the amount of “dead” carbon that is beginning to decompose—forming CO,
and soil organic matter. We can represent the carbon balance of the litter pool as:

Cowm NC,. NC.
ytota :2 ui _z j
Jdr 1T, i T,
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Figure 14.3. A highly simplified model of the terrestrial carbon cycle. Here carbon flows
from the atmosphere into terrestrial vegetation, then into litter and soil organic matter.
Along the way, carbon is lost back to the atmosphere through microbial respiration (or
decomposition) of litter and soil organic materials. Adapted from Foley (1995).

where C) is the carbon content of the litter pools (dead leaves, dead roots, and dead
wood) and 7 is the average residence time of carbon in litter.

As litter decays, a fraction of this carbon is immediately lost to the atmosphere as
CO,, while the remaining carbon is converted into soil organic matter (as humus). The
carbon balance of the soil carbon pools can be represented as:
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aC'y,tom/ =(1—f) % i _§ C;,/e

ot T kT,

where C is the carbon contained in soil organic material (or humus) pools, (1 - f) is

the fraction of the litter that is converted to humus ( f'is how much of the litter is

respired to the atmosphere), and 7 is the average residence time of carbon in soil pools.

When evaluating the overall carbon balance of the terrestrial biosphere, we must con-

sider the carbon budget of the vegetation, litter, and soil pools altogether. Looking at

these pools together, we see that maintaining a carbon sink in terrestrial ecosystems

requires that there must be a net increase in combined carbon mass in the vegetation,
litter, and soil:

a(C,

wtotal T

Cl,total + C:,mml)
>0

ot

This simple terrestrial ecosystem model shows that we can produce a carbon sink only
when carbon source terms are larger than the carbon loss terms. For example, there can
be a sink in vegetation carbon if net primary productivity exceeds the loss of carbon
(turnover and disturbances). Also, a sink can be produced if the inputs of litter or soil
carbon are larger than the losses of carbon through microbial respiration.

In order for the sink to continue increasing over time and continue removing a siz-
able fraction of increasing CO, emissions in the future, the second-derivative of the car-
bon stocks must also be positive:

*(C

ytota

A C/, tota

ot*

In order to produce a long-term, sustained sink or source of carbon in terrestrial

Al C:,taml) >0

ecosystems, there must be a mechanism that maintains an imbalance between NPP,
microbial respiration, and other losses of carbon.
One possible way to produce an increasing sink over time is the following:

ONPP >0
dt

where NPP is increasing over time. Another way is the following:

atm

>0

when the average residence time of carbon in vegetation, detritus, or soils is increasing.
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Geographic and Temporal Variation of
Carbon Exchange by Ecosystems and
Their Sensitivity to Environmental
Perturbations

Dennis Baldocchi and Riccardo Valentini

Through the long-term monitoring of CO, concentration at Mauna Loa (Keeling and
Whorf 1996) and an expanded network of CO, monitoring stations across the globe
(Tans et al. 1996), we now possess an ability to observe the “breathing” of the biosphere.
In general, the biosphere inhales CO, during its hemisphere’s summer and exhales CO,
during its winter. Superimposed upon this general pattern, however, is much complex-
ity and variability due to temporal and spatial gradients in climate, available resources,
plant structure and function, land use, and soil development.

Technically, the biosphere’s breathing can be quantified by assessing net ecosystem
productivity, the balance between natural sources and sinks of carbon dioxide. Net
ecosystem productivity (NEP; grams of carbon per square meter per year [g C m2 y!])
is defined as the difference between gross primary productivity (GPP) and ecosystem
respiration (R ):

NEP = GPP—R,,,

GPP is defined as the amount carbon dioxide that is assimilated by plants through
photosynthesis. Alternatively, we can define GPP as the sum of net primary productiv-
ity, NPP, and autotrophic respiration, R . Asa rule of thumb, autotrophic respiration,
or NPP, constitutes about half of GPP (Gifford 1994), and R is about two-thirds of
ecosystem respiration (Falge et al. 2002).

Ecosystem respiration, R _, is more complex and consists of autotrophic respiration
by the leaves, plant stems, and roots R,.) and heterotrophic respiration by the

microbes and soil fauna (R, :
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Adapted from Sanderman et al. 2003
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Figure 15.1. Relation between carbon content in the top meter of soil and mean annual
temperature. The data are associated with the sites in the FLUXNET network (adapted
from Sanderman et al. 2003).
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Over many years, a more relevant measure of carbon balance is net biome produc-
tivity (NBP), which includes carbon losses due to fire, insect and pathogen damage, and
other disturbances (Schulze et al. 2000).

Solar energy, temperature, and soil moisture are the main climate variables that
modulate GPP on houtly, daily, and seasonal timescales (Leith 1975). Soil respiration
is primarily a function of soil temperature, soil moisture, and whether or not the soil is
waterlogged. On an annual timescale, soil respiration can be expressed as a function of
the ratio between soil carbon content (C') and its turnover time (7). In principle, car-
bon stores in the soil increase with decreasing temperature (7°) (Figure 15.1). This
occurs, in part, because the soil turnover time decreases with increasing temperature.
Whether or not soil respiration increases or decreases with changes in temperature, how-
ever, depends upon whether the temperature sensitivity of the numerator (C') outpaces
that of the denominator (t) (Sanderman et al. 2003).

Geographic Variability of the Response of NPP

to Environmental Variables

To assess global carbon exchange of the biosphere, one must assess net carbon exchange
for each biome on earth. This task is nontrivial, because each of the world’s major bio-
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mes—tropical, temperate, and boreal forests, savannas, shrublands, grasslands, wet-
lands, tundra, and deserts—contribute differently to the global carbon budget. Factors
to consider when constructing carbon budgets include their (1) respective land area; (2)
physiological potential to assimilate and respire CO,; (3) the size and perturbation sta-
tus of carbon pools; and (4) sensitivity of GPP and R | to environmental drivers (e.g.,
light, temperature, and soil moisture).

Biogeochemical models provide one tool for assessing the net exchange of carbon
between the terrestrial biosphere and atmosphere at continental and global scales
(Melillo et al. 1993; Cramer et al. 1999). These models account for the diversity and
complexity of the natural world by dividing the terrestrial biosphere into broad vegeta-
tion classes that are defined by their function, structure, and climate (Bonan et al. 2002).
The type and amount of vegetation at a particular location is evaluated either diagnos-
tically, using remote sensing information derived from satellites (Running et al. 1999),
or prognostically, using dynamic vegetation models (Foley et al. 1998). For a given plant
class, photosynthesis and respiration are computed using algorithms that are a function
of environmental variables, such as light, temperature, and soil moisture (Cramer et al.
1999). The implementation of these algorithms, however, requires weather or climate
data for each unit of the model grid. Furthermore, the models require many assumptions
about each unit, its representativeness in space, and its uniformity in time.

Nevertheless, with a validated biogeochemical model, one can quantify how spatial
gradients in available sunlight, leaf area index, nitrogen content of leaves, and rainfall
impose spatial patterns on annual photosynthesis (Churkina and Running 1998; Law
etal. 2002) and how respiration scales with temperature, body size, soil moisture, and
net primary productivity (Amthor 2000; Enquist 2002; Reichstein et al. 2002a). On a
regional basis, NPP is light and temperature limited in northern climates and biomes,
has a low degree of light and water limitation in tropical and humid temperate regions,
and is limited by water availability in semi-arid climates (Colorplate 10).

Geographic and Temporal Variability of the Response
of NEP to Environmental Variables

Although the information in Colorplate 10 is instructive, it leaves many questions
unanswered about ecosystem carbon cycling. For instance, how do geographic variations
in climate and vegetation affect the responses of NEP to environmental forcings, and
how do these forcing cause NEP to vary over the course of a year? Here, we attempt to
answer these questions by distilling published data produced by the FLUXNET proj-
ect (Baldocchi et al. 2001; Falge et al. 2002; Law et al. 2002). Specifically, we examine
cases associated with major biomes: (1) temperate broad-leaved forests, (2) boreal and
temperate coniferous forests, (3) grasslands, (4) mediterranean-type woodlands, (5)
agricultural crops, and (6) northern wetlands. Highlighted in this analysis is the role of
environmental switches—Ileaf on/leaf off; drought, frost (spring/fall), the presence or
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Figure 15.2. Seasonal variation in net CO, exchange of a temperate deciduous forest. Also
shown are the environmental and biological factors that affect the seasonal dynamics of
CO, exchange. V___represents photosynthetic capacity, LAl is leaf area index, and T is
temperature. Data sources: Wofsy et al. (1993); Greco and Baldocchi (1996); Valentini et al.
(1996); Goulden et al. (1996); Baldocchi et al. (2000); Granier et al. (2000, 2002); Schmid
et al. (2000); Pilegaard et al. (2001); Saigusa et al. (2002). Data are from the Fluxnet
database (http://www-eosdis.ornl.gov/FLUXNET/) and were gap filled and smoothed.

absence of snow, and, in wetlands, the height of the water table—on ecosystem carbon
exchange. Data are presented as net ecosystem carbon exchange (NEE), which is the
same quantity as, but opposite in sign from, NEP. NEE is calculated from an atmos-
pheric perspective; it is negative when the atmosphere is losing carbon and the ecosys-
tem is gaining carbon.

Temperate Deciduous Broad-leaved Forests

Temperate deciduous broad-leaved forests exist across large regions of Asia, Europe, and
North America, typically north of 30°. Globally, they occupy only 2 percent of the land
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area of the terrestrial biosphere (Melillo et al. 1993), but they contribute significantly
to the global carbon budget because they occur in relatively wet and highly productive
regions.

During winter, the trees are leafless and dormant, and the ecosystem is respiring (Fig-
ure 15.2). The presence or absence of snow has a major impact on soil temperatures and
the rates of soil respiration from these forests (Goulden et al. 1996). Snow insulates the
soil surface, so soil temperatures are warmer when snow is present. Consequently,
greater rates of soil respiration occur from snow-covered ground than from bare soil,
which is exposed to the cold winter weather.

During spring, a pronounced peak in ecosystem respiration reflects increased growth
respiration as leaves emerge (Greco and Baldocchi 1996; Valentini et al. 1996; Granier
et al. 2000, 2002). Daily respiration rates typically range between 5 and 7 g C m2 d*!
during this period, which is double to triple respiration rates earlier in the spring. As
leaf-out occurs, the ecosystem experiences a pronounced switch from a net source of car-
bon to a net sink. This switch can represent a net change in the magnitude of carbon
exchange that approaches 10 g C m2 d"!. Consequently, the date of leaf-out has a major
impact on the net annual carbon exchange of this biome.

The date of leaf-out can vary by 30 days at a given site (Goulden et al. 1996; Wil-
son and Baldocchi 2000) and by more than 100 days across the deciduous forest biome
(Figure 15.3). Consequently, differences in length of growing season can alter NEE by
up to 600 g C m™ year.

Once a forest has attained full canopy closure, changes in available sunlight explain
most of the variability in hourly rates of carbon exchange, with a nonlinear and saturat-
ing response (Goulden et al. 1996; Valentini et al. 1996; Baldocchi 1997; Granier et al.
2000; Schmid et al. 2000; Pilegaard et al. 2001). The transparency of the atmosphere,
however, complicates the sensitivity of NEE to changes in sunlight. At the canopy scale,
the initial slope of the light response curve (also known as light use efficiency, LUE)
increases as the fraction of diffuse radiation increases (Baldocchi 1997; Gu et al. 2002).

The net effect of increasing diffuse radiation, as a consequence of either clouds or
atmospheric aerosols, is complex. In general, short-term NPP is twice as sensitive to
changes in diffuse light as it is to changes in direct light (Gu et al. 2002). On an annual
basis, increasing diffuse radiation by 20 percent without affecting total incident radia-
tion (as can occur with aerosol loading in the atmosphere) can theoretically increase
annual NEE of a temperate deciduous forest by 10—15 percent (Baldocchi et al. 2002),
about 70 g C m™ year™!. Increasing cloud fraction increases diffuse radiation but low-
ers total solar radiation. In this situation, an expected reduction in GPP (from the
decrease in total solar radiation) is minimized at the canopy scale by an increase in light
use efficiency (from the increased fraction of diffuse radiation).

Droughts tend to be episodic across the temperate deciduous forest biome. Summer
drought and high vapor pressure deficits reduce daytime photosynthesis (Goulden et al.
1996; Greco and Baldocchi 1996; Baldocchi 1997). Drying of the soil also decreases soil
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Figure 15.3. Impact of length of growing season on NEE of temperate broad-leaved
forests. Length of growing season explains more than 80 percent of the variance of annual
NEE across this biome (Baldocchi et al. 2001).

respiration (Hanson et al. 1993). Together, these features reduce NEE from values
expected during normal, wet summer conditions (Figure 15.2).

In the autumn, photosynthesis ceases, and leaves senesce and drop. Soil respiration,
on the other hand, experiences an enhancement due to the input of fresh litter that is
readily decomposable, as soils are still warm and autumn rains stimulate litter decom-
position (Goulden et al. 1996; Granier et al. 2000).

On a daily and monthly timescale, ecosystem respiration is mainly a function of soil
temperature. The proportionality factor by which ecosystem respiration increases with
a 10°C increase in temperature (Q, ) ranges between 1.6 and 5.4 (Schmid et al. 2000).
Based on such data, one would expect that annual ecosystem respiration would increase
as one moves south in the Northern Hemisphere to warmer climates. But across forests
in Europe, ecosystem respiration was greater in northern regions (Valentini et al. 2000;
Falge et al. 2002). This observation may be an artifact of relatively recent disturbance
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Figure 15.4. Seasonal variation of net CO, exchange of temperate, boreal, and alpine
conifer forests. Also shown are the environmental and biological factors that affect

the seasonal dynamics of CO, exchange. VPD is vapor pressure deficit. Data sources:
Goulden et al. (1996); Jarvis et al. (1997); Lindroth et al. (1998); Anthoni et al. (2002);
Hollinger et al. (1999); Goldstein et al. (2000); Berbigier et al. (2001); Markkanen et al.
(2001); Dolman et al. (2002); Monson et al. (2002); Hui et al. (2003).

of carbon pools of northern European forests. Since carbon storage increases with
decreasing temperature, any disturbance has the potential to release pools of previously
stored carbon and produce relatively low values of NEE (Valentini et al. 2000).

Evergreen Com'fer Forests

Evergreen conifer forests occupy a diverse range of climates. They exist at the cold
extremes of the boreal zone, in the mild, humid maritime regions, on alpine mountain
slopes, and in the semi-arid interior regions of continents. Consequently, the seasonal
cycle of carbon exchange of evergreen conifer forests and its sensitivity to environmen-
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tal forcings is not universal. Boreal, maritime, and subtropical conifer forests experience
different seasonal patterns of CO, exchange over a year’s time (Figure 15.4).

Forests in maritime climates (Berbigier et al. 2001; Chen et al. 2002) and those grow-
ing close to the subtropics (Hui et al. 2003) have the potential to acquire carbon year-
round. In contrast, conifer forests in cold boreal or alpine climates experience a
restricted period for carbon uptake confined to the summer growing season (Goulden
et al. 1996; Jarvis et al. 1997; Lindroth et al. 1998; Hollinger et al. 1999; Markkanen
et al. 2001; Monson et al. 2002). During the short summer growing season in the
extreme boreal and alpine climate zones, conifer forests frequently lose carbon on indi-
vidual days. These situations either occur in low-productivity sites on hot, sunny days
when high vapor pressure deficits promote stomatal closure (Baldocchi et al. 1997;
Hollinger et al. 1999) or on cloudy days when canopy photosynthesis is reduced but the
soil is warm and respiration is high (Monson et al. 2002).

Conifer forests in temperate, continental climates experience a longer growing season
than forests in boreal and alpine climates. Because temperate conifer forests grow on more
productive sites, they maintain higher rates of carbon uptake than do boreal forests (Aubi-
net et al. 2001; Dolman et al. 2002). Furthermore, they do not experience summer
episodes of carbon loss, like boreal forests. Conifers growing in semi-arid regions, such as
the western United States, acquire carbon best during the spring and fall and can lose car-
bon during the prolonged summer drought (Goldstein et al. 2000; Anthoni et al. 2002).

Whether or not conifers gain carbon on fine spring days before the true growing sea-
son starts remains an important question. Needles are present and have the potential to
assimilate carbon. Physiological studies on Picea abies show that uptake rates are low but
positive, on fine days with frost events, but that carbon assimilation is suspended when
air temperature remains below freezing (Larcher 1975). At the canopy scale, CO,
uptake for a boreal Scots pine forest is close to zero when the mean air temperature is
above, but near, zero Celsius (Markkanen et al. 2001).

Evergreen Broad-leaved Forests

Evergreen broad-leaved forests form dense, closed canopies in humid tropical regions
of the Amazon, central Africa, and southeast Asia, as well as the temperate maritime cli-
mates of Japan and New Zealand. Evergreen, tropical forests occupy about 15 percent
of the global land area. Broad-leaved evergreen trees also exist in a sparser woodlands
in seasonally dry climates, such as the Mediterranean-type climates in Australia, Cali-
fornia, Chile, Europe, and South Africa. Evergreen woodlands consist of a mix of
herbaceous and woody plants, with mixtures ranging from 20/80 to 80/20 (Scholes and
Archer 1997). Globally, these woodlands constitute more than 20 percent of the ter-
restrial biosphere (Melillo et al. 1993).

The aseasonal behavior of the tropical forests contrasts with the strongly seasonal
behavior of subtropical and Mediterranean-type forests.
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Figure 15.5. Seasonal variation of net ecosystem CO, exchange of a tropical forest
growing in the Amazon near Manaus, Brazil. Adapted from Araujo et al. (2002).

TroricaL AND MARITIME CLIMATES

Published data on the seasonal patterns of NEE from evergreen tropical forests are rel-
atively scarce (Grace et al. 1995; Malhi et al. 1998; Araujo et al. 2002). The emerging
pattern is that the seasonality of daily-integrated NEE is weak, because of the small
range in day length and temperature (Figure 15.5); day length is close to 12 hours long,
year-round, and the amplitude of monthly mean air temperatures is less than 4°C. Fur-
thermore, the nearly equal day and night length and warm temperatures experienced by
evergreen tropical forests cause them to respire at greater rates and for a longer time than
forests, during the growing season, at northern laticudes. As a consequence, daily net
rates of carbon exchange are lower in evergreen tropical forests than in temperate broad-
leaved forests during the peak of their growing season (Malhi et al. 1998).

Day-to-day variations in GPP are mainly caused by changes in clouds and their mod-
ulation of sunlight. Ironically, the seasonal occurrence of drought, which reduces both
GPP and R, is a major factor modulating NEE of wet tropical forests.
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In the temperate maritime climate of New Zealand, broad-leaved, evergreen
Nothofagus forests experience rates of carbon exchange rates that resemble those of the
tropical forests but with lower nocturnal respiration rates (Hollinger et al. 1994). The
carbon exchange rates of these forests are also more seasonal than those of tropical
forests, operating more like deciduous forests but without the dormant phase. Light-use
efficiency of these forests is enhanced by diffuse radiation (Hollinger et al. 1994).

SUBTROPICAL AND MEDITERRANEAN CLIMATES

In the subtropical regions of Africa (tiger bush), Australia (Eucalypt bush), and Brazil
(cerrado), the timing of the wet and dry season is the major control on photosynthesis
and respiration (Miranda et al. 1997; Eamus et al. 2001; Vourlitis et al. 2001). These
woodlands are carbon sinks during the wet season, are carbon neutral during the dry
season, and are net sources during the transition period from dry to wet. Changes in
vapor pressure deficit and soil moisture are the major modifiers of the maximum value
and initial slope of the relationship between sunlight and canopy photosynthesis
(Eamus et al. 2001; Vourlitis et al. 2001).

Carbon dioxide exchange of Mediterranean-type ecosystems is out of phase with the
seasonal pattern of carbon exchange in temperate forests (Figure 15.6). The prolonged
summer drought limits gas exchange (photosynthesis and respiration) (Reichstein et al.
2002a), but rainfall is plentiful during the winter, so the plants are physiologically active
when temperatures are cooler, days are shorter, and less sunlight is available than in sum-
mer. Consequently, Mediterranean-type ecosystems have less potential to acquire carbon
than temperate systems that are active during the warmer and brighter summer.

Another prominent feature, relatively unique to savanna and Mediterranean-type
ecosystems, is the effect of episodic rain on soil respiration during the summer (Reich-
stein et al. 2002b; Rey et al. 2002; Xu and Baldocchi 2003). Two mechanisms may pro-
duce enhanced respiration rates after rainfall. One is a physical displacement of soil air
and CO, by the downward-moving front of water in the soil. Bur this effect is short-
lived, and the volume of air in the soil profile is relatively small. The other mechanism
is rapid activation of heterotropic respiration (Birch 1958).

Grasslands

Grasslands grow in regions with limited annual rainfall (Ehleringer et al. 1997) and pos-
sess several modes of function. In the Mediterranean-climate regions of the world,
grasslands consist mainly of annual grasses that are functional during the winter and
spring growing season and use the C; photosynthetic pathway. Grasslands in temper-
ate continental regions are perennial and physiologically active during the summer
growing season. Often, C, and C; grass species coexist, but the proportion of the mix-
ture shifts toward C 4 Species as one moves south. In the subtropics, most grasses pho-
tosynthesize with the C, pathway.
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Figure 15.6. Seasonal variation of NEP of Mediterranean/subtropical woodland eco-
systems and the environmental drivers that perturb the carbon fluxes. Data sources:
Leuning and Actiwill (1978); Valentini et al. (1996); Eamus et al. (2001); Reichstein et al.
(2002a); unpublished data from Joao Periera (Fluxnet data archive, http://www.daac.ornl
.gov/FLUXNET/) and from Baldocchi and Xu (own data and data from AmeriFlux
archive).

For Mediterranean-type grasslands, frost limits GPP during the winter growing
season (Figure 15.7). Rapid growth occurs after the last frosts and ceases when the soil
water profile is depleted and the plants die. On a year-to-year basis, timing of cessa-
tion of winter rains sets the end of the growing season. Rain pulses during the sum-
mer stimulate huge, short-term rates of respiration, as the plants are dead and GPP
is zero (Xu and Baldocchi 2003). Seed germination and a new growing season com-
mence with the arrival of the autumnal rains. In ecosystems with low NEE, such as
Mediterranean grasslands, a few large pulses of soil respiration have the potential to
change the ecosystem from being a sink of carbon to a source (Xu and Baldocchi
2003).

Perennial temperate grasslands are dormant during the winter, when they are often
snow covered. During this period, material in the grass canopy is dead and the system
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Figure 15.7. Seasonal variation in net CO, exchange of a Mediterranean annual
grassland and a temperate continental C, grassland. Also shown are the environmental
and biological factors that affect the seasonal dynamics of CO, exchange. Data sources:
Valentini et al. (1996); Kim et al. (1992); Saigusa et al. (1998); Meyers (2001); Sukyer
and Verma (2001); Flanagan et al. (2002); Xu and Baldocchi (2003).

is respiring. During spring, the grass begins to grow again. Initially, rates of photosyn-
thesis are low, because photons are intercepted by living and dead material. Conse-
quently, the slope of the light response curve changes markedly with leaf area index
(LAI) (Suyker and Verma 2001; Flanagan et al. 2002; Xu and Baldocchi 2003). NEE
saturates with high sunlight when LAI is low and becomes a quasi-linear function of
sunlight as LAI increases and the canopy closes. Summer drought also has a marked

effect on NEE, limiting photosynthesis and respiration (Kim et al. 1992).

In general, peak rates of CO, assimilation are greater for C 4 grasslands than for C3
grasslands, and they are higher for grasslands with a summer growing season than those

with a winter/spring growing season (Figure 15.7).
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Figure 15.8. Seasonal variation of net CO, exchange of an agricultural crop. Also shown
are the environmental and biological factors that affect the seasonal dynamics of CO,
exchange. Data sources: Desjardins (1985); Baldocchi (1994); Rochette et al. (1995);
Hanan et al. (2002); Gilmanov et al. (2003); Verma and Sukyer, AmeriFlux (AmeriFlux
data archive http://public.ornl.gov/ameriflux/Participants/Sites/Map/index.cfm).

Agricultural Crops

The seasonal course of NEE over agricultural regions is much different than that of the
native ecosystems we have examined (Figure 15.8). During a long portion of the year,
the surface is respiring because it is bare or covered with detritus. At the start of the
growing season, the landscape experiences a long period when the canopy is sparse
because crops must grow from seed. During this growth period, rates of net CO,
uptake by crops are relatively low, compared with those of temperate and conifer
forests. Maximum rates of carbon uptake occur after the crop achieves closure and are
among the highest of all vegetation types, since crops are selected for high productiv-
ity, they grow on very fertile soils, they are fertilized, and they tend to have abundant
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soil moisture due to rainfall or irrigation (Ruimy et al. 1995). The period during which
a crop canopy is closed is rather short, limiting the duration of maximum uptake rates.
The occurrence of anthesis is another factor limiting carbon uptake rates of crops dur-
ing the peak growing period. Respiration in wheat jumps distinctly after anthesis, as a
substantial amount of assimilated energy is used to produce reproductive organs, which
have high respiration costs (Baldocchi 1994; Rochette et al. 1995). During autumn and
after harvest, ecosystem respiration peaks again, owing to the new input of fresh
decomposable material and the warmth of the soils. Soil respiration during the fallow
period is much lower than in native ecosystems, which have more decaying detritus on
the ground or are maintaining the catabolism of a substantial overstory of trees and
shrubs.

Because crops are fertilized and grow in regions with ample rainfall or are irrigated,
sunlight is the main factor limiting NEE of crops. Like grasslands, the light response
curve saturates when the canopy is sparse and becomes quasi-linear after full closure
(Baldocchi 1994; Rochette et al. 1995; Ruimy et al. 1995). Photosynthetic pathway (C,

or C,) also affects maximum rates of CO, uptake.

Northern Wetlands/ Tundra

Northern wetlands and tundra ecosystems exist in the extremely cold desert climate of
the Arctic. Yet, they often remain waterlogged during the summer, as the water balance
is positive— precipitation exceeds evaporation. This combination of factors affects the
seasonality and rates of carbon exchange experienced by northern wetlands and tundra
(Figure 15.9). Despite extreme cold temperatures during the winter, these ecosystems
continue to respire (Vourlitis et al. 2000). Respiration occurs because microbes can
remain active and decompose organic matter deep in the soil in unfrozen zones.

Since the growing season is very short and the amount of vegetation is low, rates of
net carbon uptake during the summer are low. Functionally, soil temperature and solar
radiation control net CO, balance during the period from snow melt to early autumn.
On a seasonal and interannual basis, these ecosystems are sensitive and vulnerable to
changes in the water table, as large stores of carbon remain. Lowering the water table
allows stored carbon pools to oxidize, causing the ecosystem to be a net source of car-
bon during the growing season (Vourlitis et al. 2000; Lloyd 2001).

Conclusions

For dominant ecosystems of the world, NEP and its component fluxes, GPP and R,
exhibit diverse responses to seasonal changes in weather and climate. Ecosystems grow-
ing in a single environment and exposed to the same climate can show remarkable dif-
ferences in the magnitude of carbon and energy fluxes, as well in their seasonal phas-
ing. The implication of these patterns is that the complex mosaic of geographical
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Figure 15.9. Scasonal variation in net CO, exchange of a northern wetland and tundra.

Also shown are the environmental and biological factors that affect the seasonal dynamics
of CO, exchange. Data are gap filled and smoothed. Data sources: Shurpali et al. (1995);
Griffis et al. (2000); Soegaard et al. (2000); Vourlitis et al. (2000); Lloyd (2001).

variations in a given region cannot be simply represented and modeled as a single
“green slab.” A reasonably accurate land use/cover (forests, grasslands, crops, etc.) map
is a prerequisite for correctly representing the aggregation of different functional
responses and biospheric fluxes.

The examples in this chapter also highlight the vulnerability of the terrestrial carbon
sink. Climate changes and disturbance regimes affect the rates and patterns of biospheric
carbon exchanges. In boreal regions changes in seasonal dynamics and length of the
growing season can have a profound impact on carbon oxidation, even when the
annual mean temperature is not perturbed. And if warm and dry spells promote forest
fires, the landscape can quickly change from a weak carbon sink to a large source of car-
bon to the atmosphere. In temperate regions water limitations on soil organic matter
decomposition plays a significant role and can limit carbon oxidation, despite changes
in temperature. In the tropics light-use efficiency and changes in the ratio of direct ver-
sus diffuse radiation can also play an important role in the future carbon exchanges.
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These are only few examples of the complexity of the terrestrial ecosystem responses
and the parameters that drive their carbon balance. More work is needed to understand
these emergent properties, which can have important impacts on the future of the land
carbon sink, and to improve our global models. For this reason the concept of “ecosys-
tem physiology,” the integrated response of a vegetation community to environmental
factors including carbon, energy, and water, is becoming a useful new tool for under-
standing the dynamics of the terrestrial biota and its relation with Earth system
processes.
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Current Consequences of Past Actions:
How to Separate Direct from Indirect

Gert-Jan Nabuurs

In the 1820s a farmer owned a shrublike forest and grassland parcel in the foothills of
the Alps. Because of changes in his agricultural regime, he was able to convert part of
his land to high forest and decided to plant Norway spruce. In this chapter, I show how
this pragmatic decision 180 years ago determined the carbon balance of that piece of
land through the present day.

I show how past management of the biosphere and past socioeconomic factors have
determined present land use and how the past thus determines the present carbon bal-
ance of large parts of the biosphere. This process is shown through a hectare-scale
example, for which I follow three alternative management options, as well as published
case studies from regions around the world.

Since this past management issue is closely related to “the dynamic effects of age
structure” (UNFCCC 2002) mentioned in the Marrakesh Accords to the Kyoto Pro-
tocol, I touch upon the political discussions on separating direct and indirect effects as
well.

Characteristics of the Biosphere Carbon Balance

The terrestrial biosphere is a dynamic system with inherently long periods of slow
buildup of biomass (where respiration is less than gross uptake) followed by short peri-
ods of large breakdown. The whole system thus fluctuates around an equilibrium, at
which gross uptake of carbon is compensated by autotrophic and heterotrophic respi-
ration. Rarely is an ecosystem ever in equilibrium, except at large scales and over long
time periods. At a large scale, the system is composed of many local sources and sinks.
Thus, the temporal variation in sinks and sources of a small ecosystem through time can
be recognized at one point in time as the spatial distribution of the sinks and sources
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Figure 16.1. “An example of net changes in ecosystem carbon stocks over time. Changes
in individual ecosystem components take place at different rates, but it is the net of the
changes in all interconnected pools that determines the net flow to or from the atmo-
sphere. In the example, the accumulation of biomass initially is at a lower rate than the
decomposition of the dead organic matter stock so the stock of ecosystem C declines.
Later in the cycle, dead organic matter stocks may increase, although other components
have reached steady state. Maximum ecosystem stocks (highest value of Ecosystem C)
occur at a later time than the maximum rate of net carbon uptake (steepest slope of the
Ecosystem C line)” (quoted from Kauppi et al. 2001: 308).

through the landscape. These sources and sinks migrate through the landscape in the
course of time.

Under stable environmental circumstances, an ecosystem can sequester carbon over
long time frames only if it has lost significant amounts of carbon first. This is the direct
causal link between the current dynamics of the biosphere and past (human or natural)
actions (Figure 16.1). Therefore, it is very important to understand and assess past
dynamics if we want to estimate current and future carbon dynamics. This requirement
is valid from the local to the continental scale (Figure 16.2).

Forest dynamics on a single plot (Figure 16.1) emerge at continental scales in pop-
ulation structure. Figure 16.2, for example, displays the 1990 age class distribution of
140 million hectares (ha) of European forests. A major part of the area is in the age
classes up to 70 years of age. This is partly a result of large afforestations in the early
20th century. The relatively small area with stands older than 70 years clearly shows
the impact of conventional forest management in the past. This forest management
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Figure 16.2. Age class distribution of the European forests (140 million ha in 30
countries) in 1990 (bars). This distribution is the result of afforestation in the early 20th
century and a certain type of management following it. Purely hypothetically the age
class distribution of the European primary forests may have resembled, at some stages in
time, the drawn line (possibly some 275 million ha). Thousands of years of degradation
completely diminished this primary forest, while 20th-century afforestation created a
forest resource as given by the bars (Nabuurs 2001).

consisted of planting or reseeding after a clear-cut, followed by regular thinnings in a
usually even-aged monospecies stand. Depending on the tree species, a clear-cut
would follow again after some 60 to 150 years. This system made it possible for a for-
est owner to deliver a continuous stream of wood as a raw material to industry. This
system led to the age class distribution in Figure 16.2 and has resulted in an average
growing stock volume of stemwood of some 140 (cubic meters) m® ha'! (40 to 50
megagrams of carbon per hectare [Mg C ha''] in total tree living biomass) and an aver-
age age of 57 years. For comparison, the average age of forests in European Russia is
in the range of 80 years, while in the United States it is 76 years (Pisarenko et al. 2000;
Haynes 2002). Kurz and Apps (1999) reported an increasing average age of Canadian
forests to 81.5 years in 1969, after which it leveled off and slightly declined owing to
increases in natural disturbances. The leveling off is what causes the sink to go away,
even though the decline is very small and in the range of annual fluctuations. This high
peak in the average age is very interesting. If Canadian boreal forests with regular dis-
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turbances can reach 81 years, then European and U.S. temperate forests may be able
to reach higher averages.

Currently, European countries harvest 50—60 percent of the total European stem-
wood increment (the latter amounting to 750 million m?® y!) for the forest industry.
The remaining additions to the growing stock, together with changes in the wood prod-
ucts pool and the soil organic matter pool, are usually assessed by “inventory-based esti-
mates” to yield a current sink in European forests of around 0.10 petagrams of carbon
per year (Pg C y'!). Of this, about 75 percent is in the living biomass (Nabuurs et al.
1997; Liski et al. 2002; Karjalainen et al. 2003). It should be noted, however, that esti-
mates based on other methods differ quite a lot, although all assess a sink. Thousands
of years of forest degradation in Europe, starting in Mesopotamia some 5,000 years ago,
have thus laid the basis for the current and future sink potential.

If we look again at the age class distribution in Figure 16.2 and assume that man-
agement will not change much, then it is clear that European forests will not return to
the age class distribution of the primary forests. This thus sets a cap on the persistence
of the current sink (unless the site conditions have changed). Under current manage-
ment, the age class distribution will shift a bit further to the right, but not much. This
shift will take place rather slowly, because forest owners will continue to log stands older
than about 80 years. This owner behavior will be influenced by the future wood mar-
ket, owner goals, and the current stocking and age class distribution. This perspective
on the present state of the forest provides a valuable starting point for assessing the future
carbon sink of European forests as well as for other regions in the world.

The degree to which the current dynamics are fully controlled by past dynamics,
however, in contrast to current influences, including nitrogen deposition, current
weather, CO, fertilization, and current management (changes), is much less certain
(Baldocchi and Valentini, Chapter 15, this volume).

Hectare-Scale Impacts of Past Actions

I now return to the patch of shrub and grassland mentioned in the introduction to assess
how the landowner’s decision to convert to high forest 180 years ago affects the carbon
balance today. I consider four alternative scenarios:

1. Maintain the land under the grazing regime and thus maintain the shrub-grass land-
scape (not plotted in Figure 16.3);
2. Plant beech and manage it in a 150-year rotation with four thinnings per rotation;

S

. Plant Norway spruce in an 80-year rotation with four thinnings;
4. Abandon the land (i.e., stop grazing), allow natural regeneration, and do no further
managing.

If we assume the shrub-grassland system with grazing was established in early
Medieval times, then it was in equilibrium in the 1820s. If this system had continued
until the year 2000, it would have a baseline carbon balance around 0 MgC ha! y'..
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Figure 16.3. Comparison of the temporal development of the annual flux (positive =
sink) in the total system of forest biomass, soils, and products for beech, Norway
spruce, and the natural regeneration system. Peaks in sources are due to logging events.
Results were obtained with the CO2FIX modeling framework (Masera et al. 2003).

The 80-year rotation of Norway spruce yields a rapid increase of the net sink after
establishment, peaking at 7.5 MgC ha! y! after 21 years, in 1841 (Figure 16.3). Then,
because of increasing density in the stand, the net sink starts to decrease. This decrease
is counteracted by the thinnings at 25, 45, 55, and 70 years. These interventions pro-
duce peaks of carbon release sources at the level of the whole system. These peaks are
the result of slash decomposing on the ground and wood products decaying. Immedi-
ately after the final felling in 1900 the system lost a lot of carbon, with a peak of the
source of about 38 MgC ha'! y'1. This cycle is repeated in the second rotation and leads
in our reference year 2000 to a net sink of 5.75 MgC ha! y'!. The cumulative sum of
all sources and sinks from 1820 until 2000 amounts to 132 MgC ha! (mean net
biome production, or NBP, is 0.73 MgC ha'! y'! over the whole period).

The pattern is similar for the beech system except that the accumulation is slower in
the beginning but continues longer. The net sink also peaks at 7.5 MgC ha'! y'!, but in
1850 instead of 1841. In 2000 the beech system was a net sink of 5.0 MgC ha'! y!. The
overall net storage, however, is much larger than in the Norway spruce system, at 218
MgC ha! (mean NBP is 1.2 MgC ha! y! over the whole period).

The third alternative of “stopping grazing + natural regeneration” shows very dif-
ferent dynamics. The growth is much slower in the beginning but continues much
longer. In a managed forest, growth is stimulated by keeping the stand young, but in
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this case growth is more continuous and levels off from natural mortality. The overall
net storage is much larger, with a final stocking of around 440 MgC ha'! (mean NBP
is 2.4 MgC ha! y'! over the whole period). In the reference year 2000, however, the
remaining net sink is only 0.7 MgC ha! yL.

Clearly the decision of a landowner in 1820 still has an impact on the carbon budget
in 2000. This analysis, however, assumes “model” forest growth dynamics based on
long-term measurements in permanent plots (the yield table information). It does not
account for

e variability due to weather;

o N fertilization;

* CO, fertilization;

* other site amelioration from, for example, recovery from past grazing; or
* risks from natural disturbances.

As a consequence, this analysis probably overstates the impact of the landowner’s
decision in 1820. But the magnitude of the overstatement remains uncertain. We know
that, at the local level, interannual variability can be very large (Kirschbaum 1999) and
that CO, fertilization experiments have a short-term impact on NPP (King et al. 1997)
but that longer-term impacts are not so easily detectable (Nadelhoffer et al. 1999;
Caspersen et al. 2000). Furthermore we know that recovery from past land use change
is apparent in Europe (Spiecker et al. 1996). From other analyses, it appears that the
impact of current management on the carbon budget far outweighs the effects of CO,
fertilization and N deposition (Houghton 2002).

Patterns in Other Regions

The hectare-scale discussion so far reflects a range of socioeconomic factors that have
determined land use and land use change in Europe over the past two centuries. Several
published case studies for other regions highlight the impact of similar factors for tem-
perate, boreal, and tropical regions (Figure 16.4). The recent and rapid exploration of the
midwestern and western United States, between 1850 and 1900, led to a large efflux at
that time (Houghton and Heckler 2000). During those decades, primary forests were
harvested and native grasslands were cultivated. Later, abandonment of managed lands,
due to changes in agriculture and job creation in industry, led to a rapid reduction of the
net source from the biosphere of the United States. Around 1950 it was approximately
in balance. Regrowing forests and low-till agriculture led to a small sink in the U.S. bios-
phere in the mid-1970s and early 1980s. This increasing sink was, however, already
curbed by increased wildfire in the 1980s and early 1990s. The cumulative efflux from
the United States between 1800 and 1950 presents a potential cap on future sink poten-
tial. Though this situation suggests a large potential, the recent increase in wildfires sug-
gests that it may be difficult or impossible to achieve (Houghton and Hackler 2000).
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Figure 16.4. Temporal evolution of the net annual flux of carbon (sink = positive) for six
global regional case studies. Note that for Canada the net flux is the result of changes in
natural dynamics, whereas for the other continents the dynamics are the result of land use
changes and vegetation rebound.

For European forests from 1950 to 1999, the sink is larger than in the United
States, probably because the European data are for forests only. Further, the emis-
sion/degradation phase took place much earlier in Europe, starting perhaps 5,000 years
ago. Europe experienced a very gradual process of overcutting and overgrazing that
slowly expanded from the Mediterranean basin to Central Europe and only much later
(16th and 17th centuries) into Scandinavia. The recent sink in Europe reflects an accu-
mulation of biomass in existing forests rather than expansion of the forest area (Nabu-
urs et al. 2003). The sink increases over time because the increment increased over this
time period, whereas logging has stayed approximately level since the 1950s. As in the
United States, potential future carbon sequestration in Europe is strongly constrained
by regular forest management.

The net flux is different for Australia (Australian Greenhouse Office 2002). Even
though Australia’s economic status resembles that in the United States and Europe, its
biosphere still acts as a source, resulting from deforestation in some parts of the country.

In the tropics economies still focus primarily on natural resource extraction
(Romero Lankao, Chapter 19, this volume), with sources from deforestation. In Asia
the land use change rate seems to be declining (Houghton and Hackler 1999), whereas
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in the Amazon Basin deforestation started much more recently (Houghton et al. 2000).
The largest potential for future carbon sequestration (as well as the optimal socioeco-
nomic circumstances) is probably on the Asian continent.

In Canadian forests, with large areas of primary boreal forest, the net flux is mainly
the result of changes in natural dynamics through time (Kurz and Apps 1999). This sit-
uation contrasts with the other continents, where the dynamics are the result of land use
changes and vegetation rebound. Canadian forest accumulated biomass for several
decades but gradually switched to a source in the early 1980s, owing to an increase in
natural and human disturbance rates over the 1970s and 1980s (Kurz et al. 1995). More
recent information shows that the natural disturbance rates in Canadian forests have
decreased again since the late 1990s (see global burnt area at hetp://www.grid.unep.ch).
As awhole, the 21st-century carbon budget of Canadian forests will be the result of the
effects of disturbances (both fire and insect outbreaks are expected to increase with
climate change) and the legacy of past disturbance history reflected in the age class
structure.

Policy Context and Conclusions

Current management may play only a minor role in the current sink of regions. It is the
past that has determined the autonomous dynamics, with possible modification by cur-
rent management, CO, fertilization, and other factors. To explicitly address the current
effects of past action, the Marrakesh Accords state: “That accounting excludes removals
resulting from: (i) elevated carbon dioxide concentrations above their pre-industrial
level; (ii) indirect nitrogen deposition; and (iii) the dynamic effects of age structure
resulting from activities and practices before the reference year” (UNFCCC 2002)—
that is, direct and indirect human induced activities must be separated (Sanz et al.,
Chapter 24, this volume). Since this separation is extremely difficult, policy makers have
a temporary solution for the first commitment period (2008—2012). Specifically,
accounting rules or caps limit certain activities or the amount of credit that industrial-
ized countries may obtain from measures involving land use, land cover, and forestry.

For subsequent commitment periods, however, direct effects will have to be sepa-
rated from indirect effects in a more comprehensive way. A possible approach to this
is given in Figure 16.5. The basic idea is that the direct impact of a measure slowly
fades, relative to CO, fertilization and N deposition (Figure 16.5). This fading out is
given by the curve in the B graph. For each management measure, the shape and angle
of the transition from direct to indirect effects would have to be assessed. In case of
organic matter addition to cropland, for example, most of the direct effect is gone after
two to three years. With afforestation, the direct impact may be large for decades. This
approach becomes complicated, however, when extended to every management and
every region. Tackling this question raises large scientific challenges. Possibly, signifi-
cant contributions can be made by combining age class distribution models with ter-
restrial ecosystem models.
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Pathways of Atmospheric CO,
through Fluvial Systems

Jeffrey E. Richey

Uncertainties in the Current “Global Fluvial Systems Model”

As the main pathway for the ultimate preservation of terrigenous production in mod-
ern environments, the transfer of organic matter from the land to the oceans via fluvial
systems is a key link in the global carbon cycle (Ittekot and Haake 1990; Degens et al.
1991; Hedges et al 1992). Hence, the “role” of rivers in the global carbon cycle is most
typically expressed as the fluvial export of total organic and dissolved inorganic carbon
from land to the ocean (e.g., Likens et al. 1981). As will be discussed in more detail later
in this chapter, the most common literature estimations of the magnitude of these fluxes
are 0.4 petagrams of carbon per year (PgC y™!) for total organic carbon (evenly divided
between particulate and dissolved organic phases), and 0.4 PgC y! for dissolved inor-
ganic carbon. While these bulk fluxes are small components of the global C cycle, they
are significant compared to the net oceanic uptake of anthropogenic CO, (Sarmiento
and Sundquist 1992) and to the interhemispheric transport of carbon in the oceans
(Aumont et al. 2001).

This chapter examines and expands on several inconsistencies in this conventional
model. The first is in the estimates of the flux quantities and in the relative influence
of natural and anthropogenic processes in determining these fluxes. While much river
research has emphasized concentrations of carbon, sediments, and/or nutrients, with a
focus on export to the oceans (Meybeck 1982, 1991; Degens et al 1991; Milliman and
Syvitski 1992), considerable uncertainties remain. The second problem is that the role
of fluvial systems may not be limited to fluvial exports to the coastal zone. Continen-
tal sedimentation may sequester large amounts of carbon in lower depressions and wet-
lands (Stallard 1998; Smith et al. 2001). More recent estimates indicate that CO, out-
gassing to the atmosphere from river systems may be an important pathway (Cole and
Caraco 2001; Richey et al. 2002).

329
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Figure 17.1. Major reservoirs and pathways of atmospheric CO, in fluvial systems.
Atmospheric CO, fixed into streams and their riparian (near-stream) zones (as dissolved
CO, or organic matter) is stored as alluvium, released back to the atmosphere, or
transported down stream networks to larger river systems. This now-riverine carbon
exchanges with floodplains, is outgassed, or is retained behind dams. Finally the
“remaining” fluvial carbon is exported to the coastal zone.

4
¥ Coastal

Dynamics of Fluvial Systems

Fluvial systems integrate hydrological and biogeochemical cycles, over scales from small
streams to regional and ultimately to continental basins. The key issue here is the quan-
tity of carbon removed from the atmosphere relative to the amount returned to the
atmosphere, along the overall fluvial pathways. This sequence of processes can be sum-
marized in the form of a box model (Figure 17.1). Briefly, three primary forms of car-
bon of atmospheric origin are transported through fluvial systems. Particulate organic
carbon (POC) enters rivers from the erosion of soils (typically older materials) and as
leaf litter (typically newly produced). Dissolved organic carbon (DOC) is produced
through solubilization of soil organic carbon and enters streams via groundwater. Total
dissolved inorganic carbon (DIC) is produced via weathering, as the dissolution of car-
bonate and silicate rocks. This process sequesters atmospheric CO,, establishes the
alkalinity, and influences the pH of water, which governs the subsequent partitioning
of DIC between pCO,, bicarbonate, and carbonate ions. The dynamics of carbon in flu-
vial systems are not defined solely by the export fluxes of bulk C. Rather, they are
defined as a complex interplay of multiple C fractions; each exhibits distinct dynamics
and compositional traits that hold over very broad ranges of geological, hydrological,
and climatic conditions (Hedges et al. 1994).

Evaluating the model of Figure 17.1 is a challenge. The dynamics are complex, and
multiple time constants are involved. Data are scarce, particularly in many of the most
anthropogenically affected systems. The distribution of the constituent processes varies
dramatically across the face of the globe (with some of the most important regions being
the least measured).
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Mobilization from Land to Water and Riparian Zones

The fluxes from land to rivers are generally inferred directly from the fluxes out of a
basin, especially at a global scale. Although there is considerable truth to this for dis-
solved species (especially conservative ones), it is less true for particulate species, espe-
cially with human intervention.

The modern terrestrial sediment cycle is not in equilibrium (Stallard 1998). Meade
etal. (1990) estimated that agricultural land use typically accelerates erosion 10- to 100-
fold, via both fluvial and Aeolian processes. Multiple other reports in the literature sup-
port this conclusion. With the maturation of farmlands worldwide, and with the devel-
opment of better soil conservation practices, it is probable that the human-induced
erosion is less than it was several decades ago. Overall, however, there has been a sig-
nificant anthropogenic increase in the mobilization of sediments (and associated POC)
through fluvial processes. The global estimates of the quantities, however, vary dra-
matically. Stallard (1998) poses a range of scenarios, from 24 to 64 Pg y™! of bulk sed-
iments (from 0.4 to 1.2 Pg y! of POC). Smith et al. (2001) estimate that as much as
200 Pg y! of sediment is moving, resulting in about 1.4 Pg C y'! (using a lower per-
centage C than Stallard 1998).

Where does this material go? Does it all go downstream via big rivers, ultimately to
the ocean, or is it stored inland? Stallard (1998) argues that between 0 and 40 Pg y! of
sediments (0 to 0.8 Pg C y! as POC) is stored as colluvium and alluvium and never
makes it downstream. Smith et al. (2001), using a different approach, estimate that
about 1 Pg Cy! of POC is stored this way. If this movement is merely transferring POC
from one reservoir to another, with the same residence times, there is no net change in
the C cycle. Then the issue is, to what degree can the remaining soils sequester carbon
by sorption to the newly exposed mineral soils? Both Stallard (1998) and Smith et al.
(2001) argue that carbon is removed from the upper portion of the soil horizon, where
turnover times are relatively rapid (decades or shorter) into either of two classes of envi-
ronments with longer turnover times: wetlands and smaller, deeper depositional zones,
coupled with new carbon accumulation at either erosional or depositional sites. Both
assume that oxidation of organic C in transit is minimal, and both use quite conserva-
tive values for total suspended sediment (TSS) export. If true, this sequence of processes
would result in a significant C sink, on the order of 1 PgC y'!.

Within-River Transport and Reaction Processes

Within-river transport processes carry these eroded materials downstream through the
river network. Transport is not passive; significant transformations occur along the
way. Rivers exchange with their floodplains (depending on how canalized and diked a
river is). The movement of POC is, of course, directly linked to the movement of sus-
pended sediments. Sediments are deposited and remobilized multiple times and over
long timescales. In the Amazon, for example, Dunne et al. (1998) computed that as
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much sediment was being recycled within a reach as was leaving it. Presumably, a sig-
nificant amount of the erosion-excess sediment discussed in the previous section makes
it some distance downstream but is then slowed and retained within the alluvial flood-
plains.

An additional process within flowing water significantly affects organic matter
(OM)—the mineralization to pCO,. Most river and floodplain environments maintain
pCO, levels that are supersaturated with respect to the atmosphere. High partial pres-
sures of CO, translate to large gas evasion fluxes from water to atmosphere. Early
measurements in the Amazon suggested that global CO, efflux (fluvial export plus res-
piration) from the world’s rivers could be on the order of 1.0 PgC y™!. Recent meas-
urements of temperate rivers lead to estimates of global river-to-atmosphere (out-
gassing) fluxes of ~0.3 PgC y!, which is nearly equivalent to riverine total organic
carbon (TOC) or dissolved inorganic carbon (DIC) export (Cole and Caraco 2001).
Richey et al (2002) computed that outgassing from the Amazon alone was about 0.5
PgC y!. Assuming that the fluxes computed for the Amazon are representative of flu-
vial environments of lowland humid tropical forests in general, surface water CO, eva-
sion in the tropics would be on the order of roughly 0.9 PgC y! (three times larger than
previous estimates of global evasion). Factoring in the recent Amazon results, a global
flux of at least 1 PgC y! directly from river systems to the atmosphere is likely.

What is the source of the organic matter being respired? Is it labile contemporary
organic matter, recently fixed in the water by plankton or nearshore vegetation, or is it
some fraction of the allochthonous (terrestrial) matter in transport? The prevailing wis-
dom is that riverborne organic matter is already very refractory and not subject to oxi-
dation (after centuries on land). The “age” of riverine organic matter yields some
important insights.

Measurements of the 14C ages of organic matter and CO, in river water are very few,
but the results are intriguing (Hedges et al 1986). Cole and Caraco (2001) found that
the POC (and to a lesser degree dissolved organic carbon [DOC]) entering the Hud-
son is greatly depleted in C, suggesting that the particulate material was originally
formed on average ~5,000 years ago. Their analysis of '3C suggests that this material
is of terrestrial origin and unlikely to be ancient marine sedimentary rocks. Furthermore,
they found that organic matter (OM) pools became selectively enriched in 4C down-
stream. Based on an inverse modeling approach, they hypothesized that this enrichment
is due to utilization of old organic carbon, with dilution by recent primary production.
That is, organic C that had resided in soils for centuries to millennia, without decom-
posing, is then decomposed in a matter of a few weeks in the riverine environment (how
this happens is an intriguing question in its own right). Their results are not unique to
the Hudson. Raymond and Bauer (2001) found that four rivers draining into the
Atlantic are sources of old (**C-depleted) and young (4C-enriched) terrestrial dis-
solved organic carbon and of predominantly old terrestrial particulate organic carbon.
Much of the younger (relatively speaking) DOC can be selectively degraded over the res-
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idence times of river and coastal waters, leaving an even older and more refractory com-
ponent for oceanic export.

Thus, pre-aging and degradation may alter significantly the structure, distribution,
and quantity of terrestrial organic matter before its delivery to the oceans. As noted by
Ludwig (2001), the OM that runs from rivers into the sea is not necessarily identical
to the OM upstream in river catchments. Cole and Caraco (2001) observe that the
apparent high rate of decomposition of terrestrial organic matter in rivers may resolve
the enigma of why OM that leaves the land does not accumulate in the ocean (sensu
Hedges et al. 1997). Overall, this sequence of processes suggests that the OM that is
being respired is translocated in space and time from its points of origin, such that, over
long times and large spatial scales, the modern aquatic environment may be connected
with terrestrial conditions of another time.

Input to Reservoirs

Just because dissolved and particulate materials enter a river does not mean that they
reach the ocean; modern reservoirs have had a tremendous impact on the hydrologic
cycle. Starting about 50 years ago, large dams were seen as a solution to water resource
issues, including flood control, hydroelectric power generation, and irrigation. Now,
there are more than 40,000 large dams worldwide (World Commission on Dams
2000). This has resulted in a substantial distortion of freshwater runoff from the con-
tinents, raising the “age” of discharge through channels from a mean between 16-26
days and nearly 60 days (Vérésmarty et al. 1997). Whereas erosion has clearly increased
the mobilization of sediment off the land, the proliferation of dams has acted to retain
those sediments. Vorosmarty et al. (2003) estimates that the aggregate impact of all reg-
istered impoundments is on the order of 4—5 Pg y! of suspended sediments (of the 15—
20 Pg y! total that he references). Stallard (1998) extrapolates from a more detailed
analysis of the coterminous United States to an estimate of about 10 Pg y! worldwide
(versus 13 Pg y! efflux to the oceans), for a storage of about 0.2 PgC y! (which he
includes as part of his overall calculation of continental sedimentation).

Export to the Coastal Zone

The conventional wisdom is that the flux of POC and DOC are each about 0.2 PgC
y'!,and DIC is 0.4 PgCy! (e.g., Schlesinger and Melack 1981; Degens 1982; Meybeck
1982, 1991; Ittekot 1988; Ittekkot and Laane 1991; Ludwig et al. 1996; Ver at al.
1999). That these analyses converge is not terribly surprising. They are all based on
much of the same (very sparse) field data and use variations of the same statistically
based interpolation schemes. Let us evaluate these numbers.

Because direct measurements are few, POC flux estimations are typically a prod-
uct of the flux of total suspended sediments (TSS) and the estimated weight-percent
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organic C (w%C) associated with the sediment (because the bulk of POC is organic
C sorbed to mineral grains). The first problem is an adequate resolution of the TSS
flux. Data on TSS are frequently poor and of unknown quality. Many reported data
are surface samples, and the depth integrations necessary to accurately characterize
sediment flux are on the order of two to three times higher. Additionally, much sed-
iment moves during episodic storm events, when measurements are almost never
made.

As summarized by Vérosmarty et al. (2003), estimates of TSS transport to the
oceans have ranged from 9 Pg y™! to more than 58 Pg y’!, with more recent studies con-
verging around 15 to 20 Pg y™!. These estimates are generally based on extrapolations
of existing darta, which are weighted to the large rivers of passive margins and temper-
ate regions. Milliman and Syvitski (1992) called attention to the much higher yield rates
from steep mountainous environments (without directly computing a global total).
More recently, Milliman et al. (1999) estimated that the total sediment flux from the
East Indies alone (the islands of Borneo, Java, New Guinea, Sulawesi, Sumatra, and
Timor), representing about 2 percent of the global land mass, is about 4 Pg vyl or 20—
25 percent of the current global values. This type of environment (steep relief, drain-
ing directly to the oceans) is found elsewhere in the world, so the results are not likely
to be unique. New data from Taiwan support these high levels, with isotopic analyses
of the C showing that a significant part of the flux is human-driven (Kao and Liu 2002).

To obtain POC flux estimates, these values (and their uncertainties) must be mul-
tiplied by w%C. Meybeck (1991) divided particulate carbon into inorganic (PIC) and
organic (POC) phases and assumed that high-sediment rivers have very low carbon
fractions (0.5 w%C), representative of shale; he essentially does not consider the lat-
ter to be “atmospherically derived” and hence discounts it from estimates of fluxes to
the ocean. More recent values for w%C tend to be in the 1-2 percent range, and
higher for organic-rich systems (Richey et al. 1990; Stallard 1998; Gao et al. 2002).

To account for this range, POC flux can be computed as an ensemble based on dif-
ferent combinations of w%C and TSS fluxes, resulting in a range of 0.3 PgC y! t0 0.8
PgC y'!, with a “more likely” level of about 0.5 PgC y! (depending on assumptions
used). Therefore, it is possible that the common estimate of 0.2 PgC y! is low and that
the overall value lies in the range of 0.2—0.5 PgC y'!. The common estimate for PIC
of 0.2 PgC y! (Meybeck 1991; Ver et al. 1999) may also be underestimated, if sediment
fluxes are higher.

The value of 0.2 PgC y! for DOC export may also be low. DOC is also subject to
sparse (and questionable) measurements, without the availability of a proxy like TSS
for POC. Aitkenhead and McDowell (2000) developed a model of riverine DOC flux
as a function of soil C:N. Using this model, they computed a global flux of 0.4 PgC
y'!, or twice the common estimate. That is, the total organic C output from fluvial
systems may well be approximately double the original estimates, in the ~0.8 PgC y’!
range.
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Marine Fate

Long-term preservation of terrestrially derived organic matter in the oceans occurs
largely within sediments that accumulate along continental margins. Organic carbon
within these sediments is thought to be preserved largely because it is adsorbed to min-
eral grains (Keil et al. 1994; Mayer 1994; Bishop et al. 1992). Hedges and Keil (1995)
estimated that carbon preservation along continental margins over the Holocene was
split roughly evenly between sediments accumulating within the delta or sedimentary
plume of rivers and non-deltaic sediments accumulating outside the direct influence of
major rivers (but within range of multiple smaller systems).

The efficiency of storage between deltaic and non-deltaic systems is different. The
amount of organic carbon in non-deltaic continental shelf sediments falls in a narrow
range (0.5—1.1 milligrams of carbon per square meter [mg C m™?] of mineral surface),
and typically > 90 percent of the preserved organic matter is adsorbed to mineral sur-
faces. Deltaic sediments are distinctly different, containing only a fraction of the
organic carbon (by weight) found in other margin sediments. Suspended sediments
from the Amazon River, for example, have loadings (-0.67 mg C m™) that are three
times higher than the corresponding deltaic sediments (Keil et al. 1997), so more than
two-thirds of the terrestrial particulate organic load delivered to the Amazon delta is lost
from the mineral matrix and is not preserved. The Mississippi, Yellow, and other
river/delta systems also show extensive loss of terrestrial organic matter. Thus many
deltaic systems bury only a small fraction of the potential organic load normally sorbed
to mineral particles, with the balance presumably desorbed or mineralized (and enter-
ing the DIC pool).

The organic matter lost by mineralization and not buried is one of the factors in
maintaining the historical perspective that marginal seas are net heterotrophic (Chen,
Chapter 18, this volume). But Chen (2003) reviews more recent evidence, based on
direct measurements of pCO, (again, showing the critical importance of actual field
measurements of key parameters!) and comes to the conclusion that these seas are net
autotrophic, driven primarily by nutrients delivered via upwelling (with enhanced
nutrients delivered by rivers leading to eutrophication constituting only a minor
source), and net consumers of atmospheric CO,. The overall implication of this
sequence of processes is that much of the anthropogenically mobilized riverborne OM
(and perhaps the naturally mobilized OM) is liable to remain in the marine environ-
ment over timescales longer than the current increase of atmospheric CO,.

Anthropogenic Transient

To what degree have these fluxes been influenced or impacted by human activities—
that is, how much of this carbon is an anthropogenic transient? The consensus is that
human-induced erosion has dramatically accelerated the movement of sediments (and



336 | V.THE CARBON CYCLE OF LAND-OCEAN MARGINS

POC). While some of this material “hangs up” on land (sedimentation, reservoirs), some
of it likely escapes to the sea (some of the regions with highest sediment yields have very
few dams). There is evidence that anthropogenic processes have an affect on DIC.
Raymond and Cole (2003) report an increase in the alkalinity of the Mississippi, which
implies an increase in the consumption of atmospheric CO, through weathering. Jones
etal. (2003), however, report a systematic decrease in pCO, in rivers across the United
States, which they attribute to large-scale declines in terrestrial CO, production and
import into aquatic ecosystems and not to terrestrial weathering or in-stream processes.

In the case of DOC, there is simply not enough information available to draw con-
clusions. Clair et al. (1999) suggested that DOC export from basins in Canada might
increase by 14 percent with a doubling in atmospheric CO,. An additional factor rarely
addressed in rivers is direct loading from urban and industrial sources (Ver et al 1999;
Abril et al. 2002). In evaluating the consequences of continental sedimentation and the
potentially higher fluxes of POC, a net transient exported from land of roughly 1 PgC
y'! is possible, with perhaps half of that going to the sea and the other half divided
equally between outgassing and sedimentation.

Overall Fluvial System—Atmosphere Exchange:
Alternative Scenarios

Considerable uncertainty remains in the assessment of the carbon cycle of fluvial sys-
tems, including the magnitude of fluxes, how to include processes not previously con-
sidered, and delineation of anthropogenic and natural processes, all with an explicit
recognition of geography. To assess the implications of each, the earlier discussions are
summarized here via five “scenarios” (Figure 17.2).

The bulk transfer of atmospheric C through the land to fluvial systems (assuming a
steady-state summation of downstream processes, in a non-steady-state environment)
ranges from about 0.6 PgC y! (conventional wisdom) to 2.6 PgC y! (+ outgassing).
Continental sedimentation results in a significant sink, but that sink is reduced with
CO, outgassing (because of the way the sedimentation was computed). The inclusion
of continental sedimentation, and then the larger export of OM to the sea (about twice
conventional assumptions, under + POC, DOC), yields net sinks of atmospheric CO,
of up to 1.6 PgC y!. If outgassing is included, however, then the fluvial net sink is
reduced to 0.2 PgC y!. Although partitioning the total fluvial fluxes into natural con-
ditions and anthropogenic transients is problematic at best, substantial evidence suggests
that the mobilization of sediments has dramatically increased. While much of this
material is captured in reservoirs, it is reasonable to expect that a considerable amount
escapes to the sea (especially in non-deltaic regions with steep slopes and few dams).

Summarizing all the components of the riverine carbon cycle, several images emerge.
As a global steady-state aggregate, there appears to be a sink (between continental sedi-
mentation and marine sedimentation and dissolution) on the order of 1-1.5 PgC y!,
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Figure 17.2. Scenarios of the fluxes of carbon through fluvial systems relative to
atmospheric CO,; including atmosphere to rivers (River — Atm, as sum of other fluxes),
continental sedimentation (Cont Sed, alluvial, reservoirs), outgassing from rivers to atmos-
phere (Outgas — Atm), export of DIC to the sea (DIC — sea, as 50 percent of total DIC,
to represent just atmospheric weathering component), DOC export to the sea (DOC —
sea), export of POC to the sea (POC — sea), and by difference the net exchange with the
atmosphere (— Net Atm). For the purposes here, it is assumed that the export fluxes to
the sea constitute a sink, with no return to the atmosphere, on an immediate decadal time-
scale. Particulate inorganic C is not included (as it is abiotic and does not interact with the
other pools). Units are PgC y! (scale at bottom lines up with the axis of each graph at 0).
Scenarios are CW (conventional wisdom on DOC and POC export, no continental sedi-
mentation or outgassing), + Cont Sed (adding continental sedimentation to CW), + POC,
DOC (adding the higher values for POC and DOC fluxes discussed in the text to + Cont
Sed), + Outgassing (adding outgassing to + POC, DOC), and Transient (inferring anthro-
pogenic transients, based on the + Outgassing scenario).

with a significant anthropogenically enhanced component. A return flux to the atmos-
phere, on the order of 1 PgC y™!, reduces the net sink to about 0.2 or 0.3 PgC y L. There
are certainly disjunctures in space and time in this view, however. Because the organic
matter in transport appears to be “old,” the subsequent mobilization and oxidation/
outgassing would essentially be mining old C. There are significant regional implications
in this analysis. With its preponderance of land mass, extensive reservoirs, and agricul-
ture, the bulk of continental sedimentation (and its implications for C sink), is focused
in the Northern Hemisphere, between 30° and 50°N. C sequestration in paddy lands
would be closer to the equator. The greatest amount of sediment flux to the ocean (and
the greatest uncertainty) is in South and Southeast Asia and Oceania. Outgassing is func-
tion of both pCO, concentrations (driven by in situ oxidation) and surface area of
water. It is likely most significant in the humid tropics, particularly during the peak of
the wet seasons. The highly canalized temperate areas have less area available. The north-
ern latitudes, particularly with warming, are liable to have significant fluxes.

Opverall, more carbon is moving through the river system than previously assumed;
however, the exact magnitudes remain uncertain. The degree to which fluvial systems
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constitute a net source/sink relative to the atmosphere is essentially governed by the
interplay between mobilization of materials off the landscape and oxidation of those
materials back to the atmosphere. Additional data will be necessary to constrain these
magnitudes, and it is necessary to partition the model by geographic zone.
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Exchanges of Carbon
in the Coastal Seas

Chen-Tung Arthur Chen

In the natural carbon cycle, the time period for atmosphere-biosphere exchange ranges
from only a few months to a few decades. The exchange of CO, between the atmos-
phere and the hydrosphere, by contrast, takes several hundred years if the interior of the
oceans is taken into consideration. The exchange is much more rapid, however, on a
time scale of a few years or even less, for only the terrestrial hydrosphere and the sur-
face mixed layer of the oceans. The time for the atmosphere-lithosphere exchange is very
long, requiring many thousands of years or more. The shallow sediments on the conti-
nental shelves interact relatively readily with the atmosphere. Some terrestrial material
even crosses the shelves, which have a mean width of 70 kilometers (km) and a total area
of 26 X 10° km?, and efficiently reaches the slopes, which start at an average depth of
130 meters (m) (Gattuso et al. 1998). Dissolved organic matter may also be swiftly car-
ried to the interior of the oceans through intermediate bodies of water in certain areas,
including the Arctic, Okhotsk, Mediterranean, and Red Seas (Walsh 1995; Chen et al.
2003). The specific rates of productivity, biogeochemical cycling, and sequestration of
CO, are higher in the continental margins than in the open oceans. The end result is
that it may take only years, as opposed to hundreds of years, for the atmosphere, lith-
osphere, biosphere, and hydrosphere to interact in the continental margins. These
zones may also act as major conveyor belts, transporting carbon to the interior of the
oceans.

In general, the coastal oceans tend to absorb CO, in winter, when the water cools,
and in spring, as a consequence of biological processes. In summer and fall, the
processes of warming, respiration of marine organisms, and decomposition of organic
matter release CO, back into the atmosphere. Bacterial processes involved in the pro-
duction of CH, (methanogenesis) as well as in the biological production of dimethyl
sulfide (DMS) on the shelves also release these important greenhouse or reactive gases
into the atmosphere. Finally, direct and indirect human perturbations to the continen-

341



342 | V.THE CARBON CYCLE OF LAND-OCEAN MARGINS

tal margins (e.g., pollution, eutrophication) are large and have dire consequences for
marine ecosystems. Unfortunately, owing to the diversity and therefore complexity of
the shelf systems, their precise roles in the carbon cycle have yet to be quantified with
any degree of certainty. There is still, in fact, no consensus on the simple question posed
by the Land-Ocean Interaction in the Coastal Zone project (LOICZ) in its first report:
Are continental shelves carbon sources or sinks? (Kempe 1995).

Basing their argument on the imbalance between the total river transport of about
0.4 petagrams of carbon per year (PgC y!) and the oceanic organic carbon burial rate
of around 0.14 PgC y’!, Smith and Mackenzie (1987) and Smith and Hollibaugh
(1993) noted that the ocean must be heterotrophic, releasing more CO, into the
atmosphere than it takes up, in the absence of the anthropogenic perturbation of
atmospheric CO,,. Over the long term, the difference of 0.26 PgC y™! is most likely
returned to the atmosphere. Ver et al. (1999a,b) and Mackenzie et al. (2000) evaluated
changes in the carbon cycle of the continental margins over the past three centuries.
These three studies conclude that continental margin waters are still a source of CO,
to the atmosphere in spite of increased invasion of CO, from the atmosphere to the con-
tinental margins driven by the rise in atmospheric CO,. Fasham et al. (2001) adopts the
same view and reports a net sea-to-air flux of 0.5 PgC y! for continental margins.

The Mass Balances

The most recent Joint Global Ocean Flux Study (JGOEFES) synthesis, however, suggests
that the marginal seas are sinks of CO, (Chen et al. 2003). This synthesis, with slight
modifications to reflect some recent developments, indicates that the global average new
production of phytoplankton on the shelf is 0.78 Pg y! particulate organic carbon
(POC) and 0.25 Pg y! particulate inorganic carbon (PIC) (Figure 18.1, Table 18.1).
This new production is only 13 percent of the average primary production rate and is
mostly a result of upwelling (Chavez and Toggweiler 1995; Liu et al. 2000; Chen 2000,
2003a). Although net community productivity is rather high on global shelves (Lee
2001), only about 0.2 PgC y! of PIC and the same amount of POC out of the total
production (0.48 Pg y! PIC and 6.2 Pg y'! POC) is buried and stored on the shelf.
Downslope transport of modern particulate carbon is 0.5 PgC y'!, 58 percent of which
is organic (Chen et al. 2003). Results from major programs on the eastern United States,
western European, East China Sea, and Mediterranean continental shelves all show that
most of the biogenic particulate matter is remineralized over the shelves. Only a small
proportion (< 8 percent) is exported to the adjacent slopes (Wollast and Chou 2001;
de Haas et al. 2002; Chen 2003b), but higher export ratios have occasionally been
reported.

The downslope transport of POC is only 23 percent of the offshore transport of dis-
solved organic carbon (DOC). Recent studies based on 13C, 14C, and N show that a
large portion of the off-shelf transport of POC may be old terrestrial or relic matter.



Table 18.1. Fluxes relevant to continental margins

Category

Values

Rivers plus groundwater and ice

Air-to-sea (gaseous)

Precipitation plus dust

Net burial plus fish catch

Gross upwelling plus surface inflow

Downslope export of particulates

Gross surface water outflow

Gross offshelf export (downslope
+ surface outflow)

Net offshore export (downslope +
surface outflow-upwelling plus
surface inflow)

DIC: 32 (1, 6)

DOC: 30 (1), 27 (6)

PIC: 15 (1, 6)

POC: 20 (1), 18 (6)

IC: 37 (7), 13 (9)

OC: 34 (2), 30 (7), 31 (8)
CO,: 25 (1), 20 (2), 49 (3), 4675 (4), 30 (0),
8.3 (7), 62 (10), 83 (11);
CH,: -0.1 (6);

DMS: -0.07 (6)

PIC: 0.3 (1, 6); OC: 0.2 (8)
PIC: 15 (1, 6, 9), 14.5 (9); POC: 15 (1, 6, 9),
14 (2)

Total: 12.5 (7)

DIC: 2800 (1), 2827 (6);
DOC: 80 (1), 70 (6);
POC: 4 (1, 6)

PIC: 20 (1, 6, 9);

POC: 20 (1, 9), 27 (6);
Total: 167 (7)

DIC: 2800 (1,6);

DOC: 120 (1, 6);

PIC: 1.0 (1, 6);

POC: 12 (1), 22 (6);

Net: 58 (7)

DIC: 2800 (1, 6);

DOC 120 (1, 6);

PIC: 21 (1, 6);

POC 32 (1), 49 (6);

Net: 225 (7)

DIC: 0 (1), -27 (6);

DOC: 40 (1), 50 (6), 33 (13);
PIC: 21 (1, 6);

POC: 28 (1), 45 (6);

IC 4 (9);

OC: 40 (2), 38 (12);

Total: 58 (7)

(continued)



Table 18.1. (continued)

Category

Values

Primary productivity

New productivity

f-ratio

e PIC:40(1,6,9), 24.5 (9);
* POC:516 (1, 6,9);
* OC: 368 (2),789 (5);

e Total: 830 (7)

e DOC: 23 (6);

e PIC:6(1),21 (6);

e POC:75 (1), 42 (6);

e OC: 43 (2),231 (5), 158 (13),

e Total: 167 (7)

e 0.15(1),0.12 (2), 0.29 (5), 0.2 (7), 0.13 (6)

Note: All values except f-ratio are in 10’2 moles C y!; numbers in parentheses are reference numbers.
Traditionally these values are given in moles C and are not converted to PgC.
Sources: 1. Figure 17 and Table 8 of Chen et al. (2003) and the 27 references therein; 2. Rabouille
et al. (2001); 3. Yool and Fasham (2001); 4. extrapolated from data on the European shelves

by Frankignoulle and Borges (2001); 5. Gattuso et al. (1998); 6. this study; 7. Liu et al. (2000);

8. Smith et al. (2001); 9. Milliman (1993) and Wollast (1994) ; 10. Walsh and Dieterle (1994);
11. Tsunogai et al. (1999); 12. Alvarez-Salgado et al. (2001a) and 13. Hansell and Carlson (1998).
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Figure 18.1. Schematic diagram for the annual carbon budget (in 10'2 mol PgC y™!) for
the continental margins of the world (modified from Chen et al. 2003)
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There have been reports of high PIC contents on the slopes (Chen 2002; Epping et al.
2002), but whether or not these are relic is unknown (Bauer et al. 2001). Net off-shelf
transport of DOC is 0.60 PgC y!, about twice terrestrial input of 0.32 PgC y! (Fig-
ure 18.1). The remaining 0.28 Pg y! DOC is produced on the shelves and represents
35 percent of new organic carbon production, or 27 percent of total new carbon pro-
duction, a finding that is consistent with the results of Hansell and Carlson (1998).

Marginal seas are also sources of CH, and DMS (Sharma et al. 1999; Marty et al.
2001). For CH,, shelf sediments are likely to be the principal source, whereas for
DMS, biological production in the water column is probably the main source. These
fluxes are small (Figure 18.1) compared with the very large CO, fluxes, but they play
an important role, based on their activity in absorbing solar energy and reactivity in the
atmosphere.

The pCO, of the Continental Margins

The discussion so far deals with carbon balances rather than the CO, partial pressure
(pCO,) of surface waters. Yet, for surface waters to be a source or sink for atmospheric
CO,, their pCO, must respectively be larger or smaller than atmospheric pCO,,. Estu-
aries are generally supersaturated with CO, largely as a result of the respiration of
organic carbon input from rivers (Frankignoulle et al. 1998; Abril et al. 2002). The shelf
systems have not been studied as thoroughly. The first comprehensive study of pCO,
on a large shelf was conducted in the North Sea in May and June 1986 (Kempe and
Pegler 1991). According to that study, the North Sea gained 1.4 mol C m™ y!. Since
that study, many more pCO, data have become available. Frankignoulle and Borges
(2001), for instance, measured pCO, during 18 cruises in the surface waters of many
northwest European shelves. Their results show that these shelves are a sink of 0.09—
0.17 PgC per year. This is an additional, appreciable fraction (45 percent) of the pro-
posed flux for the open North Atlantic Ocean (Keir et al. 2001; Takahashi et al. 2002).

Data on surface water pCO,, temperature, and salinity have been collected over all
four seasons in the Yellow Sea and the East China Sea (ECS). These seas are a year-round
CO, sink (Chen and Wang 1999; Tsunogai et al. 1999). Low pCO, has also been
reported for the Bering and Mediterranean Seas, along the Californian coast, the Bay
of Bengal, and many other locations (see tables compiled in Chen et al. 2003 and Chen
2003b). Gattuso et al. (1998) compiled all of the available data for coastal ecosystems
and concluded that the proximal shelf regions that are directly influenced by the input
of terrestrial organic matter are net heterotrophic. That is, they release CO, into the
atmosphere because respiration is greater than biological production. The distal shelves
are net autotrophic, owing to the smaller influence of terrestrial inputs and to the
larger export of carbon to sediments and across the continental shelf break. The results
compiled by Chen et al. (2003) and Chen (2003b) confirm the findings of Gattuso et
al. (1998) and show that the global shelves are CO, sinks.
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Figure 18.2. Organic carbon cycle in global coastal oceans in its preanthropogenic state.
The boxes represent the reservoirs, and the arrows represent the fluxes between them. The
air-sea fluxes do not include the net flux of CO, because the carbonate system is not
included in the budget (data taken from Rabouille et al. 2001).

The temporal link between high winds and low sea-surface pCO, leads to a situation
in which average sea surface pCO, can be supersaturated, and the net annual flux is still
from the atmosphere to the sea. This situation occurs because the highest fluxes gener-
ally occur in winter and spring, during periods of undersaturation when the winds are
strong. Exchange rates are lower in summer and fall when surface waters are generally
more supersaturated and the winds are weaker (Memery et al. 2002). Many studies
assume that an autotrophic system absorbs CO, from the atmosphere (e.g., Smith and
Hollibaugh 1993), but intensive upwelling regions may be autotrophic and still release
CO, to the atmosphere. This process can happen when the pCO, of shelf waters is
reduced as a consequence of a decrease in the ratio of total CO,:alkalinity due to disso-
lution of relic carbonate deposits and/or increased alkalinity due to sulfate reduction in
the sediments (Chen 2002). In a recent study of the East China Sea continental shelf,
Tsunogai et al. (1999) suggested that because the shallow seafloor restricts the convec-
tion of cooling water, cooling is greater for waters on the continental shelf than for waters
in neighboring open oceans. This process leads to a “continental shelf pump,” driven by
the production of relatively cold and dense water, which, in combination with biological
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production, increases the absorption of CO, in the continental shelf zone. Based on a
globally distributed sample of 33 shelves and marginal seas, Yool and Fashman (2001)
found that the continental shelf pump accounts for a net oceanic uptake of 0.6 PgC y.
For the situation prior to human effects, Mackenzie and colleagues concluded that,
“Before anthropogenic activities, the global coastal ocean was a net autotrophic system
with a net export flux to sediments and the open ocean of 20 T mol organic C/yr (0.24
Pg Cy!)” (Rabouille et al. 2001: 3615). These results support the conclusion that the
proximal coastal oceans are CO, sources (0.10 PgC y!), whereas the distal coastal oceans

are CO, sinks (0.34 PgC y'!) (Figure 18.2; Gartuso et al. 1998).

Response to Future Forcing

Though small in area, the continental margins are the focal point of land, sea, and
atmosphere interactions. They have special significance, not only for biogeochemical
cycling and processes, but also increasingly for human habitation. In comparison with
the relatively uniform environment of the open oceans, or the rapidly mixing atmos-
phere, the spatial and temporal heterogeneity of the world’s coastal zone is considerable.
In addition, human impacts on these relatively small areas are disproportionately large
(Pacyna et al. 2000).

Several recent studies show that the continental margins currently function as sub-
stantial carbon sinks. Ver et al. (1999a, b) and Mackenzie et al. (2000) estimated a
source of 0.2 PgC y! in the preindustrial era. They argue that the flux has decreased
since 1800, a consequence of an ever-increasing nutrient discharge. Recently Macken-
zie and coworkers (Rabouille et al. 2001) concluded that the continental margins were
net sinks of 0.24 PgC y'! in the preanthropogenic state (Figure 18.2). Assuming that
the estimates of Ver et al. (1999a, b) and Mackenzie et al. (2000) were consistently low
by 0.44 PgC y’!, the continental margins in 2000 would have been sinks of 0.34 PgC
y'L. Though this adjustment may be an oversimplification, it reconciles the air-sea flux
of Ver et al. (1999a, b) and Mackenzie et al. (2000) (Figure 18.3) with my result of 0.36
PgC y! (Figure 18.1). This is a significant fraction (16 percent) of the “global” air-to-
sea flux of 2.2 PgC y! (Takahashi et al. 2002).

The coastal oceans are also strongly influenced by river inputs, which are sensitive
to numerous factors, including regional weather and climate, as well as dams and diver-
sions. Rivers are the major conduits for the transfer of water, nutrients, organic mate-
rial, and particulate matter from land to sea. Inputs of nutrients and organic matter pro-
vide critical support for fish breeding in the estuaries. Dams block the downstream
transport of particulate matter, an important source of nutrients and food for aquatic
biota. A large dam, such as the Nile River’s Aswan Dam in Upper Egypt, can have a dra-
matic impact on fish stocks in connected estuaries. The major source of shelf nutrients,
however, is onshore advection of subsurface waters (Chen 2000). Decreasing river out-



348 | V.THE CARBON CYCLE OF LAND-OCEAN MARGINS

- 4 045
36 F Autotrophic ]
/ -
Lo // 4 0.40
> 3 - .
o | Organic Carbon Balance /? i -~
% [SSTTTUPTUUUTRURRRRPPRPEEEELD e e / 1 035 >
c 2 L . '._-._. / ] : g
g i x
o ! )
< [ Coastal Ocean-Atmosph 1030
x 24 F phere -
E CO, Gas Exchange
i 4025
20 -
PR W S S Y ST WY WY W Y WY SN ST SN N S S S SN N T S T
1800 1850 1900 1950 2000 2050

Year

Figure 18.3. Organic carbon balance (dashed line) and net exchange flux of CO,
across the air-seawater interface (solid line) for the coastal margin system, in units of
102 moles C y! and Pg y™!. Positive values indicate the CO, flux is directed toward
the surface waters (modified from Ver et al. 1999a by adding 36.7 X 10'2 mol y! or
0.44 Pg y! to their results).

flow will reduce the cross-shelf water exchange through a reduced buoyancy effect, and
it will also diminish the onshore nutrient supply. Decreased primary production and fish
catch on the shelf typically follow dam construction.

Globally, approximately 40 percent of the freshwater and particulate matter enter-
ing the oceans is transported by the 10 largest rivers. Buoyant plumes move much of
the water and nutrients to the open shelves. Hence, these shelves also experience a
diminished biological pump and fish production when damming reduces freshwater
outflow. The fraction of riverine particulate carbon that is deposited in the deltas or
beaches or converted to the ever-increasing DOC pool is not well known. On the other
hand, the coastal oceans may be heterotrophic but nevertheless absorb CO,.

Conclusions
The first LOICZ report (Kempe 1995) concluded that coastal seas could be net sinks

or sources of CO, for the atmosphere, with slim prospects for a quick resolution. Now,
mass balance calculations, as well as direct pCO, measurements, indicate a consistent
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pattern. Taken together, continental shelves are significant sinks for atmospheric CO,,
absorbing 0.36 PgC a year. This flux is a composite over many estuaries, coastal waters,
and intensive upwelling areas, which are typically supersaturated with respect to CO,,
and most open shelf areas, which are probably undersaturated. This “continental shelf
pump” is primarily fueled by the cross-shelf transport of nutrients from nutrient-rich
subsurface waters offshore. Though they are sinks for CO,, the shelves release 0.1 x 10'?
mol y'' CH, and 0.07 X 10'* mol y"! DMS into the atmosphere.

New production supported by the external sources of nutrients represents about 13
percent of primary production. The other 87 percent is respired and recycled on the
shelf. Some of the organic material that is not recycled accumulates in the sediments,
but most of the detrital organic matter, mainly in its dissolved form, is exported to the
slopes and open oceans.

Acknowledgments

I am indebted to the National Science Council of the Republic of China, which pro-
vided partial financial assistance (NSC 92-2611-M-110-003). N. Gruber made
detailed and constructive criticisms, which strengthened the manuscript.

Literature Cited

Abril, G., M. Nogueira, H. Etcheber, G. Cabecadas, E. Lemaire, and M. J. Brogueira.
2002. Behaviour of organic carbon in nine contrasting European Estuaries. Estuarine,
Coastal and Shelf Science 54:241-262.

Alvarez-Salgado, X. A., D. M. Doval, A. V. Borges, 1. Joint, M. Frankignoulle, E. M. S.
Woodward, and E G. Figueiras. 2001. Off-shelf fluxes of labile materials by an
upwelling filament in the NW Iberian Upwelling System. Progress in Oceanography
51:321-337.

Bauer, J. E., E. R. M. Druffel, D. M. Wolgast, and S. Griffin. 2001. Sources and cycling
of dissolved and particulate organic radiocarbon in the northwest Atlantic continental
margin. Global Biogeochemical Cycles 15:615-636.

Chavez, F. P, and J. R. Toggweiler. 1995. Physical estimates of global new production:
The upwelling contribution. Pp. 313—336 in Upwelling in the ocean: modern processes
and ancient records, edited by C. P. Summerhayes, K.-C. Emeis, M.V. Angel, R. L.
Smith, and B. Zeitzschel. Chichester, UK: John Wiley and Sons.

Chen, C. T. A. 2000. The Three Gorges Dam: Reducing the upwelling and thus produc-
tivity of the East China Sea. Geophysical Research Letters 27:381-383.

. 2002. Shelf vs. dissolution generated alkalinity above the chemical lysocline in

the North Pacific. Deep-Sea Research 11 49:5365-5375.

. 2003a. New vs. export productions on the continental shelf. Degp-Sea Research 11
50:1327-1333.

Chen, C. T. A. 2003b. Air-sea exchanges of carbon and nitrogen in the marginal sea. In
Carbon and nutrient fluxes, I. Global continental margins, edited by L. Atkinson, K. K.
Liu, R. Quinones, and L. Talaue-McManus. New York: Springer-Verlag (submitted).




350 | V.THE CARBON CYCLE OF LAND-OCEAN MARGINS

Chen, C. T. A., and S. L. Wang. 1999. Carbon, alkalinity and nutrient budget on the
East China Sea continental shelf. Journal of Geophysical Research 104:20675—-20686.
Chen, C. T. A., K. K. Liu, and R. MacDonald. 2003. Continental margin exchanges. Pp.
53-97 in Ocean biogeochemistry: A JGOEFS synthesis, edited by M. J. R. Fasham. Berlin:

Springer.

de Haas, H., T. C. E. van Weering, and H. de Stigter. 2002. Organic carbon in shelf seas:
Sinks or sources, processes and products. Continental Shelf Research 22:691-717.

Epping, E., C. van der Zee, K. Soetaert, and W. Helder. 2002. On the oxidation and bur-
ial of organic carbon in sediments of the Iberian margin and Nazaré Canyon (NE
Atlantic). Progress in Oceanography 52:399—431.

Fasham, M. J. R., B. M. Balifio, and C. Bowles, editors. 2001. Contributors: R.
Anderson, D. Archer, U. Bathmann, P. Boyd, K. Buesseler, P Burkill, A. Bychkov, C.
Carlson, C. T. A. Chen, S. Doney, H. Ducklow, S. Emerson, R. Feely, G. Feldman, V.
Garcon, D. Hansell, R. Hanson, P. Harrison, S. Honjo, C. Jeandel, D. Karl, R. Le
Borgne, K. K. Liu, K. Lochte, F Louanchi, R. Lowry, A. Michaels, P Monfray, ]. Mur-
ray, A. Oschlies, T. Platt, J. Priddle, R. Quifiones, D. Ruiz-Pino, T. Saino, E. Sakshaug,
G. Shimmield, S. Smith, W. Smith, T. Takahashi, P. Tréguer, D. Wallace, R.
Wanninkhof, A. Watson, J. Willebrand, and C. S. Wong. A new vision of ocean
biogeochemistry after a decade of the Joint Global Ocean Flux Study (JGOEFS). Ambio
Special Report 10 (May): 4-31.

Frankignoulle, M., and A. V. Borges. 2001. European continental shelf as a significant
sink for atmospheric carbon dioxide. Global Biogeochemical Cycles 15:569—576.

Frankignoulle, M., G. Abril, A. Borges, 1. Bourge, C. Canon, B. DeLille, E. Libert,
and5].-M. Théate. 1998. Carbon dioxide emission from European estuaries. Science
282 :434-436.

Gartuso, J.-P, M. Frankignoulle, and R. Wollast. 1998. Carbon and carbonate
metabolism in coastal aquatic ecosystems. Annual Review of Ecology and Systematics
29:405-434.

Hansell, D. A., and C. A. Carlson. 1998. Net community production of dissolved organic
carbon. Global Biogeochemical Cycles 12:443—453.

Keir, R. S., G. Rehder, and M. Frankignoulle. 2001. Partial pressure and air-sea flux of
CO, in the Northeast Atlantic during September 1995. Deep-Sea Research 11 48:3179—
3189.

Kempe, S. 1995. Coastal seas: A net source or sink of atmospheric carbon dioxide? LOICZ
Reports and Studies No. 1. Texel, the Netherlands: Land Ocean Interaction in the
Coastal Zone International Project Office.

Kempe, S., and K. Pegler. 1991. Sinks and sources of CO, in coastal seas: The North Sea.
Tellus 43:224-235.

Lee, K. 2001. Global net community production estimated from the annual cycle of sur-
face water total dissolved inorganic carbon. Limnology and Oceanography 46:1287—
1297.

Liu, K. K., L. Atkinsion, C. T. A. Chen, S. Gao, J. Hall, R. W. MacDonald, L. Talaue
McManus, and R. Quinones. 2000. Exploring continental margin carbon fluxes on a
global scale. £OS 81:641—642 plus 644.

Mackenzie, E T., L. M. Ver, and A. Lerman. 2000. Coastal-zone biogeochemical dynam-
ics under global warming. International Geology Review 42:193—-206.



18. Exchanges of Carbon in the Coastal Seas | 351

Marty, D., P. Bonin, V. Michotey, and M. Bianchi. 2001. Bacterial biogas production in
coastal systems affected by freshwater inputs. Continental Shelf Research 21:2105-2115.

Mémery, L., M. Lévy, S. Vérant, and L. Merlivat. 2002. The relevant time scales in
estimating the air-sea CO, exchange in a mid-latitude region. Deep-Sea Research 11
49:2067-2092.

Milliman, J. D. 1993. Production and accumulation of calcium carbonate in the ocean:
Budget of non-steady state. Global Biogeochemical Cycles 7:927-957.

Pacyna, J. M., H. Kremer, N. Pirrone, and K. G. Barthel, eds. 2000. Socioeconomic
aspects of fluxes of chemicals into the marine environment. European Community
Research Project report EUR 19089. Brussels: European Commission.

Rabouille, C., E T. Mackenzie, and L. M. Ver. 2001. Influence of the human
perturbation on carbon, nitrogen, and oxygen biogeochemical cycles in the global
coastal ocean. Geochimica et Cosmochimica Acta 65:3615—3641.

Sharma, S., L. A. Barrie, D. Plummer, J. C. McConnell, P. C. Brickell, M. Levasseur, M.
Gosseliln, and T. S. Bates. 1999. Flux estimation of oceanic dimethyl sulfide around
North America. Journal of Geophysical Research 104 (D17): 21327-21342.

Smith, S. V., and J. T. Hollibaugh. 1993. Coastal metabolism and the oceanic carbon bal-
ance. Reviews of Geophysics 31:75—89.

Smith, S. V., and E T. Mackenzie. 1987. The ocean as a net heterotrophic system: Impli-
cations from the carbon biogeochemical cycle. Global Biogeochemical Cycles 1:187—198.

Smith, S. V., W. H. Renwick, R. W. Buddemeier, and C. J. Crossland. 2001. Budgets of
soil erosion and deposition for sediments and sedimentary organic carbon across the
conterminous United States. Global Biogeochemical Cycles 15:697—707.

Takahashi, T., S. C. Sutherland, C. Sweeney, A. Poisson, N. Metzl, B. Tilbrook, N. Bates,
R. Wanninkhof, R. A. Feely, C. Sabine, J. Olafsson, and Y. Nojiri. 2002. Global sca-air
CoO, flux based on climatological surface ocean pCO,, and seasonal biological and tem-
perature effects. Deep-Sea Research 11 49:1601-1622.

Tsunogai, S., S. Watanabe, and T. Sato. 1999. Is there a “continental shelf pump” for the
absorption of atmospheric CO,? Téllus 51B:701-712.

Ver, L. M. B., E T. Mackenzie, and A. Lerman. 1999a. Carbon cycle in the coastal zone:
Effects of global perturbations and change in the past three centuries. Chemical Geology
159:283-304.

. 1999b. Biogeochemical responses of the carbon cycle to natural and human per-
turbations: Past, present, and future. American Journal of Science 299:762—801.

Walsh, J. J. 1995. DOC storage in the Arctic seas: The role of continental shelves. Coastal
and Estuarine Studies 49:203-230.

Walsh, J. J., and D. A. Dieterle. 1994. CO, cycling in the coastal ocean. I. A numerical
analysis of the southeastern Bering Sea with applications to the Chuckchi Sea and the
northern Gulf of Mexico. Progress in Oceanography 34:335—392.

Wollast, R. 1994. The relative importance of biomineralization and dissolution of CaCO,
in the global carbon cycle. Pp. 13—34 in Past and present biomineralization processes:
Considerations about the carbonate cycle, edited by . Doumenge. Bulletin de I'Institut
Oceanographique, Monaco, special issue 13.

Wollast, R., and L. Chou. 2001. Ocean margin exchange in the northern Gulf of Biscay:
OMEX I. An introduction. Deep-Sea Research 1] 48:2971-2978.

Yool, A., and M. J. R. Fasham. 2001. An examination of the “continental shelf pump” in
an open ocean general circulation model. Global Biogeochemical Cycles 15:831—844.







PART VI
Humans and the Carbon Cycle






19

Pathways of Regional Development
and the Carbon Cycle

Patricia Romero Lankao

The distribution of carbon on the Earth has changed dramatically over the past 300
years (Houghton and Skole 1990; Ayres et al. 1994). Humans have exerted a strong
influence on these transformations through diverse, interacting mechanisms, including
agriculture, forestry, urbanization, and industrialization. These impacts on the carbon
cycle occurred in the context of dynamic, demographic, and technological trends, insti-
tutional settings, and politics. Societies have been affected by these transformations (vul-
nerability), and they have also responded in ways that have the potential to feed back
on the carbon cycle. These issues have been addressed in the literature in notions like
adaptation and mitigation (Kelly and Adger 2000).

Different theories may be used to explain such transformations of the carbon cycle.
Some, such as neoclassical or neoinstitutional, offer pathways of single-factor causation
(Ostrom 1990). Others look for more complex explanations, such as direct causes,
underlying forces (Turner et al. 1990; Geist and Lambin 2001), or the world economy
approach (Braudel 1984). Here, I explore the key role of the history and world econ-
omy approaches for understanding patterns of change in the carbon cycle, and ways that
carbon-relevant societal actions (land changes and energy use) manifest different
regional and temporal dynamics. I focus on three regional development patterns with
different carbon cycle consequences. These development patterns are core, rim, and
peripheral.

Throughout history the interaction among urbanization, agriculture, and forestry has
been complex and dynamic. Both regional and global perspectives can be used to iden-
tify carbon-relevant patterns of causation. The global perspective facilitates finding fea-
tures common to all development patterns, while the regional view supports the explo-
ration of key differences. The relationships among urbanization, agriculture, and
forestry, which cannot be isolated from the energy sector, must be considered within the
context of a world economy in which they are embedded. A world economy is “an eco-
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nomically autonomous section of the planet able to provide for most of its own needs,
a section to which its internal link and exchanges give a certain organic unity” (Braudel

1984: 22).

Key Historical Trends

Throughout their history, humans have transformed the carbon cycle through agricul-
ture, forestry, trade, urbanization, and energy use in industry and transportation. In the
past two centuries these processes have become so far-reaching that they have pro-
foundly transformed the carbon cycle and related processes, including climate, water,
and nutrient cycles. From 1700 to 1920, the area of croplands grew by 648 x 10°
hectares (ha). In the next 60 years, it increased by 588 X 10° ha—an increase of 91 per-
cent in 27 percent of the time. The world’s forests and woodlands decreased by 537 x
10° ha between 1700 and 1920 and by 625 X 10° from 1920 to 1980 (Richards 1990:
Table 10-1). These and related activities (biomass burning, intensification of livestock
husbandry) are major contributors to the changes in carbon stored in vegetation and
soils and the distribution of carbon between land and atmosphere (Houghton and
Skole 1990).

Until the 1950s urbanization was too low and the number of large cities too small
for cities to have other than local impacts on climate, the hydrological cycle, agricultural
land use, and exploitation of natural resources. Since 1950 urbanization has become a
major global factor, a phenomenon with important local, regional, national, and inter-
national impacts. Effects of urbanization on land cover are globally minor because
urban areas comprise less than 2 percent of the Earth’s surface (Lambin et al. 2001). On
the other hand, urbanization’s local effects and “ecological footprints™ on climate, air,
land cover, economic activities, and quality of life now extend far into surrounding areas.
In addition, large cities are now so numerous that their impact has become truly global.
Before the middle of the 20th century, the largest and demographically most dynamic
urban agglomerations like London, New York, and Tokyo were mostly in developed
countries. Since 1990 this pattern has reversed, with most megacities now situated in
developing countries (UNEP 2002).

The use of energy is an integral part of household activities, urban agglomerations,
agriculture, and transportation. Biomass (plant matter) was the most important fuel
until the middle of the 19th century. Since then, biomass has accounted for a decreas-
ing share of the world’s energy. It is now used mainly for domestic necessities in devel-
oping countries. In developed countries, coal and later oil and natural gas increased their
share of international energy demand (Williams 1994). At least since the 15th century,
forestry, agriculture, urbanization, and energy use have been interrelated with and
driven by “world economies.” It is useful to think of world economies as centered in a
number of kinds of world cities, including centers of industrialization (London, New
York, Berlin), gateway cities (Buenos Aires, Cairo, San Francisco, and Sydney), points
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of colonial penetration (La Paz, Lima), and centers of national power within develop-
ing countries (Manila, Mexico City). Such cities have experienced waves of carbon-rel-
evant urbanization and industrialization. Among the waves with tangent impacts on the
carbon cycle are the smokestack factories of the heavy-machinery phase in London
(1850—-1940) and the urban sprawl of Los Angeles and other big cities of the mass-pro-
duction era (1930-1980).

World economies comprise three different regions: core, rim, and peripheral. In core
regions within and surrounding world cities, land use changes and carbon releases to the
atmosphere have been massive. Middle or rim areas are fairly developed regions that
maintain tight trade interchanges with core areas and have similar carbon-relevant
processes. There may also be a huge periphery. Sometimes these are located within a
nation’s boundary. In other cases, they are part of overseas empires or economic zones,
representing “backwardness, archaism, and exploitation by others” (Braudel 1984: 39).
Peripheries have functioned as resource-exporting hinterlands, linked to and environ-
mentally affected by core regions through trade and political domination aimed at
finding markets for industrialized goods, supplying heartlands with raw commodities
(Galeano 1973; Ponting 1990), and, in recent decades, offering opportunities for relo-
cation of activities perceived as environmentally destructive to the cores.

Linkages among core regions, rims, and peripheries are the essence of diverse
regional pathways of development. Regional development has five key phases (Gruebel
1994; Lo 1994). These phases overlap because their technological paradigms need
about 20 years to evolve from one to the other.

The first phase (1750-1820) was dominated by the textile, coal, and iron industries
and led by England, plus some regions in Belgium and France. The processes leading
to this phase included technical (factories, combinations of coke and stationary steam
engines, wrought iron) and social (breakdown of medieval structures) aspects. Processes
taking place in the peripheries driven by colonialism, namely, increasing extraction of
timber and minerals, creation of croplands and plantations, and innovations in agri-
culture and animal husbandry, were also important drivers of this phase. Modifications
in land cover were globally the main proximate cause of changes in the carbon cycle
because plant matter was the main source of energy (Houghton and Skole 1990).

The second phase, also known as the steam era (1800—1870), saw the emergence of
industrialization as a pervasive and global principle of economic growth, dominated by
mobile steam power and inland navigation. England still led industrialization, but it
soon spread to Belgium, France, Germany, and the United States. Key innovations
appeared, including steel, railways, telegraphs, city gas- and coal-based chemical indus-
try. Hinterland regions continued to supply raw materials, and they became widening
markets for the products of core and middle regions. The bulk of the trade, however,
remained within each realm (Gruebel 1994). Land use persisted as the main cause of
changes in the carbon cycle (Houghton and Skole 1990).

The heavy engineering epoch (1850—1940), the most intensive period of industri-
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alization for core regions, saw the emergence of oil, petrochemicals, synthetics, tele-
phone, radio, electricity, and agricultural innovations. Economic expansion contrasted
with the social and political inability to provide equitable standards of living, resulting
in social conflicts. Production of steel, other primary commodities, and capital equip-
ment were at the core of the international expansion of industrial and urban infra-
structure (Ponting 1990). London and New York rose as world cities for key commod-
ity markets, banking, and capital finance. Railway networks and ocean steamships
linked distant regions through international trade dominated by industrialized core areas
in Germany and the United States, and, to a lesser extent, by the emerging regions of
Japan and Russia. Imperialism and colonialism were the political counterparts of these
processes. Peripheries were granted access to markets in core regions in return for raw
materials and food. Emissions of carbon from the combustion of fossil fuels became an
important cause of changes in the carbon cycle, rivaling emissions from land use
(Houghton and Skole 1990).

During the mass production and consumption era (1930—1980), the most intensive
human transformation of the carbon cycle took place. Land use, land cover, and energy
use increased rapidly with intensification of industrial activities, expansion of agricul-
tural areas, and reduction of forests. Emissions from fossil fuels became by far the most
important source of carbon releases. Transformations that might be called Fordism, Tay-
lorism, and Welfare State led to consolidation of chemical industries, massive produc-
tion of industrial commodities and consumer products such as plastics and petro-
chemicals, internal combustion engines, automobiles, agrochemical inputs, farm
machinery, and consumer durables. New transport and communication systems facil-
itated cultural and information exchanges. They also facilitated the worldwide exten-
sion of industrialization. Nevertheless, the core regions continued to dominate most
industrial output and trade. Only a few former rims (Austria, Canada, Japan, Scandi-
navia, and Switzerland) joined the heartlands. The rest remained in rim and periphery
areas, depending heavily on exports of raw materials, and/or production of industrial
commodities such as textiles and durables that had gradually shifted away from the core
regions.

The current phase, not consolidated yet (1980-?), is characterized by the emergence
of most industrialized countries, members of the Organisation for Economic Co-
operation and Development (OECD), as core regions and new partners as rims.
Regional economic blocs, such as the North American Free Trade Agreement, the Euro-
pean Union, and Asia-Pacific Economic Cooperation, are features of the current world
economy led by the United States, Germany, and Japan, respectively. Computers, elec-
tronics, telecommunications, services, biotechnology, new materials, and to a lesser
degree environmental technologies seem to be the main sources of transformation.
These transformations are driven by new production systems (just-in-time, total qual-
ity control) and widely distributed production. Key trends include economic deregu-
lation, liberalization, privatization, and new arenas of power with important differences
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between countries and regions. For example, between 1930 and 1980, many peripheries
financed industrialization through export earnings from primary commodities, which
allowed them to join the rims. Meanwhile, mass production was extended from core
regions to rims, including parts of Brazil and Mexico (Marston et al. 2002). It is not yet
clear which sources of energy will substitute for petroleum (Caldeira et al., Chapter 5,
this volume). Genetic resources, biodiversity, water, soil, and “nature” may emerge as key
“commodities.”

Current Relevant Pathways of Regional Development

The current world system has at least three patterns of regional development (Marston
etal. 2002). The three share important characteristics, namely increased population in
cities, fragmentation of surrounding landscapes, and agricultural intensification. On the
other hand, some features of urbanization, agriculture, forestry, and energy are unique
to each region.

The first pathway, centered on dominant world cities, takes place in core regions
(Figures 19.1, 19.2, and 19.3). These core regions share increases in international trade,
production, consumption, and carbon emissions.”> World cities act as centers of tech-
nological innovation and international, managerial, and financial functions, as well as
hubs of networks for less important urban centers (Lo 1994). Urban areas of the core
regions experience lower population growth rates than those in rim or peripheral areas
(Figure 19.4). Management policies and strategies have ensured investments in infra-
structure, urban planning, and environmental issues. Local government expenditures
tend to be between 15 and 40 times higher than in peripheral areas (Figure 19.5). The
question is whether this might allow for development policies with positive carbon con-
sequences reflecting capacity to promote mitigation and cope with the social implica-
tions of changes in the carbon cycle (Lo 1994; UNEP 2002).

Major cities in developed core and rim regions fall into two major categories with
respect to carbon-relevant indicators such as urban land use, planning, and transport.
One category is high-density agglomerations represented by Hamburg, London, Paris,
Singapore, Stockholm, and Tokyo. Although recently experiencing some urban sprawl,
they tend to have mixed land use, improved public transport, relatively low auto
dependence, and enhanced viability of walking and cycling (Kenworthy and Laube
1996; UNEP 2002). The other category is low-density cities such as Canberra,
Chicago, Detroit, and Los Angeles, which are sprawled, heavily zoned, and segregated.
In these cities, dependence on autos is high and support for walking and cycling is low
(Kenworthy and Laube 1996). Low-density cities tend to have more carbon-related local
and global impacts than their high-density counterparts, including destruction of
prime farming land and natural landscapes, photochemical smog, noise, and emissions
of greenhouse gases.

North America, Western Europe, and Australia and New Zealand have 481, 473,
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Figure 19.1. Share of world’s GDP by region (1980-1999). (UNEP 2002)

2
m 120
g | 2000 ———
= 100 1995 — "
S 1991 —
2 g0 |
S
S 60 |
<
c
S 40
£
> 20
"
o
o
o O |
>
o
5 > @ QO N D N @ Q N QD Q 2
< \@((;b & \Q}@ Q}\Qb ?r&e, QO& Q\QQ qr@@ @q} R & \,\\@ \00\
> S N Q) & 5\ RS L R R
g @ ¥ s O‘Q\ V? OQQ; Q}(\ Qf\ é\o v:\‘\ v,g\\ Qf\db
£ Q/Q‘ S ?é\ v& R\ &
a Q Q/{b & Q& 0\5 e

& RN S R

S v N o

& <>

Figure 19.2. Primary energy consumption by region (1991, 1995, and 2000). (Energy
Information Administration 2002)



1.8
1.6 |
& 14}
©
2
5 12 ¢ -
()
(@)
o> 1r B
a
2 08 | =
S
0
2 06 |
(3]
o 04}
(@)
02 |
0 L L L
S S D @ DD ¢ D
AN R T
RO C N S S N S
& ¢ &V S ¢
\Q}o <& & N
Q\Q'% v \/

\QQJ

2000 ———
1995

1991 \
\

2 & x\‘@
& \;\\cﬁz’
\\\

v &‘v

X N
° &

Figure 19.3. Carbon dioxide emissions by region (1991, 1995, and 2000). (Energy
Information Administration 2002)

5.0% | Metropolitan
Urban —
{ National
4.0% |
S 3.0% [ l
(o]
i
(32} —]
S 20% |
3 2.0%
S
=
° 1.0% |
[=2]
<
i=l
% 0.0% T T T T T T . .
S
Q.
o
2 -1.0% 2
© — &%
=} =
£ s S & 5
< H 2 = g g
2 g ":’U Q,\' ~ i )
S 2 5 & i) F & @ &
S S & S g § g 2 <
I 2 ~ < < = &g & < @
) I S S g Py @ & K
s Z 5 5 2 g ) i &
O < \‘? ~ < 7y < .§ <

Figure 19.4. Demographic indicators (1993—1998) (UN-Habitat 2001).



362 | VI. HUMANS AND THE CARBON CYCLE

3 3000

5 —

£

$ 2500 f

o

x

5 2000 |

% ] / revenue per capita

=N

5 3 1500 | expenditures per capita
=d revenue less expenditures
S 1000 [

£

£

S 500 |

) |—|—| I
(=2}

g o

o

-

Figure 19.5. Local governmental revenue and expenditures (1998). (UN-Habitat 2001)

600
o 500 |
a
o
[}
(=N
o 400 |
o
o
—
g 300 |
4
©
(8]
T 200 |
[=2]
c
[}
&
o] 100 [
o

Figure 19.6. Number of passenger cars per thousand people (1995) (UNEP 2002).

and 419 cars per thousand people, respectively (Figure 19.6), well above the levels in
the rest of the world. This could support the thesis that there is an inevitable relation-
ship between rising incomes and increasing car use, or in more general terms that afflu-
ence, consumption, and environmental impact are intrinsically linked. But urbanization
patterns in Western Europe and some Asian cities suggest that such a connection is not
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Figure 19.7. Annual net carbon flux to the atmosphere from land use change (1960—
1990). Values are in millions of tons C (UNEP 2002).

inevitable. Other factors such as urban planning policies that favor alternatives to auto
transport, good-quality transit systems, and environmental awareness and attitudes
may be key drivers of these differences.

Notwithstanding these dissimilarities, both kinds of cities share a critical feature.
They enjoy high standards of living, with ecological footprints in the air, land, water,
and natural cycles of the earth that are much larger than in less-developed regions. In
terms of land use, for instance, they run ecological deficits or footprints 8 to 15 times
larger than their total national territories (Rees and Wackernagel 1996).

In core regions, forest areas have increased during recent decades while croplands
have decreased (Richards 1990). Core regions’ contribution to carbon emissions
through land use change has therefore declined (Figure 19.7). Agriculture and forestry
in core regions tend to be intensive in terms of yield, cultivation, products per unit area
and time, and application of capital and inputs affecting the carbon and other global
cycles.? Last but not least, primary activities tend to be more supported by the state
through incentives and subsidies than they are in peripheries (Williams 1994).

A second development pathway occurs in rim or semiperipheral regions of Asia,
Europe, and Latin America. One group of these, represented by Hong Kong, Korea,
Singapore, and Taiwan (the “Asian tigers”), experienced rapid industrialization from
1970 to 1996. These cities expanded their share of world trade production and con-
sumption of industrial goods through a shift from light manufacturing to durable con-
sumer goods and machinery. The national states have been relatively able to support
innovative research and development, social security, urban infrastructure, and local gov-
ernment revenues and expenditures (Figures 19.5 and 19.8).



364 | VI.HUMANS AND THE CARBON CYCLE

60% 1
Households below local poverty line
Employed population (informal sector)
50% A Unemployment (total)
40% -
30% A
20% A
10% -
0% -

F @ & @ @SSP
&> o A &\ RSN SN
& ¥ © S ?5"\ & 5 Cl ¥

< & S\ S
SR & ol
N A4 <& S
$®

Figure 19.8. Urban social indicators (1998) (UN-Habitat 2001).

Brazil, Chile, and Mexico are examples of a second group of rim or semiperipheral
cities. They developed industrial sectors (autos, assembly plants, synthetic fibers, and
chemical fertilizers) with a strong transnational presence and exploited peripheral
regions. In contrast to the first group, however, they still depend heavily on export of
primary commodities as a source of international trade (Romero 2002). During the past
two decades, under the influence of neoliberalism, their states promoted economic lib-
eralization. Strongly impelled by international organizations, they weakened their abil-
ity to support domestic industries and invest in economic growth, infrastructure, and
social security. The result has been recurrent economic and financial crises, increasing
segregation, difficulty in financing social and urban infrastructural expenditure, and
weakening of institutional settings (Romero 2002, and Figures 19.5, 19.8, and 19.9).
High urbanization rates have caused increased segregation and sprawling informal set-
tlements. Urban air pollution is a major problem in rim regions,* reflecting inadequate
vehicle maintenance, poor fuel quality and road conditions, inefficient public transport,
and long travel times (Lo 1994; UNEP 2002).

What is the carbon relevance of the differences in the two rim groups? Have they
resulted in contrasting patterns of production, energy utilization, and CO, emissions?
Although energy consumption and carbon emissions by rim regions have increased, they
are still low compared with core regions (Figures 19.2 and 19.3). The Asian tigers’
extended share of international manufacturing and export is linked to increased emis-
sions, a feature of core regions during the first stage of industrialization (the heavy engi-
neering phase). A relatively smaller percentage of carbon emissions by Latin American
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rim areas is linked to changes in production structure (Luukanen and Kaivo-oja 2002).
Mexican industry has become “lighter” and focused more on assembly industries. This
is a controversial sector in development terms because it creates low-quality jobs and
aggregate value, decreases government revenues, and lowers capacity to cope with envi-
ronmental issues (Varady et al. 2002). Reduced carbon emissions in these countries
could also be caused by deindustrialization related to recurrent economic, financial, and
institutional crises.

One unsolved question is whether divergent development pathways might give
Asian tigers increased capacity to adapt to changes in the carbon cycle. Although they
are socially segregated, they enjoy relatively more wealth, technology, information,
skills, infrastructure, access to resources, and management capabilities than their Latin
American counterparts (Figures 19.5, 19.8, and 19.9). These advantages may provide
a foundation for development policies with positive carbon-relevant consequences,
including the ability both to promote mitigation and to cope with socioeconomic
implications of changes in the carbon cycle.

The third development pathway taking place in the peripheries is represented by high
primary commodity—export economies in Africa, Asia, and Latin America. These
countries have recently experienced reductions in their already small share of world
domestic product (Figure 19.15; Lo 1994). Their consumption of energy and CO,
emissions has increased in recent years but is insignificant compared with that of the
cores (Figures 19.2 and 19.3). Industrialized economies continue to be the main
sources of trade and financing for these areas. Many of the peripheries maintain his-
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torical and structural characteristics that are vulnerable to the vagaries of international
markets and are hit hard by recurrent weaknesses in the prices of their primary exports.
For instance, in terms of 1990 U.S. dollars, the price index of all nonfuel primary com-
modities decreased from 118.1 to 89.3 from 1995 to 2000 (FAO 2001).

Falling prices and the embrace of economic liberalization in the peripheries both con-
tribute to recurring financial crises, heavy external borrowing, inflation, stagnation of
economic growth, high rates of urban and rural segregation, and weakening institutions.
Besides hampering their ability to promote key carbon development policies, such fac-
tors might also hinder their ability to promote mitigation and cope with the social impli-
cations of changes in the carbon cycle.

Rim and peripheral regions share several aspects of land use changes caused by agri-
culture and forestry. Their forests have decreased and croplands have grown during
recent decades (Richards 1990), leading to increased relative contributions to carbon
emissions (Figure 19.7). Land use changes are caused by the interplay of several proxi-
mate and underlying factors. “Among the most frequently found factor combinations
are the agriculture-wood-road connexus (mainly driven by economic, policy, institu-
tional and cultural factors), the agricultural-wood connexus (mainly driven by techno-
logical factors), and population-driven agricultural expansion.” There are regional vari-
ations, however, in causal connections, “with the agriculture-wood connexus featuring
mainly Asian cases, and the road-agriculture connexus featuring mainly Latin Ameri-
can cases” (Geist and Lambin 2001, 95).

Rim and peripheral regions exhibit at least two carbon-relevant scenarios within the
complex mosaic of agricultural and forest practices, namely intensification and diversi-
fication.’ The first is common among commercial farmers, the second within the sub-
sistence sector. Three sets of factors may drive intensification: land scarcity linked to
population growth, markets, and intervention through projects sponsored by states,
donors, or nongovernmental organizations (Lambin et al. 2001).

Diversification is often driven by interacting processes, which have adverse effects on
agricultural-based livelihoods. This list of processes includes the embrace of liberaliza-
tion, deregulation, and new regional trade agreements (Ellis 2000; Romero 2002). The
impacts of intensification and diversification on the carbon cycle are diverse and poten-
tially contradictory. For example, increased use of fertilizers may increase nitrous oxide
emissions in most crops. But in rice the improved efficiency linked to intensification has
led to decreased methane emissions (Milich 1999). Diversification strategies can lead to
a range of results, including land degradation, abandoned land capital (terraces, irriga-
tion), and regeneration through ecological succession (Romero 2002).

Relevance of Common and Different Patterns of Development

The emergence of core, rim, and peripheral regions underlies diverse, carbon-relevant,
regional pathways of development. Some carbon-relevant features are common to all
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regions, such as demographic concentration in urban areas and intensification of agri-
culture. These features can be managed through similar policy strategies, but only if they
take into consideration the socioeconomic, political, and cultural configuration of each
region.

Other key characteristics are differentiated in regional and historical terms. Core
regions, for instance, have by far the highest share of international trade, production,
energy consumption, and carbon emissions. Their responsibility in the design of miti-
gation and adaptation policies is consequently much higher. Some cores have become
less intensive, while development patterns of some rims are leading to more intensive
energy use and carbon emissions. Most of the peripheries are confronted with the basic
issues of equity, governance, and the need for alternative models of economic growth.

Differences in development patterns demand a range of different carbon-related poli-
cies. Actions aimed at reducing CO, emissions are, for instance, most appropriate for
cores. Policies aimed at reducing social disparities, increasing local financial capacities,
and strengthening institutional settings are key for many rims and peripheries.

All regions are confronted by paradoxes. Industrialization, the key driver of devel-
opment in core and rim regions, is at the heart of deep and irreversible transformations
of the carbon cycle. Nevertheless, these industrialized regions are better endowed to pro-
mote development policies with positive consequences for the carbon cycle, such as
urban and environmental planning. Might they also be better able than the peripheries
to undertake mitigation and cope with the social implications of change? The latter bear
a much smaller responsibility for altering the carbon cycle. In addition, they are con-
fronted by pressing issues (social segregation, financial constraints), which may constrain
their capacities for mitigation and adaptation.

Notes

1. Ecological footprint, as a land-based surrogate measure of the population’s demands
on natural capital, “is the total area of productive land and water required continuously to
produce all the resources consumed and to assimilate all the wastes produced, by a defined
population” (Rees and Wackernagel 1996: 227-228).

2. Gruebel (1994), Lo (1994). As Figures 19.1, 19.2, and 19.3 show, core regions’ gross
domestic product (GDP) and share of energy consumption rose during recent years, even
if there are differences in carbon dioxide emissions. Whereas North America’s carbon diox-
ide emissions sharply increased, Asia’s and Western Europe’s tended to be stable.

3. The carbon relevance of intensive livestock in all regions is related to methanogene-
sis (Ayres et al. 1994: 130—131). Cattle from developed and developing countries produce
30 percent and 22.5 percent, respectively, of estimated annual CH, emissions by animals
(Milich 1999: Figure 9).

4. Curitiba, Brazil, is an outstanding exception to this tendency (UNEP 2002).

5. Diversification in a livelihood context relates to the existence, at a point in time, of
diverse income sources underpinned by circulation, migration, and off-farm employment
(Ellis 2000).
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20
Social Change and CO, Stabilization:

Moving away from Carbon Cultures

Louis Lebel

To achieve CO, stabilization in the atmosphere within the next century will require pro-
found social changes in a world where most societies have already become, or aspire to
be, carbon cultures. “Culture” is understood as a critical set of institutions that guide the
ideas by which a society lives. Culture penetrates market, political, and other institutions
and is far more than a “grab-bag” for all those factors that are not about economics or
politics. In carbon cultures, much behavior and enterprise depends on carbon-rich fos-
sil fuels.

Human activities affect the carbon cycle through a number of interacting pathways.
Understanding is most advanced for the most direct factors treated one at a time and
at a single scale. Especially important are the processes driving changes in land use
toward lower carbon stocks and the incentives for continuing use of carbon-rich fuels.
The underlying social structures and processes driving changes in the carbon cycle, how-
ever, are complex (e.g., Sayathe et al. 2001). Here, they are grouped into consumption,
social organization, knowledge and values, technology, and institutions (Figure 20.1).
This chapter considers each of these groups in turn.

Consumption

Where and how people work, play, and move is critical for patterns in energy and land
use. Although people do have some choice about how to meet particular needs and
wants, social structures and processes greatly constrain these. Indeed some of these
processes (historically) helped define those needs and wants. Consider the role of adver-
tising, the size of marketing budgets, television programming, and the media in defin-
ing a desirable or normal “household.” Corporations have a vested interest in widen-
ing the aspirational gap—the distance between what people have and what they feel
they need. Ironically, the growth in the range of products does not necessarily mean
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Figure 20.1. A simple conceptual framework for various social structures and processes
influencing the global carbon cycle

more choice. Indeed, the choice to meet want without a purchase is being hidden from
view. Control is not absolute, but the behavior of consumers is strongly channeled.

Everyday activities are, in their aggregate, extremely important for the future of the
carbon cycle, because consumer goods and services, whether sports utility vehicles,
household appliances, seafood delicacies, holiday homes, or exotic holidays in third
world countries, often imply large direct and indirect energy use (Schipper 1997;
Weber and Perrels 2000; Wier et al. 2001). Because much of the energy comes from
burning fossil fuels, there is a strong relationship with carbon emissions. Although shifts
from solid fuel (biomass and coal) to liquids (kerosene, fuel oil) to gas (LPG, natural
gas, biogas) suggest a decarbonization of residential fuel use patterns, increases in over-
all consumption may outweigh these positive trends. For example, a detailed study of
household energy consumption over 50 years in the Netherlands found no significant
trend toward lower energy intensities or dematerialization in consumption patterns
(Vinger and Blok 2000).

The skill of advertisers in driving consumption should not be underestimated.
Often products that can no longer be functionally improved in a meaningful sense can
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still be differentiated by turning them into cultural symbols—or ways of making the
purchases associate with things like freedom, sex, and feeling good about oneself (Sachs
1999). A watch does not just tell the time, but also identifies its wearer as a driver or
an adventurer. Cars are full of gadgets that have nothing to do with driving perform-
ance. Of course, this satisfying of aspiration must be an empty promise so that the pro-
duction-consumption machine can continue to move. A month later, a new model and
set of symbols are launched to create a new round of demand. There is no saturation of
demand or limit to expansion when commodities become cultural symbols (Sachs
1999).

Choices are not completely malleable by the media. Needs and wants also arise from
the characteristics of a place. Climate, topography, and the accessibility and cost of land,
energy, and other materials also help determine the range of choices available. In satis-
fying needs and wants, people often seek to maximize convenience and comfort as much
as to minimize costs (Sayathe et al. 2001). Finally, various institutions, including prop-
erty rights, taxation, and access to credit cards, provide additional incentives or disin-
centives for certain carbon-emitting behaviors.

The trend toward increased mobility is one of the areas that shows the least sign of
slowing in growth, even in mature industrialized economies (Schipper 1997). Almost
everywhere it is faster, further, and more. There are also big differences among cultures.
Americans emit three to four times as much carbon per capita from personal vehicle use
as do Europeans, in part because of greater driving distances, but also because U.S. cars
use 25-30 percent more fuel (Schipper 1997). Historically, there have been major
shifts in dominant modes of transport and infrastructure, from canals and rail to roads
and air. What the future of transport in 100 years will be like is hard to predict and
remains one of the larger sources of uncertainty for future carbon emissions.

Consumption of meat has a major impact on land use, because it is much less effi-
cient than directly eating grain (Heilig 1995). Some trends in the developing world are
staggering. Between 1990 and 1996 the number of McDonald’s restaurants in Asia and
Latin America quadrupled, and meat consumption there tripled over the past 25 years.
Religious and cultural values that prohibit the use of certain meats, like pork or beef,
ameliorate this trend. McDonald’s restaurants in India, for example, serve many vege-
tarian meals. Demand for other export-oriented crops like coffee, cocoa, cotton,
bananas, tea, and shrimp have also had major influences on forest cover in developing
countries (Tucker 2002).

Countercurrents are present, but they cannot buy the airwaves, so their influence in
defining culture is waning. Traditionally, many religious and other teachings have
argued that an excess of material things is a distraction, wastes energy, reduces capacity
to control one’s life, or causes suffering. Buddhism often relates ideas of simplicity and
sufficiency.

Underconsumption is also a problem. Per capita emissions in developing regions are
very much lower than in the developed world (Romero Lankao, Chapter 19, this vol-
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ume). Any just approach to reducing carbon emissions to close to zero will have to allow
for major increases in some parts of the world over the next several decades. In these
areas, additional consumption is important to improving well-being. For the more
affluent parts of society, however, reducing over- and misconsumption is critical to local
and global sustainability.

Globalization of trade and the liberalization of investment over the past several
decades have resulted in many longer and more complex commodity chains (Conca
2002). Direct environmental feedback signals are easily distorted and lost (Princen
2002). Consumers now have almost no hope of reconstructing the environmental con-
sequences of their purchase and use decisions. The challenge is acute for CO,—a com-
mon substance that is only considered a pollutant in the aggregate and global sense.
Input-output tables can capture most of the goods consumed in making a final prod-
uct buc still neglect services and goods obtained for free from ecosystems.

Finally, changing consumption of energy, goods, and services by firms, government
agencies, and the military is at least as important as modifying household consumption
patterns. Their purchases are large and may be distorted by special arrangements,
subsidies, and incentives. Consumption by organizations is not independent of house-
hold consumption but may provide greater opportunities for directly reducing CO,
emissions.

Social Organization

Alternative patterns of consumption arise as a consequence of the choices provided (or
constrained) by differences in wealth, entitlements, and power, as well as differences in
things like family size, life-cycle stage, and geographic features. Wealth and power help
determine allocation of buildings, equipment, and places to live. CO, emissions are pos-
itively correlated with household expenditure (e.g., Wier et al. 2001).

At the national level, a number of analyses suggest that, although emission intensi-
ties (per unit of gross domestic product) may peak at lower levels for countries at a given
income level at a later date, even the lowest reasonable peaks may still be higher than
many of the poorest countries can expect to reach in the next couple of decades (Dietz
and Rosa 1997; Roberts and Grimes 1997). Moreover, this relationship may not con-
tinue for the poorest countries, especially if heavy manufacturing and other polluting
industries tend to relocate to them (Bai 2002). In developed countries, education and
employment status show little relationship with energy consumption after adjustment
for wealth (Wier et al. 2001). The main reason some people consume so much whereas
others consume so little is income, but around this basic relationship there is much
variation.

The lifetime carbon emissions of a wealthy American differ by a huge amount from
those of a poor slum dweller in Dhaka. The American has a correspondingly greater
capacity to influence the aggregate outcome of world emission growth than does the res-
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ident of Bangladesh, even though Bangladesh is much more vulnerable to climate
change. This asymmetry in interests, economic status, and capacity to change the global
environment often coincide. They are, in part, a product of past distribution of power.

Family size and organization are important too. Per person, smaller families use more
energy for housing and travel than large households. People living in houses use more
energy than those living in apartments (Wier et al. 2001). These effects, however, are
much smaller than those resulting from location, through the influence of climate on
energy for heating and air-conditioning. Urbanization, if accompanied by good public
transport infrastructure, may reduce carbon emissions through reduced use of personal
vehicles and efficiencies in heating and cooling apartment buildings.

Falling rates of fertility are now producing patterns of rapid aging in much of the
world. The effects of this pattern on energy use will depend on factors like whether or
not older people are cared for by their children (as in many Asian cultures) or whether
they remain economically independent and choose to travel overseas (as in some west-
ern countries).

Corporate organization is also likely to be very important for CO, emissions, above
and beyond the effects of distancing emissions from consumer decisions. Vertical inte-
gration and special arrangements between states and energy producers can make emis-
sions accounting difficult. In Vietnam and China, state enterprises have been very inef-
ficient and polluting producers and users of energy.

Finally, the integration of carbon into development strategies of nations, regions, and
even the world economic system will produce winners and losers. The winners will be
mostly those that control the development of institutions at each scale, those with
power and interests to pursue or protect.

Knowledge and Values

Control of the production of knowledge (and the definition of legitimate sources of
knowledge) is crucial to the development pathways a society follows. Engagement in
modernization and globalization has greatly weakened the processes maintaining and
building local and traditional knowledge. It has also undermined local institutions.
Common property regimes for forest lands, for example, have been effective in main-
taining tree cover in shifting cultivation systems for centuries, whereas modern practices
that favor permanent agriculture and separate forest and conservation areas have failed
to maintain forest cover and carbon stocks.

Perceptions of risk and vulnerabilities posed by elevated atmospheric CO, depend
on the quality of assessments as well as how findings are represented. The Intergovern-
mental Panel on Climate Change (IPCC) process has been a largely successful attempt
at independent assessment in an arena where policy stakes are very high. Attitudes on
the environment may not, however, be as important in practice as other cultural values
in which every day actions are embedded. Cultural values such as sharing, reciprocity,
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respect, humility, or patience can play a major role in moderating consumption and reg-
ulating land use. Religions like Buddhism, which place emphasis on breaking attach-
ments with material things and people and controlling desires, argue against unneces-
sary consumption with the philosophy that material things do not, in themselves,
produce long-term happiness or peace. This perspective is a counterpoint to today’s
emphasis on accumulation.

Culture fashions science and policy but is also changed by science. The success of
industrialization, intensive agriculture, information technology, and medical science and
genetics has given societies confidence in their ability to understand and control nature
and how society interacts with it. This confidence underlies not only the idea that it is
possible to integrate carbon management into development at local scales, but also the
global institutions being formed to address global environmental change problems
through “planetary management.” The social construction of the CO, stabilization
problem has been largely driven by the concerns of wealthy northern countries, which,
though mostly to blame for current CO, levels, are calling for wider participation in
“solutions” (Redclift and Sage 1998).

In contrast to this perspective, a growing body of researchers, practitioners, and pol-
icy makers have become more sceptical, or at least more humble, about the capacity of
societies to forecast and manage complex systems (Gunderson and Holling 2002). A
skeptical approach and a broad appreciation of uncertainties (and the prospects for
reducing them) place an emphasis on learning from experience and safe-to-fail experi-
ments in policy, land management, and energy technologies. Recognition of potential
thresholds implies a commitment to avoid pushing systems to their limits (i.e., dan-
gerous interference with the climate system).

Finally, crises may be essential for people to change their worldviews, even when
other knowledge suggests that a change should have taken place long ago. Risks are

abstract and not well understood; disasters and crises catch everybody’s attention.

Technology

Changes in energy technologies can greatly reduce emissions (Caldeira et al., Chapter
5, this volume). Achieving CO, stabilization will require massive changes in energy sys-
tems. The issue is one of timing, transfers, and trade-offs, each of which depends
greatly on environmental politics and institutional arrangements between sectors and
nations. History suggests that modal changes in energy systems take 50—100 years. Cur-
rent trends in investments in energy research and development in both private and pub-
lic sectors are not strongly oriented toward reducing carbon emissions, suggesting that
a major shift in public policy is needed.

There is practically no limit to how much fossil fuels humans could transfer to the
atmosphere: although conventional oil and gas is limited (Sabine et al., Chapter 2, this
volume), the amount stored as coal and unconventional reserves is huge and will not “run



20. Social Change and CO, Stabilization 377

out” during the 21st century (Edmonds et al. 2000). Emissions of CO, per unit of energy
consumed are falling, but this trend toward decarbonization must be balanced against the
continuing absolute increase in world consumption of energy (Nakicenovic 1997).

Nevertheless, a common expectation is that the elemental basis of the world econ-
omy will shift from carbon to hydrogen (Spearot 2000). There are important con-
straints. Some of the alternative sources of energy, including nuclear power and
hydropower, have other environmental or health risks, which the public may resist. The
same is also true for the wide range of carbon capture and storage technologies being
envisaged now and likely to be technically feasible in the coming decades. Beyond health
risks, other factors to consider include costs of storage, institutional issues related to
monitoring for leakages, and risks of breakdown in the event of weak maintenance or
major social disturbances like wars.

Changes to land management practices, such as reduced tillage and better fire man-
agement, can also reduce emissions. On the other hand, climate change feedbacks on
ecological systems may result in the weakening of current sinks or the mobilization of
new sources (Gruber et al., Chapter 3, this volume).

In developing countries where industrialization is just beginning, there are tremen-
dous opportunities for making growth clean (Angel et al. 2000). Clean, renewable
energy technologies could be accelerated in developing countries. One good mechanism
for this involves encouraging developed countries to provide assistance, with the
inducement that the emissions reductions in the developing countries that receive assis-
tance can be used as credit toward national greenhouse gas emission reduction targets.
This is the idea of joint implementation or activities implemented jointly under the
United Nations Framework Convention on Climate Change (UNFCCC). Vertical
transfers, where the technology remains with the investing company, can in some cases
be desirable. This is especially true, for example, with advanced technologies, such as
photovoltaics, where domestic producers are not ready to compete (Forsyth 1999). In
many other cases, horizontal transfers involving local embedding and training of users
and manufacturers will be much more desirable. Otherwise, there is a risk that indus-
trialized-country exports subsidized by carbon credits from industrialized countries
will decrease the competitiveness of developing-country producers, even in cases where
local producers use technologies that are more appropriate for the settings. In the worst
case, the transfers could result in no net increase in renewables, but an increased share
of northern technologies in southern markets, leading to greater dependencies (Forsyth
1999). Local, national, and international interventions are required to ensure that pri-
vate investments actually work toward carbon management goals.

Institutions

Effective governance at a global scale that would help accelerate progress toward CO,
stabilization still appears remote. Society is in the early stages of experimenting with
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international environmental institutions. So far, these institutions have had very
minor effects, except in cases where change also made good business sense. For the
Montreal Protocol on ozone, alternative technologies were available and only a few big
chemical manufacturers needed to be brought on line. The situation for greenhouse
gas emissions is much more complex because of the wide array of activities that result
in emissions.

The Kyoto Protocol was significant in its attempt to include both emission reduc-
tion and sink enhancement. The details of accounting procedures and definitions of
afforestation, reforestation, and deforestation under Article 3.3 can have a large effect
on net carbon sequestration under the Protocol (Yamagata and Alexandrov 1999). It
is easy to create perverse subsidies for forestry (Sanz et al., Chapter 24, this volume).
An even greater challenge is striking the right balance between emission reduction and
sink enhancement. If Annex I countries' are allowed to claim too much in carbon off-
sets, sink enhancement could act as a disincentive to emissions reductions. On the
other hand, a too-small emphasis on sinks would discourage efforts to reevaluate
forests, something likely to be beneficial beyond the potential for carbon sequestration
potential. Yamagata and Alexandrov (2001) estimated, using the IMAGE land-use
change model, that Annex I countries could claim a net carbon offset as high as 0.2
petagrams of carbon per year (Pg C y!) through afforestation, reforestation, and
deforestation (ARD) activities. In practice, however, political and economic factors will
be important determining in whether projects designed to enhance sinks will actually
help store carbon and improve the sustainability of local livelihoods (Tomich et al.
2002).

The Kyoto Protocol includes several mechanisms designed to allow developing
countries to help reduce emissions, while acknowledging that the basic responsibility at
this time lies with the industrialized nations. All of these mechanisms, the Clean Devel-
opment Mechanism, Joint Implementation, and Emissions Trading, pose many chal-
lenges for integrating international agreements with national policy, especially since the
bulk of the commitments will have to be implemented by the private sector. Not sur-
prisingly, the bargaining position adopted by country delegations has been strongly
influenced by corporate sector interests. Politics will not disappear from future negoti-
ations concerning carbon. Even less clear is how the interplay between the regime and
other international and national institutions will unfold. Bottom-up approaches with
a focus on things like environmental health, urban air pollution, and sustainable forest
management, might, in the long run, be more effective than global efforts to control car-
bon emissions. Transnational networks of city bureaucrats, industry leaders, and civil
society groups have begun launching voluntary programs with these goals, though
results are still mixed (Gardiner and Jacobson 2002). Institutional arrangements not
directly concerned with carbon or even the environment, such as those related to trade
in agricultural commodities or foreign investment, may be even more important for car-
bon futures through their effects on consumption-production chains.
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Carbon Futures

Numerous technological and institutional trends have the potential to begin reducing
the rates at which carbon dioxide is added to the atmosphere. The timing and speed at
which these transformations are undertaken will determine how high CO, concentra-
tions rise before stabilization. With higher concentrations, there is increased likelihood
of undesirable surprises from the climate and ecological systems. Although scientists’
understanding of the Earth system has increased impressively over the past few decades,
our capacity to “manage” the planet is easily overstated. Uncertainties abound, and
many surprises could be in store, from misunderstood feedbacks and unexpected inter-
actions in a carbon cycle operating outside its historical range. The timeliness with
which societies respond to these challenges depends a lot on their assessment of risks,
the level of shared interests, and the power of various agents to effect changes in behav-
ior, institutions, and technology.

New scenarios should explicitly address the topics discussed here. We need to con-
sider how diverse institutions, including nations, and not just markets, interact with
energy and land use. These scenarios should also address how societies learn (or do not
learn) from environmental feedbacks and whether their current strategies for develop-
ment are maintaining or destroying their capacity to adapt to surprises. The SRES sce-
narios prepared by the IPCC Working Group III (IPCC 2000) represent a substantial
improvement over the original IPCC set, in terms of assumptions about carbon inten-
sities of energy supply, sulfur emissions, and treatment of relative rates of economic
growth in developing and developed countries. They still fall far short, however, of cap-
turing key uncertainties in how societies, ecosystems, and the environment may inter-
act over time as part of the global carbon system. For example, the scenarios do not pro-
vide much scope for exploring how development strategies may jointly influence
emissions and sequestration. They intentionally neglect consideration of surprises or
major discontinuities (IPCC 2000). Finally, whereas many economic processes are well
represented, cultural and other social structures and processes are hardly mentioned.

Careful consideration of carbon also demands a broad discussion of regional energy
security and consequently international relations (e.g., Stares 2000). For example, con-
tinuing rapid economic growth in China will require huge increases in energy imports,
development of new domestic energy sources, and substantial efforts at maintaining and
improving urban air quality (Gao 2000). China will likely displace the United States as
the world’s largest CO, emitter sometime in the 2020s, at which time per capita emis-
sions will also exceed the world average.

The structure of society, including economic and political relations, will continue to
drive growth in consumption of goods and services for at least several decades. It will
not be easy to decouple this growth from its carbon consequences, but this is a pre-
requisite for CO, stabilization. It will be even more difficult to build the institutions and
incentives for behavioral change in a manner that is just and ecologically sustainable. A
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move away from carbon cultures, not just through individual purchasing decisions but
also through informal and formal collective action, will be essential for carbon man-
agement to succeed and global sustainability.

Note

For the Kyoto Protocol, Annex I countries are those that are economically most devel-
oped, plus the countries of Eastern Europe and the European parts of the former Soviet
Union. The list consists of Australia, Austria, Belarus, Belgium, Bulgaria, Canada, Croatia,
Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland,
Ireland, Italy, Japan, Latvia, Liechtenstein, Lithuania, Monaco, Netherlands, New Zealand,
Norway, Poland, Portugal, Romania, Russian Federation, Slovakia, Slovenia, Spain, Sweden,
Switzerland, Turkey, Ukraine, United Kingdom of Great Britain and Northern Ireland, and
United States of America.
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Carbon Transport through

International Commerce

Jeff Tschirley and Géraud Servin

In 1997 national governments agreed to adopt the Kyoto Protocol to the United Nations
Framework Convention on Climate Change as a legally binding framework to reduce
emissions of greenhouse gases (GHGs) (Sanz et al., Chapter 24, this volume). Although
a number of GHGs are relevant, carbon dioxide is of overriding interest in part because
of its sequestration in living organic matter that can be managed to regulate eventual fluxes
to the atmosphere. The Kyoto Protocol has a predominant focus on the role of forests in
carbon sequestration, but there is broad agreement in the science community on the need
to understand the entire carbon cycle (Falkowski et al. 2000)—terrestrial, ocean, and
atmosphere—and use these components in complementary and synergistic ways.

A comprehensive and systematic approach to carbon accounting would provide
countries with the accuracy and consistency they need to monitor and manage their car-
bon stocks in the context of national, regional, and global efforts to mitigate and adapt
to the effects of climate change. In addition to the focus on forestry, such an approach
would require satellite and 77 situ observational data for land uses such as cropland and
grazing land, wetlands, and coastal areas so that such information can be reflected in
national, regional, and global carbon budgets (Cihlar 2002; Cihlar and Denning 2002;
Cihlar et al. 2003).

With the exception of the service sector, all international commercial trade involves
a transfer of carbon. The value of all global exports in 2000 was US$6,186 billion of
which mining was US$813 billion, manufacturing US$4,613 billion, and agriculture
US$558 billion (WTO 2003). This chapter focuses on transfers of carbon that take
place between regions in the form of imports and exports of agricultural and forest prod-
ucts such as cereals and wood pulp (see Appendix 21.1). Although the economic
dimension is significant, it is not addressed in this chapter. Furthermore, this chapter
does not address the question of how credits (or debits) related to trade in products with
carbon content could be applied in carbon accounting frameworks.

383



384 | VI. HUMANS AND THE CARBON CYCLE

The intercomparison of a number of global ecosystem models indicates that approx-
imately 55 petagrams of carbon (PgC) is generated each year in the form of net primary
production (NPP) in terrestrial ecosystems (IGBP 1998). This production takes place
on a global land area of 134 million square kilometers (km?) (FAO 2003) consisting of
forests and woodland, croplands, grasslands, and other ecosystems. Approximately 15
million km? is arable land in use at various levels of cropping intensity, ranging from
rain-fed systems with low levels of external inputs to irrigated systems with high inputs.

An estimated 3.5 PgC are produced annually just by agricultural crops, accounting for
about 7 percent of the total NPP in terrestrial ecosystems. Of this amount, approximately
one-third is the harvested product. About half of the harvested product is used for direct
human consumption and half for animal consumption (Goudriaan et al. 2001).

Only a few investigations have used global agriculture datasets to assess production
relative to transfers of crop material across regional or national boundaries:

* Land use and cropland data were used to derive estimated long-term changes in
global cropland areas that were then validated against a satellite-derived potential veg-
etation data set (Ramankutty and Foley 1999).

* Crop production data for 16 major food products were used to estimate horizontal
carbon transfers (through trade) in agriculture. The data were converted to carbon
equivalents to arrive at an estimated “displacement” in excess of 1 PgC per year (y!)
(Ciais et al. 2001).

e Agricultural production statistics for 1991 were used to estimate the NPP of arable
land by using fixed crop-specific coefficients that included dry matter content, harvest
index, root production, and carbon and nitrogen content (Goudriaan et al. 2001).

The most relevant data on international trade of forest products appear in Michie
and Kin (1999), which analyzes global trade flows of major forest products in six
regions between 1983 and 1996, based on the UN ComTrade database. This compre-
hensive effort includes trade flow summaries and illustrated regional charts, maps, and
spreadsheets.

Data Availability and Quality

With the partial exception of forest products, little attention has been given to analyz-
ing the quantities of carbon that flow annually between regions in the form of exports
and imports. Potentially, a large number of items could be included. The UN Standard
Industrial Trade Classification (SITC) scheme (United Nations 1986) uses a global
framework with 10 categories for national export and import data (Table 21.1).

Each category contains numerous subcategories, most of them consisting of prod-
ucts that contain carbon. For example, category 0 contains 9 subcategories: meats,
dairy products, fish, cereals, vegetables and fruit, sugars, harvested beverages, animal
feeds, and miscellaneous edible products. These are further broken into 344 sub-
groups, with labels such as hides and skins, oil seeds and fruits, rubber, pulp and waste
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Table 21.1. SITC framework for national export and import

No.  Category

Food and live animals

Beverages and tobacco

Crude materials, inedible, except fuels

Mineral fuels, lubricants and related materials
Animal and vegetable oils, fats and waxes
Chemical and related products

Manufactured good classified chiefly by material
Machinery and transport equipment
Miscellaneous manufactured articles

O 0 N O\ N N —= O

Commodities and transactions not classified elsewhere

Source: United Nations 1986

Table 21.2. Selected agriculture and forest product trade data availability

Plant material Woody material Animals
Cereals Pulp Live animals
Roots and tubers Cellulosic material Meat products
Vegetables Paper Milk products
Live trees Paperboard Fish and seafood
Coffee, tea, spices Roundwood Hides and skins
Olls, seeds, gums Fibers and filaments

Cotton Wadding and weaving

Source: United Nations Statistical Office 2003

paper, fertilizers, and various kinds of agricultural machinery. Crude materials, fuels,
chemicals, machinery, and manufactured goods are other relevant categories.

Carbon conversion coefficients have not been developed for most of the products in
the SITC framework. Although in many cases the carbon content may not be suffi-
ciently great to justify their inclusion in an accounting framework, more analysis is
needed to ascertain the potential magnitude of the carbon content, the significance of
trade in these items, and the viability of developing coefficients.

There is a wide variety of agricultural and forest products for which trade data are
publicly available, measured in both quantity and value (Table 21.2). Of primary
interest to the carbon science community are the volumes of carbon-based products
that are transported through international commerce and their spatial and temporal
distribution.

The primary sources for data related to commerce in agriculture and forestry are
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from the Food and Agriculture Organization of the United Nations (FAO 2003) and
the UN Statistical Division database for commercial trade (United Nations Statistical
Office 2003). The ComTrade database has several advantages. Foremost is the ability
to quickly extract, manipulate, and display trade data in a variety of different ways. The
agriculture and forest content is built primarily upon statistical data collected and man-
aged by FAO. It is further supplemented with data from the Organisation for Economic
Co-operation and Development (OECD) and selected other international sources,
including the World Trade Organization (WTO) and the European Union (EU).
The most complete and reliable data at the global and continental levels are avail-
able only for the period since 1989. Longer time series could be helpful in projecting
regional and global trends with better accuracy and temporal composition for individ-
ual crops and commodities. The ComTrade database does not aggregate trade quanti-
ties to higher levels, such as the two-digit group (represented by cereals, e.g., code 10),
because of possible error arising from the use of different measurement units at the basic
reporting level. Thus, estimates in this chapter have been derived manually from the
four-digit groups (which includes wheat and rice, e.g., codes 1001 and 1006).

Considerations in Data Analysis

Conversion rates for estimating carbon content of biomass rely primarily on the work of
the Intergovernmental Panel on Climate Change (IPCC) in its assessment reports. A con-
version factor of 45 percent was used to estimate the net dry amount of carbon in an agri-
cultural crop that was made up of carbon. The figure of 48 percent may be more repre-
sentative for the cereal group but would make little difference in the results (see Appendix
21.2). For forests and wood products, a conversion factor of 50 percent was used.

The accuracy of the carbon conversion factors is also assumed to be independent of
production system. Specifically, countries that use high levels of external inputs such as
fertilizers, pesticides, and conventional energy tend to produce crops with the same
“embodied” carbon content as lower-income countries that use much lower inputs.

The embodied carbon contained in the cereal and wood products reflects only a por-
tion of the total carbon consumed in producing, harvesting, and transporting those prod-
ucts. This additional carbon, consisting of fossil fuels arising from indirect sources, is (or
should be) captured in National Greenhouse Gas Inventories (NGHGI). Although this
additional carbon is probably not significant in calculating flows at the regional and
global levels, the same may not necessarily be true at the national level, where the per-
formance of individual countries in managing and accounting for their carbon stock
changes takes on added economic and political importance (see Appendix 21.3).

The UN ComTrade database is country-based, and data are available only at the
national level. For this study the country statistics were aggregated to produce estimates
for six regions: Africa, Asia, Europe, North America, Oceania, and Other America (see
Appendix 21.4 for region definitions). The aggregation is done by breaking down the
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Table 21.3. Carbon exports and imports by continent for 2000 (PgC)

Commodity group Export (PgC) Import (PgC)
Cereals (10)
Africa 0.000 0.011
Asia 0.014 0.042
Europe 0.029 0.024
North America 0.049 0.003
Oceania 0.001 0.000
Other America 0.011 0.018
Total cereals (10) 0.105 0.098
Paper products (47,48,49)
Africa 0.001 0.001
Asia 0.009 0.023
Europe 0.046 0.044
North America 0.023 0.016
Oceania 0.001 0.001
Other America 0.007 0.034
Total paper products (47, 48,49) 0.087 0.118
Wood products (44,45,46)
Africa 0.060 0.011
Asia 0.011 0.039
Europe 0.071 0.055
North America 0.025 0.019
Oceania 0.004 0.000
Other America 0.006 0.004
Total wood products (44,45,46) 0.178 0.129
Grand total 0.370 0.345

region to its underlying countries and then summing the returned results. This approach
means that the total trade from a region to a partner may be less than the total flow, as
intraregional exchanges are included. For example, exports and imports from North
America to North America mostly reflect trade between the United States and Canada.

Discrepancies exist between fluxes calculated from exports and those calculated
from imports. At the global level the differences for all three commodity groups range
from moderate (7 percent) for the cereals to large (26 and 38 percent respectively) for
the paper and wood products (Table 21.3). At the regional level discrepancies reach sev-
eral orders of magnitude. For example, the export of wood products from Africa to Asia
is equivalent to 0.043 PgC whereas reported wood imports to Asia from Africa are only
0.002 PgC (Appendix 21.5). The reasons for such inconsistencies are not yet fully
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Table 21.4. Volume and value of cereals, paper, and wood products
exports by continent for 2000

Commodity group Net weight Trade value Unit price
(billion tons) %  (billion US$) % (US$/kg)
Cereals (10)
Africa 0.9 0 0.1 0 0.137
Asia 30.1 13 4.8 16 0.160
Europe 65.4 28 8.7 29 0.133
North America 108.6 47 12.6 43 0.116
Oceania 3.2 1 0.4 1 0.140
Other America 25.2 11 2.8 10 0.113
Total cereals 233.3 100 29.5 100 0.127
Paper products (47,48,49)
Africa 1.9 1 1.2 1 0.630
Asia 18.7 11 18.2 12 0.970
Europe 92.5 53 79.7 54 0.861
North America 45.5 26 40.6 28 0.893
Oceania 1.9 1 1.1 1 0.560
Other America 13.7 8 6.8 5 0.498
Total paper products 1742 100 147.6 100 0.847
Wood products (44,45,46)
Africa 120.5 34 0.9 2 0.008
Asia 22.1 6 11.8 20 0.536
Europe 142.7 40 23.9 40 0.168
North America 50.5 14 18.3 31 0.362
Oceania 8.4 2 1.5 2 0.174
Other America 11.1 3 3.1 5 0.278
Total wood products 355.3 100 59.5 100 0.168

understood but may arise largely from differences among national reporting and

accounting systems.

During data processing ComTrade estimates quantities (trade quantities and net
weight in kilograms) at the six-digit level (e.g., durum wheat, code 100110) of the classi-

fication system and the four-digit level (e.g., wheat, code 1001). If, in the aggregation of
quantities, there is a conflict in the quantity unit of measure, they follow the rule that “if

the value associated with one quantity unit equals 75 percent or more of the total com-

modity value, then that quantity unit will be chosen as the unit of the given commodity

and the remaining quantity will be estimated according to the proportion of its value.” A

“not reported” quantity is treated in the same sense and the quantity unit left blank.



21. Carbon Transport through International Commerce | 389

Table 21.5. Carbon exports from region to region for 2000 (PgC)

Partner

Commodity North Other  Grand
group Africa  Asia  Europe America Oceania America  Total
Cereals (10)

Africa 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Asia 0.002 0.009 0.002 0.000 0.000 0.000 0.014
Europe 0.004 0.006 0.019 0.000 0.000 0.000 0.029
North America  0.008 0.023 0.002 0.003 0.000 0.013 0.049
Oceania 0.000 0.001 0.000 0.000 0.000 0.000 0.001

Other America  0.002 0.002 0.001 0.000 0.000 0.006 0.011
Total cereals  0.017 0.041 0.024 0.003 0.000 0.020 0.105

Analysis and Main Findings

This chapter concentrates on the cereals, paper products, and wood products groups (see
Appendix 21.1 for group definitions). Cereals include all coarse grains as well as rice and
wheat. At the regional and global levels, this group is clearly the dominant one in both
economic value and total trade volume. The group components tend to be homogenous
in terms of the carbon content of the harvested product, which can range from 47 to
52 percent (Strehler and Stutzle 1987).

These three groups represented approximately 3.8 percent of total global trade
value, and cereals represented 5.3 percent of the total trade value in agricultural prod-
ucts in 2000 (Table 21.4).

Global Carbon Trade

Based on ComTrade data, exports trade in cereals, wood products, and paper products
was approximately 0.370 PgC in 2000 (see Table 21.4). North America led in the export
of cereals (0.049 PgC), and Europe led in the export of paper and wood products (0.046
PgC and 0.071 PgC).

If cereals (i.e., small and coarse grains) represent 60 percent (0.735 PgC) of the
total NPP of harvested agricultural crops (1.225 PgC) then the carbon in cereal
exports (0.105 PgC) represents 14.3 percent of the carbon content in global harvested
cereal products (Table 21.3). If we consider the total NPP of agricultural harvested
and nonharvested crops (3.5 PgC), then exported cereals represent 3 percent of the
carbon content.

Globally, forests cover 39 million km? of which about 95 percent is natural forest and
the remainder plantations (FAO 2001). In total, forests contain an estimated 340 PgC
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in live and dead material, representing more than 55 percent of the global carbon
stored in vegetation (Niles et al. 2002), and have an estimated NPP of 45 PgC per year.
From this base, exports of paper and wood products (0.265 PgC) represent a very
small fraction (0.6 percent) of the carbon content in forest and woodland.

Carbon Trade in Cereal Exports

Asia, Europe, North America, and Other America are the main exporters of cereals, rep-
resenting 98 percent in volume and value (Table 21.4); Europe and North America
account for three-quarters of that trade. Data consistency was cross-checked by calcu-
lating the price of a kilogram of cereals. The price ranges from 0.113US$ kg! in Other
America to 0.160US$ kg! for Asia, from the world average of 0.127US$ kg'!, broadly
conform to the weight volume figures.

In the year 2000 North America exported 0.049 PgC of cereals followed by Europe,
Other America, and Asia (Table 21.5). The three major flows are the exports from North
America to Asia and Other America and intracontinental trade in Europe. These fluxes
represent more than half (52 percent) of the global carbon flow in cereals. North Amer-

ica alone accounts for 40 percent of the total flow just in its exports to Asia and Other
America.

Global Carbon Net Flow (Exports minus Imports) for 2000

A central issue in agriculture and forest carbon commerce is the net position, the sum
of total imports and exports. In 2000 North America was the largest net exporter of car-
bon for cereals (0.046 PgC) leading Europe and Oceania, which are small net exporters
with 0.006 and 0.001 PgC, respectively. Asia and Other America are clearly net carbon
importers. Africa is a net carbon importer for cereals but becomes a net exporter of car-
bon when wood products are considered (see Figure 21.1).

Regional Carbon Net Flow (Exports minus Imports) from
1989 to 2000

North America and Europe have been net exporters of carbon since the first data sets
in 1989, while Asia has been a net importer (Figures 21.2, 21.3, and 21.4). The trend
since 1992 for North America (Figure 21.2) is stable with a net carbon export fluctu-
ating between 0.040 and 0.050 PgC for cereals. Paper and wood products are also sta-
ble and less than 0.010 PgC.

In Europe (Figure 21.3) the net balances in cereals and paper products have been rel-
atively stable since 1996. Wood product balances, however, increased steadily from 1997
(0.001 PgC) through 2000 (0.016 PgC).

Except for 1999, when Asia changed from being a net wood importer to a net
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Figure 21.1. Net carbon flow (X — M) for all regions (2000)

exporter, the data are stable for the period 1989-2000. Asia is a net importer of car-

bon for all three commodity groups.

Conclusions and Recommendations

FAO projects that cereal exports will continue to grow for the foreseeable future, as
developing countries find it more efficient to import from lower-cost producers for a
portion of their overall food needs (Bruinsma 2003). This trend implies (assuming con-
stant climate change) that the present net exporting regions—FEurope and North
America—will further expand their present positions, possibly at growth rates exceed-
ing 1 percent per annum. Global cereal production is projected to rise from 1.86 x 107
tons in 1999 to 2.83 x 10? tons in 2030 (Bruinsma 2003). At that rate, exports of cere-
als would represent only 7.6 percent of the 2.1 PgC produced yearly by cereals in 2030
but a fifth (21.7 percent) of the harvested cereal product (0.735 PgC), assuming that
NPP does not change.

Even under conditions of a steadily growing trade in carbon commerce for agricul-
ture and forestry, the total transfers among regions will remain almost insignificant (0.6
percent) in comparison to the total terrestrial carbon budget (55 PgC). From a national
perspective, carbon commerce takes on an added importance, as a country’s status (car-
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bon importer or carbon exporter) could have a significant bearing on its reporting to
the Conference of the Parties of the UN Framework Convention on Climate Change
(Sanz et al., Chapter 24, this volume). Under such conditions, it may be worthwhile to
expand the analytical framework to include a wider variety of carbon-based products
beyond the agriculture and forestry sectors, such as manufactured goods, chemicals, and
other significant sectors.

Should a global emission trading system be implemented, the trade through com-
merce might be considered an element. An emission trading system could price carbon
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at US$14-US$23 per ton (Brown 1996), far above many of the prices (US$3-US$5
per ton) that have been used to date in various sequestration schemes. Higher prices
could provide incentives for countries to assess potential carbon gains and losses from
imports and exports.

This overview provides an initial analysis of the quantities of carbon that enter the
trade stream from the agriculture and forest sectors. Future efforts could provide deeper
analysis through more complete and consistent data, based on the following steps:

* Review possible differences in carbon content that may arise from technology, ecol-
ogy, crop type, or variety.

* Assess algorithms for calculating carbon content in different types of export crops, in
light of the technological package used, ecology, and crop variety.

e Further investigate the methods used to aggregate ComTrade data at the regional and
global levels in order to undertake data assembly and develop reliable longer-term his-
torical data for carbon commerce.

* Clean the ComTrade data to ensure that quantity and value data are consistent.

e Assess the feasibility and architecture required to develop a global carbon commerce
database to analyze annual carbon commerce through queries using economic and
tonnage data. Among the outputs could be calculations of the direction and velocity
of flows, net carbon gains and losses, and country-to-country flows, as well as
regional, continental, and global exchanges on and annual and decadal basis.

¢ Collaborate with the climate modeling community to achieve better spatial account-
ing for net carbon flows in commerce through improved data structure and definition

of model requirements.
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Appendix 21.1. Selected definitions

Cereals (ComTrade code 10) are composed of wheat and meslin, rye, barley, oats, maize,
rice, grain sorghum, and buckwheat, millet and canary seed, other cereals.

Paper products (ComTrade codes 47, 48, 49) are composed of pulp of wood, fibrous cellu-
losic material, waste, etc., paper and paperboard, articles of pulp, paper and board,
printed books, newspapers, pictures, etc.

Wood products (ComTrade codes 44, 45, 46) include wood and articles of wood, wood
charcoal, cork and articles of cork, manufactures of plaiting material, basketwork, etc.
Primary crops (annual) consist of cereals, pulses, roots and tubers, sugar crops, oil-bearing
crops, fiber crops, vegetables, tobacco, fodder crops.

Primary crops (perennial) are composed of fruits and berries; nuts; permanent oil-bearing
crops; spices, condiments, herbs; other permanents crops (e.g., cocoa, coffee, tea).

Appendix 21.2. Crop carbon ratios (IPCC 1996)

Residue/ Dry matter Carbon Nitrogen-

crop content content carbon
Product product (%) (% dm) (N/C) ratio
Wheat 1.3 78-88 48.53 0.012
Barley 1.2 78-88 45.67
Maize 1 30-50 47.09 0.02
Oats 1.3
Rye 1.6
Rice 1.4 78-88 41.44 0.014
Millet 1.4 0.016
Sorghum 1.4 0.02
Pulse
Pea 1.5
Bean 2.1
Soya 2.1 0.05
Potatoes 0.4 30-60 42.26
Feedbeet 0.3 10-202 40.72%
Sugarbeet 0.2 10-20° 40.72*
Jerusalem artichoke 0.8
Peanut 1

Note: Table mainly based on Strehler and Stulze (1987). Sugarbeet data from Ryan and Openshaw
(1991). Nitrogen content from Barnard and Kristoferson (1985).

2 Statistics are for beet leaves.



Appendix 21.3. Top importers and exports of cereals, paper products, and wood products, 2000

Cereals (10) Paper products (47,48,49) Wood products (44,45,46)

Top Trade value % of 1op Trade value % of Top Trade value % of
exporters (billion US$)  total exporters  (billion US$) total exporters (billion US$) total
USA 9.7 31 Canada 18.6 15 Canada 13.4 20
France 4.0 13 USA 16.3 13 USA 6.4 10
Canada 3.0 9 Germany 12.4 10 Indonesia 3.7 6
Australia 2.9 9 Finland 9.6 8 Malaysia 3.5 5
Argentina 2.4 8 Sweden 7.0 6 Germany 3.5 5
Other countries 9.3 30 Other countries 61.2 49 Other countries 35.6 54

Total export 31.3 100 Total export  125.1 100 Total export 66.2 100

Cereals (10) Paper products (47,48,49) Wood products (44,45,46)

1op Trade value % of Top Trade value % of Top Trade value % of
importers (billionUS$)  total importers  (billionUS$) total importers (billion US$) total
Japan 3.7 12 USA 20.0 16 USA 17.0 23
Mexico 1.6 5 Germany 11.2 9 Japan 11.6 16
Rep. of Korea 1.5 5 France 8.8 7 Germany 4.7 6
Iran 1.5 5 United Kingdom 8.2 6 United Kingdom 3.8 5
Brazil 1.4 5 China 6.6 5 China 3.7 5
Other countries 21.1 68 Other countries  73.1 57 Other countries 33.5 45

Total import 30.9 100 Total import  127.9 100 Total import 74.2 100




Appendix 21.4. Country groupings (United Nations Statistical Office 2003)

Africa Africa (continued) Asia (continued)
Algeria Sao Tome and Principe Lebanon
Angola Senegal Malaysia
Benin Seychelles Maldives
Botswana Sierra Leone Mongolia
Burkina Faso Somalia Myanmar
Burundi South Africa Nepal
Cameroon Sudan Pakistan
Cape Verde Swaziland Palestinian Terr.
Central African Republic Tanzania Oman
Chad Togo Philippines
Comoros Tunisia Qatar
Congo Uganda Korea Rep.
Cbote d’Ivoire Western Sahara Korea Democratic People’s
Djibouti Zambia Republic
Egypt Zimbabwe Ryukyu Island
Equatorial Guinea Asia S?Udi Arabia
Eritrea : Singapore
Ethiopia Afghanistan Sri Lanka
Gabon Armenia Syria
Gambia Azerbaijan Tajikistan
Ghana Bahrain Thailand
Guinea Bangladesh Turkey
Guinea-Bissau Bhutan Turkmenistan
Kenya Brunei United Arab Emirates
Lesotho Cambodia Uzbekistan
Liberia China Viet Nam
Libya Cypru.s Yemen
Madagascar East Tllmor Europe
Malawi Georgia :
Mali India Albania
Mauritania Indonesia AndoF ra
Mauritius Iran Austria
Morocco Iraq Belafus
Mozambique sracl Belgfum
Namibia Japan Belgl'um-Luxemb'ourg
Niger Jordan Bosma' Herzegovina
Nigeria Kazakhstan Bulgaf 1a
Réunion Kuwait Croatia
Rwanda Kyrgyzstan Czech Rep.

Laos Denmark

Saint Helena



Appendix 21.4. (continued)

Europe (continued) Oceania Other America (continued)
Estonia Australia Cayman Islands
Faeroe Islands Christmas Island Chile
Finland Cocos Islands Colombia
France Cook Islands Costa Rica
Germany Fiji Cuba
Gibraltar French Polynesia Dominica
Greece Kiribati Dominican Rep.
Hungary Marshall Islands Ecuador
Iceland Micronesia El Salvador
Ireland Northern Mariana Islands Falkland Islands (Malvinas)
Italy Nauru French Guiana
Latvia New Caledonia Grenada
Lithuania New Zealand Guadeloupe
Luxembourg Niue Guatemala
Macedonia Norfolk Islands Guyana
Malta Oceania Haiti
Moldova Palau Honduras
Netherlands Papua New Guinea Jamaica
Norway Pitcairn Martinique
Poland Samoa Mexico
Portugal Solomon Islands Montserrat
Romania Tokelau Netherlands Antilles and
Russian Federation Tonga Aruba
Slovakia Tuvalu Nicaragua
Slovenia U.S. miscellaneous Pacific Panama
Spain islands Paraguay
Sweden Vanuatu Peru
Switzerland Wallis and Futuna Islands Saint Kitts and Nevis
Ukraine Other America Saint Lucia
United Kingdom - Saint Vincent and the
Yugoslavia (former) Anguilla Grenadines
Antigua and Barbuda Suriname
North America Argentina Trinidad and Tobago
Bermuda Bahamas Turks and Caicos Islands
Canada Barbados Uruguay
Greenland Belize U.S. Virgin Islands
Saint Pierre and Miquelon Bolivia Venezuela

United States

British Antarctic Territory
British Virgin Islands
Brazil



Appendix 21.5. Export and imports from reporter to partner, 2000 (United Nations Statistical Office 2003)

Commodity Africa Asia Europe North America Oceania Other America  Grand

grouplexporter Export  Import  Export Import Export Import Export Import Export Import Export Import  total

Cereals (10)

Africa 0.000  0.000 0.000 0.002 0.000 0.004 0.000 0.004 0.000 0.000 0.000 0.001 0.011
Asia 0.002  0.000 0.009 0.008 0.002 0.005 0.000 0.022 0.000 0.006 0.000 0.001 0.055
Europe 0.004 0.000 0.006 0.002 0.019 0.018 0.000 0.002 0.000 0.000 0.000 0.001 0.053
North America 0.008 0.000 0.023 0.000 0.002 0.000 0.003 0.003 0.000 0.000 0.013 0.000 0.052
Oceania 0.000  0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002

Other America 0.002  0.000 0.002 0.000 0.001 0.000 0.000 0.012 0.000 0.000 0.006 0.006 0.030
Total cereals (10) 0.017 0.000 0041 0012 0.024 0.027 0.003 0.042 0.000 0006 0020 0.010 0.203

Paper products (47,48,49)

Africa 0.000  0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.002
Asia 0.000  0.000 0.008 0.007 0.000 0.005 0.001 0.008 0.000 0.001 0.000 0.001 0.032
Europe 0.001  0.000 0.005 0.001 0.038 0.038 0.001 0.004 0.000 0.000 0.001 0.001 0.090
North America 0.000  0.000 0.006 0.001 0.003 0.001 0.010 0.013 0.000 0.000 0.004 0.001 0.039
Oceania 0.000  0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002

Other America 0.000  0.000 0.001 0.001 0.001 0.001 0.003 0.029 0.000 0.000 0.001 0.002 0.040

1otal paper products  0.001 ~ 0.001  0.020  0.009 0.043 0.046 0.016 0.055 0.001 0.001 0.006 0.005 0.205
(47,48,49)



Wood products

(44,45,46)
Africa 0.003 0.010 0.043 0.000 0.014 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.071
Asia 0.000  0.002 0.010 0.011 0.001 0.008 0.001 0.007 0.000 0.008 0.000 0.002 0.050
Europe 0.001  0.002 0.010 0.001 0.059 0.050 0.001 0.001 0.000 0.000 0.000 0.002 0.127
North America 0.000  0.000 0.006 0.000 0.001 0.000 0.017 0.018 0.000 0.000 0.001 0.001 0.044
Oceania 0.000  0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.005
Other America 0.000  0.000 0.002 0.000 0.001 0.000 0.002 0.004 0.000 0.000 0.001 0.001 0.010
Total wood products  0.005  0.014  0.075 0.013 0.076 0.059 0.020 0.030 0.001 0.008 0.00] 0.005 0.307
(44,45,46)
Grand total 0.023 0015 0136 0035 0143 0.133 0.039 0.127 0.002 0016 0.027 0.020 0.715
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Near- and Long-Term Climate Change
Mitigation Potential

Jayant A. Sathaye

Climate change is a critical global environmental challenge facing humanity with
implications for food production, natural ecosystems, freshwater supply, health, and
other conditions. According to the recent scientific assessment of the Intergovernmen-
tal Panel on Climate Change (IPCC), the Earth’s climate system has demonstrably
changed on both global and regional scales since the preindustrial era (Watson et al.
2001). Further, there is evidence to show that most of the warming (of 0.1°C per
decade) observed over the past 50 years is attributable to human activities. The IPCC
projects that the global mean temperature is likely to increase between 1.4 and 5.8°C
by 2100. This unprecedented increase is expected to have severe impacts on the global
hydrological system, ecosystems, sea level, crop production, and related processes.

Fossil-fuel combustion is the primary contributor to the formation of carbon diox-
ide, which accounts for about 72 percent of the temperature increase to 2100. Methane
and nitrous oxide are the two other large contributors to the increase. Aerosols, ozone,
and other gases tend to ameliorate the impact of the gases mentioned, but these effects
are not as well understood. Fossil-fuel combustion released about 6.3 + 0.3 petagrams
of carbon per year (PgC y!), and emissions from land use change amounted to 1.6 +
0.8 PgC y! during 1989-98 (Watson et al. 2000). Terrestrial sinks captured 0.7 + 1.0
PgC y! over the same period. The impact of carbon and other greenhouse gases
(GHGs) is cumulative, and hence it is important to examine both the current and past
history of emissions and sinks in order to understand the full consequences of the con-
tribution of these gases to climate change.

In this chapter I focus primarily on the potential for the mitigation of climate
change, that is, the net reduction of GHG emissions, particularly from fossil-fuel com-
bustion and land use change. Energy used to be viewed as an essential commodity for
economic growth, but over the past 30 years it has become apparent that the link
between energy use and economic growth can be decoupled. Energy intensity in the
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Figure 22.1. Actual per capita CO, emissions and per capita CO, emissions indexed to
the ratio of 1971 GDP (1990 US$1,000 purchasing power parity) to 1971 CO,
emissions for selected countries. t C = tons of carbon.

Japan, the United States, and other countries of the Organisation for Economic Co-
operation and Development (OECD) has increased far slower than economic growth
(Figure 22.1). China, too, has made significant gains, and its energy growth rate has
been half that of its gross domestic product (GDP) growth rate since the early 1980s.
Can similar trends continue in the future and not only slow but reverse the growth of
energy use and consequent carbon emissions? To what extent do such trends need to
continue in order to stabilize atmospheric GHG concentrations? Are technologies
available to achieve near-term GHG emissions reduction and long-term stabilization?
How much might these cost? I rely on the IPCC Third Assessment Report and other
more recent reference materials to address these questions.

Categories of Technical Mitigation Options

Mitigation options may be characterized by the sectors and GHGs they are intended
to address. I focus below on carbon dioxide and methane, the two largest contributors
to GHG concentrations. Many cost-effective technical strategies for greenhouse gas
abatement have been identified for the energy sector. These options can be classified into
two categories—improving energy efficiency and switching to less-carbon-intensive or
carbon-neutral fuels. Improving energy efficiency reduces the energy used without
reducing the level of service. Reduced energy use decreases associated environmental
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impacts, including emissions of greenhouse gases. Among fossil fuels, carbon content
decreases from coal to oil to natural gas. Switching to less-carbon-intensive fuels is a
viable strategy to reduce GHG emissions. Renewable energy sources such as wind, solar
energy, and nuclear energy have no direct carbon content. Hydroelectric sources, how-
ever, may release CO, and methane, depending on the reservoir surface area and sea-
sonal changes in the water depth, type of vegetation, and soils beneath their reservoirs
(Fearnside 1997).

The forestry sector mitigation activities can be broadly categorized into three
groups—forest carbon conservation and management measures; carbon storage man-
agement (expanding forest carbon sinks); and fossil-fuel substitution and management
activities (Brown et al. 1996). Mitigation activities include conventional forest conser-
vation, afforestation, and reforestation as well as modern activities such as substituting
fossil fuels with bioenergy, fire protection techniques, reduced-impact logging practices,
and recycling of forest products.

Improved crop and soil management can increase carbon levels in the currently
cropped lands and reduce losses from newly cropped lands. Thus, altering management
of agricultural soils, adopting new land use and management practices, and restoring
degraded agricultural lands are potential measures to sequester atmospheric carbon
and reduce greenhouse gas emissions.

Methane is expected to contribute about 24 percent of the total projected global
warming over the next 100 years. The sources of methane in agriculture are enteric fer-
mentation in ruminants, flooded rice fields, and anaerobic animal waste processing
(Robertson, Chapter 29, this volume). Enteric fermentation in cattle and rice cultiva-
tion account for 31 and 12 percent of global methane emissions, respectively.

Near-Term Mitigation Potential and Costs
of Technical Options

Mitigation options to reduce carbon dioxide emissions from the energy sector have
received the most attention in both technology characterization and global modeling
studies to date. Only recently, options that address methane, nitrous oxide, chloroflu-
orcarbons, and other GHGs are being examined in models of the global economy.! The
inclusion of biological and engineered sinks is yet to be explicitly considered in such
models. One of the challenges to the inclusion of biological sinks in these models lies
in their temporal dimension. Sinks accumulate carbon relatively slowly. Carbon releases
from them can be either slow or rapid. The timing of monetary flows is very different
from those of biological carbon. Biological sinks may release carbon in response to a
warming climate or natural or other disturbances, and these disturbances would need
to be carefully accounted.

Tables 22.1 and 22.2 show the potentials and costs estimated by the IPCC Third
Assessment Report for the mitigation options in the energy and land use change sectors



Table 22.1. Estimates of potential global greenhouse gas emission reductions in 2010 and 2020

Historic Historic C, . . .
. 7 Potential emission reductions
emissions annual growth 20 C i)
in 1990 rate in g ) Net direct costs per ton

Sector (Pg Ceq‘ y1)  1990-1995 (%) 2010 2020 of carbon avoided

Buildings* CO, only 1.65 1.0 0.70-0.75 1.00-1.10 Most reductions are available at
negative net direct costs.

Transport CO, only 1.08 2.4 0.10-0.30 0.30-0.70 Most studies indicate net direct
costs less than US$25/tC but two
suggest net direct costs will exceed
US$50/tC.

Industry, CO, only 2.300 0.4

Energy efficiency 0.30-0.50 0.70-0.90 More than half available at net
negative direct costs.
Material efficiency ~0.20 ~0.60 Costs are uncertain.

Industry, non-CO, gases 0.17 ~0.10 ~0.10 N,O emissions reduction costs are
US$0-$10/C,.

Agriculture® Most reductions will cost between
US$0 and US$100/C, with
limited opportunities for negative
net direct cost options.

CO, only 0.21

Non-CO, gases 1.25-2.80 n.a. 0.15-0.30 0.35-0.7



WasteP CH, only 0.24 1.0 ~0.20 ~0.20 About 75% of the savings as
methane recovery from landfills at
net negative direct cost; 25% at a

cost of $20/ tCeq‘
Montreal Protocol replacement 0 n.a. ~0.10 n.a. About half of reductions due to
applications, non-CO, gases difference in study baseline and

SRES baseline values. Remaining
half of the reductions available at
net direct costs below $200/ tCeq..
Energy supply and conversion,* (1.62) 1.5 0.05-0.15 0.35-0.70 Limited net negative direct cost
CO, only options exist; many options are
available for less than $100/tCe9.
Total 6.90-8.404 1.90-2.60°  3.60-5.05¢

*Buildings include appliances, buildings, and the building shell.

bThe range for agriculture is mainly caused by large uncertainties about CH,, N,O, and soil-related emissions of CO,. Waste is dominated by methane landfill,
and the other sectors could be estimated with more precision as they are dominated by fossil CO,.

“Included in sector values above. Reductions include electricity generation options only (fuel switching to gas/nuclear, CO, capture and storage, improved power
station efficiencies, and renewables).

Tortal includes all sectors reviewed in Chapter 3 for all six gases. It excludes non-energy-related sources of CO, (cement production, 160 MtC; gas flaring, 60
MtC; and land use change, 600—1,400 MtC) and energy used for conversion of fuels in the end-use sector totals (630 MtC). If petroleum refining and coke
oven gas were added, global 1990 CO, emissions of 7,100 MtC would increase by 12 percent. Note that forestry emissions and their carbon sink mitigation
options are not included.

¢The baseline SRES scenarios (for six gases included in the Kyoto Protocol) project a range of emissions of 11,500—14,000 MtC__ for 2010 and of 12,000
16,000 MtC, for 2020. The emissions reduction estimates are most compatible with baseline emissions trends in the SRES-B2 scenario. The potential
reductions take into account regular turnover of capital stock. They are not limited to cost-effective options but exclude options with costs greater than
US$100/ Cyq (except for Montreal Protocol gases) or options that will not be adopted through the use of generally accepted policies.
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Table 22.2. Estimates of potential global greenhouse gas emission reductions in
2010: Land use, land use change, and forestry

Potential emission
Categories of reductions in 2010  Potential emission
mitigation options (PgCeq_ ¥ reductions ( PgC) Comments
Afforestation/ 0.197-0.584 Includes carbon in above- and
reforestation (AR)? belowground biomass.
Excludes carbon in soils and in
dead organic matter.
Reducing deforestation 1.788 Potential for reducing
(D)b deforestation is very uncertain
for the tropics and could be in
error by as much as +50%.
Improved management  0.570 Assumed to be the best
within a land use available suite of management
(IM)© practices for each land use and
climatic zone.
Land use change (LC)® 0.435
Total 1.202-1.589 1.788

3Source: SRLUCF Table SPM-3 (Watson et al. 2000). Based on IPCC definitional scenario. Information is not
available for other definitional scenarios. “Potential” refers to the estimated average stock change (MtC).
bSource: SRUUCE Table SPM-3 (Watson et al. 2000). Based on IPCC definitional scenario. Information is not
available for other definitional scenarios. “Potential” refers to the estimated range of accounted average stock
change 20082012 (MtC/y™).
Source: SRLUCF Table SPM-4 (Watson et al. 2000). “Potential” refers to the estimated net change in carbon
stocks in 2010 (MtC/y™"). The list of activities is not exclusive or complete, and it is unlikely that all countries
will apply all activities. Some of these estimates reflect considerable uncertainty.

(Watson et al. 2001). These estimates were based on bottom-up engineering
approaches that examined the cost and potential of a set of technical options in each of
the sectors identified in the tables. The potential reductions in Columns 4 and 5 of Table
22.1 can be compared with 1990 emissions in Column 2. Thus, for the buildings sec-
tor, the reduction potential is 0.70-0.75 PgC,, y!in 2010, or 42—45 percent, of the
historical emissions of 1.65 PgC_ y™! in 1990. The total reduction potential increases
t01.9-2.6 PgC,, y! by 2020. In principle, this is more than enough to meet the Kyoto
Protocol target of 5.2 percent. The cost of achieving this reduction is relatively low
(Table 22.1, Column 6).

About half of the potential emissions reductions identified in the table can be
achieved with direct benefits exceeding direct costs, and the other half at a net direct cost
of up to US$100/t Ceq (at 1998 prices).? Depending on the emissions scenario, this
could allow global emissions to be reduced below 2000 levels in 2010-2020, at these
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net direct costs. The realized potential, however, is likely to be lower, owing to unac-
counted implementation costs and barriers to project implementation.

Forests, agricultural lands, and other terrestrial ecosystems offer significant carbon
mitigation potential as well. Conservation and sequestration of carbon, although not
necessarily permanent, may allow time for other options to be further developed and
implemented. The potential of biological mitigation options is on the order of 1.202—
1.589 PgC y! of emissions reductions by 2010 (Table 22.2), and 100 PgC (cumulative)
by 2050, equivalent to about 10 to 20 percent of projected fossil-fuel emissions during
that period. There are substantial uncertainties associated with this estimate (Watson et
al. 2001). Cost estimates based on bottom-up analyses for biological mitigation vary
significantly, from US$0.1/t C to about US$20/t C in several tropical countries and
from US$20/t C to US $100/¢ C in nontropical countries. The cost calculations are sub-
ject to the same caveats that were noted for the energy sector.

In contrast to the relatively low estimates of costs and large opportunity for poten-
tial emissions reductions in the near term from bottom-up analyses, models of the global
economy provide a generally more pessimistic picture of the costs. Costs in these mod-
els are reported in terms of the change (loss) of GDP in a future year, say 2010, or in
terms of carbon taxes measured in U.S. dollars per ton of carbon that would be required
to achieve a given reduction. Global modeling studies show national marginal costs to
meet the Kyoto targets for each group of countries in Figure 22.2 to range from about
US$20/tC up to US$600/tC without trading, and from about US$15/tC up to
US$150/tC with Annex B trading.? In the absence of Annex B trading, losses range
from 0.2 to 2 percent of GDP4 With Annex B trading, losses range from 0.1 to 1 per-
cent of GDP. The range of results both within and across regions is caused, in large part,
by varying assumptions about future GDP growth rates, carbon intensity, and energy
intensity. The cost reductions from Annex B trading may depend on the details of
implementation, including the compatibility of domestic and international mecha-
nisms, and constraints on emissions trading.

How might one reconcile the bottom-up, technology-specific estimates that indicate
low positive or even negative costs, and the higher and only positive costs from mod-
els of the global economy? One issue that would reduce the cost differential relates to
the lack of a baseline in the technology estimates. Recall that the bottom-up estimates
reported are not differences from a baseline scenario but from a 1990 base-year valua-
tion. It is conceivable that some fraction of the negative or low-cost options would be
absorbed in a bottom-up baseline scenario, thus leaving only the higher-cost options for
a mitigation scenario. In global models, the low- or negative-cost options are assumed
to be absorbed in the baseline and only positive costs remain. Using a common base-
line would reduce the cost differential considerably.

Both types of models assume that all transactions are frictionless, and thus, transac-
tion costs are not explicitly represented in the models. The technology cost estimates also
do not account for the barriers that firms face to enter a carbon or energy efficiency
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Figure 22.2. Projections of (a) GDP losses and (b) marginal cost in Annex B countries in
2010 from global models



22. Near- and Long-Term Climate Change Mitigation Potential | 413

market. Barriers such as high cost of capital, lack of information, misplaced incentives,
network externalities, ill-defined property rights, market power, and others can prevent
firms from entering the market or slow their entry (Sathaye et al. 2001). Overcoming
such barriers adds to the cost of market entry and creates a disincentive to rapid and
steady implementation of mitigation options. How much might it cost to overcome
such barriers? What are the magnitudes of transaction costs? How do these change as a
market evolves from nascent to more mature? Answering these questions requires fur-
ther empirical research.

Longer-Term (2100) Potential and Costs
of Mitigation Options

The economic and other consequences of stabilizing climate change, as expressed by the
concentration of carbon dioxide in the atmosphere, have been analyzed through several
global economy models. The IPCC Third Assessment Report (Metz et al. 2001) noted
that the technologies required to achieve stabilization are already commercialized or near
commercialization. Stabilization will not require the development of exotic, unknown
technologies.’

Figure 22.1 shows the historical changes in carbon emissions and GDP per capita.
It is worth asking whether these historical changes in rates would be adequate to
achieve stabilization of carbon dioxide concentration by 2100. Changes in carbon
emissions of an economy may be expressed in terms of changes in two contributing fac-
tors: the energy and carbon intensities of the economy. Figure 22.3 shows how these two
factors change from 2000 to 2100 in several IPCC mitigation scenarios. The figure also
shows the range of historical changes. Historical rates of change in energy intensity are
consistent with those needed for future stabilization of carbon dioxide concentrations,
but those for carbon intensity are far slower. In other words, the mitigation scenarios
include a more rapid shift away from carbon-intensive to less- or non-carbon-intensive
forms of energy than has been achieved historically.

Would it be possible to achieve such a change in carbon intensity? This may be
entirely possible, because the global energy mix will almost certainly change during the
21st century in response to limited proven conventional oil and gas reserves and con-
ventional oil resources. The choice of energy mix and associated technologies and
investments—toward more exploitation of unconventional oil and gas resources,
exploitation of non-fossil energy soutrces, or use of fossil energy technology with carbon
capture and storage— provides an opportunity for a shift toward the increased use of
less-carbon-intensive fuels.

Stabilization levels depend more on cumulative emissions than on the emissions
pathway. A gradual transition away from the world’s present energy system toward a less
carbon-emitting economy minimizes costs associated with premature retirement of
existing capital stock, provides time for technology development, and avoids premature
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Figure 22.3. Rate of change in (a) energy intensity, and (b) carbon intensity, historically
achieved levels (1860—-1990). Based on data provided by Dr. Igor Bashmakov, Russian
Center for Energy Efficiency, Moscow, in consultation with the late Prof. Tsuneyuki
Morita, National Institute for Environmental Studies, Japan.

lock-in to early versions of rapidly developing low-emission technology. On the other
hand, more rapid near-term action would decrease environmental and human risks and
the associated costs of projected changes in climate, and may stimulate more rapid
deployment of existing low-emission technologies and provide strong near-term incen-
tives to future technological changes.

The costs of stabilizing carbon dioxide concentrations in the atmosphere increase as
the concentration stabilization level declines (Watson et al. 2001). Different baselines
can have a strong influence on absolute costs. While there is a moderate increase in the
costs in shifting from a 750 ppm to a 550 ppm concentration stabilization level, there
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is a larger increase in shifting from 550 ppm to 450 ppm, unless the emissions in the
baseline scenario are very low. In no case do the stabilization scenarios lead to signifi-
cant declines in global GDP growth rates over this century. The losses, however, vary
across regions and time. These studies do not incorporate carbon sequestration or non—
carbon dioxide gases and did not examine the possible effect of more ambitious targets
on induced technological change.

Winners and Losers in Climate Change Mitigation

Plans for implementing climate change mitigation options will need to carefully con-
sider the distributional impact on the affected stakeholders. As already noted, mitiga-
tion will aim at increasing the share of low- or non-carbon fuels and technologies, reduc-
tion of technologies that emit non-CO, GHGs, reduction of deforestation, and the
increase of forest and other biomass cover and soil carbon. The obvious losers will be
those that are associated with the supply and use of coal, and to a lesser extent oil, and
deforesting countries whose forests would need to be conserved.

Within a country, not surprisingly, the impact of a carbon tax is likely to be felt pri-
marily by carbon-intensive producers, such as those who use coal. The number of stud-
ies that have identified such sectoral impacts, however, is relatively small. One such
study, Clean Energy Futures for the US, shows, for instance, that a US$100/t C tax
results in a 6 percent decline in primary energy use in 2010, representing a 3 percent
decline in oil consumption but a 37 percent decline in coal, compared with a business-
as-usual scenario IWG 2000). The consumption of other forms of energy increases
from this carbon tax. These impacts also translate into reductions in employment, pri-
marily in the coal but also in the oil industry. Carbon taxes could thus result in uneven
distribution of impacts, and, without some form of compensation, the coal and oil
industries have a strong disincentive to support a carbon reduction policy. The challenge
for building broad support for a carbon tax is further exacerbated by the entrenched sta-
tus of the losing industries, while the likely winners, industries that might benefit from
a carbon tax like the energy efficiency and renewable energy industries, are dispersed and
yet to be firmly established.

Across countries, the IPCC Third Assessment Report studies show that emission
constraints on Annex I (industrialized) countries have varied spillover effects on non—
Annex I (developing) countries. These spillovers include reductions in both projected
GDP and oil revenues for oil-exporting, non—Annex I countries. The effects on these
countries can be reduced by removal of subsidies for fossil fuels, energy tax restructur-
ing according to carbon content, increased use of natural gas, and diversification of the
economies of non—Annex I, oil-exporting countries.

Other non—Annex I countries (developing non-OPEC [Organization of Petroleum
Exporting] countries) may be adversely affected by reductions in demand for their
exports to OECD countries and by price increases of those carbon-intensive and other
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products they continue to import. These other non—Annex I countries may benefit
from the reduction in fuel prices, increased exports of carbon-intensive products, and
the transfer of environmentally sound technologies and know-how. The possible relo-
cation of some carbon-intensive industries to non—Annex I countries and wider
impacts on trade flows in response to changing prices may lead to carbon leakage® on
the order of 5-20 percent.

Climate Change Impacts and Mitigation

The impacts of adaptation options may be categorized as those caused by steady
changes in conditions like temperature, precipitation, and sea level and those that are
a result of extreme events, including sudden changes in storm surges and extreme
weather, for example (Ravindranath and Sathaye 2002). In its Third Assessment Report
the IPCC was unable to present much information about economic damage caused by
climate change. Both the regional and temporal distribution of impacts continue to be
difficult to predict, making it doubly difficult to translate these into economic damage.

Sea-level rise is one type of impact that may, however, be amenable to quantification.
Increasing global temperatures cause thermal expansion of seawater and the melting of
Antarctic and other ice caps, resulting in rising sea levels. The global sea level rose 10
to 20 centimeters (cm) during the 20th century, and IPCC scenarios project it to
increase from 9 to 88 cm by 2100, depending on the projected increase of greenhouse
gases (Watson et al. 2001). Populations that inhabit small islands and/or low-lying
coastal areas are at particular risk of severe social and economic disruptions from sea-
level rise and storm surges.

A 50-cm rise in global sea level could have significant impacts on U.S. coastal areas
(Neumann et al. 2000). Estimates of land inundated are close to 24,000 km? (9,000
mi?). Major coastal cities such as Miami, New Orleans, and New York will have to
upgrade flood defenses and drainage systems or risk adverse consequences. Three
options have been proposed for responding to coastal threats: planned retreat, accom-
modation, and protection. Impact and adaptation assessments evaluate where these
responses might be implemented and then calculate the costs of implementation and
the damage to resources that are not protected. Generally, property losses or the costs
to protect property dominate the existing impact estimates for the United States. Based
on a review of the existing literature, Neumann et al. (2000) estimate that cumulative
impacts on coastal property of a 50-cm sea-level rise by 2100 range from about US$20
billion to US$150 billion.

Similar estimates could be derived for other vulnerable coastal areas to arrive at the
cumulative global impact. Such a temporal and global estimate could be taken into con-
sideration in deriving the timing and magnitude of mitigation options.

Adaptation options that also serve the purpose of mitigation will lower the cost of
stabilizing climate change. Forestry options, such as mangrove forests, can help allevi-
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ate the impacts of sea-level rise while simultaneously mitigating climate change. Plant-
ing trees in strategic locations around homes or on rooftops in urban areas will reduce
urban temperatures and thus the demand for electricity for space conditioning. The
costs of these adaptation/mitigation options need to be examined from the perspective
of their dual benefits.

Notes

1. The Energy Modeling Forum—21 is currently assessing the impact of including non-
CO, gases and sinks in models of the global economy.

2. These cost estimates are derived using discount rates in the range of 5 to 12 percent,
consistent with public sector discount rates. Private internal rates of return vary greatly and
are often significantly higher, affecting the rate of adoption of these technologies by private
entities.

3. Annex B refers to industrialized countries that have signed on to an emissions target
in the Kyoto Protocol. In the hypothetical case of full global emissions trading, marginal cost
estimates drop to US$5-90/t C, similar to the positive marginal cost estimates for poten-
tial emissions reductions from the bottom-up studies quoted earlier.

4. GDP is an oft-used but incomplete measure of welfare.

5. This fact does not imply that technologies based on as yet unknown materials and/or
physical or chemical phenomena will not be developed. Indeed, technological progress is lit-
tered with many examples of discoveries that led to significant breakthroughs in improving
energy and carbon efficiency. Such discoveries will accelerate the reduction in cost and the
time frame over which stabilization may be achieved.

6. “Carbon leakage” refers to an unintended failure to reduce emissions, through shift-
ing them from one location to another or from one sector to another.
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Unanticipated Consequences:
Thinking about Ancillary Benefits
and Costs of Greenhouse Gas
Emissions Mitigation

Jae Edmonds

The scale of human activities has grown to the point that they affect the Earth’s global
biogeochemical cycles. The concentrations of greenhouse gases such as carbon dioxide
and methane have risen to levels that exceed any observations over very long periods.
For CO, present concentrations exceed observed values over the past 400,000 to 23 mil-
lion years (Houghton et al. 2001). Fossil-fuel carbon dioxide emissions are chiefly, but
not exclusively, associated with the increase in concentration of CO.,.

The Framework Convention on Climate Change (FCCC; United Nations 1992) has
as its goal the stabilization of the concentration of greenhouse gases in the atmosphere
at a level that would prevent dangerous anthropogenic interference with the climate.
Achieving that goal implies that a future in which emissions of greenhouse gases lead
to higher-than-acceptable concentrations be superseded by one in which fossil-fuel
CO, emissions peak and then decline and in which non-CO, greenhouse gas emissions
are limited to acceptable levels. The implications of this goal are enormous for indus-
try, infrastructure, mobility, and energy.

To the extent that policy intervention is necessary to achieve this end, costs will be
incurred.! Measuring the cost of limiting greenhouse gas emissions is a nontrivial
undertaking. In addition to the usual definitional questions of what cost is being meas-
ured, for example, average, marginal, or total, there are additional complexities.
Methodological issues abound. Metz et al. (2001) addressed many of these issues,
though quantification remains a matter of significant uncertainty.

One issue that is addressed in Hourcade et al. (2001) is the question of ancillary ben-
efits of emissions mitigation policies. Interest in this issue dates at least to the mid-1990s

419
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(Pitcher et al. 1995). Hourcade et al. (2001) paid particular attention to interactions
between climate policy and local air quality. Here the imposition of a value on carbon leads
to reductions in the use of fossil fuels, which are also associated with emissions of non-CO,
gases such as CO, SO,, volatile organic compounds (VOCs), and particulate matter
(PM). In general, an ancillary policy benefit occurs whenever a policy established to
address one problem improves, as an ancillary consequence, the state of another problem.

More recently, studies have begun to examine the converse question: What are the
climate benefits of local air-quality policies? (See, for example, Joh 2002 or Shelby
2002.) These studies offer estimates of the implications for CO, emissions of noncli-
mate environmental policies. In fact, it is the pursuit of other goals that leads to the sta-
bilization of greenhouse gases in the SRES B1, A1, and A1T scenarios (Nakicenovic and
Swart 2000). In the B1 scenario, it is the aggressive pursuit of local and regional air-qual-
ity objectives that leads to a peak and subsequent decline in fossil-fuel CO, emissions.
Similarly, it is the pursuit of economic growth through investments in technology that
has similar consequences in the Al and A1T scenarios.

The general proposition is that policies have impacts that extend beyond their ini-
tial focus. These impacts can be either beneficial or costly. This chapter will consider the
broader problem of the ancillary consequences of climate policies and suggest that an
appropriately formulated policy mix is impossible without explicit, simultaneous,
dynamic consideration of the full suite of environmental problems.

The Big Picture

In principle, the identification of an “optimal” policy for both climate and local air qual-
ity must be determined simultaneously. Operationally, this is never the case. The prob-
lem is complexity and scale. Temporal and spatial scales relevant to formulating local air-
quality policy are fundamentally different from the temporal and spatial scales
associated with formulating climate policy. Local air quality is associated with
timescales that are short in comparison to the climate question. Local air-quality issues
engage modeling systems that are of a similar complexity to climate systems. While tem-
poral and special scales may overlap at the margin, modeling systems that span the full
temporal and spatial scales relevant to both questions do not yet exist and are not likely
to come into being in the near term.

The consistent treatment of abatement costs and benefits of greenhouse and non-
greenhouse emissions presents important methodological challenges. Constructing an
analysis from a set of heterogeneous and potentially inconsistent sources can compro-
mise the integrity of the analysis.” Though the present state of the art relevant to for-
mulating simultaneous climate and local air-quality policies provides grounds for pes-
simism, this state of affairs should not be assumed to be permanent. It was not long ago
that the integration of models relevant to climate change seemed an impossible task.
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The Climate Policy Mix

Even in the realm of climate policy, models that address the full range of policy issues
are at a relatively primitive state of development. Although most of this chapter focuses
on the question of policies to address emissions mitigation, it is good to recall at the out-
set that a much broader set of policies affect climate change. These can be grouped into
at least four major categories:

* emissions mitigation,

* technology development (for both mitigation and adaptation),
* adaptation, and

* reducing scientific uncertainty.

Though the primary focus of this chapter is on the control of greenhouse gas emis-
sions, strategies within the other categories also have potential ancillary consequences.
For example, the development of technologies for a hydrogen-based transportation
system would have ancillary consequences for local and regional air quality, among
many other things.?

The extent and nature of ancillary effects of a greenhouse gas emissions policy
depend on a variety of factors, including (1) the nature of the pollutant, (2) the policy
environment, (3) the technology associated with the emission and emission control
options, and (4) system responses.

The Nature of the Pollutant

The nature of the pollutant itself can affect the degree to which there are ancillary ben-
efits to a policy intervention. Banning the production of chlorofluorocarbons (CFCs)
had no direct effect on other pollutants. And yet CFCs have two natures. In their life
as an atmospheric constituent, they act as a greenhouse gas. When they dissociate, they
become an ozone-depleting substance. The motivation for banning the production of
CFCs under the Montreal Protocol was primarily to protect stratospheric ozone. Yet
there was an ancillary climate benefit.

From this perspective, sulfur emissions raise some thorny problems. They are a
greenhouse-related emission in their own right, though their principal association is with
acid deposition. They can be coproduced with CO, emissions. Unlike CO,, their net
effect in the atmosphere is likely to cool the surface. Their direct plus indirect effect is
potentially large but highly uncertain. Their atmospheric residence time is extremely
short compared with CO,. And there is no established procedure for comparing their
emission with that of CO,. To the extent that control of CO, results in reductions of
sulfur emissions, there is an ancillary benefit associated with reduced acid-precursor
emissions and an ancillary cost associated with increased radiative forcing.
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The Policy Environment

Reductions in fossil-fuel carbon emissions may have different consequences under dif-
ferent technology and policy environments. For example, it is generally assumed that a
policy that reduces carbon emissions reduces aerosol and particulate emissions. Yet if
such a policy were applied to the utility sector, where sulfur emissions were controlled
in a “cap and trade” regime, reductions in CO, emissions that resulted in lower fossil-
fuel use would have little effect on aerosol production.

The policy background will vary over both time and place. Over time, controls over
conventional pollutants have grown broader and tighter. Emissions that were once
considered to be unavoidable or even benign by-products of the production process have
come under controls. Power plant emissions of PM came under control early, followed
by emissions of sulfur and nitrogen compounds. In general, controls on greenhouse gas
emissions such as CO, will have a correspondingly smaller effect when local pollution
is already tightly controlled. Improvements in local air quality will therefore likely be
greater in those regimes in which relatively little control is exercised over emissions of
local pollutants, though the precise interaction depends entirely on the nature of the pol-
icy regime.

This principle can be generalized to underscore the importance of the baseline. Results
will be highly dependent on the circumstances defined by baseline assumptions. Reference
emissions of both greenhouse and local air-quality pollutants will play a central role in
determining the measured benefits and costs associated with any policy intervention.

The Technology of Emissions and Emissions Control Options

Clearly, a climate mitigation or conventional pollutant abatement policy is affected by
the very nature of the technology associated with the emission. Power plants have a dif-
ferent set of characteristics associated with their operation than a passenger automobile.
Each sector, subsector, and technology can be expected to have its own unique profile.
Policies that attempt to control emissions through control of the emission’s activity level
will have one profile of emissions mitigation and ancillary impacts. Consider the hypo-
thetical example of a tax on cattle to reduce methane emissions. Reducing the herd size
would result in, among other things, reducing nitrogen emissions also associated with
cattle production. The entire premise of ancillary benefits is predicated on the obser-
vation that control technologies for one emission will result in the control of other emis-
sions. For example, to the extent that carbon emissions from cars are controlled by
higher-efficiency motors, generally lower local air-pollution emissions will also ensue.

System Responses

Economic and energy systems are highly intertwined. It is virtually impossible to make
a change in the operation of one sector and not see accommodating changes in other
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parts of the system. From the perspective of pollution, these changes can amplify the
original change, dampen it, or even reverse it.

As the scale of the policy intervention increases, the value of changes in the ancillary
activity also changes. Just as the marginal cost of emissions mitigation might be expected
to rise as the most attractive options for mitigation are exhausted, leaving increasingly dif-
ficult reductions, the degree of ancillary benefit might decline as the ancillary activity is
reduced in scale. Initial improvements in local air quality tend to have higher benefits
than later reductions. The assumption of constant marginal benefits, often used in stud-
ies of ancillary benefits, is dubious for nonmarginal changes in local ancillary emissions.

The discussion of ancillary consequences of a policy to control greenhouse gas emis-
sions usually focuses on pollutants. Still, one of the most important ancillary conse-
quences of a policy to limit greenhouse gas emissions is the economic cost of the pol-
icy—that is, the aggregate value of the resources that must be obtained from other
sectors of the economy to achieve the greenhouse gas emissions mitigation objective.
Schelling (1996) has argued, for example, that for developing countries the benefits
from economic growth are more valuable than the potential benefits from a moderation
of climate change.

The implementation of environmental policies can have other effects as well. They
require implementation, and for societies for which institutions are still being developed,
the implementation of a policy affecting as pervasive a commodity as energy requires
institutions capable of monitoring verification and enforcement. A potentially impor-
tant ancillary benefit to the implementation of the policy could be institution building.

Institutions play another important role. They determine the efficiency with which
a policy is implemented. To the extent that institutions are poorly developed and pol-
icy implementation is incomplete, costs will be higher and benefits lower. Even in a
world in which institutions are well defined, the nature and role of institutions can affect
both costs and benefits. For example, in a world in which clean development mecha-
nism (CDM) credits are traded internationally, the value of ancillary benefits can affect
both the supply of and demand for emissions mitigation.

The Energy System

Kaya (1989) argued that emissions of carbon dioxide to the atmosphere could be use-
fully thought of as the product of population, per capita gross domestic product
(GDP), energy intensity of GDP, and carbon intensity. Each of these four elements
could, in principle, be the object of policy intervention to address CO, emissions.

It is difficult to imagine that policies to control either the number of persons in a
society or the aggregate scale of economic activity would have climate change as their
primary motivation. If such were the case, however, ancillary consequences would be
pervasive. Some governments have argued that demographic policies, though not ini-
tially founded on the motivation to reduce greenhouse gas emissions, have nonetheless
had a more profound effect than explicit climate policies in Annex I nations. The expe-
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rience of the Russian Federation stands as a stark example of the implications of CO,
emissions reductions by means of GDP decline.

A global energy system, consistent with increasing standards of living around the
world, and an associated expansion in the demand for energy services will invariably be
larger than the present system. Achieving the goal of the FCCC at concentrations of 750
parts per million (ppm) or lower means that the primary mechanisms by which the
expanded provision of energy services is to be accomplished cannot simply be the
expanded use of fossil fuels with freely vented carbon dioxide. While carbon can con-
tinue to be emitted throughout the century, stabilizing the concentration of CO, at 750
ppm or lower requires that emissions peak and then decline indefinitely thereafter. Such
circumstances require the expanded deployment of some or all of the following classes

of energy technology:

* energy intensity improvements

* low-carbon fossil fuels, such as methane or carbon capture and disposal
¢ renewables, such as wind and solar

* biomass

* nuclear power (fission and fusion)

* hydrogen

The control of greenhouse gas emissions and, in particular, CO, emissions will likely
lead to the expanded scale of some or all of these technology classes.

A variety of ancillary consequences is likely, as these technologies expand their scale
of activity. In many cases these potential consequences are complex, including both
ancillary benefits and costs. The only technologies without ancillary consequences are
those that have not yet been deployed at scale.

Energy Intensity Improvements

Improvements in energy intensity, the ratio of energy consumption to some measure
of product such as GDD, result from improvements in energy efficiency in end-use
devices, as well as changes in the relative and absolute composition of energy-consum-
ing activities. Improvement in energy efficiency occurs when the amount of energy
required to provide a specific energy service declines.

Most improvements in energy efficiency bring with them improvements in all aspects
of the energy service. They are driven by the forces of technology improvement and find
their way into use via economic forces. Energy efficiency is generally not purchased at the
cost of forgoing energy services. Improvements in energy intensity will have both proxi-
mate effects and pervasive effects. Direct effects through energy efficiency improvements
will depend on the specific technology changes. Direct effects through changes in the
composition of energy-using activities will have other and different effects. Indirect
effects, other things being constant, would have pervasive ancillary consequences because
they imply generally smaller energy supply, transformation, transport, and storage.
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The direct consequences of changes in energy technology may be complex and diffi-
cult to measure. Consider, for example, improvements in energy efficiency in passenger
transportation achieved via a reduction in the weight of the vehicle. The energy required
to create the frame of an automobile may decline as the result of the substitution of
newer, lighter materials for steel, and to the extent that the energy is associated with emis-
sions of local and regional air pollutants, this change implies a net benefit. But the ancil-
lary consequences can be still richer. For example, improving fuel economy in cars by
reducing size and weight could result in either reduced or enhanced automotive service.
For example, if the transportation service were provided by a smaller vehicle, the total
transport service might be reduced because the smaller vehicle may provide less space and
reduced structural resilience and safety. The development of advanced technologies
could require exotic materials. The increased presence of exotic and heavy metals can
themselves cause problems. For example, the development of more efficient transform-
ers resulted in greater deployment of PCBs. On the other hand a smaller, lighter vehicle
might be more maneuverable, provide extended range between fueling, and reduce over-
all vehicle cost, and the employment of new materials and designs could increase struc-
tural resilience. To the extent that the service provided by the non-emitting technology
is different from the service provided by the technology it replaces, ancillary benefits and
costs are created. A lower cost in the provision of transportation services, as measured by
financial costs per passenger distance, can be enhanced or offset by nonfinancial costs
associated with time commitments on the part of the vehicle driver.

Low-Carbon Fossil Fuels

Not all fossil fuels release the same amount of carbon per unit energy. Natural gas
releases less carbon per unit energy than oil, which in turn releases less than coal. A vari-
ety of options exist to reduce the emission of greenhouse gases by substituting one fos-
sil fuel for another. Expanding the use of natural gas in substitution for other fossil fuels
could have a variety of ancillary effects. First, because methane is a generally cleaner fuel
than oil or coal, it can reduce the emission of local air pollutants, including PM, hydro-
carbons, and sulfur. On the other hand, increased leakage from the natural gas trans-
port and distribution system could introduce additional methane into the atmosphere,
also a potent greenhouse gas. Expanding the use of natural gas significantly would
require the construction of land-based transportation infrastructure. Natural gas
pipelines are generally considered to convey a disadvantage to those through whose
neighborhoods they pass. They bring some risk of blowouts and leakage and above-
ground are visually unattractive. Furthermore, the transport of liquefied natural gas
introduces a potential environmental and health risk through the vessels and storage sys-
tems. The high energy density of liquid natural gas could result in a spectacular dis-
charge in the event of accident or sabotage.

Another potential technological response to incentives to reduce greenhouse gas
emissions is the capture and disposal of carbon from the combustion of hydrocarbons.
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The availability of such technology would enable fossil fuels to continue to be used while
limiting greenhouse gas emissions. Preliminary analysis indicates that, depending on the
cost of the systems, cumulative capture could be in the range of 100 to 300 PgC. Such
quantities are wholly unprecedented. While carbon is presently captured for industrial
purposes, the scale of current operations is three orders of magnitude smaller than
these quantities.

The prospect of such scale raises a large number of concerns, including many ques-
tions of ancillary consequences. For example, it will be important to consider the health
effects of shipments of CO, from capture to disposal sites. While CO, is presently
shipped long distances, the scale of transport could become far greater in the future.
Poor design of transport systems could cause ancillary damage. It will be important to
monitor disposal sites to ensure that subterranean migration of CO, is monitored and
that no unmonitored discharges occur. On the other hand, obtaining CO, from waste
gas streams requires relatively clean exhaust gas, with the conventional pollutants
removed. To the extent that the capture of CO, results in lower conventional pollutants,
its deployment could have classic ancillary benefits.

Renewable Energy

Renewable energy has long been attractive as a vehicle for energy production without con-
current greenhouse gas emissions. Furthermore, it involves no or limited risks from con-
ventional pollutants, a clear ancillary benefit. Yet, as the scale of renewable technologies
increases, issues may arise. Wind power, for example, provides electric power without
either conventional pollution or greenhouse gas emissions. Reductions in cost have accel-
erated its deployment in the market. Yet with greater scale of deployment, a variety of
unanticipated ancillary effects have come to the fore. Wind towers have been criticized for
their noise, visual pollution, “ugliness,” and avian impacts. Reliable mechanisms to pre-
vent bird kills are still under development. Excellent wind sites have been abandoned in
the United States for aesthetic reasons. Yet just as traditional fossil energy technologies have
changed and adapted to address unintended consequences, especially pollution, renewable
energy technology expansion can be expected to show a similar adaptive resilience.

Solar photovoltaic (PV) cells could meet similar reactions if deployed in large, stand-
alone arrays. Deployed at a scale to deliver a significant fraction of an expanded global
energy system, these arrays could simultaneously reduce greenhouse gas emissions and
local air pollution by reducing the use of fossil fuels, a classic ancillary benefit. They also
represent a significant land use with major consequences for local ecosystems, with
potential for ancillary damage.

Just as for wind, this is unlikely to be the end of the story. Other deployment strate-
gies are likely to evolve to mitigate undesirable effects. For example, deployed as part
of building materials, PV arrays could provide power while utilizing the same land sur-
face area as the infrastructure it serves. Yet the efficiency of collection would doubtless
suffer, and the efficiency of power would be lower than power provided by a structure
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whose primary function was power generation. But if the cost of collection were suffi-
ciently low, such arrays could, nevertheless, be deployed widely. The development of
new technologies to be used at a large scale requires consideration of effects that are
unimportant or trivial at small scales.

Modern Commercial Biomass

Growing crops for their energy content is not a new idea. The first human use of
energy employed the use of material of biological origin, such as sticks, dung, or straw.
Traditional biomass fuels are not systematically produced. They are themselves by-
products of some other activity. The supply either comes from nature (e.g., detritus or
deforestation) or is a by-product of some other, controlling activity (animal waste, crop
residues). Biomass fuels are generally employed with little or no processing. To the extent
that population and natural production rates are in harmony, the employment of this
energy form has only a modest direct effect on land use or ecosystems. It may, however,
have a significant impact on indoor and local air quality. The environmental and health
effects of traditional biomass are many, varied, and interconnected. To the extent that
population and natural production rates are inconsistent, demands for traditional bio-
mass fuels can imply significant pressure on local ecosystems or global deforestation, a
major source of net carbon emissions to the atmosphere. Globally, the per capita use of
traditional biomass continues to decline.

By contrast, modern commercial biomass is produced by cropping. It employs mod-
ern agricultural methods and could potentially expand to encompass a major fraction of
managed lands. This eventuality could have profound consequences for land use. Sev-
eral changes could follow in the wake of this development. Because the quality and extent
of land resources are fixed, the introduction of biomass crops could imply a significant
new farming activity. This in turn would imply an increased demand for managed lands.
The increased demand for managed lands would, in turn, exert upward pressure on the
value of land and the price of all land-utilizing products, including food, fiber, pastured
cattle, and forest products. The increased value of land would invariably encourage the
utilization of land not yet managed or, alternatively, slow the return of managed lands
to unmanaged states. The significance of these effects will depend, to a substantial
degree, on the rate of productivity growth in crops and other land-utilizing activities.
Faster rates of productivity growth can be expected to lessen the adverse consequences,
allowing continued reductions in the cost of food and fiber, continued improvements in
human health and nutrition, and reduced pressure on unmanaged ecosystems. To the
extent that historical rates of productivity growth are associated with the increased appli-
cation of fertilizer to crops, the potential for productivity increases in the future may be
limited, particularly in presently high-productivity settings, and may have implications
for air and water resources. Advances in the biological sciences could prove useful in
maintaining the rate of future productivity growth. But, genetically modified (GM) crops
are not universally popular. Opposition to the deployment of GM technology cites the
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prospect for a variety of unintended and undesired consequences, ranging from irre-
versible modifications to unmanaged ecosystems to undesired health effects.*

Nuclear Power

Nuclear power has the attractive property of not emitting greenhouse gases to the
atmosphere in the process of producing electricity. Yet, the expanded deployment of
nuclear power from fission reactors faces several challenges, most of which are associ-
ated with ancillary consequences. These include health and safety, weapons prolifera-
tion, and waste disposal. In addition, nuclear energy, like all energy technologies, must
meet the test of the market. It must be able to provide power in a cost-competitive man-
ner. In a greenhouse-constrained world, nuclear’s lack of GHG emissions could be
rewarded relative to competing technologies with net emissions, though not relative to
nonemitting technologies. The magnitude and even existence of such a relative advan-
tage is, however, completely dependent on the policy environment.

The ancillary issues facing nuclear power are nontrivial. Health and safety have
always been matters of concern to the industry, and despite its comparatively favorable
record in aggregate, major accidents at Three Mile Island and Chernobyl and other lesser
events leave the question of health and safety as acute as ever. The potential for inten-
tional misuse of nuclear fuels in the form of weapons is another issue. As the use of
nuclear power grows, so too does the volume of nuclear materials to be protected and
the prospect for a disastrous event. The deployment of fast-breeder reactor technology
could magnify the problem by introducing potentially large volumes of weapons-grade
fuels into circulation. The creation of nuclear waste is yet another ancillary conse-
quence of the expanded deployment of nuclear technology. Technical strategies for
addressing this issue exist, though “not in my back yard” (NIMBY) reactions to the
establishment of long-term disposal sites persist.

Hydrogen and Transport Systems

The attraction of hydrogen is obvious. It is an energy carrier whose by-product emis-
sions are limited to water vapor.> Hydrogen can be employed in a variety of machines,
including furnaces, engines, and fuel cells. Significant deployment raises a variety of
questions about the nature of the production and delivery systems. Because hydrogen
is not a primary energy form, it requires input of some other primary energy. Hydro-
carbons—oil, gas, coal, or biomass—contain hydrogen and can be used as feed stocks
to produce hydrogen for other applications. Hydrocarbons also contain carbon, which
potentially could be released into the atmosphere unless that carbon can be collected and
disposed in a way that permanently isolates it from the atmosphere. The exception is,
of course, biomass, having derived its carbon from the atmosphere in the first place. If
its carbon is captured and permanently isolated from the atmosphere, its use constitutes
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a negative net emission. But each of these primary energy forms has both ancillary ben-
efits and costs. Hydrogen can also be produced by electrolysis, splitting water into
hydrogen and oxygen. Again, however, the question arises as to the source of the elec-
tricity. Each of the potential producers of electricity has its own set of ancillary conse-
quences. Furthermore, the hydrogen infrastructure question will doubtless have ancil-
lary effects. Transport and storage will entail significant infrastructure requirements, and
the creation of that infrastructure may bring its own set of issues. Health and safety con-
cerns have been raised. With hydrogen as a major fuel, potentially significant water
vapor will be created locally. If captured, this could be an ancillary benefit, particularly
in places where water is scarce. On the other hand, the implication of large-scale con-
sumption of H, for local atmospheric oxidization capacity is unknown.

Final Comments

The simple conclusion of this essay is that the implementation of policies to mitigate
the emission of greenhouse gases will have ancillary consequences—both benefits and
costs. This is the inevitable implication of attempting to solve a multi-attribute control
problem piecemeal. Piecemeal solutions work only with the simplest of problems or at
the smallest of scales, and climate and local pollution problems are neither simple nor
small in scale.
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Notes

1. For concentrations ranging from 350 ppm to 750 ppm, stabilization of the concentra-
tion of CO, requires an emissions peak in the 21st century. Stabilization of the concentra-
tion of CO, in the atmosphere may or may not require policy intervention. Under some cir-
cumstances stabilization occurs as a consequence of the pursuit of other, nonclimate goals. For
example, three of the six marker scenarios in Nakicenovic and Swart (2000), the SRES B1,
Al, and A1T scenarios, are consistent with stabilization of CO, concentrations. For these sce-
narios, the pursuit of nonclimate goals has consequences for climate change. The converse can
also occur. That is, the pursuit of climate change policies can have nonclimate consequences.

2. See the IPCC treatment of SO, benefits and costs, Chapter 8, Metz et al. (2001).

3. In addition, the mix of strategies would be expected to evolve over time. Strategies that
play a supporting role in the near term may well move to center stage in the long term.
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4. Similarly, dilemmas confront the development of rice strains that produce lower
methane release, as they entail change in either the rice strain planted and/or cultural norms.
Fewer concerns attend GM cattle, which could conceivably be introduced to reduce rumi-
nant methane emissions.

5. While water vapor is a potent greenhouse gas in the atmosphere, the scale of emission
associated with even large-scale deployment in the global energy system is presently thought
to be of insufficient magnitude to affect global biogeochemical processes.
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International Policy Framework on
Climate Change: Sinks in Recent
International Agreements

Maria José Sanz, Ernst-Detlef Schulze,
and Riccardo Valentini

Climate change is one of the most significant sustainable development challenges fac-
ing the international community. It has implications not only for the health and well-
being of the Earth’s ecosystems, but also for the economic enterprises and social liveli-
hoods that we have built upon this base. Creative responses based on solid research,
shared knowledge, and the engagement of people at all levels are required to meet the
challenge posed by climate change. International agreements are one of the fundamental
tools for effective action. To be effective, international agreements depend on scientific
inputs built on a foundation of the best technology available.

International Policy Framework to Address Global
Climate Change

Climate change was first recognized as a serious problem by a major intergovernmen-
tal meeting in February 1979. The First World Climate Conference, held in Geneva,
was an important scientific event (WMO 1979). It issued a declaration calling on the
world’s governments “to foresee and prevent potential man-made changes in climate that
might be adverse to the well-being of humanity.”

A large number of international conferences on climate change have been convened
since then: Attended by government policy makers, scientists, and environmental groups,
they have addressed both scientific and policy issues (Table 24.1). The Second World Cli-
mate Conference, held in 1990 in Geneva, was a particularly crucial step toward a bind-
ing global convention on climate change. Some of these meetings have taken place under
the auspices of the United Nations and its specialized agencies. Others have been held
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within regional and global forums such as the European Union, the Commonwealth, and
the South Pacific Forum or have been convened by individual governments.

At the 1992 Earth Summit in Rio de Janeiro, the international community adopted
Agenda 21, an unprecedented global plan of action for sustainable development. The
summit also agreed on the Rio Declaration on Environment and Development, a set of
principles defining the rights and obligations of nations, and on a Statement of Forest
Principles to guide more sustainable management of the world’s forests. Agenda 21 was
a landmark achievement in integrating environmental, economic, and social concerns
into a single policy framework. It contains over 2,500 wide-ranging recommendations
for action, including detailed proposals for reducing wasteful consumption patterns,
combating poverty, protecting the atmosphere, oceans, and biodiversity, and promoting
sustainable agriculture. The proposals presented in Agenda 21 remain sound, and they
have since been expanded and strengthened at several major United Nations conferences
on population, social development, women, cities, and food security.

The 1992 UN Framework Convention on Climate Change (UNFCCC) is the first
binding international legal instrument to specifically address climate change. After 15
months of intensive negotiations, it was adopted in May 1992 within the Intergovern-
mental Negotiating Committee for a Framework Convention on Climate Change
(INC/ECCQ). In June 1992 it was opened for signature in Rio de Janeiro at the UN
Conference on Environment and Development (UNCED). The INC negotiators drew
on the First Assessment Report (FAR) of the Intergovernmental Panel on Climate
Change (IPCC), a body established jointly by the United Nations Environment Pro-
gramme and the World Meteorological Organization (WMO). They were also influ-
enced by the Ministerial Declaration issued by the Second World Climate Conference
and by policy statements adopted by numerous other climate conferences.

The Convention provided a general framework for addressing the climate change
issue. The Convention was signed by 154 states (including the United States and the Euro-
pean Union) during UNCED. Other states have signed since then, and some national leg-
islatures have ratified. The FCCC entered into force after it was ratified by 50 states.

Even before the Convention was adopted, some countries had already taken unilat-
eral action at the national level. Most member states of the Organisation for Economic
Co-operation and Development (OECD) have set national targets for stabilizing or
reducing their emissions of greenhouse gases. In 1990 the Council of the European
Communities (EC) adopted a policy that provides for stabilizing the emissions of car-
bon dioxide—the most significant greenhouse gas—at 1990 levels by the year 2000.
A strategy to limit carbon dioxide emissions and to improve energy efficiency is cur-
rently being elaborated by the EC Commission.

In addition, two other international environmental treaties address climate change
indirectly. The amended 1987 Montreal Protocol on Trace Gases that Deplete the
Ozone Layer legally obliges its parties to phase out chlorofluorocarbons (CFCs) by the
year 1996. Although inspired by concern over the destruction of the ozone layer, this
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Table 24.1. Major conferences on global climate change

Period When What Where
Pre-UNCED June 1988 The Changing Atmosphere (UNEP) Toronto, Canada
May 1989 Forum on Global Change Washington, DC
July 1989 Summit of the Arch (G-7) Paris, France
Nov. 1989 Ministerial Conference Noordwijk, Netherlands
May 1990 Interparliamentary Conference Washington, DC
July 1990 Economic Summit (G-7) Houston, TX
Nov. 1990 Second World Climate Conference Geneva, Switzerland
1989-1992  INC negotiations: U.N. FCCC New York, NY
adopted
UNCED June 1992 UNCED (Earth Summir) Rio de Janeiro, Brazil
(FCCC opened March 1994  FCCC enters into force
for signature)
Post-UNCED  April 1995 COP-1, Berlin Mandate Berlin, Germany
July 1996 COP-2, Ministerial Declaration Geneva, Switzerland
Pre-Kyoto Oct. 1997 “Challenge of Global Warming” Washington, DC
Conference
Kyoto Dec. 1997 COP-3, U.N. Kyoto Protocol text Kyoto, Japan
adopted
Post-Kyoto COr-4
COP-5
Oct. 2000 COP-6 The Hague, Netherlands
June 2001 COP-06bis, Bonn Agreement Bonn, Germany
Nov. 2001 COP-7, Marrakech Accords Marrakech, Morocco
Aug.—Sept. World Submit on Sustainable Johannesburg, South
2002 Development (WSSD) Africa
Oct. 2002 COP-8 New Delhi, India

protocol is also significant for climate change, since CFCs are potent greenhouse gases
(Prinn, Chapter 9, this volume). Similarly, the 1997 Geneva Convention on Long-
Range Trans-boundary Air Pollution and its protocols regulate the emission of noxious
gases, some of which are precursors of greenhouse gases. These treaties, however, do not
address the complex set of interrelated climate issues.

While the UNFCCC focused on voluntary actions to be taken by the year 2000 for
long-term control of the total concentration of atmospheric greenhouse gases, subse-
quent attention focused on regulating and reducing greenhouse gas emissions after the
year 2000. As early as 1995, when UNFCCC parties were advised that it was unlikely
that the voluntary goals of that treaty would be met, a Conference of Parties (COP)
authorized under the FCCC began to consider legally binding measures to reduce
greenhouse gas emissions and proposed to craft a protocol or some other legal instru-
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ment that would be binding on the industrialized and developing countries. The Berlin
Mandate, which was adopted at the first meeting of COP (COP-1) in 1995, proposed
dealing with future climate change by strengthening existing commitments under the
FCCC. It also, however, continued to exempt developing countries, which are parties,
from any new binding commitments related to controls on greenhouse gas emissions.
Shortly thereafter, in December 1995, the IPCC released its second assessment report
on climate. Despite debate on its scientific findings, the United Nations endorsed the
second assessment report as the basis and scientific guidelines for negotiations on fur-
ther action to limit possible human alteration of the climate system. One of the main
findings of the second assessment report—and one that has attracted considerable
debate—was that “the balance of evidence suggests a discernible human influence on
the climate system” (Houghton et al. 1996: 4). At the conclusion of COP-1, a two-year
analysis and assessment phase was undertaken to consider the possible elements of a reg-
ulatory instrument to limit greenhouse gas emissions.

The Kyoto Protocol

Successive negotiations by the Conference of Parties (COP) of the UNFCCC helped
to forge a December 1997 accord, the UNFCCC Kyoto Protocol, an international
treaty tha, if it enters into force, would implement the first legally binding reduction
of greenhouse gas emissions with the aim of stabilizing (if not reducing) atmospheric
concentrations of these pollutants at some point in the future.! Different countries
would be bound by different levels of responsibility and compliance under the Proto-
col, but the combined efforts required of industrialized countries alone would be
expected to reduce global emissions of greenhouse gases by approximately 5 percent
from 1990 levels by the year 2012. The protocol (as yet unratified) tries to achieve a bal-
ance between technically and economically feasible ways to reduce the anthropogenic
emissions and to increase storage of carbon in terrestrial ecosystems through legally
binding commitments. The final aim is to reduce the concentration of CO, and other
greenhouse gases (GHGs) in the atmosphere. To enter into force, the Kyoto Protocol
requires at least 55 parties of the UNFCCC to ratify, and it requires that ratifying coun-
tries account for at least 55 percent of the base year emissions (1990).

Fossil-fuel emissions were identified as the main source of greenhouse gases—espe-
cially CO,. The focus on CO, immediately opened a debate on energy use in the indus-
trialized world, and it initiated major efforts to invest in research and development in the
field of alternative and renewable energy sources. The emission of fossil carbon as CO,
is part of a much larger, predominantly natural cycle of C assimilation (photosynthesis)
and respiration. This natural cycle has been disturbed, however, not only by fossil-fuel
emission, but also by land use changes (mainly deforestation and harvest of primary for-
est) (Prentice et al. 2001). The carbon cycle links biology with industrial and agricultural
production, with the consequence that practically no group in society is unaffected by
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changes in the carbon cycle or its management. This is presumably why it has proved so

difficult to turn an apparently simple request—to begin to adjust fossil-fuel emissions

downward toward a rate that can be reabsorbed by natural processes—into action.
The Kyoto Protocol core elements can be summarized as follows (Schulze et al. 2002):

1. The industrialized countries and those with economies in transition (the 45
“Annex B” countries) commit themselves to a reduction in fossil-fuel emissions in
the first commitment period (2008—-2012) compared with emissions in the base
year 1990 (Article 3.1). The reduction should be at least 5 percent when averaged
across all Annex B countries. The specific commitment, however, varies among
countries. This results in country-specific “assigned amounts” for fossil-fuel emis-
sions in 2008. Some countries are allowed to increase emissions, such as Australia
(+8 percent). Others have to make larger reductions. The EU (-8 percent) internally
has a “burden sharing” agreement that requires some parties to carry out reductions
whereas others can increase emissions. The extremes are 21 percent reductions for
Denmark and Germany and a 30 percent increase for Greece. The accounting will
take place according to specific rules in the first commitment period between 2008
and 2012. The year 1990 (or 1997) will be the baseline year for several definitions
and actions.

2. Countries are allowed to create carbon sinks in order to offset emissions. This can
be done by planting new forests (afforestation and reforestation), decreasing defor-
estation (Article 3.3: ARD), or applying new management approaches (Art. 3.4:
Additional activities?) in forestry, agriculture, and grazing that can create new car-
bon pools. These new C pools can become tradable resources in their own right.

3. The protocol can be interpreted in ways that allow countries and the private sector
to trade CO, equivalent units from technological developments (e.g., improving
power station efficiency) and from additional activities in forestry and agriculture.
Carbon units can be traded between Annex B countries (Art 6: Joint implementa-
tions, JI) as well as between industrialized Annex B countries and developing non—
Annex B countries (Art. 12: Clean development mechanism, CDM).

Some possible ramifications and implications of the treaty were not fully considered
at the time the protocol was written (1997). Only after the Kyoto Protocol was cast into
legal text did it become apparent that many terms in the text were not clearly defined
and that the language was sometimes ambiguous, allowing counterproductive inter-
pretations (i.e., underaccounting of sources). These “unwanted” effects might, at worst,
reverse the intention of the protocol (see IGBP 1998; WBGU 1998).

Sinks from ecosystem management have been among the most contentious features
of the Kyoto Protocol. Objections to carbon sinks are based primarily on two argu-
ments. First, sinks may allow developed nations to delay or avoid technological adjust-
ments—the “loophole” argument. Second, technical and operational difficulties would
reduce the value of sinks, allowing for inflated claims of carbon offsets— the “floodgates”
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argument. Objections to carbon sink projects in non—Annex I countries concern “per-
manence” (will the stored carbon remain in storage?), “additionality” (is the carbon stor-
age above and beyond that in the absence of direct management?), “leakage” (does car-
bon storage in one location increase release from another?), measurement, verification,
and lack of technology transfer. Although contentious, well-designed forestry projects
for mitigating global carbon emissions can provide significant environmental and
socioeconomic benefits to host countries and local communities (Edmonds, Chapter 23,
this volume). A well-designed regulatory framework, including adherence to interna-
tional agreements on biodiversity, desertification, and wetlands, would strengthen sus-
tainable development while also enhancing efforts to address climate change.

The Subsidiary Body on Scientific and Technological Advice (SBSTA, a committee
that gives advice to the member states) responded to the arguments on carbon sinks with
a request that the IPCC clarify and define the terminology and make suggestions on
procedural issues. This advice was compiled in the special report Land Use, Land Use
Change and Forestry (SR-LULUCF) (Watson et al. 2000). The IPCC was asked to be
politically relevant but not prescriptive. Decisions are to be made by policy makers on
the basis of options to be provided by the IPCC. Based on this IPCC report and driven
by the timing of the Kyoto Protocol itself, the sixth Conference of the Parties (COP 6)
met in The Hague in 2000 to settle the unresolved issues and to prepare a legal docu-
ment as a basis for ratification of the protocol by the signatory nations.

The Kyoto Protocol Concerns and Implications

A number of major ecological concerns still complicate the Kyoto Protocol and the
following negotiations.

Definitions

Even defining a “forest” is a problem because of different national circumstances. Dur-
ing the negotiations, it was agreed, for the first commitment period, that forests have a
minimum area of 0.05 hectare (ha, i.e., 500 square meters [m?]), >10 percent crown
cover, and plants more than 2 m high. One problem with this definition is that defor-
estation may (according to the Kyoto definitions) be preceded by degradation (with
associated emissions), until 10 percent of the initial cover and the corresponding
amount of C is reached. If the area is then deforested, only 10 percent of the initial C
pool in biomass would be counted as emission. Similarly, a partial forest harvest before
deforestation would reduce the accountable loss. In contrast to the activities that cre-
ate a sink (afforestation, reforestation, revegetation), many land use activities that cause
emissions remained undefined (degradation, conversion of forest types, harvest) or
neglected by the protocol. The inclusion of the harvest cycle still remains a matter of
discussion, although any change in C stocks is supposed to appear in national reports.
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‘Additional Human-Induced Activities since 1990
in Reference to Article 3.4

The wording of this article opens two issues: What is additional, and what is meant by
“human-induced since 1990”2 The basic idea of the Kyoto Protocol was to stimulate
additional activities in natural carbon sequestration that exceed the pre-1990 activities.
But the wording can be interpreted in many other ways and has led to major differences
in philosophy and strategy in the subsequent negotiations.

Role of Old Forests and Plantations

Exploitation of primary forest results in large C losses, because of the harvesting of a very
large C pool that will never again be reached in a future plantation (Nabuurs, Chapter
16, this volume). Thus, this is a permanent loss of C to the atmosphere. The average
lifetime of wood products, currently estimated at 15 to 20 years (Harmon et al. 1996),
is much shorter than the lifetime of wood in living trees. If only “human-induced” plan-
tations can be accounted and if natural forests are assumed to be C-neutral, it becomes
attractive in the context of the Kyoto Protocol to convert non-human-induced, unac-
countable old-growth forest into plantations (the harvest may remain unaccounted as
normal forest practice) and claim credit for stem growth of these plantations—even
though the real effect of such action is to increase the amount of CO, released to the
atmosphere. In this context, primary forests are at maximum risk, and the Kyoto Pro-
tocol offers an incentive to accelerate their demise.

The negotiations started at a Conference of the Parties at The Hague (COP6) and
continued in Bonn (COP6bis) and Marrakesh (COP7). The Bonn Agreement and the
Marrakesh Accords represent major breakthroughs in the international efforts con-
cerning climate change. Nevertheless, major ecological issues that emerged from the
beginning of the negotiations remained untouched (Schulze et al. 2002). Afforestation
and deforestation projects under the clean development mechanism are especially crit-
ical. These provisions are potentially susceptible to interpretations that create perverse
incentives that lead to a loss of carbon and/or pristine forests in exchange for plantations
(Schulze et al. 2003).

Many issues, it is hoped, will be resolved in the second commitment period. It is
quite clear (Houghton et al. 2001) that CO, stabilization in the atmosphere requires
GHG emissions ultimately to be reduced far more drastically than anticipated in the
Bonn Agreement. This might require additional tools that are not yet available in the
toolbox of the Kyoto Protocol. Protecting actual stocks, that is, primary existing forest,
has a potential even larger than the cumulative increase in emissions expected until
2050. Further, protecting existing stocks has important associated ancillary benefits (i.e.,
biodiversity conservation). Though there remains a long way to go to reach the mod-
est goals of Kyoto, the protocol can become an important step in a critical process.
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Notes

1. The legal text of the Kyoto Protocol is available at www.unfccc.org/resource/docs/
cop3/01a01.pdf.
2. Forest management, revegetation, cropland management, and grassland management.
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A Multi-Gas Approach
to Climate Policy

Alan S. Manne and Richard G. Richels

Although the Kyoto Protocol (Conference of the Parties 1997) encompasses a number
of radiatively active gases, assessments of compliance costs have focused almost exclu-
sively on the costs of reducing carbon dioxide (CO,) emissions.! There are a number
of reasons why this is the case. Carbon dioxide is by far the most important anthro-
pogenic greenhouse gas (Houghton et al. 1996); until recently, few economic models
have had the capability to conduct comprehensive multi-gas analyses;? and the quality
of data pertaining to other greenhouse gases (GHGs) is poor (both spatially and tem-
porally). Nevertheless, focusing exclusively on CO, may bias mitigation cost estimates
and lead to policies that are unnecessarily costly. In this chapter, we examine the impli-
cations of a multi-gas approach for both short- and long-term climate policy.

A number of anthropogenic gases have a positive effect on radiative forcing
(Houghton et al. 1996). We consider the three thought to be the most important: CO,,
methane (CH,), and nitrous oxide (N,0). We also consider the cooling effect of sul-
phate aerosols. We, however, exclude the so-called second basket of greenhouse gases
included in the Kyoto Protocol. These are the hydrofluorocarbons (HFCs), the perflu-
orocarbons (PFCs), and sulphur hexafluoride (SFy). This omission is not believed to
alter the major insights of the analysis.

When dealing with multiple gases, it is necessary to find some way to establish equiv-
alence among gases. The problem arises because the gases are not comparable. Each gas
has its own lifetime and specific radiative forcing. Houghton et al. (1996) suggested the
use of global warming potentials (GWDPs) to represent the relative contribution of dif-
ferent greenhouse gases to the radiative forcing of the atmosphere. A number of stud-
ies have, however, pointed out the limitations of this approach (Prinn, Chapter 9, this
volume), noting that in order to derive optimal control policies, it is important to con-
sider both the impacts of climate change and the costs of emissions abatement.> GWPs
do neither. Also problematic is the arbitrary choice of time horizon for calculating
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GWPs.* In this chapter, we examine alternatives to GWPs that may provide a more log-
ical basis for action.

The Model

The analysis is based on the MERGE model (a model for evaluating the regional and
global effects of greenhouse gas reduction policies). MERGE is an intertemporal gen-
eral equilibrium model. Like its predecessors, the version used for the present analysis
(MERGE 4.0) is designed to be sufficiently transparent so that one can explore the
implications of alternative viewpoints in the greenhouse debate. It integrates submod-
els that provide a reduced-form description of the energy sector, the economy, emissions,
concentrations, temperature change, and damage assessment.

MERGE combines a bottom-up representation of the energy supply sector with a top-
down perspective on the remainder of the economy. For a particular scenario, a choice
is made among specific activities for the generation of electricity and for the production
of non-electric energy. Oil, gas, and coal are viewed as exhaustible resources. There are
introduction constraints on new technologies and decline constraints on existing tech-
nologies. MERGE also provides for endogenous technology diffusion. That is, the near-
term adoption of high-cost carbon-free technologies in the electricity sector leads to accel-
erated future introduction of lower-cost versions of these technologies.

Outside the energy sector, the economy is modeled through nested constant elasticity
production functions. The production functions determine how aggregate economic
output depends upon the inputs of capital, labor and electric and non-electric energy.
In this way, the model allows for both price-induced and autonomous (non-price)
energy conservation and for interfuel substitution. It also allows for macroeconomic
feedbacks. Higher energy and/or environmental costs will lead to fewer resources avail-
able for current consumption and for investment in the accumulation of capital stocks.
Economic values are reported in U.S. dollars of constant 1990 purchasing power.

The world is divided into nine regions: (1) the USA; (2) OECDE (Western
Europe); (3) Japan; (4) CANZ (Canada, Australia, and New Zealand); (5) EEFSU
(Eastern Europe and the Former Soviet Union); (6) China; (7) India; (8) MOPEC
(Mexico and OPEC); and (9) ROW (the rest of world). Note that the countries belong-
ing to the Organisation for Economic Co-operation and Development (OECD)
(Regions 1 through 4) together with the economies in transition (Region 5) constitute
Annex B of the Kyoto Protocol.

Each of the model’s regions maximizes the discounted utility of its consumption sub-
ject to an intertemporal budget constraint. Each region’s wealth includes not only cap-
ital, labor, and exhaustible resources, but also its negotiated international share of emis-
sion rights. Particularly relevant for the present calculations, MERGE provides a
general equilibrium formulation of the global economy. We model international trade
in emission rights, allowing regions with high marginal abatement costs to purchase
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emission rights from regions with low marginal abatement costs. There is also trade in
oil, gas, and energy-intensive goods. International capital flows are endogenous.

MERGE can be used for either cost-effectiveness or cost-benefit analysis. For the lat-
ter purpose, the model translates global warming into its market and nonmarket
impacts. Market effects are intended to measure direct impacts on gross domestic prod-
uct (GDP), such as agriculture, timber, and fisheries. Nonmarket effects refer to those
not traditionally included in the national income accounts, such as impacts on biodi-
versity, environmental quality, and human health. These effects are even more difficult
to measure than market effects.

For Pareto-optimal outcomes—that is, those scenarios in which the costs of abate-
ment are balanced against the impacts of global climate change—each region evaluates
its future welfare by adjusting the value of its consumption for both the market and non-
market impacts of climate change. The market impacts represent a direct claim on gross
economic output—along with energy costs, aggregate consumption, and investment.
Nonmarket impacts enter into each region’s intertemporal utility function and are
viewed as an adjustment to the conventional value of macroeconomic consumption. For
more on the model, see our web site: http://www.stanford.edu/group/ MERGE/.

The Treatment of Greenhouse Gases and Carbon Sinks

MERGE requires information on the sources of the gases under consideration, their geo-
graphical distribution, how they are likely to change over time, and the marginal costs
of emissions abatement. Unfortunately, the quality of the data is uneven, particularly
for the non-CO, greenhouse gases. In many instances, we have had to rely on a great
deal of judgment to arrive at globally disaggregated time series. Similarly, there is a
paucity of data related to the potential for carbon sinks. In this section, we identify the
main sources for our estimates. In many instances, however, the cited data required some
interpretation to meet the demands of the present analysis. Again, for details, see the
computer program shown on our web site.

For purposes of the present analysis, greenhouse gas emissions are divided into two
categories: energy related and non-energy related. MERGE tracks energy-related
releases of both CO, and CH,. For the reference case, the model is calibrated so that
global CO, emissions approximate the Houghton et al. (1995) central case no-policy
scenario (IS92a). This has been done through the adjustment of several key supply- and
demand-side parameters in the energy-economy submodel. Table 25.1 presents esti-
mates of energy- and non-energy-related CH, emissions for 1990. When a constraint
is placed on GHG emissions, the choice of technologies for the energy sector is influ-
enced by their emission characteristics.

We next turn to non-energy-related emissions. In the case of CO,, we must account
for other industrial releases (primarily cement production) and the net changes associ-
ated with land use. According to Houghton et al. (1995), other industrial emissions are



Table 25.1. Methane emissions, 1990 (millions of tons)

Emissions source USA OECDE  japan  CANZ EEFSU  China  India MOPEC ROW  World
Non-energy-related emissions
Enteric fermentation 7.8 5.2 12.0 60.0 85.0
Rice paddies 0.0 18.0 18.0 24.0 60.0
Biomass burning 0.0 10.0 10.0 20.0 40.0
Landfills 8.0 8.0 2.0 4.0 4.0 2.0 12.0 40.0
Animal waste 5.0 2.0 2.0 2.0 5.0 3.0 6.0 25.0
Domestic sewage 5.0 5.0 1.0 1.0 1.0 1.0 1.0 10.0 25.0
Subtotal 25.8 15.0 1.0 5.0 7.0 43.2 46.0 0.0 132.0 275.0
Energy-related emissions
Gas 3.5 3.3 0.4 1.2 29.2 0.6 0.2 12.0 4.7 55.0
Coal 7.1 2.6 0.0 1.0 10.0 20.8 0.5 0.0 2.9 45.0
Subtotal 10.7 5.9 0.4 2.2 39.2 21.4 0.7 12.0 7.6 100.0
Anthropogenic 36.5 20.9 1.4 7.2 46.2 64.6 46.7 12.0 139.6 375.0
Natural 160.0
Total 535.0

Sources: Houghton et al. (1995) and IEA (1998).
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Table 25.2. Potential sink enhancement
in 2010 at a marginal cost of US$100 per
ton of carbon (million tons of carbon)

Region Potential sink enhancement
USA 50
OECDE 17
Japan 0
CANZ 50
EEFSU 34
China 25
India 13
MOPEC 25
ROW 250
World 464

Source: Houghton et al. (1996).

relatively small. These are exogenous inputs into MERGE. With regard to land use, we
assume that, in the absence of policy, the mass of carbon in the terrestrial biosphere
remains constant.

This raises the issue of carbon sink enhancement. The protocol states that Annex
B commitments can be met by the net changes in greenhouse gas emissions from
sources and removal by sinks resulting from direct human-induced land use change
and forestry activities limited to aforestation, reforestation, and deforestation since
1990, measured as verifiable changes in stocks in each commitment period (Confer-
ence of the Parties 1997). There is some confusion, however, regarding the treatment
of soil carbon. This issue has been flagged for further study in the protocol. For the
present analysis, we have adopted the values shown in Table 25.2 for 2010. We sup-
pose that marginal sink enhancement costs are proportional to the quantity of
enhancement. We also assume that the potential for sink enhancement increases over
time.

Table 25.1 also includes non-energy-related CH, emissions. Reductions from the ref-
erence path are determined by a set of time-dependent marginal abatement cost curves.
In 2010 the curve is calibrated based on Reilly et al. (1999).> For later years, the mar-
ginal cost of emissions abatement declines as a result of technical progress.

Nitrous oxide emissions are treated in a manner similar to non-energy-sector CH,
emissions. Table 25.3 reports estimates for 1990. A marginal abatement cost curve for
each region is constructed for each commitment period. For 2010 we again rely on the
work of Reilly et al. (1999). Similarly, for later years, we assume that the marginal cost
of emission abatement declines with technical progress.
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Table 25.3. Anthropogenic nitrous oxide
emissions, 1990 (millions of tons)

Ant/aropogmic nitrous

Region oxide emissions
USA 1.1
OECDE 0.8
Japan 0.1
CANZ 0.3
EEFSU 0.3
China 0.7
India 0.5
MOPEC 0.2
ROW 1.7
World 5.7

Source: Houghton et al. (1995).

Alternative Approaches to GWDPs

A multi-gas approach to climate policy raises the issue of trade-offs among gases. In this
chapter we explore two alternatives to GWPs—one based on cost-effectiveness and the
other based on the balancing of costs and benefits. In each case the relative contribu-
tion of each gas to achieving the goal is an endogenous output rather than an exogenous
input. That is, we make an endogenous calculation of the incremental value of emis-
sion rights for CH, and N, O relative to CO, and examine how the relationships might
change over time.

In a cost-effectiveness analysis, the goal is to minimize the cost of achieving a par-
ticular objective. In the area of climate policy, objectives have included limits on emis-
sions; cumulative emissions; atmospheric concentrations; the rate of temperature
change; absolute temperature change; and damage.

For purposes of illustration, we begin by assuming that the goal of climate policy is
to limit the increase in mean global temperature over the next two centuries. Figure 25.1
shows the price of emission rights for ceilings of 2° and 3°C. Not surprisingly, the rate
of increase of these values is greater with the more stringent target. The calculations are
made under the assumption of full where and when flexibility. With the first, reductions
take place where it is cheapest, regardless of geographical location. With the second, they
take place when it is cheapest.

Figure 25.2 shows the prices of CH, and N, O relative to that of carbon. It also
shows the 100-year GWDPs for each gas.” Notice that the relative prices vary over time.
This is particularly so for CH,. With a relatively short lifetime, a ton emitted in the



25. A Multi-Gas Approach to Climate Policy | 445

600 T T T T T
a
500 ... 2° K
&) .- 3
— 400 4
o
= 300} -
()
S 200} . .
100 o® -
2020 2040 2060 2080 2100
b T T T T ‘
- 6,000F i
T I |
(@]
c  4,000F 4
L o
—_ B -1
8 2000k -
22 .
2020 2040 2060 2080 2100
I I I I T
80,000} C ks
o)
[aV)
Z 60,000} -
C
o
= 40,000} 4
o
o 9
& 20,000+ pe -
------- @ o 4

2020 2040 2060 2080 2100

Year

Figure 25.1. Incremental value of emission rights
for (a) carbon, (b) CH,, and (c) N,O, 2010-2100
(alternative temperature ceilings).

carly decades of the 21st century will have a negligible effect on temperature in the late
21st century. As we approach the temperature ceiling, however, emitting CH,
becomes increasingly problematic. By contrast, N,O has a lifetime more commensu-
rate with that of CO,. Hence, its price ratio is less volatile. The price ratios are sensi-
tive not only to the proximity to the ceiling, but also to the ceiling itself. Limiting the
temperature increase to 2° rather than 3°C produces an entirely different set of
weights.

Some have suggested that damage may be sensitive to both absolute temperature
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Figure 25.2. Prices of a ton of (a) CH, and (b) N,O
relative to carbon (alternative temperature ceilings).

change and the rate of temperature change (Peck and Teisberg 1994; Alcamo and
Kreileman 1996; Toth et al. 1997; Petschel-Held et al. 1999). To explore this possi-
bility, we impose an additional constraint on the two temperature scenarios by lim-
iting the allowable increase during a single decade to 10 percent of the total allow-
able increase. That is, decadal temperature change is limited to 0.2° and 0.3°C,
respectively.

With a 2°C ceiling on absolute temperature change, there are decades during the 21st
century where the limit on the rate of temperature change would be binding. From Fig-
ure 25.3, note that the price ratios for CH, reflect what we observed earlier—the
closer we are to the temperature constraint, the more valuable CH 4 becomes. This
appears to be true whether the constraint is on absolute temperature change or on the
decadal rate of temperature change.
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Figure 25.3. Prices of a ton of (a) CH, and (b) N,O
relative to carbon (constraint on absolute decadal
temperature change).

When the Objective Is Balancing Costs and Benefits

Thus far, we have assumed that the objective is cost-effectiveness. That s, the objective
is to minimize the cost of meeting a specified target. In this section, we illustrate how
the model can be used to identify relative prices when the goal is to balance the costs
of abatement against possible achievements in terms of reducing environmental dam-
age. Before proceeding, however, a major caveat is in order. Given the rudimentary state
of the existing knowledge base, it would be unwise to place too much weight on any par-
ticular set of damage estimates. The purpose of this section is to illustrate how such an
analysis might proceed. Nevertheless, even an illustrative analysis can yield some use-
ful insights into the nature of the price ratios.

We begin by dividing impacts into two categories—market and nonmarket. Smith



448 | VIIL. PURPOSEFUL CARBON MANAGEMENT

12 r : | | |
a .
10 /-
o 8 | ~@- base case damages ’ i
= —l- high damages
> 5 -n
6 R |
2 F T
= I e @ @ '. /
a 4 ¥-e-e® |
100-y GWP
2 i =
] | | | |
2020 2040 2060 2080 2100
T T | : |
200 b i

P S
a-m E-B 8§ _g-

-
a
o

Price ratio
)
o
I
|

100-y GWP

(o))
o
I

1 1 1 1 1
2020 2040 2060 2080 2100

Year

Figure 25.4. Prices of a ton of (a) CH, and (b) N,O
relative to carbon when the objective is balancing
costs and benefits.

(1996) reviewed several studies of the potential impacts of climate change on the
United States. With regard to market impacts, these studies showed considerable dis-
agreement at the sectoral level. For the present analysis, we assume that a 2.5°C increase
in temperature (beyond current levels) would result in market damage on the order of
0.25 percent of GDP to Annex B countries.

Unfortunately, there has been relatively little analysis of the potential impacts of cli-
mate change on developing countries. Because they tend to have a larger share of their
economies concentrated in climate-sensitive sectors, we assume that market damage is
apt to be a higher percentage of GDP. Specifically, we assume that a 2.5°C increase in
temperature would result in market damage of 0.50 percent of GDP in developing
countries. For all regions, market damage is projected as proportional to the amount of
temperature change.
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For our base case estimates of nonmarket damage, we assume that when per capita
incomes approach US$40,000 (about twice the 1990 level in the OECD countries), con-
sumers would be willing to pay 2 percent of their income to avoid a 2.5°C increase in
temperature. (As a point of reference, the United States today spends about 2 percent of
its GDP on all forms of environmental protection.) For high-income countries, we
assume that damage would increase quadratically with increases in the mean global tem-
perature. For example, consumers would be willing to pay 8 percent of their income to
avoid a 5°C increase. Of all the parameters in our model, this is perhaps the most uncer-
tain. For purposes of sensitivity analysis, we explore a much more pessimistic scenario,
one in which consumers are willing to pay 2 percent of their income to avoid justa 1°C
increase in temperature and 8 percent of their income to avoid a 2°C increase.

Figure 25.4 compares the prices of CH, and N,O relative to that of carbon. These
results are similar in many respects to that of the cost-effectiveness analysis with a con-
straint on absolute temperature change. With a temperature ceiling, we are in essence
adopting an L-shaped damage function. That is, we are assuming that damage is zero
below the ceiling and infinite thereafter. By contrast, with the aggregate damage func-
tion employed in our benefit-cost analysis, we have damage rising slowly in the early
years and more rapidly later on. While not exactly an L-shaped damage function, it nev-
ertheless produces qualitatively similar results. That is, we again find the value of the
non-CQO, gases relative to CO, to vary over time. We also find the value of CH, to
increase significantly as we approach the bend in the damage function. Finally, we find
that the price ratios are sensitive to the damage functions adopted for the analysis.

Some Concluding Thoughts

Until recently, climate policy analyses have focused almost exclusively on CO, emissions
abatement. This is not surprising, given the importance of CO, relative to other green-
house gases, the capabilities of existing models, and the paucity of data related to the
non-CO, gases. Nevertheless, a focus on CO, emissions only can lead to significant
biases in the estimation of compliance costs. Accordingly, existing models are being
modified to account for a broader array of greenhouse gases.

This chapter documents one such modeling effort. Before summarizing our con-
clusions, we again stress the preliminary nature of the results. Calculating the long-term
implications of CO, emissions abatement has always been a daunting task. The prob-
lem is compounded with the addition of other gases. Still, we believe that the present
analysis, although illustrative in nature, highlights some important considerations for
policy makers.

Given the lack of a rationale for choosing one set of GWPs over another, we exam-
ined two alternatives for establishing trade-offs between gases. The first was based on
cost-effectiveness analysis, the second on benefit-cost analysis. In the former, we
imposed a ceiling on the mean global temperature increase. We then identified the least-
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cost strategy for not exceeding the ceiling. We found that the price of the non-CO, gases
relative to that of carbon tended to vary over time. This was particularly so in the case
of CH . With its relatively short lifetime, its value increased as we approached the tem-
perature ceiling. The tighter the ceiling, the more rapid the increase in value. We
observed a similar phenomenon when we added a constraint on the rate of temperature
change. The incremental value of CH, was particularly high when the rate of temper-
ature change approached the prescribed limit.

A number of studies have noted that in order to derive optimal control policies, we
must consider the discounted damage of emissions from each gas. Here, the goal is to
balance the cost of abatement with what such reductions might achieve in reducing
environmental damage. Although this approach provides a more rational basis for cli-
mate policy, we currently lack the necessary knowledge base for specifying the shape of
the damage functions and for valuing undesirable impacts. Nevertheless, through sen-
sitivity analysis we were able to develop some insights about the relative weights of the
various gases.

Both the cost-effectiveness analysis and the benefit-cost analysis highlight the short-
comings of GWDPs for establishing equivalence among gases. Not only do the efficiency
price ratios vary over time, but they also are sensitive to the ultimate goal. Ideally, the
price ratios would be the product of an analysis that minimized the discounted present
value of damage and mitigation costs. Unfortunately, given the current state of knowl-
edge regarding potential damage, such an approach may be premature. If indeed this is
the case, focusing on temperature change may have distinct advantages over GWPs. It
could serve as a useful surrogate for benefit-cost analysis—at least for the time being.
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Notes

1. See the 1999 special issue of The Energy Journal on the Costs of the Kyoto Protocol:
A Multi Model Evaluation for numerous examples.

2. See Reilly et al. (1999) for an example of a multi-gas analysis of the costs of comply-
ing with the Kyoto protocol.

3. See, for example, Reilly and Richards (1993), Schmalensee (1993), Fankhauser
(1995), Kandlikar (1995), Tol (1999), and Reilly et al. (1999). Also see Wigley (1998) for
a discussion of GWDPs and their shortcomings.

4. See Schmalensee (1993).
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5. In contrast to Reilly et al. (1999), we use linear marginal abatement cost curves. Both
coincide at US$100 per ton. For discussions of the potential for CH, abatement, see Kruger
(1998), USEPA (1999), and Houghton et al. (1996). The latter also contains a discussion
of the potential for N,O abatement.

6. Equity need not be sacrificed in order to achieve efficiency. There are alternative ways
to make side-payments between regions.

7. Note that we have converted the GWPs from carbon dioxide equivalents to carbon
equivalents.
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Storage of Carbon Dioxide
by Greening the Oceans?

Dorothee C. E. Bakker

The widespread use of fossil energy results in the release of the greenhouse gas carbon
dioxide (CO,) to the atmosphere at an average rate of 5.9 petagrams of carbon per year
(PgC yr'!l; 1 Pg = 10'° g) (Sabine et al., Chapter 2, this volume). The resulting rapid
increase of atmospheric CO, is a major factor in global warming (Houghton et al.
2001). Because of the potential risks of climate change, it is crucial to consider how to
curb fossil-fuel CO, emissions and whether techniques are available to absorb atmos-
pheric CO,. Such a consideration requires weighing the economic, societal, and envi-
ronmental costs of climate change relative to those of reducing CO, emissions and
implementing CO, sequestration.

The oceans absorb roughly 30 percent of contemporary CO, emissions caused by
human activity (Sabine et al., Chapter 2, this volume). Sluggish exchange between sur-
face waters and the deep ocean sets the maximum rate for net oceanic CO, uptake and
makes it a slow process relative to the rapid anthropogenic CO, release. If anthropogenic
CO, emissions were stopped now, the oceans would eventually take up 70—-80 percent
of the CO, emissions, over a period of several centuries (Maier-Reimer and Hasselmann
1987; Archer et al. 1997).

Past and current oceanic CO, uptake reduces the capacity for future oceanic CO,
absorption (Matear and Hirst 1999). It also influences oceanic pH (Archer et al. 1998),
calcification (Gattuso et al. 1998; Riebesell et al. 2000), and the marine ecosystem
(Houghton et al. 2001). Warming of surface waters and possible changes in oceanic cir-
culation caused by climate change will have indirect effects on the physical and bio-
logical carbon pumps in the oceans (Sarmiento et al. 1998; Matear and Hirst 1999).
These changes will provide positive, as well as negative, feedbacks on oceanic CO,
uptake, the atmospheric CO, content, and climate change.

Because the oceans absorb so much of the CO, emitted by human activity, it is not
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surprising that scientists, entrepreneurs, and politicians are investigating whether it is
possible to accelerate net oceanic CO, absorption. One possible technique is fertiliza-
tion of ocean regions where low nutrient availability currently limits phytoplankton
growth. Addition of the macronutrients nitrogen and phosphorus and the trace element
iron has been suggested. In this chapter I consider the principle, efficiency, duration,
costs, and environmental consequences of CO, storage by fertilization.

Iron Limitation of Algal Growth

The idea of iron fertilization has received wide attention since John Martin (1990a: 11)
commented, “With half a shipload of iron, I could give you an ice age.” Large areas of
the oceans, notably the Southern Ocean, the equatorial Pacific Ocean, and the subarc-
tic Pacific Ocean, have low algal growth, despite high year-round nutrient concentra-
tions in surface water (Figure 26.1). Hart (1934) suggested that low iron levels might
limit phytoplankton growth in Antarctic waters.

Dust is a major iron source for the open oceans. Dust input to the oceans strongly
depends on the proximity of dust sources on land and prevailing wind patterns. Ocean
regions with high nutrient concentrations and low algal growth receive relatively little
atmospheric dust (Duce and Tindale 1991; Watson 2001). An increase of atmospheric
CO, upon a reduction in dust deposition at the end of glacial periods suggests a feed-
back between dust-derived iron, algal growth in the oceans, atmospheric CO,, and cli-
mate (Martin 1990b; Watson et al. 2000).

The arrival of accurate methods for iron analysis allowed tests and confirmation of
the iron hypothesis (De Baar et al. 1990; Hudson and Morel 1990; Martin et al. 1990).
In situ iron enrichment experiments have been conducted in the equatorial Pacific
Ocean (IronEx I, II), the Southern Ocean (SOIREE, EisenEx, SOFeX), and the sub-
arctic Pacific Ocean (SEEDS, SERIES) (Table 26.1). These mesoscale experiments
were started only after extensive site surveys. The rapid subduction of the fertilized
waters in IronEx I demonstrates the critical importance of site selection for these exper-
iments. Iron was added once in some experiments and repeatedly in others. Inert tracer,
drifting buoys, and ADCP (Acoustic Doppler Current Profiler) measurements were used
to track the iron-enriched waters.

The in situ iron additions promoted development of an algal bloom (Figure 26.2a—
d) (Martin et al. 1994; Coale et al. 1996; Boyd et al. 2000; Smetacek 2001; Johnson et
al. 2002; Tsuda et al. 2003). Diatoms, large algae with siliceous shells, thrived upon iron
addition (Coale et al. 1996; Boyd et al. 2000), whereas no changes in calcifying algae
have been recorded. Algal growth decreased the concentrations of nutrients and CO,
in the mixed layer (Table 26.1, Figure 26.2e—f). The algal CO, uptake cither reduced
CO, release to the atmosphere or increased the uptake of atmospheric CO, by surface
waters (Cooper et al. 1996; Watson et al. 2000), depending on their CO, saturation
level (Figure 26.2¢).



26. Storage of Carbon Dioxide by Greening the Oceans? | 455
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Figure 26.1. Seasonally averaged concentrations of nitrate and chlorophyll in oceanic
surface waters with contours at 2 pmol I"! and 0.5 pmol ! intervals, respectively. Data
are from Conkright et al. (1998a, b, c).

Iron-induced algal growth resulted in the production of particulate organic carbon
(POC) (Bidigare et al. 1999; Nodder and Waite 2001) and presumably also of dissolved
organic carbon (DOC). A carbon budget for the SOIREE bloom suggests significant
production of DOC (Bakker et al. 2003). The quantity and quality of DOC produc-

tion following iron fertilization remain uncertain.
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Figure 26.2. Parameters inside (closed symbols) and outside (open symbols) the iron-fertilized waters (or “patch”) in the Southern Ocean
Iron RElease Experiment (after Boyd et al. 2000; Watson et al. 2000; Law and Ling 2001). Shown are (a) dissolved iron in surface water,

(b) photosynthetic competency (Fv/Fm) in surface water, (c) depth-integrated chlorophyll, (d) depth-integrated “C uptake, a measure for
primary production, (e) the fugacity of CO, (fCO,) in surface water and air (dashed line, mean value of fCO, in air for SOIREE),

(f) macronutrient uptake in surface water, (g) depth-integrated dissolved DMS (dimethyl sulphide) and (h) maximum N,O* (nitrous

oxide) in the pycnocline. Samples for dissolved iron were taken at roughly 3 m depth, samples for Fv/Fm, fCO, and nutrients at =5 m
depth. Underway data for dissolved iron, photosynthetic competency, and nutrients are expressed as the daily mean inside the patch (defined
at >50 percent of peak levels of the tracer sul})hur hexafluoride [SF(] on that day) and outside the patch (defined at an SF concentration <10
fmol I'"). The previously reported data for *C uptake have been corrected by multiplication with a factor 12/14. Vertically integrated data
have been integrated for the upper 65 m, the depth of the mixed layer. Si; and P, are dissolved reactive silica and phosphorus. Nitrate and
phosphate depletion were obtained by subtraction of levels in the patch from values in ambient waters, which remained constant during
SOIREE. Underway data for fCO, are indicated as a daily mean of fCO, measurements inside and outside the patch (obtained from fCO,
at the 10 percent highest and 10 percent lowest SF values, respectively). Note the reversed y axis for fCO,. Surface water fCO, outside the
patch increased during SOIREE, partly as the result of surface water warming. Maximum N,O* is the difference between the measured N,O
concentration (inside or outside the patch) and that predicted from the N,O-density relationship outside the patch (Law and Ling 2001).
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Table 26.1. The amount of added iron (Fe) and the observed drawdown
of dissolved inorganic carbon (DIC) in the mixed layer during three iron
fertilization experiments

Experiment IronEx 1 IronEx IT SOIREE

Area Equatorial Pacific Equatorial Pacific  Southern Ocean

Time 10/1993 05-06/1995 02/1999

Fe added (103 mol) 7.82 8.0¢ 318

~ADIC (pmol kg™) 6-7° 274 18"

-ADIC patch (108 mol)  n.d. 2.4¢(13-16d)  0.3-1.1%1(13 days),
0.5-2.5 (42 days)

—AC:AFe (10%) n.d. 3.0 0.11-0.35 (13 days),
0.16-0.81 (42 days)

Downward C transport Subduction after ~ 7-fold increase Constant export®!

2-3 days in export’

Note: Note that DIC drawdown in the mixed layer strongly overestimates the short-term (<1 year)
storage of atmospheric CO,, as significant remineralization of organic carbon is likely to occur in
the mixed layer before CO, has been taken up from the atmosphere by slow air-sea exchange.
—~AC:AFe is the ratio of observed DIC drawdown to added iron. N.d. indicates parameters, which
were not determined.

Sources: *Martin et al. (1994), > Watson et al. (1994), © Coale et al. (1996), ¢ Steinberg et al. (1998),
¢ Cooper et al. (1996), f Bidigare et al. (1999), & Bowie et al. (2001), h Bakler et al. (2001), ' Boyd
et al. (2000), J Abraham et al. (2000), * Charette and Buesseler (2000), ! Nodder and Waite (2001).

Carbon Storage by Iron Addition

Iron-induced algal growth, the composition of organic matter, downward carbon trans-
port, remineralization, and future ventilation of the water jointly determine the effi-
ciency and duration of carbon storage following iron addition. Unfortunately, the last
three terms and the interactions between them are difficult to quantify.

Downward carbon transport occurs by sinking of particles, deep mixing, and sub-
duction of carbon-rich surface water. Export of organic particles increased in the
IronEx II and SOFeX experiments (Bidigare et al. 1999; Buesseler et al. 2003) but
remained constant in SOIREE (Table 26.1) (Charette and Buesseler 2000; Nodder and
Waite 2001). Downward carbon transport by deep mixing was not observed in any of
the iron enrichment experiments. Subduction of the young IronEx I bloom trans-
ported some organic carbon downward (Watson et al. 1994), presumably both as POC
and DOC.

Remineralization, the breakdown of organic matter, strongly decreases the downward
flux of organic carbon. Most organic carbon that leaves the mixed layer is remineralized
at shallow and intermediate depths, from which the CO,, released by remineralization,
may be ventilated to the atmosphere by deep mixing and upwelling. Only a fraction of
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the organic matter reaches the deep ocean and ocean sediments, where the carbon can
be stored away from the atmosphere for centuries or more.

Carbon storage by subduction in IronEx I was expected to be short-lived because the
subsurface waters of the equatorial Pacific Ocean are part of a confined circulation sys-
tem (Broecker and Peng 1982; Reverdin 1995) and resurface roughly every 15 years (for
a thermocline depth of 250 meters [m] and an upwelling rate of 1640 m y™!). Thus,
any organic carbon stored by subduction would be rapidly remineralized and released
as CO, back into the atmosphere. Continuous iron fertilization of the equatorial
Pacific Ocean between 18°N and 18°S would therefore provide little carbon storage
(Sarmiento and Orr 1991).

By contrast, some Southern Ocean waters leave the surface for decades to centuries
by deep mixing and subduction. Near the Subantarctic Front, intermediate water sinks
below more saline water. Any extra carbon in the “new” intermediate water would be
stored away from the atmosphere for long periods. The production of slowly degrad-
able DOC in algal blooms at or south of the Subantarctic Front could favor long-term
carbon storage. Sarmiento and Orr (1991) modeled continuous iron fertilization of sur-
face waters south of 31°S. Iron addition for a 100-year period would reduce the atmos-
pheric CO, increase by 17 percent in an IPCC business-as-usual scenario (this scenario
is discussed in Chapter 4 of this volume). Breakdown of organic matter would rapidly
lower the initial carbon storage (12 PgC yr!) to 2 PgC yr! after 20 years and 1 PgC
yr'! after 100 years of continuous iron fertilization. It is important to note that much
of the stored carbon would be rapidly returned to the atmosphere as soon as the iron
addition was stopped, highlighting the limited duration of carbon storage. This study
probably overestimates the potential for carbon storage by its assumption of complete
nutrient depletion of the fertilized waters, which has not been observed in the iron fer-
tilization experiments. Other modeling studies vary in the amount of carbon stored but
present a similar overall pattern (Broecker and Peng 1991; Joos et al. 1991a, 1991b).
These calculations probably represent an upper limit for the potential of CO, seques-
tration by iron fertilization.

Local, rather than basinwide, iron fertilization could sequester small amounts of
CO,. The controls on and consequences of basinwide iron fertilization equally apply to
small-scale programs, albeit at a more limited scale. Site selection and monitoring of the
amount of carbon stored over a range of timescales will be major challenges to iron fer-
tilization schemes.

Drawbacks of Iron Fertilization

In the iron enrichment experiments, the biomass of bacteria and small algae remained
fairly constant (Coale et al. 1996; Hall and Safi 2001; Gervais et al. 2002), probably as
a consequence of increases in grazing by small zooplankton (Coale et al. 1996). The bio-
mass of larger phytoplankton, notably diatoms, increased. By promoting a shift toward
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larger algal species, iron addition thoroughly changes the structure of the marine food
web. It is conceivable that continuous iron fertilization would decrease biodiversity by
consequently favoring a small number of species. Long-term, widespread iron fertiliza-
tion could potentially allow the spread of harmful algal blooms, as has been observed
in coastal waters, which are “fertilized” by high nutrient inputs from rivers (eutrophi-
cation).

Iron fertilization and iron-induced algal growth reduce nutrient availability to
downstream ecosystems (Sarmiento and Orr 1991), which decreases the downstream
productivity and changes the structure of the marine food web. One may speculate that
the biomass of large algae will be affected more than that of small algae in downstream
waters.

The increases in algal growth, carbon export, and remineralization upon iron addi-
tion reduce oxygen levels in subsurface waters. Long-term or large-scale fertilization
could create conditions with zero oxygen concentrations (“anoxic conditions”) at inter-
mediate depths (Fuhrman and Capone 1991; Sarmiento and Orr 1991). In the mod-
ern ocean the greenhouse gases nitrous oxide (N,O) and methane (CH,), which are 275
and 62 times more potent than CO, over a 20-year time scale (Houghton et al. 2001),
are produced in anoxic conditions. For example, nitrous oxide is produced below sea-
sonal algal blooms in the northwestern Indian Ocean (Law and Owens 1990). As some
nitrous oxide escapes to the atmosphere, these waters are important natural sources for
this potent greenhouse gas. By analogy, low oxygen levels and anoxic conditions upon
iron fertilization are likely to promote production of nitrous oxide and methane. In
SOIREE, nitrous oxide concentrations increased at the bottom of the mixed layer (Fig-
ure 26.2h), but this did not result in extra release of N,O to the atmosphere (Law and
Ling 2001). Methane concentrations did not change in SOIREE (C. S. Law, pers.
comm.) nor have changes been reported for other experiments. The negative effects of
N,O and CHj release to the atmosphere would counteract and possibly outweigh the
benefits of the atmospheric CO, sequestration from iron addition (Jin and Gruber
2002; Jin et al. 2002). Low oxygen levels and anoxic conditions following iron fertil-
ization would also negatively affect marine biota that depend on oxygen, such as fish.

Iron fertilization may change the marine production of important gases, such as
dimethylsulphide (DMS), halocarbons, and alkyl nitrates. Dimethylsulphide is a major
source of atmospheric sulphate and is thought to indirectly affect aerosol formation,
albedo, and climate (Charlson et al. 1987). Volatile halocarbons and alkyl nitrates
strongly influence atmospheric chemistry. Marine biological processes promote the
production of DMS (Turner et al. 1996) and certain halocarbons (Chuck 2002). They
may also play an important role in the production of alkyl nitrates (Chuck 2002;
Chuck et al. 2002). The production and release of DMS to the atmosphere increased
in the IronEx IT and SOIREE iron enrichment experiments (Figure 26.2g; Turner et al.
1996; Turner et al. 2003). The concentration of some halocarbons and an alkyl nitrate
changed in the EisenEx experiment (Chuck 2002). Changes in the marine source of
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these gases following iron fertilization could open a Pandora’s box with feedbacks on
atmospheric chemistry and global climate (Fuhrman and Capone 1991; Lawrence
2002). Iron fertilization has a wide range of observed and potential side effects. These
require further study before any large-scale scheme is undertaken.

Iron Fertilizer and Costs

Ratios of algal carbon uptake to added iron were 0.1 X 10%: 1 to 3.0 x 10%: 1 in the
IronEx IT and SOIREE experiments (Table 26.1). A ratio of 0.7 X 10%: 1 was calculated
between the POC export at 100 m depth and the added iron in SOFeX (Buesseler and
Boyd 2003; Buesseler et al. 2003). These ratios are one to two orders of magnitude lower
than the carbon-to-iron ratio of 3 X 10°:1 in severely iron-stressed diatoms (Sunda and
Huntsman 1995). Iron losses (Bowie et al. 2001) and a higher carbon-to-iron content
in iron-replete than in iron-stressed algae (Sunda and Huntsman 1995) may explain the
difference in the ratios. Continuous iron fertilization of waters south of 31°S would
require 6 X 10° tons Fe y! (1 ton = 10° g) for the maximum possible algal growth at a
carbon-to-iron ratio of 1 X 10%1 (after Sarmiento and Orr 1991), which is a 10-fold
lower ratio than Sarmiento and Orr used in their calculations.

This iron demand corresponds to 1 percent of the global crude steel output of
700 X 10° tons Fe y! (Nagasawa 1995). Purposeful iron mining to meet such a large
demand would strongly raise the economic and energy cost of iron fertilization. Iron for
small-scale additions might be acquired at relatively low cost as a by-product from indus-
try. Any iron fertilizer used for ocean fertilization should be of good quality, with only
traces of other constituents. Use of high-quality ferrous scrap could compete with iron
recycling for other purposes (Nagasawa 1995).

The cost of CO, storage by iron fertilization has been estimated as US$5-US$100
ton™! of carbon stored (Ritschard 1992). It is unclear how Ritschard accounted for the
efficiency and duration of carbon storage and whether these estimates include the cost
of iron mineral. The values do not include the cost of monitoring the efficiency, dura-
tion, and side effects of iron fertilization. The CO, production by acquisition of iron
fertilizer and by iron fertilization itself should also be taken into account in calculating
the net amount of carbon stored.

Carbon Storage by Adding Nitrogen and Phosphorus Fertilizer

Enhancement of algal growth by fertilization with nitrogen and phosphorus has also
been suggested as an option for carbon storage (Ritschard 1992). In a modeling study,
nitrogen and phosphorus were added to the equatorial oceans between 18°N and 18°S
(Orr and Sarmiento 1992). Continuous nutrient addition for 100 years would increase
oceanic CO, uptake by 0.7 PgC yr! on average, if the algal remains were removed and
stored away from the atmosphere. This scenario would require a nutrient input higher
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than the current global nitrogen consumption for fertilizer and close to that for phos-
phorus. This fertilizer demand would be very costly, both economically and in energy
terms. If the algae were not harvested, continuous, widespread fertilization could store
0.4 PgC yrl. Degradation of algal material, however, would result in large-scale anoxic
conditions in subsurface waters.

Stimulation of macro-algal growth by the addition of macronutrients seems to be an
inefficient tactic for carbon storage (Orr and Sarmiento 1992). Any such scheme would
drastically change the local marine ecosystem in ways that might resemble the effects of
high nutrient inputs in coastal seas (eutrophication), including damage to coral reefs,

toxic algal blooms, and fish kills.

Legal Issues

The 1972 London Convention bans “dumping,” which it defines as “ any deliberate dis-
posal at sea of wastes or other matter from vessels, aircraft, platforms, or other man-
made structures at sea” (Article 3.1.a (i) in IMO 1972). A 1991 amendment explicitly
prohibits dumping of industrial waste. The 1996 Protocol to the Convention, which
awaits ratification, removes some of the exemptions with respect to dumping plat-
forms in the 1972 Convention (IMO 1972, 1996). The London Convention, however,
does allow the placement of matter for a purpose other than its mere disposal, provided
that such placement does not cause pollution or harm marine life. Because fertilizer,
originating from recycling or industrial processes, and even anthropogenic CO, could
be regarded as industrial waste (Johnston et al. 1999), it is uncertain whether these pro-
visions would allow CO, storage by ocean fertilization.

The Protocol on Environmental Protection to the Antarctic Treaty (Anonymous
1991) states that activities in the treaty area shall limit changes of and adverse impacts
on the Antarctic environment and associated ecosystems. This provision appears to rule
out widespread fertilization of waters south of 60°S, once the protocol has been ratified.

Thus, it is unclear whether fertilization of international waters for the purpose of
CO, storage would be allowed under international law. Of course, laws are designed to
promote public policy goals. If iron fertilization were considered an appropriate pub-
lic policy, then international agreements could be modified.

Conclusion

Major uncertainties are attached to the efficiency and duration of CO, storage from
ocean fertilization. Modeling studies indicate largely short-lived carbon storage upon
basinwide, continuous iron fertilization of the Southern Ocean, the oceanic region with
the highest potential for carbon storage from iron addition. It is unknown how climate
change, changes in oceanic circulation, and increases in the atmospheric CO, content
will affect future oceanic carbon storage.
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The addition of nitrogen and phosphorus fertilizer can be discarded as a serious
option for carbon storage based on the small amount of carbon stored and the large sup-
ply of fertilizer required. The advantages of carbon storage by iron addition (mostly tem-
porary carbon storage with some durable carbon storage) may not justify the negative
aspects of the technique, which would include a reduction of subsurface oxygen con-
centrations, other major changes of marine chemistry, a transformation of the marine
ecosystem, possible losses in marine biodiversity, and substantial financial and energy
costs. The production of dimethylsulphide, halocarbons, and alkyl nitrates could
adversely affect atmospheric chemistry and global climate. Increased emission of the
greenhouse gases nitrous oxide and methane would counteract, or even outweigh, the
benefits of atmospheric CO, reduction by iron addition. The potential negative side
effects of iron fertilization require serious investigation before a balanced judgment can
be made on the applicability of the technique as a strategy for sequestering CO, and
reducing climate change.

Oceanic fertilization does not provide a full solution to the impacts of the fossil-fuel-
driven economy on global climate. At best, it might delay the atmospheric CO,
increase and buy time. The international community should carefully weigh the
expected benefits and adverse effects of temporary CO, storage, reduction of CO,
emissions, and climate change and act accordingly.
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27
Direct Injection of CO, in the Ocean

Peter G. Brewer

It is now 25 years since Marchetti (1977) first suggested bypassing atmospheric disposal
of some fraction of industrial CO, emissions and using direct deep-ocean disposal as one
means of ameliorating climate change. After all, the alkalinity of the ocean already pro-
vides the dominant long-term sink for atmospheric CO,, and deep-ocean injection may
logically be seen as simply accelerating a “natural” process. Behind this apparently sim-
ple suggestion lies great complexity, fascinating science, and strongly held opinions. The
scale of modern CO, fluxes, and the interest in finding safe and economically viable
ways to avoid “dangerous anthropogenic interference with climate,” has led to new
efforts to investigate this possible solution. Until very recently, only cartoon sketches
were available to describe the possibilities of this field (Hanisch 1998). Now, important
and challenging small-scale field experiments (Brewer et al. 1999) and new ocean mod-
eling studies (Drange et al. 2001; Caldeira et al. 2002) have been conducted, and they
illuminate both the possibilities and the challenges facing this strategy. A significant
international scientific literature now exists (Handa and Ohsumi 1995), and the field
has become established as a growing part of ocean science.

There are many variants of proposed ocean CO, disposal strategies. For example,
Caldeira and Rau (2000) proposed using limestone to neutralize saturated solutions of
captured CO,, followed by shallow ocean disposal of the resulting solution. All of
these concepts will have to be subjected to experimental test, and much of this work
remains to be done. Early experiments on small-scale CO, injections form the basis of
this background chapter.

The scale of surface ocean CO, uptake from the atmosphere is now so large that any
distinction between a “natural” process and an industrial policy of only slightly indirect
surface ocean disposal is hard to maintain. The average rate of surface ocean CO,
uptake for the 1980s and 1990s was approximately 2.0 petagrams of carbon per year
(PgCy™). This is 21 million tons of CO, per day, and fluxes of such scale will have bio-

geochemical impacts. Surface ocean waters are already >0.1 pH units lower than in
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preindustrial times (Brewer 1997), and if the 1S92a “business-as-usual” scenario of the
Intergovernmental Panel on Climate Change (IPCC) is followed, by the end of this cen-
tury surface ocean carbonate ion concentrations will drop by 55 percent, with antici-
pated major effects on coral reef systems (Langdon et al. 2000) and calcareous plank-
ton (Riebesell et al. 2000).

With this as background, it is clear that the enormous engineering demands would
limit any industrial effort to dispose of CO, by direct injection in the deep sea to a very
small fraction of the massive current and future surface fluxes. Nonetheless, such tech-
niques could be very useful as part of a portfolio of atmospheric stabilization strate-
gies, if they are shown to be safe and cost effective. The criticisms leveled at this
approach are essentially that it would be harmful to marine life (Seibel and Walsh
2001) and that it would inevitably increase the already large oceanic burden of fossil-
fuel CO,,.

Such comments at once expose scientific unknowns, for there are simply no stan-
dards to refer to here, and standards are urgently needed. How sensitive are marine ani-
mals to pH changes? If we permit atmospheric CO, levels to rise to ~600 parts per mil-
lion (ppm) and remain there, then surface ocean waters, and eventually all ocean
waters, will experience an ~0.3 pH change from preindustrial levels. Is that an accept-
able limit, and why? What burden of fossil fuel CO, is “acceptable” for climate or geo-
chemical or biological reasons? How might we view the trade-off between the direct
effects of CO, and the induced effects of climate and temperature? The focus of the
ocean science community has been on observing the evolving fossil-fuel CO, tracer sig-
nal, and these questions have simply (and astonishingly) not yet been posed. It is clear
that the atmosphere, and therefore also the ocean, has experienced very large changes
in CO, over Phanerozoic time (Berner 1990). And in today’s ocean there are large pH
gradients between the Atlantic and Indo-Pacific oceans and within ocean basins. Many
marine animals migrate vertically through large pH gradients each day. How these
observations relate to the modern fossil-fuel signal remains to be tested.

Given these questions, the current series of deep-ocean CO, injection experiments
can be viewed not simply as disposal strategy tests, but also as controlled enrichment
experiments that may allow us to mimic the elevated CO, levels of a future ocean in
much the same way that ecosystems are manipulated on land (DeLucia et al. 1999;
Shaw et al. 2002).

The cost of CO, capture dominates the economics of both geologic and oceanic dis-
posal schemes. An excellent introduction to this problem is provided by the Interna-
tional Energy Agency’s Greenhouse Gas Program (http://www.ieagreen.org.uk/). The
most widely used technology is scrubbing the gas stream with an amine solvent and
regenerating the pure CO, by heating the amine. This technique is routinely used in
the food and beverage industries and for capturing CO, for geologic disposal in the
Sleipner Field off Norway. The costs of the capture process presently exert an ~25 per-
cent energy penalty, and there are now strenuous efforts to improve this.
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Figure 27.1. The phase behavior of CO, in seawater, showing the gas-liquid and hydrate
phase boundaries with a typical in situ P-T profile (from Brewer et al. 1999)

The Near-Field Fate of CO, in Seawater

Ocean scientists are well versed in the thermodynamics and ocean distributions of the
extraordinarily dilute (~2.2 millimolar oceanic CO, system (Wallace 2001). But such
concepts must be radically extended to investigate the science of deep-ocean CO, injec-
tion. Figure 27.1 shows the phase diagram for pure CO, superimposed on an oceanic
pressure-temperature (P-T) scale (Brewer et al. 1999), with a temperature profile from
a station off northern California overlaid.

The shaded area in Figure 27.1 indicates the zone in which CO, will react with sea-
water to from a solid hydrate (CO,.6H,0), with profound changes in physical behav-
ior. For the P-T profile indicated, CO, gas will first form a hydrate at a depth of about
350 meters (m). The transition from gas to liquid occurs at about 400 m deep. For
warm water regions (such as the Sargasso and Mediterranean Seas), these profiles will
be shifted, but Figure 27.1 is generally applicable over much of the world’s oceans. Liq-
uid CO, is highly compressible, and at depths < 2,750 m, it is less dense than seawa-
ter; thus CO, released will form a buoyant plume that will dissolve in the surrounding
ocean (Alendal and Drange 2001). The dissolution rate of CO, droplets is close to 3
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Figure 27.2. A “frost heave” of CO, hydrate on the sea floor at 3,600 m depth resulting
from massive hydrate formation.

micromoles per square centimeter per second (LLmol cm™ sec”!) (Brewer et al. 2002a),
with the result that, for a release of small droplets, 90 percent of the plume is dissolved
within 30 minutes and within about 200 m above the release point.

Below a depth of about 3,000 m, the high compressibility of liquid CO, results in
formation of a fluid of greater density than seawater, and a gravitationally stable release
is possible. This finding has led to suggestions of storing liquid CO, as a “lake” on the
deep ocean floor. Here considerable complexity exists. The solubility of CO, in seawa-
ter is so high (= 0.8 molar at 1(C and 30 megapascals [MPa]) and the partial molal vol-
ume so low (= 31 milliliters per mole [ml mol~!]) that a dense boundary layer can form
(Aya et al. 1997), inhibiting mixing with the ocean above. Such a system would have
much in common with naturally occurring pools of dense brines on the seafloor. The
formation of hydrate in such a system, however, can occur spontaneously, with complex
self-generated, fluid dynamic instabilities and resulting large volume changes from the
incorporation of six molecules of water for every molecule of CO, (Brewer et al. 1999).
A spectacular example of this is shown in Figure 27.2, where an experimental pool of
CO, placed on the seafloor at 3,600 m depth has penetrated the upper sediments and
formed a massive hydrate “frost heave.”

It was earlier thought that the formation of a hydrate would possibly result in “per-
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manent” storage of CO, on the seafloor as a hydrate because the P-T conditions are so
strongly favorable. The essential condition for hydrate stability, however, is equality of
the chemical potential in all phases. Because seawater is so strongly undersaturated with
respect to CO,, the hydrate will dissolve. The oceanic dissolution rates of both hydrate-
coated CO, droplets (Brewer et al. 2002b) and of the solid hydrates (Rehder et al. 2002)
have been directly measured.

Possible technologies for future applications may include either pipeline or tanker
injection techniques (Aya et al. 2003). With either approach, injection depth, physical
state, or local pH perturbation can be optimized.

The Far-Field Fate of CO, in Seawater

Once fossil-fuel CO, injected into deep-ocean water becomes dissolved in the back-
ground ocean, it yields a tracer signal that can be modeled. Aumont et al. (2001) com-
pared seven ocean models to explore the long-term fate of purposefully injected CO,.
Essentially all show a strong correlation between depth of injection and efficiency of
retention. For injection at 3,000 m ocean depth, overall retention efficiencies are ~ 85
percent over a 1,000-year timescale. Some surface ocean reexposure and reabsorption
from the atmosphere is included in this estimate. For a 3,000 m injection, this fraction
is about 25 percent of the total.

Experimental Activities

For many years, only model concepts and sketches were available to describe this field.
Plans for a medium-scale experiment (several tons CO,) off the coast of Hawaii, and
later off the coast of Norway, were frustrated by environmental permitting issues. This
situation changed in 1996, with the successful adaptation of remotely operated vehicle
(ROV) technology to contain and release small, controlled quantities of CO, in the deep
ocean for scientific study (Brewer et al. 1998). Rapid advances in technique then led to
the ability to conduct experiments at great depth (Brewer et al. 1999). These experi-
ments have now been extended to elegant biological response studies (Barry et al. 2002)
and sophisticated chemical measurements (Brewer et al. 2002b).

The most recent experimental system used is a 56-liter (1), carbon-fiber, composite
piston-accumulator (Hydratech, Fresno, CA), with a 23-centimeter (cm) outside diam-
eter and 194-cm length, rated at 3,000 pounds per square inch gauge (psig), for ROV
operation (Figure 27.3). Two tandem cylinder pumps, with capacities of 128 milliliters
(ml) and 970 ml, provide power for accurate delivery of the contained CO,. The CO,
cools and compresses during descent to ocean depth, so that under typical conditions
(900 psig on deck at 16°C; 1.6°C at 3,600 m), 45 1 are available per dive for experi-
mental purposes.

The availability of these experimental quantities permits tests of ecosystem responses
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Figure 27.3. A 56-1 carbon-fiber-wound CO, delivery system installed on ROV
Tiburon, showing end cap with gauges, delivery pumps on top, and valves to the left. The
dispensing valve is attached to the robotic arm in front of the vehicle and is not shown
(from Brewer et al. 2003).

to elevated deep-ocean CO, levels. One recent experimental arrangement is shown in
Figure 27.4. Here, a set of small CO, “corrals™ has been placed on the seafloor at a depth
of 3,600 m, where the liquid CO, is sufficiently dense to be gravitationally stable.
Around these CO, sources are arranged animal cages, and cores are taken to investigate
the benthic infauna. Current meters, a time-lapse camera, and recording pH sensors
complete the observing system.

Such experiments are at a very early stage, and rapid progress is expected. The chal-
lenges of carrying out field experiments in the deep sea should, however, not be under-
estimated. For example, the well-known tidal flows force the low pH plume from the
CO, corrals, so that the experimental cages are exposed to varying pH signals (Figure
27.5). It should be possible to advance experimental design to improve this.

Conclusions

Deep-ocean CO, sequestration is clearly technically possible, although there are many
variants in the details, and few of these have yet been explored thoroughly. The primary
costs of any CO, capture and disposal technology lie in the capture step, and this situ-
ation is the same for either geologic or oceanic disposal. Early ideas of “permanent”
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disposal as a hydrate on the seafloor are not realistic because the hydrate will readily dis-
solve in the unsaturated ocean water. Concepts of a “lake” of CO, on the seafloor, with
a stable, dense boundary layer above, remain to be tested, but these would be locally spe-
cific solutions where seafloor topography permits. In most locations, CO, would
quickly become dissolved in seawater and transported as a tracer plume by the abyssal
circulation. The mean ventilation time of the Atlantic Ocean is ~250 years, and that of
the Pacific Ocean ~550 years (Stuiver et al. 1983). Models show the expected Antarc-
tic atmospheric reexposure of CO, on approximately these timescales. Much of the CO,
is reabsorbed, with the result that, over a timescale of about 1,000 years, the injection
is some 85 percent efficient.

The primary concerns over oceanic injection are the possible effects on marine life,
and the fact that it will add to the already substantial ocean fossil-fuel CO, burden.
There are as yet no standards to refer to here, and these are urgently needed. The cur-
rent invasion rate of fossil-fuel CO, from the atmosphere to the surface ocean now
approximates 20 million tons per day. This flux has already changed surface ocean pH,
and a 0.3 pH reduction in ocean waters can be expected if atmospheric CO, is held at
about 600 ppm. Thus, deep-sea ecosystems will inevitably experience change, and it is
likely that any disposal strategy will be of significantly smaller scale than the surface inva-
sion signal.

Release of CO, directly into the ocean may be less harmful than release of CO, into
the atmosphere. In this case, if injected CO, results in diminished atmospheric peak
concentrations, then direct injection of CO? in the ocean could reduce the overall
adverse consequences of fossil-fuel burning. If oceanic injection simply adds to atmos-
pheric releases, however, overall adverse consequences could increase. Thus, the ability
of oceanic injection to contribute to diminished adverse consequences of fossil-fuel use
depends both on the science and technology of oceanic CO, injection and on the roles
that that science and technology might play in our energy economy.
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28
Engineered Biological Sinks on Land

Pete Smith

Terrestrial sinks are not permanent. If a land management or land use change is
reversed, the carbon accumulated will be lost. New C stocks, once established, need to
be preserved in perpetuity. A number of current biosphere C stocks are vulnerable to
current and future climatic change and human activity. Because losses from these will
militate against activities to increase sink strength in the future, potential carbon losses
from land need to be considered when estimating the potential for increasing land car-
bon sinks.

Under the Kyoto Protocol, sinks include those arising from afforestation and refor-
estation (deforestation also needs to be accounted for), forest management, cropland
management, grazing land management, and revegetation. Estimates for the seques-
tration potential of these activities range from about 30 to 80 grams of carbon per square
meter per year (g C m? y!). The best options for enhancing sinks occur where there
are co-benefits associated with a sink-enhancing activity— “win-win” management
options have the greatest potential for implementation. In many cases the techniques
to enhance carbon sinks are well known, but economic and educational constraints pres-
ent the greatest barriers to their implementation. Terrestrial C sink enhancement needs
to be tackled hand-in-hand with related environmental, political, and socioeconomic
problems.

Engineered Biological Carbon Sinks on Land—
Their Place in the Global C Cycle

During the 1980s and 1990s fossil fuel-combustion and cement production emitted 5.9
petagrams (Pg) C y! to the atmosphere, while land use change emitted 12 PgC y’!
(Sabine et al., Chapter 2, this volume). Atmospheric C increased at a rate of 3.2 + 0.1
PgC y'!, the oceans absorbed ~2.3 PgC y'!, and the estimated terrestrial sink was 1.8
PeCyl.

The size of the biological terrestrial carbon pools are 2,300 PgC for soil organic car-
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bon and 650 PgC for vegetation (Sabine et al., Chapter 2). The annual fluxes between
land and atmosphere (global net primary production [NPP], respiration, and fire) are
of the order of 60 PgC y! (Sabine et al., Chapter 2). The pool sizes are therefore large
compared with both the gross and net annual fluxes of carbon to and from the terres-
trial biosphere. Manipulating the size of these terrestrial carbon pools is at the heart of
efforts to engineer carbon sinks on land.

Engineered sinks on land are typically designed to replace stocks that were present
before human intervention. Historically, for example, soils have lost between 40 and 90
PgC globally through cultivation and disturbance (Schimel 1995; Houghton 1999; Lal
1999) with total system losses closer to 180 PgC (DeFries et al. 1999; Houghton et al.
1999). The engineered soil C sink is therefore replacing the stock lost through earlier
human activities. The goal of engineering biological sinks on land is to increase the C
stock relative to the current C stock.

Biological carbon sinks on land can be engineered by increasing the size of the soil
organic carbon or vegetation pools. This is achieved by increasing the net flux of car-
bon from the atmosphere to the terrestrial biosphere by increasing global NPT, by stor-
ing more of the carbon from NPP in the longer-term carbon pools in the soil, or by
slowing decomposition. In essence, engineered carbon pools on land rely on either
increasing the standing stock of carbon in vegetation or sequestering carbon in soil.

For vegetation carbon sinks, the best (but not the only) option for carbon storage is
via tree planting (afforestation, reforestation). For soil carbon sinks, the best options are
to increase C stocks in soils that have been depleted in carbon, that is, agricultural soils
and degraded soils. Other options are available, and these will be listed later.

Estimates for soil carbon sequestration potential vary widely. Based on studies in
European cropland (Smith et al. 2000a), U.S. cropland (Lal et al. 1998), global
degraded lands (Lal 2003), and global estimates (Cole et al. 1996; Watson et al. 2000),
global soil carbon sequestration potential is estimated to be 0.9 + 0.3 PgC y™! (Lal 2004),
between one-third and one-quarter of the annual increase in atmospheric carbon lev-
els. Over 50 years, the level of C sequestration suggested by Lal (2004) would restore a
large part of the carbon lost from soils historically. Estimates based on Europe and North
America by Smith et al. (2000b) suggest a lower potential (one-third to one-half of his-
torical soil C loss over 100 years).

Estimates for the carbon sequestration potential for forests range between about 1 PgC
y'! (the lower figure of IPCC 1997) and 2 PgC y™! (Trexler 1988 [cited in Metting et al.
1999]), between one-third and two-thirds of the annual increase in atmospheric carbon
levels. As well as absorbing CO, from the atmosphere, a change in the balance between
deforestation and afforestation/reforestation would have the added benefit of reducing
the net efflux of CO, to the atmosphere from land use change, that is, it would decrease
the size of a current C source as well as increase the size of a potential C sink.

The estimate for total terrestrial C sequestration potential by IPCC (2000) was
about 2.5 PgC y L. This estimate includes sinks from the management of agricultural
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Figure 28.1. Relationships between reported carbon sequestration potentials depending
on the number and type of constraints considered

land, biomass cropland, grassland, rangeland, and forest; the protection and creation of
wetlands and urban forest/grassland; the manipulation of deserts and degraded lands;
and the protection of sediments, aquatic systems, tundra, and taiga. Other estimates are
as high as 5.65-8.71 PgC y!, around two times the annual increase in atmospheric car-
bon levels (Metting et al. 1999).

What Is Meant by Carbon Sequestration Potential?

Estimates of carbon sequestration potentials are often confused by the choice of con-
straints. Some authors quote biological potentials (Metting et al. 1999), others quote
potentials as limited by available land or resources (Smith et al. 2000a), and others also
consider economic and social constraints (Cannell 2003; Freibauer et al. 2004; Figure
28.1). An analysis of the estimates presented in Freibauer et al. (2004) and the assump-
tions used by Cannell (2003) suggest that the sustainable (or conservative) achievable
potential of carbon sequestration (taking into account limitations in land use,
resources, economics, and social and political factors) may be about 10 percent of the
biological potential. Though this value is derived predominantly from expert judgment,
it may be useful in assessing how different estimates of carbon sequestration potential
can be compared and how they might realistically contribute to CO, stabilization.

Methods to Enhance Terrestrial Carbon Sinks

Various management practices have been suggested to manipulate the terrestrial carbon
sink (Box 28.1). All of the management options in Box 28.1 have the potential to
increase sink strength. Some of these options, however, also have an associated carbon
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Box 28.1. Management Options to Enhance Terrestrial Carbon Sinks

Vegetation

e Afforestation/reforestation (planting trees to increase the per area NPP of a unit
of land)

* Forest management (fire suppression, thinning, fertilization, other techniques
to improve per area NPP of a tree-covered unit of land)

* Revegetation (increasing vegetation carbon stocks using plants other than trees)

¢ Cropland and grazing land management (increasing the aboveground standing
stock of carbon in agricultural systems)

Soil
Forestry

* Increase in soil carbon stocks though afforestation, reforestation, improved forest

management, or revegetation

Cropland

e Zero or reduced tillage

* Set-aside or conservation reserve program

* Conversion to permanent crops

* Conversion to deep-rooting crops

¢ Improved efficiency of animal manure use

¢ Improved efficiency of crop residue use

e Agricultural use of sewage sludge

* Composting

* Improved rotations

e Fertilization

e Irrigation

* Bioenergy crops

e Extensification or deintensification of farming
* Organic farming

* Conversion of cropland to grassland

* Improved management to reduce wind and water erosion

(continued on next page)
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Grazing Land

* Conversion to deep-rooting species

¢ Improved efficiency of animal manure use

* Improved efficiency of crop residue use

e Improved livestock management to reduce soil disturbance
* Improved livestock management to maximize manure C returns
e Agricultural use of sewage sludge

* Composting

e Fertilization

e Irrigation

e Extensification or deintensification of farming

¢ Improved management to reduce wind and water erosion

Revegetation

* Increase of soil carbon stocks by planting vegetation other than trees with higher
carbon returns to soil or with litter more resistant to decomposition

Other Potential Sinks

¢ Protection and creation of wetlands

e Protection and creation of urban forest and grassland
¢ Improved management of deserts and degraded lands
e Protection of sediments and aquatic systems

e Protection of tundra and taiga

Compiled from Lal et al. (1998), Metting et al. (1999), Follett et al. (2000), IPCC (2000),
Smith et al. (2000a), Freibauer et al. (2004), and Smith (2004).

cost. Schlesinger (1999) has suggested that a number of these potential sink-enhancing
activities (e.g., mineral fertilization, irrigation) may be carbon-negative in that more car-
bon is consumed in producing the resources and implementing the management than
is gained in the sink. Others have argued that at least some of these options (e.g., ani-
mal manure) are simply a redistribution of the resource produced as a by-product of
other activity (Smith and Powlson 2000) and as such have no additional associated car-
bon cost. In any case, it is important to consider the full C impact of a C sequestration
practice (Schlesinger 1999). In fact, the full impact on global warming potential
(GWP; including the impact on non-CO, greenhouse gases) should be assessed
(Robertson et al. 2000) because some sequestration options can be severely reduced or
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negated by increases in non-CO, greenhouse gas emissions (Smith et al. 2001). Some
sequestration practices, such as conversion of cropland to set-aside land, actually derive
most of their climate mitigation potential from reductions in non-CO, greenhouse
gases, even though they were originally implemented as carbon sequestration practices
(G. P Robertson, pers. comm.).

Various studies have been conducted to examine the relative potential of each of the
measures listed in Box 28.1. Estimates for the sequestration potential of these activities
range from about 30 to 80 g C m™ y'!, with some estimates lower and others higher
(Nabuurs et al. 1999; Watson et al. 2000; Follett et al. 2000; Smith et al. 2000a; West
and Post 2002; Lal 2004). Estimates of the total sequestration (or mitigation) poten-
tial of these and other mitigation scenarios are discussed in Caldeira et al. (Chapter 5,
this volume).

Time Course of Sink Development and Permanence

The time course of sink development is sink specific. Soil carbon sinks increase most
rapidly soon after a carbon-enhancing land management change has been imple-
mented. Vegetation carbon sinks may be most rapid a few years after a land use change,
as it may take some time for the new trees and vegetation to become established. Sink
strength (i.e., the rate at which C is removed from the atmosphere) in both soil and veg-
etation becomes smaller as the ecosystems approach new equilibria. At equilibrium, the
sink has saturated: the carbon stock may have increased, but the sink strength has
decreased to zero (Figure 28.2).

The detailed time course for each sink is, of course, highly variable, as is the time for
sink saturation (i.e., new equilibrium) to occur. Soils in a temperate location reach a new
equilibrium around 100 years after a land use change (Jenkinson 1988; Smith et al.
1996), but tropical soils may reach equilibrium more quickly. Soils in boreal regions may
take centuries to approach a new equilibrium. As a compromise, current IPCC good
practice guidelines for greenhouse gas inventories use a figure of 20 years for soil car-
bon to approach a new equilibrium (IPCC 1997; Paustian et al. 1997). Temperate tree
species may reach maturity within 100 years but slower-growing species and those in
boreal latitudes may take longer.

Terrestrial sinks are not permanent. Because sink strength decreases as ecosystems
approach a new equilibrium (Figure 28.2), the net amount of C removed from the
atmosphere decreases. If a land management or land use change is reversed, the carbon
accumulated will be lost, usually more rapidly than it was accumulated (Smith et al.
1996). For the greatest potential of terrestrial C sinks to be realized, new C sinks, once
established, need to be preserved in perpetuity. Within the Kyoto Protocol (discussed
in the next section), suggested mechanisms provide disincentives for sink reversal (i.c.,
when land is entered into the Kyoto process it must remain in the accounting, and any
sink reversal will result in a loss of carbon credits).
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Figure 28.2. Illustrative graph showing the possible time course of sink development

In the soil, factors leading to carbon stabilization include chemical, physical, and bio-
logical processes, with a varying balance. More research is required to elucidate fully the
balance of these processes in determining soil C stabilization under different conditions.

Sinks in the Political Arena

In the political arena, sinks are perhaps more hotly debated than they are in the purely
scientific arena. Terrestrial sinks have received close political scrutiny since their inclu-
sion in the Kyoto Protocol at the 4™ Conference of Parties (COP4) to the United
Nations Framework Convention on Climate Change (UNFCCC). Under Articles 3.3
and 3.4 of the Kyoto Protocol, biosphere sinks (and sources) of carbon can be included
by parties in meeting greenhouse gas emission reduction targets by comparing emissions
in the commitment period (the first CP is 2008—2012) with baseline (1990) emissions.
The exact nature of the sinks to be allowed and the modalities and methods that could
be used were addressed in subsequent meetings of the COP, culminating in agreement
at COP7 in 2001, leading to the publication of the Marrakesh Accords.

Under the Marrakesh Accords, Kyoto Article 3.3 activities limited to afforestation,
reforestation, and deforestation are included but are subject to a complex series of
rules. These rules attempt to factor out any impacts that are not directly human
induced. Kyoto Article 3.4 activities can be included under forest management, crop-
land management, grazing land management, and revegetation. The details of the rules
and modalities governing how sinks can be used are too complex to describe in detail
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but include safeguards to avoid double counting of sinks, to avoid carbon credits being
claimed and the land subsequently reverting to low carbon stock levels (e.g., by defor-
estation), and to ensure that accounting is transparent and verifiable.

An interesting outcome of the Marrakesh Accords is that crop- and grazing land
management and revegetation will be reported on a net-net basis, that is, net emissions
during the commitment period will be compared with net emissions during the base-
line year. Under this form of accounting, a carbon credit will arise if a party reduces a
source, even though a sink (i.e., a net removal of C from the atmosphere) has not been
created. In this respect, decreasing a source is equivalent to creating a sink.

Scientific issues related to the use of biosphere sinks in the Kyoto Protocol were
addressed in the IPCC special report Land Use, Land-Use Change, and Forestry (Watson
et al. 2000). Though many of these issues no longer apply (because the political nego-
tiations have moved on), this text is still a useful source of information on the poten-
tial of biosphere sinks for climate mitigation.

Biological sinks on land will remain in the political spotlight at least until the end
of the first commitment period in 2012. With further commitment periods set for nego-
tiation in the near future, sinks are likely to remain politically important for the fore-
seeable future.

Vulnerability of Current C Sinks

A number of the biosphere stocks are vulnerable both to future climatic change and to
current and future human activity (Gruber et al., Chapter 3, this volume). These
impacts will reduce the strength of biosphere C sinks and will militate against activities
to increase sink strength in the future. A few examples of potentially threatened C stocks
are given here. Highly organic boreal soils contain huge stocks of carbon. Many are in
low temperature environments or even under permafrost. Climate change is projected
to warm these areas, which will potentially release large amounts of carbon to the
atmosphere and dramatically constrain the sink potential in these regions. Another
example of a threatened C stock is carbon in tropical and subtropical soils threatened
by desertification. Increasing temperatures and more frequent droughts (caused by
increased climate variability) threaten to enhance desertification, while an increasing
human population and changing dietary habits further exacerbate the problem by over-
exploitation of these vulnerable soils. Desertification in these regions will also threaten
aboveground C stocks. Because degraded soils account for about half of the soil C
sequestration potential (Lal 2004), further degradation and desertification will not
only increase emissions but will also militate against enhancing the soil C sink through
C sequestration.

Among vegetation C stocks, deforestation poses the greatest current threat. The same
factors that lead to the overexploitation of vulnerable soils (e.g., population growth and
changing dietary habits) also lead to forest clearance. Deforestation reduces the size of
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the biosphere stock and adds extra C to the atmosphere. It also reduces future sink
strength, because over the course of a year, most crops remove less atmospheric C than
do trees and cropland loses more soil carbon than forest does. Increases in climate vari-
ability also pose a threat to vegetation C stocks. Increasingly frequent severe storms will
fell trees, whereas increased frequency of drought may increase the incidence of fire.

In short, increasing pressure on limited land resource, from increasing population and
changing dietary habits, is likely to cause conflict between the need to maintain and
enhance C sink strength and other competing demands upon the land. Further, a chang-
ing climate, including increasing climate variability, is likely to reduce the current ter-
restrial C sink strength and will militate against efforts to increase future sink strength.

Costs of Enhancing, Measuring, Monitoring,
and Verifying Sinks

The costs of methods to enhance C sinks are likely to vary over a large range. Some tech-
nological solutions may be costly (e.g., genetic engineering of new plant varieties),
whereas others (e.g., changing animal manure use) could be implemented at very low
or no cost. The fact that the parties to the UNFCCC have negotiated for the inclusion
of sinks in the Kyoto Protocol and intend to use them to meet greenhouse gas emission
reduction targets suggests that at least some methods to enhance C sinks are deemed to
be cost-effective. A number of joint implementation (JI) and clean development mech-
anism (CDM) projects, mainly based on forestry programs (Brown et al. 2000), already
exist and have shown that C sink enhancement can be cost-effective.

In addition to the cost of implementing a sink-enhancing measure, other costs are
associated with measuring, monitoring, and verifying the enhancement of the sink.
These costs are not trivial (Smith 2004). Costs are highest where the change in carbon
stock is small, relative to the background C content (as in soils). Smith (2004) suggests
that in many cases the value of the carbon sequestered will be less than the cost of
demonstrating the increase in the carbon sink. Costs can be reduced in integrated
national programs, including benchmark sites and modeling. He also suggests that a low
level of verifiability may be achievable by most UNFCCC parties at a small cost but that
an intermediate level will be available to only a few countries that have made significant
investments in national carbon accounting or inventory systems. Australia, for exam-
ple, is investing an additional US$5 million annually to upgrade its carbon accounting
system (Watson et al. 2000).

In terms of cost-effectiveness, the best options for enhancing sinks occur where
there are co-benefits associated with a sink-enhancing activity. For example, a project
to create urban woodlands will enhance leisure and amenity opportunities in addition
to carbon stocks. Similarly, the creation of woodlands or wetlands for wildlife will not
only improve wildlife value and enhance biodiversity, but also enhance carbon stocks.
Increasing the organic matter of a soil provides a number of agronomic benefits, includ-
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ing improved water-holding capacity, nutrient status, and workability, while also
increasing the soil C sink. It is these “win-win” options that will likely be the most cost-
effective mechanisms for increasing carbon sequestration. In agriculture, many low-cost
management options could be implemented quickly, would be beneficial agronomically,
and would enhance terrestrial C sinks. Such “no regrets” policies could enhance sink
strength now and increase the resilience of the sink in the future. Smith and Powlson
(2003) developed these ideas for soil sustainability, but they apply equally well to ter-
restrial C sink enhancement.

Social Dimensions

Engineered sinks are, by definition, entirely under human influence. As a consequence,
the human dimension to terrestrial sink enhancement is strong. Because there will be
increasing competition for limited land resources in the coming century, terrestrial
sink enhancement cannot be viewed in isolation from other environmental and social
needs (Raupach et al., Chapter 6, this volume). Terrestrial C sink enhancement needs
to go hand in hand with other aspects of sustainable development. In any scenario, there
will be winners and losers. The key to enhancing sinks, as part of wider programs to
enhance sustainability, is to maximize the number of winners and minimize the num-
ber of losers. Another possibility for improving the social and cultural acceptability of
measures to enhance C sinks is to include compensation costs (for losers) when assess-
ing the costs of strategies for implementing C sequestration.

In agriculture and forestry nearly all of the techniques to enhance carbon sinks are
well known. Because the implementation of known technology is currently hampered
by ignorance at a regional scale (Sanchez 2000), the education of farmers, foresters, land
managers, and regional planners would help to enhance soil carbon sinks. Economics,
poor infrastructure, and distribution bottlenecks also hamper implementation.

Terrestrial C sink enhancement needs to be tackled hand in hand with other related
problems. Global, regional, and local environmental issues such as climate change, loss
of biodiversity, desertification, stratospheric ozone depletion, regional acid deposition,
and local air quality are inextricably linked (Houghton et al. 2001). Terrestrial C sink
enhancement clearly belongs on this list. Recognizing the linkages among environ-
mental issues and their relationship to meeting human needs provides an opportunity
to address global environmental issues at the local, national, and regional level in an inte-
grated manner that is cost-effective and meets sustainable development objectives
(Houghton et al. 2001). The importance of integrated approaches to sustainable envi-
ronmental management is becoming ever clearer.

Attempts to solve a raft of environmental problems in an integrated way must also
address social and economic problems in the same package. All of the scientific and tech-
nical measures outlined in this chapter have the potential to enhance C sinks, but the
extent to which these are sustainable also needs to be considered.
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Threats to the soil C stock and to large portions of the tropical vegetation forest stock
would be reduced by controlling the size of the human population because this would
ease the pressure on land for food production. Poverty remains the main driver for land-
scape degradation (e.g., by slash-and-burn agriculture) and C loss in the poorest parts
of the world, where some of the most vulnerable C stocks occur (Barbier 2000). At the
global scale, relief of poverty in these regions would probably do more to protect exist-
ing C stocks than could be achieved by any of the scientific or technical measures prac-
ticed in the developed world.

The political and economic landscape of the future will determine the feasibility of
many strategies to enhance C sinks, but there are a number of management practices
available that could be implemented to protect and enhance existing C sinks now and
in the future (a no-regrets policy). Because these practices are consistent with and may
even be encouraged by many current international agreements and conventions, their
rapid adoption should be promoted as widely as possible.
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Abatement of Nitrous Oxide,
Methane, and the Other Non-CO,
Greenhouse Gases: The Need

for a Systems Approach

G. Philip Robertson

Contributions to Global Warming

Carbon dioxide currently accounts for about 49 percent of the radiative forcing of the
atmosphere that is attributable to greenhouse gases (3.0 watts per square meter [W m™];
Houghton et al. 2001). Tropospheric ozone and black carbon are responsible for another
18 percent, and the well-mixed greenhouse gases (GHGs)—principally methane, nitrous
oxide, and various halocarbons—are responsible for the remaining 33 percent (Figure
29.1). Changes in well-mixed GHGs and in black carbon, tropospheric ozone, and
ozone precursors (NO_, CO, and NMVOCs), whether engineered or unintentional,
could thus have a substantial impact on the radiative forcing of future atmospheres.

All of the well-mixed non-CO, GHGs are more potent than CO,: 100-year global
warming potentials (GWDPs) range from 23 for methane to >10,000 for a number of the
halocarbons (Table 29.1; Prinn, Chapter 9, this volume). Small changes in the net fluxes
of these gases can thus have a proportionately larger effect on radiative forcing than sim-
ilar changes in CO, flux. This sensitivity to small changes provides a strong impetus for
including the non-CO, GHGs in the development of effective mitigation strategies:
keeping or removing a given quantity of N,O from the atmosphere, for example, can
have almost 300 times the impact of removing the same mass of CO,. This impact arises
in part from wide differences in atmospheric lifetimes. Short-lived gases such as
methane and some halogenated compounds exert most of their radiative influence on
decadal or shorter time scales, whereas the influence of N,O and some halogens persist

493
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Figure 29.1. Estimated climate forcings (globally averaged) between 1750 and 1998
(data from Houghton et al. 2001)

for centuries, and in the case of a few fully fluorinated species such as sulfur hexafluo-
ride (SF), for tens of millennia (Table 29.1).

The importance of the non-CO, fluxes are especially apparent when converted to C
or CO,-equivalents using 100-year GWDPs (Table 29.2). The total anthropic flux of
methane, 344 teragrams of methane per year (Tg CH, y™!), for example, is equivalent
to 2.2 petagrams of carbon equivalents per year (PgCequiv y'!) and that of N, O is equiv-
alent to 1.0 PgCequi“ Together these fluxes are similar to the net annual loading of CO,
to the atmosphere (3.2 PgC; Sabine et al., Chapter 2, this volume).

Until recently, plans for mitigating the buildup of greenhouse gases in the atmos-
phere have focused primarily on CO,. Strategies include both reducing CO, emissions
and capturing emitted CO, in biological and other sinks (Caldeira et al., Chapter 5, this
volume). More recently the mitigation focus has shifted and grown to include the non-
CO, gases. There is growing recognition that many of the sources of non-CO, gases are
manageable and that small changes in flux can be important and have long-term
impact. In one analysis, Hansen et al. (2000) argue that the rapid, observable climate
warming of recent decades has been driven mainly by the non-CO, gases, owing to the
offsetting climate forcings of CO, and aerosols from fossil-fuel burning. They suggest
that mitigating the non-CQO, gas fluxes, together with reductions in black carbon emis-
sions (Chameides and Bergin 2002), could lead to a faster decline in the rate of global
warming than similar reductions in fossil-fuel burning. Although still controversial
(Hansen 2002; Schneider 2002; Wuebbles 2002), the argument that non-CO, GHGs
deserve greater attention is well taken; clearly a combination of mitigation strategies
(sensu Hoffert et al. 2002) is warranted.
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Table 29.1. Global warming potentials (mass basis) for major greenhouse
gases over different time periods

Atmospheric Global warming potential by time horizon

Gas lifetime (years) 20 years 100 years 500 years
Co, 1 1 1

CH, 12 62 23 7

N,0 114 275 296 256

HEFCs 1.4-260 40-9,400 12-12,000 4-10,000
PECs 2,600-50,000 3,900-38,000 5,700—11,900 8,900-18,000
SF 3,200 15,100 22,200 32,400

Source: Houghton et al. (2001).

The impact of non-CO, GHG fluxes on radiative forcing also provides a need for
understanding how these fluxes will be affected by CO, stabilization efforts and by cli-
mate change itself. Gases of primarily biological origin—CH, and N,O—are partic-
ularly vulnerable to impact. For example, using nitrogen fertilizer to accelerate carbon
capture by crops ignores the potential for the additional fertilizer’s stimulating N,O and
NO, production and thereby nullifying most or all of the benefit of additional CO, cap-
ture and soil C storage (Robertson et al. 2000). The mitigation potential of N fertilizer
used to increase productivity is further reduced by the CO, costs of its manufacture
(Schlesinger 1999). Synergistic interactions are also possible, however. For example,
planting cover crops in an annual crop rotation or immediately following harvest of an
energy crop such as poplar can both stimulate CO, capture and reduce soil nitrogen lev-
els and consequent N,O production. Understanding the interactions between CO, mit-
igation strategies and fluxes of the non-CO, greenhouse gases is crucial for effective CO,
stabilization policy.

With one possible exception, there are no significant manageable sinks for the non-
CO, GHGs. The exception, described later in this chapter, is methane oxidation by
bacteria in soils abandoned from agriculture. While other sinks are theoretically pos-
sible—N, O reduction to N, also occurs in soil and aquatic habitats, and NO_ can
be captured by plant canopies—none are known to be particularly manageable or sig-
nificant vis-a-vis their respective sources. Unlike CO,, then, mitigation of the non-
CO, gases depends almost entirely on source attenuation—management intended to
reduce the source strength of a given gas. For some gases, notably those with an indus-
trial source such as the halogens, source strength attenuation appears to be working
well: the growth rate of the two principal CFCs is near zero and will shortly be neg-
ative, owing to Montreal Protocol restrictions on production (Fraser and Prather
1999). For non-CO, gases of mainly biologic origin, however, attenuation efforts are
untested.
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Table 29.2. Annual fluxes of CH, and N, O in carbon-equivalent units
(100-year GWP time horizons?)

Mass flux CO, —equivalent flux  C-equivalent flux

Gas/source (Tgyt) (Pg C OZ-c'quiv 1) (PgCeWV 1)

Methane (CH )

Industry 162 3.73 1.02
Energy sector 101 2.32 0.63
Industrial combustion 15 0.35 0.09
Landfills 46 1.06 0.29

Agriculture 182 4.19 1.14
Enteric fermentation 94 2.16 0.59
Rice cultivation 40 0.92 0.25
Biomass burning 34 0.78 0.21
Animal waste treatment 14 0.32 0.09

Total CH, flux 598 13.8 3.8
Anthropic CH, 344 7.9 2.2
Non-anthropic CH, 254 5.8 1.6

Nitrous oxide (N,0-N)

Industry 1.3 0.61 0.17

Agriculture 6.8 3.16 0.86
Soils 42 1.95 0.53
Animal waste treatment 2.1 0.98 0.27
Biomass burning 0.5 0.23 0.06

Total N,O-N 17.7 8.2 2.2
Anthropic N,O-N 8.1 3.8 1.0
Non-anthropic N,O-N 9.6 4.5 1.2

Sources: Mosier et al. (1998), Sass et al. (1999), Houghton et al. (2001).
 See Table 29.1

Points of Intersection: Synergies and Liabilities

The intersection between CO, mitigation and the attenuation of non-CO, GHGs pro-
vides a rich opportunity for exploiting existing synergies. There are CO, stabilization
strategies that promote GHG abatement that are important to leverage. But there are
also strategies that promote non-CO, GHG emissions, and it is equally important to
avoid these liabilities.

Industry and Transportation

Of the non-CO, GHGs, halocarbons are unique in their exclusively industrial origin.
They are, however, little affected by CO, stabilization technologies. From manufactur-
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ing sources—mainly from aluminum smelting, semiconductor production, as replace-
ments for CFCs in refrigerant applications, and from electrical switching equipment
(Metz et al. 2001)—there are few direct points of intersection with either fossil-fuel use
or engineered sinks for CO,. Rather, many halogen fluxes intersect with efforts to reduce
the production of the stratospheric ozone-depleting compounds (chloro- and bromo-
carbons) and provide good examples of potential mitigation synergies in general.

Industrial sources of nitrous oxide— mainly adipic and nitric acid production—like-
wise offer few opportunities for CO, stabilization synergies and in any case are declin-
ing rapidly because of voluntary abatement (Reimer et al. 2000; Metz et al. 2001). Fos-
sil-fuel and, to a lesser extent, vehicle combustion represent industrial sources of nitrous
oxide that are reduced by concomitant reductions in fuel use owing to CO, mitiga-
tion—a synergistic effect—but these sources represent <5 percent of total global N,O
sources, a small savings.

Of greater importance could be the effects of reduced combustion on NO_ fluxes.
These and other ozone precursors (CO and the nonmethane volatile organic com-
pounds [NMVOCs]) exert a greenhouse effect indirectly by affecting concentrations of
tropospheric ozone; NO, is additionally a precursor of nitric acid. Nitric acid is a
major constituent of acid rain, which adds nitrate to extensive areas of the Earth’s sur-
face at about 25 percent of the global rate of agricultural N fertilizer addition (85 TgN
y'1). The fate of this deposited N is unknown, but it is likely that some is denitrified by
soil bacteria to N, O and thus is a potential contributor to the 6 TgN,O-N y! now esti-
mated to be emitted by natural forests and grasslands (Nevison et al. 1996).

Industrial methane sources include emissions from landfills, oil and natural gas pro-
cessing and transport, coal mining, and wastewater treatment. Methane in landfills is
produced by bacteria decomposing organic waste anaerobically. Worldwide, landfills
contribute around 40 TgCH, y™! to the troposphere; about twice this amount is con-
tributed by the energy sector (Houghton et al. 2001). Together these sources represent
only a modest portion of total global CH emissions—about 17 percent of the 600 Tg
annual CH flux—but both of these sources exceed methane’s current atmospheric
loading rate of 14 TgCH, y"'. Thus, relatively minor CO, stabilization strategies, such
as biogas energy capture and improvements in pipeline and energy production effi-
ciencies, could significantly affect atmospheric CH, concentrations. In the United
States CH emissions from all industrial sources appear to have declined by 7 percent
since 1990 (EPA 2003) owing to the economic value of methane recovery and govern-
ment incentive and regulatory programs.

Agriculture

Globally, agriculture is responsible for >20 percent of anthropic greenhouse gas emis-
sions; the IPCC (Houghton et al. 2001) estimates that agricultural activities emit 21—
25 percent of all anthropic CO, fluxes, 55—60 percent of total CH 4 emissions, and 65—
80 percent of total N,O fluxes. Carbon dioxide emissions are from deforestation and
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fossil-fuel use; CH, is from enteric fermentation, rice cultivation, biomass burning, and
animal wastes; and N, O is from cultivated soils, animal wastes, and biomass burning.
The magnitude of these fluxes and their sensitivity to management makes agriculture
an attractive part of many CO, stabilization schemes, and because most of these fluxes
are interdependent, there are numerous opportunities to exploit synergies; at the same
time, there are numerous GHG liabilities to avoid.

CO, stabilization strategies for agriculture include

* gains in energy efficiency from improvements in the fuel efficiency of farm machin-
ery, irrigation scheduling, and other farm operations that consume fuel;

* carbon sequestration in soil from changes in tillage, changes in crop residue and ani-
mal waste management, and changes in the use of cover crops, fallow periods, and
other aspects of crop rotation management;

¢ the production of biofuels and the emergence of bio-based materials technology to off-
set the use of fossil fuels for energy production and industrial feedstocks; and

* continued gains in the production or yield efficiencies for grain, livestock, and other
agricultural products to defray the need to otherwise open new land for agricultural
development and consequent carbon loss.

Each of these strategies affects fluxes of CH, and N,O, sometimes in indirect and
unforeseen ways. Examination of the anthropogenic budgets of CH, and N,O (Figure
29.2) provides an indication of likely points of intersection; most occur within three
types of production systems: animal industry, lowland rice systems, and upland field
crops.

Animal Industry

Animal production is directly responsible for about 31 percent of all anthropic CH,
emissions and about 26 percent of the anthropic N,O flux. Most of the CH, flux in the
animal industry is from enteric fermentation—methane generated by anaerobic bacteria
in cattle and sheep rumen. The rate of CH, production is nutritional and is thus tightly
linked to physiological efficiency: as feed efficiency in developed countries has increased
substantially in recent decades, leading to CO, savings in production and transporta-
tion, methane emissions have correspondingly decreased.

Methane production robs the animal of energy that would otherwise be available for
the production of meat, milk, or power; there is thus a financial incentive—based on
energy and feed costs—to limit methane emissions. Dietary supplements such as lipids,
starches, and ionophores (antibiotic feed supplements) are widely used in feedlots and
dairies in the United States to improve feed conversion efficiencies, as are hormones such
as bST, and all are known to reduce methane emissions by 8—30 percent per kilogram
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Figure 29.2. Estimated global budgets of the anthropic sources of CH, (Tgy!) and
N,O (Tg N y!). The total annual flux of anthropic CH, is 344 Tg CH or 2.2 PgC
equivalent (based on a 100-year time horizon); the total annual flux of anthropic N,O is
8.1 Tg N,O-N or 1.0 PgC equivalent (from Mosier et al. 1998; Kroeze et al. 1999; Sass
etal. 1999; Houghton et al. 2001). Not included are fluxes from deforestation (see text).
Agricultural sources are grouped on the left of each circle.

(kg) of feed. Public resistance—including legislation in parts of Europe—may make
this approach difficult to implement elsewhere, however.

Methane production by grazed animals appears more difficult to abate. Production
efficiencies from intensive grazing management, which can in theory lead to better uti-
lization of deforested landscapes and thus indirectly contribute to CO, stabilization, has
not been shown to reduce CH, fluxes, although stocking tannin-rich forage has shown
promise in New Zealand (Clark et al. 2001). Specific anti-methanogenic vaccines are
now under development and may be appropriate for both intensive and extensive graz-
ing systems. Costs, however, will greatly affect their deployment, because they will not
necessarily boost feed or forage efficiency. Public resistance may be an additional
impediment to adoption.

Animal waste management is responsible for a significant portion of the global CH,
and N, O flux. Methanogenesis occurs when waste is stored in anaerobic lagoons or in
compost mounds, as occurs in most confined animal feeding operations. Nitrous oxide
is produced when the nitrogen in waste undergoes nitrification and denitrification. Two
strategies related to CO, stabilization can, however, largely abate both sources of these
GHGs (CAST 2004). The first strategy is to store waste in capped lagoons or move it
to a centralized storage tank that will allow produced methane to be captured and used
as an energy source. Such systems are technically feasible but not widely deployed. By
keeping the waste anaerobic, any N,O that is formed from residual nitrate (new nitrate
production is inhibited by anaerobic conditions) will be further reduced to N,. Once
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digested, the waste can be spread back onto fields as nitrogen-rich compost, contribut-
ing to soil C buildup, although there is a risk that some of the nitrogen added will be
subsequently emitted as N, O.

The second strategy is to immediately spread the waste onto a cropped field or pas-
ture. By keeping the waste acrobic and applying it only when a crop is present, methane
production will be minimal and available nitrogen will offset the need for synthetic fer-
tilizer with its high energy and CO, cost. Additionally the waste can contribute to soil
C accretion. This second strategy is less suitable for intensive centralized confined ani-
mal feeding operations, however, owing to the need to transport waste to dispersed
fields, and storage will be needed during periods when crop growth is nil, such as win-
tertime.

Rice Production

Lowland rice accounts for about 12 percent of the anthropic CH, budget (Figure
29.2); some 40 TgCH, y™" are emitted by methanogenic bacteria in submerged rice soils
(Sass et al. 1999; Houghton et al. 2001). Much of the methane produced is dependent
on the rice plant, which provides both substrate (fixed carbon) to the methanogens and
a physical conduit to the surface. Like most macrophyrtes, rice lacks leaf stomates; thus
some portion of the methane produced in the rhizosphere is transmitted directly to the
atmosphere via acrenchyma in the rice plant. Managing the rice crop thus provides an
indirect means to mitigate CH; emissions, and recent work (Corton et al. 2000; van der
Gon et al. 2002) has shown a remarkable inverse relationship between CH, production
and rice yield (Figure 29.3). Well-managed, high-yielding rice crops have substantially
lower CH,, emissions owing to photosynthate-partitioning: higher-yielding plants allo-
cate more C to grain and less C to the rhizosphere where it can undergo methanogen-
esis. This is an important synergy not yet exploited as increasing rice yields also con-
tributes to CO, stabilization by reducing pressure to expand agricultural areas.

Other means for managing CH, production in rice fields includes residue manage-
ment and irrigation scheduling. Incorporating crop litter early in the season significantly
diminishes CH, release, as does pre-fermentation of added compost (Wassmann et al.
1993); in both cases less labile C is available to methanogens after soil flooding. Like-
wise, mid-season drainage or alternate flooding and drying markedly decreases the sea-
sonal methane flux; in a recent Chinese study (Lu et al. 2000) a five-day, mid-season
drainage reduced seasonal CH, loss by almost 50 percent.

Rice cultivation also emits N,O, but because the soil is anoxic during much of the
year and nitrification is consequently low, methane dominates the total greenhouse gas
flux. In the few studies of total GHG emission in lowland rice (e.g., Abao et al. 2000),
N,O emissions are a small proportion of the total GWP-corrected flux. Where CH,
emissions are mitigated, however (by adjusting organic matter inputs and the timing and
duration of irrigation, for example), N,O fluxes can dominate and are of a magnitude
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Figure 29.3. Seasonal CH emission in lowland rice as a function of grain yield (from
van der Gon et al. 2002, after Corton et al. 2000)

similar to those in other annual cropping systems (Bronson et al. 1997; Wassmann et

al. 2003).

Row-Crop Agriculture

Nitrous oxide from agricultural soils accounts for >50 percent of the global anthropic
N,O flux. N,O is formed during nitrification, the microbial oxidation of NH,* to
NOS‘, and during denitrification, the microbial reduction of NOa‘ to N,O and then
N,. Nitrifiers are especially active in well-aerated soil with available NH,*, and deni-
trifiers in poorly drained soils with available C and NO,". Denitrifiers are also active in
well-aerated soils, particularly following rain events and in anaerobic or partially anaer-
obic microsites such as the interior of soil aggregates (Robertson 2000).

Nitrous oxide fluxes are highest where inorganic nitrogen is readily available. As a
percentage of total nitrogen inputs, N,O flux appears to be relatively low; for example,
the IPCC national inventory methodology calls for calculating total flux as 1.25 per-
cent of N inputs from fertilizer, legumes, compost, and crop residue (Metz et al. 2001).
Because modern crop yields are heavily dependent on high nitrogen availability, how-
ever, on an absolute basis agricultural N, O fluxes are very high even where inputs of syn-
thetic fertilizer are low.

Efforts to abate N,O fluxes in agricultural soils have met with limited success. Spe-
cific inhibitors of nitrification (such as nitrapyrin, nitrogen dicyandiamide, and CaC,)
are expensive and work inconsistently. The effects of specific types of fertilizers can be
equally inconsistent. Probably the most promise for mitigating field crop N,O pro-
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duction comes from increasing the efficiency of crop N use by manipulating the mag-
nitude, placement, and timing of nitrogen fertilizer. Nitrogen taken up by the crop is
not available for microbial uptake; ergo, N,O production will be low. Effecting this syn-
chrony in most annual cropping systems without affecting crop yields is technically fea-
sible but difficult, and there is little economic payoft with today’s low fertilizer cost. For
irrigated crops and high-value perennial crops, however, chemigation (the addition of
nitrogen and other chemical inputs in irrigation water) and other fertilizer technologies
are less difficult and can markedly abate N,O flux (e.g., Matson et al. 1996).

Because carbon and nitrogen cycling are so tightly linked in most soils, CO, stabi-
lization strategies that affect soil C will likely also affect nitrogen cycling and thus N,O
flux. Cover crops that are planted to stabilize or build soil carbon and crop residues that
are left in place rather than taken as secondary harvest will potentially immobilize soil
nitrogen otherwise available to nitrifiers and denitrifiers. Thus efforts to stabilize CO,
by sequestering carbon in soil may have synergistic effects on N,O flux, so long as the
soil organic matter in which the nitrogen is stored is not mobilized at a later time, when
plant nitrogen uptake is low and N,O emission potentials high. This potential has not
yet been demonstrated experimentally, however, and effects will likely vary by seques-
tration method. No-till cultivation, for example, does not in theory change nitrogen
availability in soil, but the effects of no-till cultivation on N, O flux are widely variable,
and most likely reflect site-specific responses to simultaneous changes in soil aggregate
structure, water-filled pore space, and carbon availability (Robertson et al. 2000; Dob-
bie and Smith 2002). The complexity of this response, coupled with the extreme spa-
tial and temporal variability of soil N, O fluxes, argues for the development and testing
of effective N,O models (e.g., Li et al. 1997; Del Grosso et al. 2002).

Although theoretically possible, soil methane oxidation is not known to be promoted
by any existing agronomic practice. Conversion of forest and savanna soils to agricul-
tural production reduces soil CH, oxidation by 80—-90 percent (Mosier et al. 1991;
Smith et al. 2000). To date, the only documented recovery of a lost CH, oxidation
capacity is after decades of secondary succession and reforestation (Robertson et al.

2000).

Deforestation and Other Land Use Change

Nitrous oxide fluxes increase following deforestation. Where cessation of deforestation
is used to mitigate CO, emissions, N,O emissions will be similarly abated. High emis-
sions persist for only a few years, however, especially under pasture conversion. And
since nitrogen gas fluxes prior to deforestation are likely to be higher than subsequent
fluxes in either pasture or secondary succession (Robertson and Tiedje 1988; Keller et
al. 1993), over the long term, accelerated fluxes during the several years post-clearing
may very well be mitigated by the following decades of depressed fluxes.

Likewise, wetland drainage may substantially reduce CH, fluxes at the same time
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Table 29.3. Sources of greenhouse gas flux in agricultural and forest systems
ata U.S. Midwest site

Flux (g CO ,-equivalents m2y?)

co

2

Ecosystem N Total
management Soil C fertilizer Lime — Fuel ~N,O  CH, net
Annual crop

Conventional tillage 0 27 23 6 2 4 114
No-till -110 27 34 12 6 -5 14
Organic -29 0 0 9 56 -5 41
Energy crop (poplar) -117 5 0 2 0 -5 -105
Native forest 0 0 0 0 1 =25 —4

Source: Robertson et al. (2000)

that it causes the emission of large quantities of CO, from newly aerobic soil organic
matter (and possibly large quantities of N,O). In both of these cases, a long-term, total
GHG analysis is needed to evaluate the full effects of land conversion.

The Need for a Systems Approach

The difficulty of assessing the effects of CO, stabilization strategies on other parts of a
system, and especially on the non-CO, GHG fluxes, argues for a systems approach to
their implementation. This is especially true in ecosystem settings, where indirect
effects can cause counterintuitive, unintentional, and possibly unwanted flux changes.
A systems approach can also illuminate synergies not otherwise recognized.

In a U.S. Midwest corn-soybean-wheat rotation, for example, soil carbon seques-
tration following no-till implementation almost completely mitigated the GHG cost of
the cropping system (Table 29.3). Systems analysis showed that substantially more
mitigation could potentially be achieved were the system managed to reduce N,O flux
and minimize synthetic fertilizer and agricultural lime use. Similar potentials have been
suggested for sugar cane (Weier 1998), subtropical wheat (Robertson and Grace 2003),
and rice (Wassmann et al. 2003) ecosystems.

Fluxes following land use change can be similarly complex, as noted in the preced-
ing section. Analyses of these systems at a watershed or larger scale could inform land-
scape management decisions to optimize CO, stabilization. In many landscapes it is
likely that the value of lower non-CO, GHG fluxes will exceed the value of CO, mit-
igation over time, especially for CO, strategies that employ sinks that will eventually sat-
urate, such as trees and soil (Caldeira et al., Chapter 5, and Smith, Chapter 28, both
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this volume). Even in the absence of CO, stabilization per se, including the non-CO,
gases in mitigation efforts will be highly worthwhile. For many non-CO, GHG
sources, abatement technology is currently available, and for a number of other sources,
new mitigation technology awaits a modest investment in research and development.
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| Accelerated chemical weathering, 118
[Adsorption on a solid, 115
Afforestation, 146—47
I Afforestation, reforestation, and deforestation
(ARD) activities, 3, 378
Agricultural crops, 3078
annual and perennial primary, 394
carbon ratios, 394
Agricultural management, changing, 148—49
Agricultural systems, sources of greenhouse
gas flux in, 503
Agriculture:
abatement of greenhouse gas emissions
from, 497-502
CO, stabilization strategies, 498
row-crop, 501-2
Agriculture trade, 385
see also International commerce
Airborne fraction (AF), marginal, 266
Algal growth:
iron limitation of, 454—58
see also Ocean fertilization
Alpine conifer forests, 301, 302
Animal industry, CO, and GHGs from,
498-500
Animals and animal products, traded interna-
tionally, 385
Antarctica, 166, 167, 170, 462
Anthropogenic carbon emissions, 280-81
global budget of, 281
for 1980s, 28184
Anthropogenic perturbation, 191-92
Arrhenius, 1, 187
Asia, net carbon flow for, 393
Atmosphere-based approaches, 39
Atmosphere-land-ocean interactions, 67—69
Atmospheric inverse modeling, 188, 289
Atmospheric “inversion problem,” 192, 193

Atmospheric transport models, 192-93
Australia, 323
Automobiles, 144

number of passenger, 362

Bern carbon cycle-climate (CC) model, 94
Bicarbonate (HCOy5), 225
Bioenergy/biofuels, 145-46
Bioengineering solutions, 149
Biological counterpump, see Carbonate pump
Biological pump, 31, 64, 65, 244
Biomass energy, 113
Biome productivity, see Net biome productivity
Biosphere:

activities in, 121-22

“breathing,” 295

link between past actions and current

dynamics of, 318

see also specific topics

Biosphere carbon balance, characteristics of,
317-20
Biosphere carbon storage, 119, 120
Boreal conifer forests, 301, 302
Boreal soils, 57—-59
Bottom-up methods, see Ocean-based
bottom-up methods

Calcification, 66
Calcium carbonate (CaCOy), 37, 66, 173,
174, 245, 265, 267
Canadian forests, 323, 324
Carbon (C):
emission rights for, 445
“production” and “transport,” 26—27
see also International commerce
see also specific topics
Carbon budget(s), 3839
global, 18-19, 281
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Carbon budget(s) (continued)
and global partitioning between
atmosphere, land, and ocean, 190-91
methods to establish regional, 188—90
consistency, 190
extrapolations of in situ observations,
189
terrestrial, 287
Carbon capture and removal, before or dur-
ing combustion, 115
Carbon-climate-human interactions, 45—46,
49
Carbon-climate-human system, 1-4
discovery, 1
energy gap, 6—8
see also “Gap”
inertia, 4—6
meeting future challenges, 10-11
toward a common framework, 10
trajectories of, as emergent properties,
137-39
vulnerability, 6-8
Carbon cultures, 371
moving away from, 371-80
Carbon cycle, 355-56, colorplate 1
current status and past trends, 17-18,
40-41
key historical trends and, 356-59
pathways of regional development and
current relevant, 359—66
relevance of common and different, 366—
67
sink potential, 70
and the stabilization challenge, 132—
37
understanding today’s, 38
regional budgets, 38—39
variability, 39-40
vulnerability in 21st century, 45—46, 49,
52,69-71
see also specific topics
Carbon cycle feedbacks, natural, 62
Carbon Cycle Model Linkages Project
(CCMLP), 283-87
Carbon cycle processes, 29
coastal ocean, 32—33
geological processes, 3738
human systems, 34—37
ocean processes, 30—32
terrestrial processes, 29—30
Carbon cycle tracers, 189-90

Carbon dioxide (CO,):
accumulation of atmospheric, 258—59
far-field fate in seawater, 473
injection of
into deep geological formations, 116—17
direct oceanic, 117-18, 150-51, 469—
76
experimental activities, 47374
phase behavior and near-field fate in sea-
water, 471-73
separation and capture before
combustion, 115
solubility, 261
spatial and temporal distribution of sources
and sinks of, 187—-88, 197, 199
results from time-dependent, high-
resolution global inversion study,
195-98
top-down regional estimates, 192—98
Carbon dioxide (CO,) concentrations, see
“Gap”
Carbon dioxide (CO,) disposal, see Carbon
dioxide (CO,), injection of
Carbon dioxide (CO,) emissions, 82, 226—
28
historical development and scenarios,
227-28
by region, 361
uncertainties in allowance of, from uncer-
tainties in carbon cycle-climate
system, 90—-98
Carbon dioxide (CO,) emissions trajectories,
82, 83, 88, 89
Carbon dioxide (CO,) fluxes:
anthropogenic
for fossil fuels and land use change,
colorplate 5
in oceans, colorplate 3
in steady-state ocean, 247-50
from land use change, 363
meridional distribution, 245—46
natural, 243-45
sea-air, 25960, colorplate 2, colorplate 9
by latitude, 24344
surface-air, colorplate 8
uncertainties and future research needs,
250-52
variability, 245-47, colorplate 7
see also Ocean CO, uptake, variability
Carbon dioxide (CO,) hydrate, “frost heave”
of, on sea floor, 472—73



Carbon dioxide (CO,) mitigation, intersec-
tion between attenuation of GHGs and,
496-97

Carbon dioxide (CO,) release, marginal air-
borne fraction (AF) vs., 266

Carbon dioxide (CO,) stabilization:

consumption and, 371-74

production of knowledge and, 375-76
social change and, 371-80

“the gap” and, 82-83

Carbon dioxide (CO,) stabilization

pathways/trajectories:

features, 135

interaction between, and requirements for
sustainable earth, 131-32, 157-58

systems analysis, 132—41, 157

see also WRE (Wigley, Richels, and
Edmonds) paths

Carbon dioxide (CO,) stabilization strategies:

for agriculture, 498

need for a systems approach, 503—4

Carbon dioxide (CO,) stabilization technolo-
gies, 126-27

Carbon dioxide (CO,) uptake feedbacks,
anthropogenic, 62

Carbon dioxide gas pressure (pCO,), 23, 245

Carbon futures, 379—80

Carbon intensity, 413, 414

Carbon management options, 127, 157-58,
320-22

conservation and efficiency, 11213, 134,
142—44
constraints on land-based options, 151
meeting food demand, 153, 155-57
population effects on food demand,
152-53, 155
scenarios, 151-52, 154
cross-cutting issues
ancillary benefits of CO, stabilization
technologies, 126—27
barriers to implementation, 125-26
enabling technologies, 125
essential role of research, 125
role of uncertainty, 124-25
implications of, 142, 144
biological sequestration in ocean, 143,
150
climate, economic, environmental, and
sociocultural impacts, 143
engineered CO, disposal on land and
oceans (FDiSP), 134, 150-51
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non-fossil-fuel energy sources, 144—46
terrestrial biological sequestration and
disturbance reduction, 146—49
portfolio of, 103-5, 127
advanced noncarbon technologies, 123—
24
biological sinks and source reduction,
121-23
demand reduction, 112—-13
greenhouse gas capture and
sequestration, 114—18
importance of portfolio approach,
105-6
overview of, 106—12
potential for abating non-CO,
greenhouse gas sources, 118—21
renewables and noncarbon energy
sources, 113—14
Carbon mitigation strategies, 38, 157-58
diversity of influences on, 139-41
see also Carbon management options
Carbon monoxide (CO), 211-12
Carbon pools, 61
relationship between terrestrial, oceanic,
and atmospheric, 279-80
vulnerability in 21st century, 48—51
Carbon separation:
from fossil energy, 115
with geological storage in sediments and
rocks, 151
with ocean storage by deep ocean
injection, 150-51
Carbon sequestration potentials, 481
relationships between reported, 481
Carbon sinks:
“loophole,” “floodgates,” and other argu-
ments against, 435-36
see also Land sinks; Terrestrial carbon
sinks
Carbonate pump, 66, 245
Cereal exports, 387, 388, 395, 398
carbon trade in, 389, 390
Cereals, defined, 394
Chlorofluorocarbons (CFCs), 210, 421,
432-33
Chlorophyll in oceanic surface waters, 454,
455
Climate-carbon cycle feedbacks:
driven by atmospheric CO,, 218-20
driven by climate, 220-22
Climate-carbon cycle interactions, 217—-18
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Climate change mitigation potential, 405
technical mitigation options
categories of, 4067
longer-term (2100) potential and costs

of, 413—-15
near-term potential and costs of, 407 —
13

Climate change(s), 56
abrupt, 169-72
conferences on, 431—34
international policy framework to address
global, 431-34
see also Kyoto Protocol
during last millennium, and CO,, 175-
77
mitigation of, 137
climate change impacts and, 416-17
winners and losers in, 415—16
role of old forests and plantations, 437
see also Intergovernmental Panel on
Climate Change (IPCC)
Climate feedback(s), impact on carbon sinks
and global warming, 95, 96
Climate forcings, 493, 494
Climate policy, 420-22
multi-gas approach to, 439-40, 449-50
alternative approaches to GWDPs, 444 —
46

balancing costs and benefits, 447—50
MERGE model, 440—-43
treatment of greenhouse gases and car-
bon sinks, 441—-44
see also Greenhouse gas (GHG) emission
mitigation
Coal gasification, 115
Coastal oceans, 348—49
carbon cycle processes, 3233
exchanges of carbon in, 34142
fluxes relevant to continental margins,
34244
mass balances, 342—45
pCO, of continental margins, 345—47
response to future forcing, 34748
organic carbon cycle in preanthropogenic
state, 346, 347
Coastal zone, export to, 333—34
Cogeneration, 144
Combustion:
methods for carbon removal before or
during, 115
technologies to separate CO, after, 115

see also Fossil fuel

Conference of Parties (COP), 43334, 437,
485

Conferences on climate change, 431-34
Conifer forests:

temperate, boreal, and alpine, 301, 302
Consumption and Co, stabilization, 371-74
Continental shelf pump, 346—47
Cropland, 482

see also Agricultural crops
Cryogenic separation, 115
Cultural values, 375-76

see also Sociocultural factors

Dansgard/Oeschger (D-O) events, 169, 170,
172

Deforestation, 3, 56, 121, 378, 436, 486—
87,502-3

reduction of net, 14748

Deltaic and non-deltaic systems, efficiency of
storage between, 335

Demographic factors in mitigation technol-
ogy, 141

Dissolved inorganic carbon (DIC), 63—-65,
243, 244, 247, 251, 263—65, 330, 337,
458

Dissolved organic carbon (DOC), 332-33,
336, 337, 455

Drying wetland soils, 7

Dust, 169

Earth Summit in Rio de Janeiro, 432
Earth system in 21st century, 52—53
Economic factors:
in mitigation technology, 137, 139-40,
152
see also Carbon cycle, key historical trends
and
Economic indicators, 365
Ecosystem physiology, 310
Ecosystem respiration (Reco), 292,299, 399
“Eddy covariance” technique, 289
El Nifio, 40, 259, 261
El Nifio-Southern Oscillation (ENSQO), 259
Electricity, cost of:
as function of CO, emissions, 112
Emission rights, 445
see also Climate policy
Energy, primary, see Primary energy
Energy conservation and efficiency (e), 112—

13, 134, 142-44



Energy efficiency, 8—10
Energy gap, 8—10
Energy intensity, 34, 80—81, 413, 414
Energy intensity improvements and energy
demands, 80—81
Energy sources:
distribution of world, 20, 21
use of non-fossil-fuel, 134, 143—46
see also specific topics
Energy supply, non-carbon(-emitting), 81—
82
Energy system, world, historical composition
of, 35, 36
Energy technology, see Technology
Engineering epoch, 35, 357-58
Environmental factors in mitigation technol-
ogy, 137, 140, 152
Europe, net carbon flow for, 392
European forests, 323
age class distribution of, 318-20
Evergreen broad-leaved forests, 302
subtropical and Mediterranean climates,
304, 305
tropical and maritime climates, 3034
Evergreen conifer forests, 301-2
Exports, 365-66, 385, 398—99
cereals and paper and wood products,
387, 388
from region to region, 389
see also International commerce

Feedbacks, 133
see also specific feedbacks
Fire suppression, 148
Fires, 55
Fluvial system-atmosphere exchange, overall:
alternative scenarios, 336—38
Fluvial systems, dynamics of, 329—30
anthropogenic transient, 335—36
export to coastal zone, 333—34
input to reservoirs, 333
marine fate, 334
mobilization from land to water and
riparian zones, 331
within-river transport and reaction
processes, 331-33
Food demand, 152-53, 155-57
see also Agriculture
Forest management, 121, 148
Forest product trade, 385
see also International commerce
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Forest systems, sources of greenhouse gas flux
in, 503
Forestry, 410, 482
Forestry sector mitigation, 407
Forests:
age class distribution of European, 318—20
old, and climate change, 437
Fossil fuel, 5
low-carbon use of, 114—16, 144, 425-26
see also Combustion; Fuel cells
Fossil fuel-atmosphere connections, 20
Fossil fuel emissions (£, ), 46, 47, 133, 259
Framework Convention on Climate Change
(FCCC), 419, 432-34
Fuel cells, 86
see also Fossil fuel

Fugacity of CO, (fCO,), 45657

“Gap,” the:
closing, 79, 83—84, 8687
cost of, 88—90
and Co, stabilization, 82—83
defined, 78-79
for various CO2 concentrations, 82—85
see also under Carbon-climate-human
system
(Gas connections, non—CO2 trace, 27-29
Genetically modified (GM) crops and tech-
nology, dangers of, 42728
Genetically modified organisms (GMOs),
149
Geoengineering, 124
Geothermal power, 146
Glacial-interglacial variations, 165—69
Global Carbon Project (GCP), xxi, xxii, 2
“Global fluvial systems model”:
uncertainties in current, 329—30
see also Fluvial systems
Global warming, 261
climate feedback and, 95, 96
contributions to, 493-95
methane and, 407
THC slowdown under, 268, 269
Global warming potentials for greenhouse
gases, 493-95
Global water potentials (GWDPs), 2728,
205-8,213-14
alternative approaches to, 44446
defined, 213
see also Climate policy, multi-gas approach
to
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Governmental revenue and expenditures,
local, 362
Grasslands, 304—6
Grazing land, 483
Greenhouse gas (GHG) emission mitigation,
137, 407-10
ancillary benefits and costs of, 419-21,
429
climate policy mix, 421
energy intensity improvements, 424 —
25
the energy system, 423—24
hydrogen and transport systems, 428—

low-carbon fossil fuels, 425—-26
modern commercial biomass, 427 —
28
nature of the pollutant, 421
nuclear power, 428
policy environment, 422
renewable energy, 42627
system responses, 422—23
technology of emissions and emissions
control options, 422
need for a systems approach, 503—4
Greenhouse gas (GHG) emissions:
global, 205, 208
potential global reductions of, 407-10
socioeconomic driving forces that influ-
ence, 225
Greenhouse gas (GHG) sources, potential for
abating non-CO,, 118-21
Greenhouse gases (GHGs), 205-7
capture and sequestration, 114—18
potency, 493—94
unsolved problems, 214
see also specific gases
Greenhouse theory, 166
Greenland, 167, 170
Greenland Ice Core Project (GRIP), 170
Gross domestic product (GDP), 34, 15356,
234-35,411-13, 448
CO, emissions and, 106, 406
Gross primary production (GPP), 21, 295
defined, 295
Gross world product (GWP), 230, 231
per capita, 230-32
share of, by region, 360

Hadley model, 220-22
Halocarbons, 210

Halogen—comaining gases, 210
High-nutrient low-chlorophyll (HNLC)
regions, 69, 245
Holocene variations in atmospheric CO,
concentration, 172—74
Houghton, R. A., 282-83
Hydrocarbons, 86
nonmethane, 211-13
see also specific hydrocarbons
Hydrochlorofluorocarbons (HCFCs), 210
Hydrofluorocarbons (HFCs), 210
Hydrogen systems, 86, 428—29
Hydropower, 11314, 144-45
Hydroxyl free radical (OH), 211-14

Ice-core records, see Glacial-interglacial
variations
Imports, 385
cereals and paper and wood products,
387, 388
from reporter to partner, 398—99
see also International commerce
Industrialization, 357-59, 367
see also Urbanization
Industry, CO, and GHGs from, 496-500
Institutional factors in mitigation technology,
138, 141
Integrated gasifier combined cycle (IGCC),
115
Intergovernmental Panel on Climate Change
(IPCC), 2, 94-98, 281, 379, 436
IPCC central scenario (IS92a), 77-79, 83
Special Report on Emission Scenarios
(SRES), 79-85, colorplate 4
third assessment report (TAR), 17-18
International commerce, carbon transport
through, 383-84, 389, 391-93
considerations in data analysis, 386—88
data availability and quality, 384—86
global carbon net flow, 390, 391
global carbon trade, 389-90
regional carbon net flow, 390-93
see also Trade
International Council of Science (ICSU), xxi
Inventory methods, 289
Inversion methods, see Atmospheric inverse
modeling
IPAT approach, 225-26
IPSL model, 95, 96, 220-22
Iron (Fe) fertilization in ocean, 69, 122—23,
168, 169



Iron (Fe) fertilizer, 461
costs, 461
see also under Algal growth

Kaya identity, 3, 225, 226
Knowledge, production of:

and CO, stabilization, 375-76
Kyoto Protocol, 188, 378, 433-37, 439,

484-87
“additional human-induced activities
since 1990,” 437
concerns and implications, 436

definitions, 436

Land and ocean uptake, trade-off between:
through atmospheric CO,, 68
Land-atmosphere connections, 2023
Land-atmosphere-ocean system, 18
Land-based bottom-up method, 38
Land-based options (carbon mitigation
strategies), 38
see also Carbon mitigation strategies
Land biosphere, non-CO, mitigation from,
149
Land disturbance, 134
Land-ocean breakdown of non-fossil-fuel car-
bon sources, 194—95
Land-ocean “conveyer belt,” potential vulner-
ability of, 68
Land pools, potential vulnerability of, 50,
56-57
Land processes, parameterization of, 94
Land restoration, 146—47
Land-river-ocean connections, 25—26
Land sinks:
engineered biological, 479
costs of enhancing, measuring, monitor-
ing, and verifying, 48788
place in global carbon cycle, 479-81
in the political arena, 485-86
social dimensions, 488—89
time course of sink development and
permanence, 484—85
vulnerability of current, 486-87
enhancement, 443, 487—88
in 21st century, 54—56
and their vulnerability, 53—54
soil carbon, 57-60
terrestrial living biomass, 54-57
Land use, 410
influence of biosphere management and
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past socioeconomic factors on, 320—
24
Land use change, 56, 58—59, 407, 502-3
Last glacial maximum (LGM), 166, 168,
169, 173, 174
Leaf area index (LAI), 298, 304
Leaf-out, date of, 299
Livestock, see Animal industry
Lund-Potsdam-Jena (LPJ) dynamic global
vegetation model, 94, 174-76, 196

Marginal airborne fraction (AF), 266
Marine biotic feedbacks (at constant circula-
tion), 64—66
Marrakesh Accords, 485—86
Mass production and consumption era
(1930-1980), 358
Mauna Loa, 191, 192
Mediterranean climates, 304, 305
Mediterranean grasslands, 306
Membrane separation, 115
MERGE model, 440-43
Methane (CH,), 59, 120, 208-9, 214, 425,
460
budget of anthropic sources of, 498, 499
emission rights for, 445
emissions/production, 59
from animal industry, 498-500
energy- and non-energy-related, 441—
43
from rice production, 500
fluxes, 118—19, 496
and global warming, 407
interaction between CO, and, 59
price, 444—50
Methane hydrates, 37, 66—67
Migration needs, CO,:
magnitude of R&D needed driven by,
106, 108—-11
Migration options, COZ:
categorization by timescale, 106, 107
see also Carbon management options
Minerals, 458
see also Iron (Fe)
“Missing sink,” 18788
Mitigation technology, constraints and driv-
ing factors that influence uptake of,

137-38

Natural gas, 425
see also Methane
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Net biome productivity (NBP), 296
Net ecosystem carbon exchange (NEE), 298—
301
Net ecosystem production (NEP), 2224,
295
response to environmental variables, geo-
graphic and temporal variability in,
297-308
Net primary production/productivity (NPP),
21,58, 279, 292, 295, 384, colorplate
10
global, 20-21
response to environmental variables, geo-
graphic variability of, 296-97
terrestrial, 22, 29—30
in tropical forests, 22
Nitrate in oceanic surface waters, 454, 455
Nitrogen fertilizer, 461-62
Nitrous oxide (Nzo), 119, 120, 209-10,
214, 460, 493
from agriculture, 497-503
budget of anthropic sources of, 498, 499
price, 444—49
Nitrous oxide (N,0O) emissions,
anthropogenic, 149, 443, 444
Nitrous oxide (N,O) fluxes, 119
annual, 496
North America, net carbon flow for, 392
North Atlantic Deep Water (NADW):
impact of possible collapse of formation
rate of, 96, 97
Northern Hemisphere (NH) surface temper-
ature change, 175-77
Northern wetlands/tundra, 308, 309
NOX, 127, 212, see under Nitrous oxide
Nuclear fission, 123
Nuclear fusion, 123
Nuclear power, 146, 428
Numerical models for estimating terrestrial
sources and carbon sinks, 289—90

Ocean-atmosphere connections, 23—25
Ocean-based bottom-up methods, 38, 189,
191, 197
Ocean biota constant, 63—64
Ocean carbon pools and processes at risk, 51,
61
see also Ocean cycle feedbacks
Ocean circulation feedbacks, 63—64
on anthropogenic CO,, 6263
Ocean CO, uptake, 68, 248, 249

long-term fate of, 264, 266—67
natural processes regulating, see Carbon
dioxide (CO,) fluxes
variability in, 257-61, colorplate 7
biological effects and, 26365
climate feedbacks and, 261—-64
future research needs, 268, 270
surprises, 267-68
see also Carbon dioxide (CO,) fluxes,
variability
Ocean cycle feedbacks, 62-67
chemistry feedback, 61-63
interaction between, 67
Ocean fertilization, 150, 453—54, 462
carbon storage by adding nitrogen and
phosphorus fertilizer, 461-62
carbon storage by iron addition, 458—59
drawbacks of iron fertilization, 459—61
legal issues, 462
see also Algal growth; Iron (Fe) fertiliza-
tion
Ocean interior, mechanisms controlling dis-
tribution of carbon in, 31
Ocean sink:
and its vulnerability, 60-67
potential in 21st century, 60-61
Organic matter (OM), 332, 333, 335
Ozone (O,), 211-12

Paper products, 387, 388, 394, 395, 398
Partial pressure of CO, (pCOz), 23, 245
Particulate inorganic carbon (PIC), 342
Particulate organic carbon (POC), 244, 330,
331, 333-37, 342

see also Soil organic matter
pCO, (carbon dioxide gas pressure), 23, 245
Peatlands, sink and potential vulnerability of,

59

Perfluorocarbons (PFCs), 210
Permafrost, potential vulnerability of, 60
pH, ocean, 66, 151
Phosphorus fertilizer, 46162
Photosynthesis, 304
Photovaltaic (PV) cells, 426
“Planetary management,” 376, 379
Plankton/phytoplankton, 31, 243-46
Plant carbon, 23
Plant materials, traded internationally, 385
Plantations and climate change, 437
Population growth, 361
Population projections, 228-32



Primary energy:
consumption, by region, 360
decarbonization of, 235-37
intensities, 233—35
requirements, 232—-33, colorplate 6
Process-based ecosystem models, 287
see also Terrestrial carbon sinks; Terrestrial
carbon sources
Process-based surface modeling, 189
“Production” carbon, 26
Provincial enterprise, 152

Rapid assessment project (RAP), 2
Reforestation, 3, 146—47, 378
Remineralization, 458

see also Tron (Fe) fertilization
Research and development (R&D), 87

essential role of, 125

see also under Migration needs
Reservoir connections, 19-29
Reservoirs, geologic, 117

storage capacity, 116
Revegetation, 483
Rice production, 500-501
Rio Declaration on Environment and Devel-

opment, 432

Salinity feedback, 63
Scientific Committee on Problems of the
Environment (SCOPE), xxi, 2
Sea surface temperature (SST), 245
SF (sulfur hexafluoride), 210
Shelf pump, continental, 34647
Social change and CO, stabilization, 371—
80
Social indicators, urban, 363—64
Social organization:
and CO, stabilization, 37475
Sociocultural factors:
in carbon cycle, 371
carbon futures, 379-80
consumption, 371-74
institutions, 377-78
knowledge and values, 375-76
social organization, 37475
technology, 376-77
see also Technology
in mitigation technology, 138, 140
Soil carbon, 23
Soil organic matter, 290-92
see also Particulate organic carbon (POC)
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Soils, 482—83
agricultural carbon capture in, 122
tropical, temperate, and boreal
potential sinks and vulnerability, 57—
59
Solar photovaltaic (PV) cells, 426
Solar power, 114, 145
space, 123-24
Solubility pump, 31
Solvent absorption, 115
South Pole, 191, 192
Southern Ocean, 251, 263
Steam era, 357
Stratospheric chemistry and climate, link
between, 212
Subtropical climates, 304, 305
Sulfur hexafluoride (SFy), 210
Sustainability:
defined, 131
global, 152
Sustainable development:
challenges for global, 131
defined, 131
Syngas, 115

Technology, 35, 424
development and deployment, 8788
and emissions, 376—77
trends in, 156
see also Carbon management options
Technology “gap,” 77-79
Technology transfer, institutional and timing
aspects of, 141
Temperate forests, 22
conifer, 301, 302
deciduous broad-leaved, 298—-301
Temperate soils, 57-59
Temperature, and soil carbon content (C),
296
Temperature feedback, 63
Terrestrial carbon balance:
estimates of, 286
simplified model of, 290-92
Terrestrial carbon cycle, 27981, 287-88
future challenges, 288
Terrestrial carbon fluxes, 322, 323
methods of estimating, 289—90
Terrestrial carbon sinks, 30
estimating the size of, 281-82, 285-87
methods to enhance, 48184
see also Land sinks
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Terrestrial carbon sources:
estimating the size of, 281-85
Thermohaline circulation (THC):
collapse, 171, 172, 267
overturning, 268
slowdown under global warming, 268,
269
“Top-down” approach, 188-98
Total suspended sediments (TSS), 33334
Trade:
and commerce connections, 26—27
globalization of, 374
see also International commerce
TRANSCOM inversion intercomparison
study, 193—-94
“Transport” carbon, 26
Transportation:
CO, and GHGs from, 497
Tropical forests, 22, 303—4
Troposphere cleansing capability, 212

UN Conference on Environment and Devel-
opment (UNCED), 432, 433

UN Framework Convention on Climate
Change (UNFCCC), 432-34

Underconsumption, problem of, 373-74

Urban social indicators, 363—64

Urbanization:
1950s, 356

see also Industrialization

Vegetation, 482
carbon balance of, see Terrestrial carbon
balance
Vegetation cover-dust-ocean fertilization, 69
Volatile organic compounds (VOCs), 23
Volcanic eruptions, 37

Weathering, accelerated, 118
Wetlands, sink and potential vulnerability of,
59
Wind power, 114, 145
Wood products:
defined, 394
managing, 147
Wood products exports, 385, 399
importers and, 387, 395
Woody encroachment, 55
World markets, 152
WRE (Wigley, Richels, and Edmonds) paths,
52-53, 82-85, 88, 90, 92, 93, 265,
267-68

Younger Dryas (YD) cold interval, 172
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