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Preface

In recent years, the increased interest of researchers on the importance of 
choosing appropriate methods for the analysis of cross-cultural data can 
be clearly seen in the growing amount of literature on this subject. At the 
same time, the increasing availability of cross-national data sets, like the 
European Social Survey (ESS), the International Social Survey Program 
(ISSP), the European Value Study and World Value Survey (EVS and 
WVS), the European Household Panel Study (EHPS), and the Program for 
International Assessment of Students’ Achievements (PISA), just to name a 
few, allows researchers currently to engage in cross-cultural research more 
than ever. Nevertheless, presently, most of the methods developed for such 
purposes are insufficiently applied, and their importance is often not recog-
nized by substantive researchers in cross-national studies. Thus, there is a 
growing need to bridge the gap between the methodological literature and 
applied cross-cultural research. Our book is aimed toward this goal.

The goals we try to achieve through this book are twofold. First, it should 
inform readers about the state of the art in the growing methodological 
literature on analysis of cross-cultural data. Since this body of literature 
is very large, our book focuses on four main topics and pays a substantial 
amount of attention to strategies developed within the generalized latent 
variable approach.

Second, the book presents applications of such methods to interesting 
substantive topics using cross-national data sets employing theory-driven 
empirical analyses. Our selection of authors further reflects this structure. 
The authors represent established and internationally prominent, as well 
as younger researchers working in a variety of methodological and sub-
stantive fields in the social sciences.

Contents

The book is divided into four major topics we believe to be of central 
importance in the literature. The topics are not mutually exclusive, but 
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rather provide complementary strategies for analyzing cross-cultural data, 
all within the generalized-latent variable approach. The topics include (1) 
multiple group confirmatory factor analysis (MGCFA), including the com-
parison of relationships and latent means and the expansion of MGCFA 
into multiple group structural equation modeling (MGSEM); (2) multi-
level analysis; (3) latent class analysis (LCA); and (4) item response theory 
(IRT). Whereas researchers in different disciplines tend to use different 
methodological approaches in a rather isolated way (e.g., IRT commonly 
used by psychologists or education researchers; LCA, for instance, by mar-
keting researchers and sociologists; and MGCFA and multilevel analysis 
by sociologists and political scientists, among others), this book offers an 
integrated framework. In this framework, different cutting edge methods 
are described, developed, applied, and linked, crossing “methodological 
borders” between disciplines. The sections include methodological as well 
as more applied chapters. Some chapters include a description of the basic 
strategy and how it relates to other strategies presented in the book. Other 
chapters include applications in which the different strategies are applied 
using real data sets to address interesting, theoretically oriented research 
questions. A few chapters combine both aspects.

Some words about the structure of the book: Several orderings of the 
chapters within each section are possible. We chose to organize the chap-
ters from general to specific; that is, each section begins with more general 
topics followed by later chapters focusing on more specific issues. However, 
the later chapters are not necessarily more technical or complex.

The first and largest section focuses especially on MGCFA and MGSEM 
techniques and includes nine chapters. Chapter 1, by Fons J. R. van de 
Vijver, is a general discussion of how the models developed in cross-
 cultural psychology to identify and assess bias can be identified using 
structural equation modeling techniques. Chapter 2, by Nick Allum, 
Sanna Read, and Patrick Sturgis, provides a nontechnical introduction 
for the application of MGCFA (including means and intercepts) to assess 
invariance. The method is demonstrated with an analysis of social and 
political trust in Europe in three rounds of the ESS. Chapter 3, by Jaehoon 
Lee, Todd D. Little, and Kristopher J. Preacher, discusses methodologi-
cal issues that may arise when researchers conduct SEM-based differential 
item functioning (DIF) analysis across countries and shows techniques 
for conducting such analyses more accurately. In addition, they demon-
strate general procedures to assess invariance and latent constructs’ mean 
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differences across countries. Holger Steinmetz’s Chapter 4 focuses on the 
use of MGCFA to estimate mean differences across cultures, a central 
topic in cross-cultural research. The author gives an easy and nontech-
nical introduction to latent mean difference testing, explains its pre-
sumptions, and illustrates its use with data from the ESS on self-esteem. 
In Chapter 5, by Alain De Beuckelaer and Gilbert Swinnen, readers will 
find a simulation study that assesses the reliability of latent variable mean 
comparisons across two groups when one latent variable indicator fails 
to satisfy the condition of measurement invariance across groups. The 
main conclusion is that noninvariant measurement parameters, and in 
particular a noninvariant indicator intercept, form a serious threat to the 
robustness of the latent variable mean difference test. Chapter 6, by Eldad 
Davidov, Georg Datler, Peter Schmidt, and Shalom H. Schwartz tests the 
comparability of the measurement of human values in the second round 
(2004–2005) of the ESS across three countries, Belgium, the Netherlands, 
and Luxembourg, while accounting for the fact that the data are ordinal 
(ordered-categorical). They use a model for ordinal indicators that includes 
thresholds as additional parameters to test for measurement invariance. 
The general conclusions are that results are consistent with those found 
using MGCFA, which typically assumes the use of normally distributed, 
continuous data. Chapter 7 offers a simultaneous test of measurement and 
structural models across European countries by Bart Meuleman and Jaak 
Billiet and focuses on the interplay between social structure, religiosity, 
values, and social attitudes. The authors use ESS (round 2) data to com-
pare these relations across 25 different European countries. Their study 
provides an example of how multigroup structural equation modeling 
(MGSEM) can be used in comparative research. A particular character-
istic of their analysis is the simultaneous test of both the measurement 
and structural parts in an integrated multigroup model. Chapter 8, by 
William M. van der Veld and Willem E. Saris, illustrates how to test the 
cross- national invariance properties of social trust. The main difference 
to Chapter 3 is that here they propose a procedure that makes it possible 
to test for measurement invariance after the correction for random and 
systematic measurement errors. In addition, they propose an alternative 
procedure to evaluate cross-national invariance that is implemented in a 
software program called JRule. This software can detect misspecifications 
in structural equation models taking into account the power of the test, 
which is not taken into account in most applications. The last chapter in 
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this section, Chapter 9, by Shaul Oreg and colleagues uses confirmatory 
smallest space analysis (SSA) as a complementary technique to MGCFA. 
The authors use samples from 17 countries to validate the resistance to 
change scale across these nations.

Section 2 focuses on multilevel analysis. The first chapter in this  section, 
Chapter 10, by Bart Meuleman, demonstrates how two-level data may be used 
to assess context effects on anti-immigration attitudes. By doing this, the 
chapter proposes some refinements to existing theories on anti-immigrant 
sentiments and an alternative to the classical multilevel analysis. Chapter 
11, by Hermann Dülmer, uses multilevel analysis to reanalyze results on 
the work ethic presented by Norris and Inglehart in 2004. This contribution 
illustrates the disadvantages of using conventional ordinary least squares 
(OLS) regression for international comparisons instead of the more appro-
priate multilevel analyses, by contrasting the results of both methods. The 
section concludes with Chapter 12, by Remco Feskens and Joop J. Hox, that 
discusses the problem of small sample sizes on different levels in multilevel 
analyses. To overcome this small sample size problem they explore the pos-
sibilities of using resampled (bootstrap) standard errors.

The third section focuses on LCA. It opens with Chapter 13, by Miloš 
Kankaraš, Guy Moors, and Jeroen K. Vermunt, that shows how measure-
ment invariance may be tested using LCA. LCA can model any type of 
discrete level data and is an obvious choice when nominal indicators are 
used and/or it is a researcher’s aim to classify respondents in latent classes. 
The methodological discussion is illustrated by two examples. In the first 
example they use a multigroup LCA with nominal indicators; in the sec-
ond, a multigroup latent class factor analysis with ordinal indicators. 
Chapter 14, by Pascal Siegers, draws a comprehensive picture of religious 
orientations in 11 European countries by elaborating a multiple group 
latent class model that distinguishes between church religiosity, moderate 
religiosity, alternative spiritualities, religious indifferences, and atheism.

The final section, which focuses on item response theory (IRT), opens 
with Chapter 15, by Rianne Janssen, that shows how IRT techniques may 
be used to test for measurement invariance. Janssen illustrates the proce-
dure with an application using different modes of data collection: paper-
and-pencil and computerized test administration. Chapter 16, by Markus 
Quandt, explores advantages and limitations of using Rasch models for 
identifying potentially heterogeneous populations by using a practical 
application. This chapter uses a LCA. The book concludes with Chapter 17, 
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by Jean-Paul Fox and Josine Verhagen, that shows how cross-national sur-
vey data can be properly analyzed using IRT with random item effects for 
handling measurement noninvariant items. Without the need of anchor 
items, the item characteristics differences across countries are explicitly 
modeled and a common measurement scale is obtained. The authors illus-
trate the method with the PISA data. Table 0.1 presents the chapters in the 
book; for each chapter a brief description of its focus is given along with a 
listing of the statistical methods that were used, the goal(s) of the analysis, 
and the data set that was employed.

Data sets

The book is accompanied by a Web site at http://www.psypress.com/ 
crosscultural-analysis-9781848728233. Here readers will find data and 
syntax files for several of the book’s applications. In several cases, for 
example in those chapters where data from the ESS were used, readers 
may download the data directly from the corresponding Web site. The 
data can be used to replicate findings in different chapters and by doing so 
get a better understanding of the techniques presented in these chapters.

IntenDeD auDIenCe

Given that the applications span a variety of disciplines, and because the 
techniques may be applied to very different research questions, the book 
should be of interest to survey researchers, social science methodologists, 
cross-cultural researchers, as well as scholars, graduate, and postgraduate 
students in the following disciplines: psychology, political science, sociol-
ogy, education, marketing and economics, human geography, criminol-
ogy, psychometrics, epidemiology, and public health. Readers from more 
formal backgrounds such as statistics and methodology may find interest 
in the more purely methodological parts. Readers without much knowl-
edge of mathematical statistics may be more interested in the applied 
parts. A secondary audience includes practitioners who wish to gain a 
better understanding of how to analyze cross-cultural data for their field 

http://www.psypress.com/crosscultural-analysis-9781848728233
http://www.psypress.com/crosscultural-analysis-9781848728233
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of study. For example, many practitioners may want to use these tech-
niques for analyzing consumer data from different countries for market-
ing purposes. Clinical or health psychologists and epidemiologists may be 
interested in methods of how to analyze and compare cross-cultural data 
on, for example, addictions to alcohol or smoking or depression across 
various populations. The procedures presented in this volume may be use-
ful for their work. Finally, the book is also appropriate for an advanced 
methods course in cross-cultural analysis.

RefeRenCe

Norris, P., and Inglehart, R. (2004). Sacred and secular. Religion and politics worldwide. 
Cambridge: Cambridge University Press.
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1
Capturing Bias in Structural 
Equation Modeling

Fons J. R. van de Vijver
Tilburg University and North-West University

1.1 IntRoDuCtIon

Equivalence studies are coming of age. Thirty years ago there were few 
conceptual models and statistical techniques to address sources of system-
atic measurement error in cross-cultural studies (for early examples, see 
Cleary & Hilton, 1968; Lord, 1977, 1980; Poortinga, 1971). This picture has 
changed; in the last decades conceptual models and statistical techniques 
have been developed and refined. Many empirical examples have been 
published. There is a growing awareness of the importance in the field for 
the advancement of cross-cultural theorizing. An increasing number of 
journals require authors who submit manuscripts of cross-cultural studies 
to present evidence supporting the equivalence of the study measures. Yet, 
the burgeoning of the field has not led to a convergence in conceptualiza-
tions, methods, and analyses. For example, educational testing focuses on 
the analysis of items as sources of problems of cross-cultural compari-
sons, often using item response theory (e.g., Emenogu & Childs, 2005). In 
personality psychology, exploratory factor analysis is commonly applied 
as a tool to examine the similarity of factors underlying a questionnaire 
(e.g., McCrae, 2002). In survey research and marketing, structural equa-
tion modeling (SEM) is most frequently employed (e.g., Steenkamp & 
Baumgartner, 1998). From a theoretical perspective, these models are 
related; for example, the relationship of item response theory and confir-
matory factor analysis (as derived from a general latent variable model) has 
been described by Brown (2006). However, from a practical perspective, 
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the models can be seen as relatively independent paradigms; there are no 
recent studies in which various bias models are compared (an example of 
an older study in which procedures are compared that are no longer used 
has been described by Shepard, Camilli, & Averill, 1981).

In addition to the diversity in mathematical developments, conceptual 
frameworks for dealing with cross-cultural studies have been developed in 
cross-cultural psychology, which, again, have a slightly different focus. It 
is fair to say that the field of equivalence is still expanding in both concep-
tual and statistical directions and that rapprochement of the approaches 
and best practices that are broadly accepted across various fields are not 
just around the corner.

The present chapter relates the conceptual framework about measure-
ment problems that is developed in cross-cultural psychology (with input 
from various other sciences studying cultures and cultural differences) to 
statistical developments and current practices in SEM vis-à-vis multigroup 
testing. More specifically, I address the question of the strengths and weak-
nesses of SEM from a conceptual bias and equivalence framework. There 
are few publications in which more conceptually based approaches to bias 
that are mainly derived from substantive studies are linked to more statis-
tically based approaches such as developed in SEM. This chapter adds to 
the literature by linking two research traditions that have worked largely 
independent in the past, despite the overlap in bias issues addressed in both 
traditions. The chapter deals with the question to what extent the study of 
equivalence, as implemented in SEM, can address all the relevant measure-
ment issues of cross-cultural studies. The first part of the chapter describes 
a theoretical framework of bias and equivalence. The second part describes 
various procedures and examples to identify bias and address equivalence. 
The third part discusses the identification of all the bias types distinguished 
using SEM. The fourth part presents a SWOT analysis (strengths, weak-
nesses, opportunities, and threats) of SEM in dealing with bias sources in 
cross-cultural studies. Conclusions are drawn in the final part.

1.2 bIas anD equIvalenCe

The bias framework is developed from the perspective of cross-cultural 
psychology and attempts to provide a comprehensive taxonomy of all 
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systematic sources of error that can challenge the inferences drawn from 
cross-cultural studies (Poortinga, 1989; Van de Vijver & Leung, 1997). The 
equivalence framework addresses the statistical implications of the bias 
framework and defines conditions that have to be fulfilled before infer-
ences can be drawn about comparative conclusions dealing with con-
structs or scores in cross-cultural studies.

1.2.1 bias

Bias refers to the presence of nuisance factors (Poortinga, 1989). If scores 
are biased, the meaning of test scores varies across groups and constructs 
and/or scores are not directly comparable across cultures. Different types 
of bias can be distinguished (Van de Vijver & Leung, 1997).

1.2.1.1 Construct Bias

There is construct bias if a construct differs across cultures, usually due to an 
incomplete overlap of construct-relevant behaviors. An empirical example 
can be found in Ho’s (1996) work on filial piety (defined as a psychological 
characteristic associated with being “a good son or daughter”). The Chinese 
concept, which includes the expectation that children should assume the 
role of caretaker of elderly parents, is broader than the Western concept.

1.2.1.2 Method Bias

Method bias is the generic term for all sources of bias due to factors 
often described in the methods section of empirical papers. Three types 
of method bias have been defined, depending on whether the bias comes 
from the sample, administration, or instrument. Sample bias refers to sys-
tematic differences in background characteristics of samples with a bear-
ing on the constructs measured. Examples are differences in educational 
background that can influence a host of psychological variables such as 
cognitive tests. Administration bias refers to the presence of cross-cultural 
conditions in testing conditions, such as ambient noise. The potential 
influence of interviewers and test administrators can also be mentioned 
here. In cognitive testing, the presence of the tester does not need to be 
obtrusive (Jensen, 1980). In survey research there is more evidence for 
interviewer effects (Lyberg et al., 1997). Deference to the interviewer has 
been reported; participants are more likely to display positive attitudes to 
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an interviewer (e.g., Aquilino, 1994). Instrument bias is a final source of 
bias in cognitive tests that includes instrument properties with a pervasive 
and unintended influence on cross-cultural differences such as the use of 
response alternatives in Likert scales that are not identical across groups 
(e.g., due to a bad translation of item anchors).

1.2.1.3 Item Bias

Item bias or differential item functioning refers to anomalies at the item 
level (Camilli & Shepard, 1994; Holland & Wainer, 1993). According to 
a definition that is widely used in education and psychology, an item is 
biased if respondents from different cultures with the same standing on 
the underlying construct (e.g., they are equally intelligent) do not have 
the same mean score on the item. Of all bias types, item bias has been the 
most extensively studied; various psychometric techniques are available to 
identify item bias (e.g., Camilli & Shepard, 1994; Holland & Wainer, 1993; 
Sireci, 2011; Van de Vijver & Leung, 1997, 2011).

Item bias can arise in various ways, such as poor item translation, ambi-
guities in the original item, low familiarity/appropriateness of the item 
content in certain cultures, and the influence of culture-specific nuisance 
factors or connotations associated with the item wording. Suppose that a 
geography test is administered to pupils in all EU countries that ask for 
the name of the capital of Belgium. Belgian pupils can be expected to show 
higher scores on the item than pupils from other EU countries. The item is 
biased because it favors one cultural group across all test score levels.

1.2.2 equivalence

Bias has implications for the comparability of scores (e.g., Poortinga, 1989). 
Depending on the nature of the bias, four hierarchically nested types of 
equivalence can be defined: construct, structural or functional, metric (or 
measurement unit), and scalar (or full score) equivalence. These four are 
further described below.

1.2.2.1 Construct Inequivalence

Constructs that are inequivalent lack a shared meaning, which precludes 
any cross-cultural comparison. In the literature, claims of construct 
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inequivalence can be grouped into three broad types, which differ in the 
degree of inequivalence (partial or total). The first and strongest claim 
of inequivalence is found in studies that adopt a strong emic, relativistic 
viewpoint, according to which psychological constructs are completely 
and inseparably linked to their natural context. Any cross-cultural com-
parison is then erroneous as psychological constructs are cross-culturally 
inequivalent.

The second type is exemplified by psychological constructs that are 
associated with specific cultural groups. The best examples are culture-
bound syndromes. A good example is Amok, which is specific to Asian 
countries like Indonesia and Malaysia. Amok is characterized by a brief 
period of violent aggressive behavior among men. The period is often 
preceded by an insult and the patient shows persecutory ideas and auto-
matic behaviors. After this period, the patient is usually exhausted and 
has no recollection of the event (Azhar & Varma, 2000). Violent aggres-
sive behavior among men is universal, but the combination of trigger-
ing events, symptoms, and lack of recollection is culture-specific. Such 
a combination of universal and culture-specific aspects is characteris-
tic for culture-bound syndromes. Taijin Kyofusho is a Japanese exam-
ple (Suzuki, Takei, Kawai, Minabe, & Mori, 2003; Tanaka-Matsumi & 
Draguns, 1997). This syndrome is characterized by an intense fear 
that one’s body is discomforting or insulting for others by its appear-
ance, smell, or movements. The description of the symptoms suggests 
a strong form of a social phobia (a universal), which finds culturally 
unique expressions in a country in which conformity is a widely shared 
norm. Suzuki et al. (2003) argue that most symptoms of Taijin Kyofusho 
can be readily classified as social phobia, which (again) illustrates that 
culture-bound syndromes involve both universal and culture-specific 
aspects.

The third type of inequivalence is empirically based and found in com-
parative studies in which the data do not show any evidence for construct 
comparability; inequivalence here is a consequence of the lack of cross-
cultural comparability. Van Leest (1997) administered a standard per-
sonality questionnaire to mainstream Dutch and Dutch immigrants. The 
instrument showed various problems, such as the frequent use of colloqui-
alisms. The structure found in the Dutch mainstream group could not be 
replicated in the immigrant group.
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1.2.2.2 Structural or Functional Equivalence

An instrument administered in different cultural groups shows struc-
tural equivalence if it measures the same construct(s) in all these groups 
(it should be noted that this definition is different from the common 
definition of structural equivalence in SEM; in a later section I return to 
this confusing difference in definitions). Structural equivalence has been 
examined for various cognitive tests (Jensen, 1980), Eysenck’s Personality 
Questionnaire (Barrett, Petrides, Eysenck, & Eysenck, 1998), and the five-
factor model of personality (McCrae, 2002). Functional equivalence as a 
specific type of structural equivalence refers to identity of nomological 
networks (Cronbach & Meehl, 1955). A questionnaire that measures, say, 
openness to new cultures shows functional equivalence if it measures the 
same psychological constructs in each culture, as manifested in a simi-
lar pattern of convergent and divergent validity (i.e., nonzero correlations 
with presumably related measures and zero correlations with presumably 
unrelated measures). Tests of structural equivalence are applied more often 
than tests of functional equivalence. The reason is not statistical. With 
advances in statistical modeling (notably path analysis as part of SEM), 
tests of the cross-cultural similarity of nomological networks are straight-
forward. However, nomological networks are often based on a combination 
of psychological scales and background variables, such as socioeconomic 
status, education, and sex. The use of psychological scales to validate other 
psychological scales can lead to an infinite regression in which each scale 
in the network that is used to validate the target construct requires valida-
tion itself. If this issue has been dealt with, the statistical testing of nomo-
logical networks can be done in path analyses or MIMIC model (multiple 
indicators multiple causes; Jöreskog & Goldberger, 1975), in which the 
background variables predict a latent factor that is measured by the target 
instrument as well as the other instruments studied to address the validity 
of the target instrument.

1.2.2.3 Metric or Measurement Unit Equivalence

Instruments show metric (or measurement unit) equivalence if their mea-
surement scales have the same units of measurement, but a different ori-
gin (such as the Celsius and Kelvin scales in temperature measurement). 
This type of equivalence assumes interval- or ratio-level scores (with the 
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same measurement units in each culture). Metric equivalence is found 
when a source of bias creates an offset in the scale in one or more groups, 
but does not affect the relative scores of individuals within each cultural 
group. For example, social desirability and stimulus familiarity influence 
questionnaire scores more in some cultures than in others, but they may 
influence individuals within a given cultural group in a fairly homoge-
neous way.

1.2.2.4 Scalar or Full Score Equivalence

Scalar equivalence assumes an identical interval or ratio scale in all cul-
tural groups. If (and only if) this condition is met, direct cross-cultural 
comparisons can be made. It is the only type of equivalence that allows for 
the conclusion that average scores obtained in two cultures are different 
or equal.

1.3  bIas anD equIvalenCe: assessMent 
anD applICatIons

1.3.1 Identification procedures

Most procedures to address bias and equivalence only require cross-cul-
tural data with a target instrument as input; there are also procedures 
that rely on data obtained with additional instruments. The procedures 
using additional data are more open, inductive, and exploratory in nature, 
whereas procedures that are based only on data with the target instru-
ment are more closed, deductive, and hypothesis testing. An answer to the 
question of whether additional data are needed, such as new tests or other 
ways of data collection such as cognitive pretesting, depends on many fac-
tors. Collecting additional data is the more laborious and time-consum-
ing way of establishing equivalence that is more likely to be used if fewer 
cross-cultural data with the target instrument are available; the cultural 
and linguistic distance between the cultures in the study are larger, fewer 
theories about the target construct are available, or when the need is more 
felt to develop a culturally appropriate measure (possibly with culturally 
specific parts).
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1.3.1.1 Detection of Construct Bias and Construct Equivalence

The detection of construct bias and construct equivalence usually requires 
an exploratory approach in which local surveys, focus group discussions, 
or in-depth interviews are held with members of a community are used to 
establish which attitudes and behaviors are associated with a specific con-
struct. The assessment of method bias also requires the collection of addi-
tional data, alongside the target instrument. Yet, a more guided search is 
needed than in the assessment of construct bias. For example, examining 
the presence of sample bias requires the collection of data about the com-
position and background of the sample, such as educational level, age, and 
sex. Similarly, identifying the potential influence of cross-cultural differ-
ences in response styles requires their assessment. If a bipolar instrument 
is used, acquiescence can be assessed by studying the levels of agreement 
with both the positive and negative items; however, if a unipolar instru-
ment is used, information about acquiescence should be derived from 
other measures. Item bias analyses are based on closed procedures; for 
example, scores on items are summed and the total score is used to iden-
tify groups in different cultures with a similar performance. Item scores 
are then compared in groups with a similar performance from different 
cultures.

1.3.1.2 Detection of Structural Equivalence

The assessment of structural equivalence employs closed procedures. 
Correlations, covariances, or distance measures between items or subtests 
are used to assess their dimensionality. Coordinates on these dimensions 
(e.g., factor loadings) are compared across cultures. Similarity of coordi-
nates is used as evidence in favor of structural equivalence. The absence 
of structural equivalence is interpreted as evidence in favor of construct 
inequivalence. Structural equivalence techniques, as they are closed pro-
cedures, are helpful to determine the cross-cultural similarity of con-
structs, but they may need to be complemented by open procedures, such 
as focus group discussions to provide a comprehensive coverage of the 
definition of construct in a cultural group. Functional equivalence, on the 
other hand, is based on a study of the convergent and divergent validity 
of an instrument measuring a target construct. Its assessment is based on 
open procedures, as additional instruments are required to establish this 
validity.
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1.3.1.3 Detection of Metric and Scalar Equivalence

Metric and scalar equivalence are also on closed procedures. SEM is often 
used to assess relations between items or subtests and their underly-
ing constructs. It can be concluded that open and closed procedures are 
complementary.

1.3.2 examples

1.3.2.1 Examples of Construct Bias

An interesting study of construct bias has been reported by Patel, Abas, 
Broadhead, Todd, and Reeler (2001). These authors were interested how 
depression is expressed in Zimbabwe. In interviews with Shona speakers, 
they found that:

Multiple somatic complaints such as headaches and fatigue are the most 
common presentations of depression. On inquiry, however, most patients 
freely admit to cognitive and emotional symptoms. Many somatic symp-
toms, especially those related to the heart and the head, are cultural meta-
phors for fear or grief. Most depressed individuals attribute their symptoms 
to “thinking too much” (kufungisisa), to a supernatural cause, and to social 
stressors. Our data confirm the view that although depression in develop-
ing countries often presents with somatic symptoms, most patients do not 
attribute their symptoms to a somatic illness and cannot be said to have 
“pure” somatisation. (p. 482)

This conceptualization of depression is only partly overlapping with west-
ern theories and models. As a consequence, western instruments will 
have a limited suitability, particularly with regard to the etiology of the 
syndrome.

There are few studies that are aimed at demonstrating construct inequiv-
alence, but studies have found that the underlying constructs were not 
(entirely) comparable and hence, found evidence for construct inequiva-
lence. For example, De Jong and colleagues (2005) examined the cross-
cultural construct equivalence of the Structured Interview for Disorders 
to of Extreme Stress (SIDES), an instrument designed to assess symptoms 
of Disorders of Extreme Stress Not Otherwise Specified (DESNOS). The 
interview aims to measure the psychiatric sequelae of interpersonal victim-
ization, notably the consequences of war, genocide, persecution, torture, 
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and terrorism. The interview covers six clusters, each with a few items; 
examples are alterations in affect regulation and impulses. Participants 
completed the SIDES as a part of an epidemiological survey conducted 
between 1997 and 1999 among large samples of survivors of war or mass 
violence in Algeria, Ethiopia, and Gaza. Exploratory factor analyses were 
conducted for each of the six clusters; the cross-cultural equivalence of the 
six clusters was tested in a multisample, confirmatory factor analysis. The 
Ethiopian sample was sufficiently large to be split up into two subsamples. 
Equivalence across these subsamples was supported. However, compari-
sons of this model across countries showed a very poor fit. The authors 
attributed this lack of equivalence to the poor applicability of various 
items in these cultural contexts; they provide an interesting table in which 
they compare the prevalence of various symptoms in these populations 
with those in field trials to assess Post-Traumatic Stress Disorder that are 
included in the DSM–IV (American Psychiatric Association 2000). The 
general pattern was that most symptoms were less prevalent in these three 
areas than reported in the manual and that there were also large differ-
ences in prevalence across the three areas. Findings indicated that the fac-
tor structure of the SIDES was not stable across samples; thus construct 
equivalence was not shown. It is not surprising that items with such large 
cross-cultural differences in endorsement rates are not related in a similar 
manner across cultures. The authors conclude that more sensitivity for the 
cultural context and the cultural appropriateness of the instrument would 
be needed to compile instruments that would be better able to stand cross-
cultural validation. It is an interesting feature of the study that the authors 
illustrate how this could be done by proposing a multistep interdisciplinary 
method that accommodates universal chronic sequelae of extreme stress 
and accommodates culture-specific symptoms across a variety of cultures. 
The procedure illustrates how constructs with only a partial overlap across 
cultures require a more refined approach to cross-cultural comparisons as 
shared and unique aspects have to be separated. It may be noted that this 
approach exemplifies universalism in cross-cultural psychology (Berry et 
al., 2002), according to which the core of psychological constructs tends to 
be invariant across cultures but manifestations may take culture-specific 
forms.

As another example, it has been argued that organizational commit-
ment contains both shared and culture-specific components. Most west-
ern research is based on a three-componential model (e.g., Meyer & 
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Allen, 1991; cf. Van de Vijver & Fischer, 2009) that differentiates between 
affective, continuance, and normative commitment. Affective commit-
ment is the emotional attachment to organizations, the desire to belong 
to the organization and identification with the organizational norms, val-
ues, and goals. Normative commitment refers to a feeling of obligation 
to remain with the organization, involving normative pressure and per-
ceived obligations by significant others. Continuance commitment refers 
to the costs associated with leaving the organization and the perceived 
need to stay. Wasti (2002) argued that continuance commitment in more 
collectivistic contexts such as Turkey, loyalty and trust are important and 
strongly associated with paternalistic management practices. Employers 
are more likely to give jobs to family members and friends. Employees 
hired in this way will show more continuance commitment. However, 
Western measures do not address this aspect of continuance commit-
ment. A meta-analysis by Fischer and Mansell (2007) found that the three 
components are largely independent in Western countries, but are less 
differentiated in lower-income contexts. These findings suggest that the 
three components become more independent with increasing economic 
affluence.

1.3.2.2 Examples of Method Bias

Method bias has been addressed in several studies. Fernández and 
Marcopulos (2008) describe how incomparability of norm samples made 
international comparisons of the Trail Making Test (an instrument to 
assess attention and cognitive flexibility) impossible: “In some cases, these 
differences are so dramatic that normal subjects could be classified as path-
ological and vice versa, depending upon the norms used” (p. 243). Sample 
bias (as a source of method bias) can be an important rival hypothesis 
to explain cross-cultural score differences in acculturation studies. Many 
studies compare host and immigrant samples on psychological character-
istics. However, immigrant samples that are studied in Western countries 
often have lower levels of education and income than the host samples. 
As a consequence, comparisons of raw scores on psychological instru-
ments may be confounded by sample differences. Arends-Tóth and Van de 
Vijver (2008) examined similarities and differences in family support in 
five cultural groups in the Netherlands (Dutch mainstreamers, Turkish-, 
Moroccan-, Surinamese-, and Antillean-Dutch). In each group, provided 
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support was larger than received support, parents provided and received 
more support than siblings, and emotional support was stronger than 
functional support. The cultural differences in mean scores were small for 
family exchange and quality of relationship, and moderate for frequency 
of contact. A correction for individual background characteristics (nota-
bly age and education) reduced the effect size of cross-cultural differences 
from 0.04 (proportion of variance accounted for by culture before correc-
tion) to 0.03 (after correction) for support and from 0.07 to 0.03 for con-
tact. So, it was concluded that the cross-cultural differences in raw scores 
were partly unrelated to cultural background and had to be accounted for 
by background characteristics.

The study of response styles (and social desirability that is usually not 
viewed as a style, but also involves self-presentation tactics) enjoys renewed 
interest in cross-cultural psychology. In a comparison of European coun-
tries, Van Herk, Poortinga, and Verhallen (2004) found that Mediterranean 
countries, particularly Greece, showed higher acquiescent and extreme 
responding than Northwestern countries in surveys on consumer research. 
They interpreted these differences in terms of the individualism versus 
collectivism dimension. In a meta-analysis across 41 countries, Fischer, 
Fontaine, Van de Vijver, and Van Hemert (2009) calculated acquiescence 
scores for various scales in the personality, social psychological, and orga-
nizational domains. A small but significant percentage (3.1%) of the overall 
variance was shared among all scales, pointing to a systematic influence of 
response styles in cross-cultural comparisons. In presumably the largest 
study of response styles, Harzing (2006) found consistent cross-cultural 
differences in acquiescence and extremity responding across 26 countries. 
Cross-cultural differences in response styles are systematically related to 
various country characteristics. Acquiescence and extreme responding are 
more prevalent in countries with higher scores on Hofstede’s collectivism 
and power distance, and GLOBE’s uncertainty avoidance. Furthermore, 
extraversion (at the country level) is a positive predictor of acquiescence 
and extremity scoring. Finally, she found that English-language question-
naires tend to evoke less extremity scoring and that answering items in 
one’s native language is associated with more extremity scoring. Cross-
cultural findings on social desirability also point to the presence of sys-
tematic differences in that more affluent countries show, on average, lower 
scores on social desirability (Van Hemert, Van de Vijver, Poortinga, & 
Georgas, 2002).
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Instrument bias is a common source of bias in cognitive tests. An 
example can be found in Piswanger’s (1975) application of the Viennese 
Matrices Test (Formann & Piswanger 1979). A Raven-like figural induc-
tive reasoning test was administered to high-school students in Austria, 
Nigeria, and Togo (educated in Arabic). The most striking findings were 
the cross-cultural differences in item difficulties related to identifying and 
applying rules in a horizontal direction (i.e., left to right). This was inter-
preted as bias in terms of the different directions in writing Latin-based 
languages as opposed to Arabic.

1.3.2.3 Examples of Item Bias

More studies of item bias have been published than of any other form of 
bias. All widely used statistical techniques have been used to identify item 
bias. Item bias is often viewed as an undesirable item characteristic that 
should be eliminated. As a consequence, items that are presumably biased 
are eliminated prior to the cross-cultural comparisons of scores. However, 
it is also possible to view item bias as a source of cross-cultural differences 
that is not to be eliminated but requires further examination (Poortinga & 
Van der Flier, 1988). The background of this view is that item bias, which 
by definition involves systematic cross-cultural differences, can be inter-
preted as referring to culture-specifics. Biased items provide information 
about cross-cultural differences on other constructs than the target con-
struct. For example in a study on intended self-presentation strategies by 
students in job interviews involving 10 countries, it was found that the 
dress code yielded biased items (Sandal et al., in preparation). Dress code 
was an important aspect of self-presentation in more traditional coun-
tries (such as Iran and Ghana) whereas informal dress was more common 
in more modern countries (such as Germany and Norway). These items 
provide important information about self-presentation in these countries, 
which cannot be dismissed as bias but that should be eliminated.

Experiences accumulated over a period of more than 40 years after 
Cleary and Hilton’s (1968) first study have not led to new insights as to 
which items tend to be biased. In fact, one of the complaints has been the 
lack of accumulation. Educational testing has been an important domain 
of application of item bias. Linn (1993), in a review of the findings, came 
to the sobering conclusion that no general findings have emerged about 
which item characteristics are associated with item bias; he argued that 
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item difficulty was the only characteristic that was more or less associ-
ated with bias. The item bias tradition has not led to widely accepted 
practices about item writing for multicultural assessment. One of the 
problems in accumulating knowledge from the item bias tradition about 
item writing may be the often specific nature of the bias. Van Schilt-
Mol (2007) identified item bias in educational tests (Cito tests) in Dutch 
primary schools using psychometric procedures. She then attempted to 
identify the source of the item bias, using a content analysis of the items 
and interviews with teachers and immigrant pupils. Based on this analy-
sis, she changed the original items and administered the new version. 
The modified items showed little or no bias, indicating that she success-
fully identified and removed the bias source. Her study illustrates an 
effective, though laborious way to deal with bias. The source of the bias 
was often item specific (such as words or pictures that were not equally 
known in all cultural groups) and no general conclusions about how to 
avoid items could be drawn from her study.

Item bias has also been studied in personality and attitude measures. 
Although I do not know of any systematic comparison, the picture that 
emerges from the literature is one of great variability in numbers of biased 
items across instruments. There are numerous examples in which many 
or even a majority of the items turned out to be biased. If so many items 
are biased, serious validity issues have to be addressed, such as potential 
construct bias and adequate construct coverage in the remaining items. A 
few studies have examined the nature of item bias in personality question-
naires. Sheppard, Han, Colarelli, Dai, and King (2006) examined bias in 
the Hogan Personality Inventory in Caucasian and African-Americans, 
who had applied for unskilled factory jobs. Although the group mean dif-
ferences were trivial, more than a third of the items showed item bias. 
Items related to cautiousness tended to be potentially biased in favor of 
African-Americans. Ryan, Horvath, Ployhart, Schmitt, and Slade (2000) 
were interested in determining sources of item bias global employee opin-
ion surveys. Analyzing data from a 36-country study involving more 
than 50,000 employees, they related item bias statistics (derived from item 
response theory) to country characteristics. Hypotheses about specific 
item contents and Hofstede’s (2001) dimensions were only partly con-
firmed; the authors found that more dissimilar countries showed more 
item bias. The positive relation between the size of global cultural differ-
ences and item bias may well generalize to other studies. Sandal et al. (in 
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preparation) also found more bias between countries that are culturally 
further apart. If this conclusion would hold across other studies, it would 
imply that a larger cultural distance between countries can be expected 
to be associated with more valid cross-cultural differences and more item 
bias. Bingenheimer, Raudenbush, Leventhal, and Brooks-Gunn (2005) 
studied bias in the Environmental Organization and Caregiver Warmth 
scales that were adapted from several versions of the HOME Inventory 
(Bradley, 1994; Bradley, Caldwell, Rock, Hamrick, & Harris, 1988). The 
scales are measures of parenting climate. There were about 4000 Latino, 
African-American, and European American parents living in Chicago 
that participated. Procedures based on item response theory were used to 
identify bias. Biased items were not thematically clustered.

1.3.2.4 Examples of Studies of Multiple Sources of Bias

Some studies have addressed multiple sources of bias. Thus, Hofer, Chasiotis, 
Friedlmeier, Busch, and Campos (2005) studied various forms of bias 
in a thematic apperception test, which is an implicit measure of power 
and affiliation motives. The instrument was administered in Cameroon, 
Costa Rica, and Germany. Construct bias in the coding of responses was 
addressed in discussions with local informants; the discussions pointed to 
the equivalence of coding rules. Method bias was addressed by examining 
the relation between test scores and background variables such as age and 
education. No strong evidence was found. Finally, using loglinear models, 
some items were found to be biased. As another example, Meiring, Van de 
Vijver, Rothmann, and Barrick (2005) studied construct, item, and method 
bias of cognitive and personality tests in a sample of 13,681 participants 
who had applied for entry-level police jobs in the South African Police 
Services. The sample consisted of Whites, Indians, Coloreds, and nine 
Black groups. The cognitive instruments produced very good construct 
equivalence, as often found in the literature (e.g., Berry, Poortinga, Segall, 
& Dasen, 2002; Van de Vijver, 1997); moreover, logistic regression pro-
cedures identified almost no item bias (given the huge sample size, effect 
size measures instead of statistical significance were used as criterion for 
deciding whether items were biased). The personality instrument (i.e., the 
16 PFI Questionnaire that is an imported and widely used instrument in 
job selection in South Africa) showed more structural equivalence prob-
lems. Several scales of the personality questionnaire revealed construct 
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bias in various ethnic groups. Using analysis of variance procedures, very 
little item bias in the personality scales was observed. Method bias did 
not have any impact on the (small) size of the cross-cultural differences in 
the personality scales. In addition, several personality scales revealed low-
internal consistencies, notably in the Black groups. It was concluded that 
the cognitive tests were suitable as instruments for multicultural assess-
ment, whereas bias and low-internal consistencies limited the usefulness 
of the personality scales.

1.4  IDentIfICatIon of bIas In stRuCtuRal 
equatIon MoDelInG

There is a fair amount of convergence on how equivalence should be 
addressed in structural equation models. I mention here the often quoted 
classification by Vandenberg (2002; Vandenberg & Lance, 2000) that, if 
fully applied, has eight steps:

 1. A global test of the equality of covariance matrices across groups.
 2. A test of configural invariance (also labeled weak factorial invari-

ance) in which the presence of the same pattern of fixed and free 
factor loadings is tested for each group.

 3. A test of metric invariance (also labeled strong factorial invariance) 
in which factor loadings for identical items are tested to be invariant 
across groups.

 4. A test of scalar invariance (also labeled strict invariance) in which 
identity of intercepts when identical items are regressed on the latent 
variables.

 5. A test of invariance of unique variances across groups.
 6. A test of invariance of factor variances across groups.
 7. A test of invariance of factor covariances across groups.
 8. A test of the null hypothesis of invariant factor means across groups. 

The latter is a test of cross-cultural differences in unobserved 
means.

The first test (the local test of invariance of covariance matrices) is infre-
quently used, presumably because researchers are typically more interested 



Capturing Bias in Structural Equation Modeling • 19

in modeling covariances than merely testing their cross-cultural invari-
ance and the observation that covariance matrices are not identical may 
not be informative about the nature of the difference. The most frequently 
reported invariance tests involve configural, metric, and scalar invariance 
(Steps 2 through 4). The latter three types of invariance address relations 
between observed and latent variables. As these involve the measurement 
aspects of the model, they are also referred to as measurement invariance 
(or measurement equivalence). The last four types of invariance (Steps 5 
through 8) address characteristics of latent variables and their relations; 
therefore, they are referred to as structural invariance (or structural 
equivalence).

As indicated earlier, there is a confusing difference in the meaning of the 
term “structural equivalence,” as employed in the cross-cultural psychol-
ogy tradition, and “structural equivalence” (or structural invariance), as 
employed in the SEM tradition. Structural equivalence in the cross-cultural 
psychology tradition addresses the question of whether an instrument 
measures the same underlying construct(s) in different cultural groups 
and is usually examined in exploratory factor analyses. Identity of factors 
is taken as evidence in favor of structural equivalence, which then means 
that the structure of the underlying construct(s) is identical across groups. 
Structural equivalence in the structural equation tradition refers to identi-
cal variances and covariances of structural variables (latent factors) of the 
model. Whereas structural equivalence addresses links between observed 
and latent variables, structural invariance does not involve observed vari-
ables at all. Structural equivalence in the cross-cultural psychology tradi-
tion is close to what in the SEM tradition is between configural invariance 
and metric invariance (measurement equivalence).

I now describe procedures that have been proposed in the SEM tradition 
to identify the three types of bias (construct, method, and item bias) as 
well as illustrations of the procedures; an overview of the procedures (and 
their problems) can be found in Table 1.1.

1.4.1 Construct bias

1.4.1.1 Procedure

The structural equivalence tradition started with the question of how 
invariance of any parameter of a structural equation model can be tested. 
The aim of the procedures is to establish such invariance in a statistically 
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rigorous manner. The focus of the efforts has been on the comparabil-
ity of previously tested data. The framework does not specify or prescribe 
how instruments have to be compiled to be suitable for cross-cultural 
comparisons; rather, the approach tests corollaries of the assumption that 
the instrument is adequate for comparative purposes. The procedure for 
addressing this question usually follows the steps described before, with 

table 1.1

Overview of Types of Bias and Structural Equation Modeling (SEM) Procedures to their 
Identification

type of 
Bias Definition

SEM Procedure for 
Identification Problems

Construct A construct differs across 
cultures, usually due to 
an incomplete overlap of 
construct-relevant 
behaviors.

Multigroup 
conformatory factor 
analysis, testing 
configural invariance 
(identity of patterning 
of loadings and 
factors).

Cognitive 
interviews and 
ethnographic 
information may 
be needed to assess 
whether construct 
is adequately 
captured.

Method Generic term for all 
sources of bias due to 
factors often described 
in the methods section 
of empirical papers. 
Three types of method 
bias have been defined, 
depending on whether 
the bias comes from the 
sample, administration, 
or instrument.

Confirmatory factor 
analysis or path 
analysis of models 
that evaluate the 
influence of method 
factors (e.g., by 
testing method 
factors).

Many studies do not 
collect data about 
method factors, 
which makes the 
testing of method 
factor impossible.

Item Anomalies at the item 
level; an item is biased if 
respondents from 
different cultures with 
the same standing on 
the underlying construct 
(e.g., they are equally 
intelligent) do not have 
the same mean score on 
the item.

Multigroup 
confirmatory factor 
analysis, testing scalar 
invariance (testing 
identity of intercepts 
when identical items 
are regressed on the 
latent variables; 
assumes support for 
configural and metric 
equivalence).

Model of scalar 
equivalence, 
prerequisite for a 
test of items bias, 
may not be 
supported. Reasons 
for item bias may 
be unclear.
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an emphasis on the establishment of configural, metric, and scalar invari-
ance (weak, strong, and strict invariance).

1.4.1.2 Examples

Caprara, Barbaranelli, Bermúdez, Maslach, and Ruch (2000) tested the 
cross-cultural generalizability of the Big Five Questionnaire (BFQ), 
which is a measure of the Five Factor Model in large samples from 
Italy, Germany, Spain, and the United States. The authors used explor-
atory factor analysis, simultaneous component analysis (Kiers, 1990), 
and confirmatory factor analysis. The Italian, American, German, and 
Spanish versions of the BFQ showed factor structures that were compa-
rable: “Because the pattern of relationships among the BFQ facet-scales is 
basically the same in the four different countries, different data analysis 
strategies converge in pointing to a substantial equivalence among the 
constructs that these scales are measuring” (p. 457). These findings sup-
port the universality of the five-factor model. At a more detailed level the 
analysis methods did not yield completely identical results. The confir-
matory factor analysis picked up more sources of cross-cultural differ-
ences. The authors attribute the discrepancies to the larger sensitivity of 
confirmatory models.

Another example comes from the values domain. Like the previous 
study, it addresses relations between the (lack of) structural equivalence 
and country indicators. Another interesting aspect of the study is the 
use of multidimensional scaling where most studies use factor analysis. 
Fontaine, Poortinga, Delbeke, and Schwartz (2008) assessed the structural 
equivalence of the values domain, based on the Schwartz value theory, in 
a dataset from 38 countries, each represented by a student and a teacher 
sample. The authors found that the theoretically expected structure pro-
vided an excellent representation of the average value structure across sam-
ples, although sampling fluctuation causes smaller and larger deviations 
from this average structure. Furthermore, sampling fluctuation could not 
account for all these deviations. The closer inspection of the deviations 
shows that higher levels of societal development of a country were associ-
ated with a larger contrast between protection and growth values. Studies 
of structural equivalence in large-scale datasets open a new window on 
cross-cultural differences. There are no models of the emergence of con-
structs that accompany changes in a country, such as increases in the level 
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of affluence. The study of covariation between social developments and 
salience of psychological constructs is largely uncharted domain.

A third example from the values domain comes from Spini (2003), 
who examined the measurement equivalence of 10 value types from the 
Schwartz Value Survey in a sample of 3859 students from 21 different 
countries. Acceptable levels of configural and metric equivalence were 
found for all values, except Hedonism. The hypothesis of scalar equiva-
lence was rejected for all value types. Although the study by Fontaine et al. 
(2008) tested the universality of the global structure whereas Spini tested 
the equivalence of the separate scales, the two studies show remarkable 
resemblance in that structural equivalence was relatively well supported.

Arends-Tóth and Van de Vijver (2008) studied associations between 
well-being and family relationships among five cultural groups in the 
Netherlands (Dutch mainstreamers, and Turkish, Moroccan, Surinamese, 
and Antillean immigrants). Two aspects of relationships were studied: 
family values, which refer to obligations and beliefs about family rela-
tionships, and family ties that involve more behavior-related relational 
aspects. A SEM model was tested in which the two aspects of relation-
ships predicted a latent factor, called well-being, which was measured by 
loneliness and general and mental health. Multisample models showed 
invariance of the regression weights of the two predictors and of the factor 
loadings of loneliness and health. Other model components showed some 
cross-cultural variation (correlations between the errors of the latent and 
outcome variables).

Van de Vijver (2002) examined the comparability of scores on tests of 
inductive reasoning in samples of 704 Zambian, 877 Turkish, and 632 
Dutch pupils from the highest two grades of primary and the lowest two 
grades of secondary school. In addition to the two tests of inductive rea-
soning (employing figures and nonsense words as stimuli, respectively), 
three tests were administered that assessed cognitive components that are 
assumed to be important in inductive thinking (i.e., classification, rule 
generation, and rule testing). SEM was used to test the fit of a MIMIC 
model in which the three component tests predicted a latent factor, labeled 
inductive reasoning, which was measured by the two tests mentioned. 
Configural invariance was supported, metric equivalence invariance 
was partially supported, and tests of scalar equivalence showed a poor 
fit. It was concluded that comparability of test scores across these groups 
was problematic and that cross-cultural score differences were probably 
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influenced by auxiliary constructs such as test exposure. Finally, Davidov 
(2008) examined invariance of a 21-item instrument measuring human 
values of the European Social Survey that was administered in 25 coun-
tries. Multigroup confirmatory factor analysis did not support configural 
and metric invariance across these countries. Metric equivalence was only 
established after a reduction in the number of countries to 14 and of the 
original 10 latent factors to seven.

1.4.2 Method bias

1.4.2.1 Procedure

The study of method bias in SEM is straightforward. Indicators of the 
source of method bias, which are typically viewed as confounding vari-
ables, can be introduced in a path model, which enables the statistical 
evaluation of their impact. Below examples of studies in response styles 
are given, but other examples can be easily envisaged, such as including 
years of schooling, socioeconomic status indicators, or interviewer char-
acteristics. The problem with the study of method bias is usually not the 
statistical evaluation but the availability of pertinent data. For example, 
social desirability is often mentioned as a source of cross-cultural score 
differences but infrequently measured; only when such data are available, 
an evaluation of its impact can be carried out.

1.4.2.2 Examples

Various authors have addressed the evaluation of response sets, nota-
bly acquiescence and extremity scoring (e.g., Cheung & Rensvold, 2000; 
Mirowsky & Ross, 1991; Watson, 1992); yet, there are relatively few sys-
tematic SEM studies of method bias compared to the numerous studies on 
other types of bias. Billiet and McClendon (2000) worked with a balanced 
set of Likert items that measured ethnic threat and distrust in politics in a 
sample of Flemish respondents. The authors found a good fit for a model 
with three latent factors: two content factors (ethnic threat and distrust in 
politics that are negatively correlated) with positive and negative slopes 
according to the wording of the items, and one uncorrelated common 
style factor with all positive loadings. The style factor was identified as 
acquiescence, given that its correlation with the sum of agreements was 
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very high. Welkenhuysen-Gybels, Billiet, and Cambré (2003) applied a 
similar approach in a cross-cultural study.

1.4.3 Item bias

1.4.3.1 Procedure

Item bias in SEM is closely associated with the test of scalar invariance. It 
is tested by examining invariance of intercepts when an item is regressed 
on its latent factor (fourth step in Vandenberg’s procedure). The procedure 
is different from those described in the differential item functioning tradi-
tion (e.g., Camilli & Shepard, 1994; Holland & Wainer, 1993). Although it is 
impossible to capture the literally hundreds of procedures in this tradition 
that have been proposed, some basic ideas prevail. The most important is 
the relevance of comparing item statistics per score level. The latter are 
usually defined by splitting up a sample in subsamples of respondents with 
similar scores (such as splitting up the sample in low, medium, and high 
scorers). Corollaries of the assumption that equal sum scores on the (uni-
dimensional) instrument reflect an equal standing on the latent trait are 
then tested. For example, the Mantel–Haenszel procedure tests whether 
the mean scores of persons with the same sum scores are identical across 
cultures (as they should be for an unbiased item). The SEM procedure 
tests whether the (linear) relation between observed and latent variable is 
identical across cultures (equal slopes and intercepts). From a theoretical 
point of view, the Mantel–Haenszel and SEM procedures are very differ-
ent; for example, the Mantel–Haenszel procedure is based on a nonlin-
ear relation between item score and latent trait whereas SEM employs a 
linear model. Also, both employ different ways to get access to the latent 
trait (through covariances in SEM and slicing up data in score levels in 
the Mantel–Haenszel procedure). Yet, from a practical point of view, the 
two procedures will often yield convergent results. It has been shown 
that using the Mantel–Haenszel is conceptually identical to assuming a 
Rasch model to apply to the scale and testing identity of item parameters 
across groups (Fischer, 1993). The nonlinear (though strictly monotonous) 
relation between item and latent construct score that is assumed in the 
Rasch model will often not differ much from the linear relation assumed 
by SEM. Convergence of results is therefore not surprising, in particular 
when items show a strong bias.
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It is an attractive feature of SEM that biased items do not need to be 
eliminated from the instrument prior to the cross-cultural comparison 
(as are often done in analyses based on other statistical models). Biased 
items can be retained as culture-specific indicators. Partial measurement 
invariance allows for including both shared and nonshared items in cross-
cultural comparisons. Scholderer, Grunert, and Brunsø (2005) describe a 
procedure for identifying intercept differences and correcting for these 
differences in the estimation of latent means.

1.4.3.2 Examples

Two types of procedures can be found in the literature that address item 
bias. In the first and most common type, item bias is part of a larger exercise 
to study equivalence and is tested after configural and metric equivalence 
have been established. The second kind of application adds information 
from background characteristics to determine to what extent these char-
acteristics can help to identify bias.

De Beuckelaer, Lievens, and Swinnen (2007) provide an example of 
the first type of application. They tested the measurement equivalence 
of a global organizational survey that measures six work climate fac-
tors in 24 countries from West Europe, East Europe, North America, the 
Americas, Middle East, Africa, and the Asia-Pacific region; the sample 
comprised 31,315 employees and survey consultants. The survey instru-
ment showed configural and metric equivalence of the six-factor structure, 
but scalar equivalence was not supported. Many intercept differences of 
items were found; the authors argued that this absence was possibly a con-
sequence of response styles. They split up the countries in regions with 
similar countries or with the same language. Within these more narrowly 
defined regions (e.g., Australia, Canada, United Kingdom, and the United 
States as the English-speaking region), scalar equivalence was found. 
A study by Prelow, Michaels, Reyes, Knight, and Barrera (2002) provides 
a second example. These authors tested the equivalence of the Children’s 
Coping Strategies Checklist in a sample of 319 European American, 
African-American, and Mexican American adolescents from low-income, 
inner-city families. The coping questionnaire consisted of two major 
styles, active coping and avoidant coping, each of which comprised dif-
ferent subscales. Equivalence was tested per subscale. Metric equivalence 
was strongly supported for all subscales of the coping questionnaire; yet, 
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intercept invariance was found in few cases. Most of the salient differences 
in intercept were found between the African-American and Mexican 
American groups.

An example of the second type of item bias study has been described 
by Grayson, Mackinnon, Jorm, Creasey, and Broe (2000). These authors 
were interested in the question of whether physical disorders influ-
ence scores on the Center for Epidemiological Studies Depression Scale 
(CES-D) among elderly, thereby leading to false-positives in assessment 
procedures. The authors recruited a sample of 506 participants aged 75 or 
older living in their community in Sydney, Australia. The fit of a MIMIC 
model was tested. The latent factor, labeled depression, was measured 
by the CES-D items; item bias was defined as the presence of significant 
direct effects of background characteristics on items (so, no cultural varia-
tion was involved). Various physical disorders (such as mobility, disability, 
and peripheral vascular disease) had a direct impact on particular item 
scores in addition to the indirect path through depression. The authors 
concluded that the CES-D score is “polluted with contributions unrelated 
to depression” (p. 279). The second example is due to Jones (2003), who 
assessed cognitive functioning among African-American and European 
American older adults (>50 years) in Florida during a telephone interview. 
He also used a MIMIC model. Much item bias was found (operational-
ized here as differences in both measurement weights and intercepts of 
item parcels on a general underlying cognition factor). Moreover, the bias 
systematically favored the European American group. After correction for 
this bias, the size of the cross-cultural differences in scores was reduced by 
60%. Moreover, various background characteristics had direct effects on 
item parcels, which were interpreted as evidence for item bias.

The two types of applications provide an important difference in per-
spective on item bias. The first approach only leads to straightforward 
findings if the null hypothesis of scalar equivalence is confirmed; if, as is 
often the case, no unambiguous support for scalar equivalence is found, 
it is often difficult to find reasons that are methodologically compelling 
for the lack of scalar equivalence. So, the conclusion can then be drawn 
that scalar equivalence is not supported and a close inspection of the 
deviant parameters will indicate those items that are responsible for the 
poor fit. However, such an observation usually does not suggest a sub-
stantive reason for the poor fit. The second approach starts from a more 
focused search for a specific antecedent of item bias. As a consequence, the 
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results of these studies are easier to interpret. This observation is in line 
with a common finding in item bias studies of educational and cognitive 
tests (e.g., Holland & Wainer, 1993): Without specific hypotheses about 
the sources of item bias, a content analysis of which items are biased and 
unbiased hardly ever leads to interpretable results as to the reasons for the 
bias.

The literature on equivalence testing is still scattered and is not yet ready 
for a full-f ledged meta-analysis of the links between characteristics of 
instruments, samples, and their cultures on the one hand, and levels of 
equivalence on the other hand; yet, it is already quite clear that studies 
of scalar equivalence often do not support the direct comparison of scores 
across countries. Findings based on SEM and findings based on other item 
bias techniques point in the same direction: Item bias is more pervasive 
than we may conveniently think and when adequately tested, scalar equiv-
alence is often not supported. The widespread usage of analyses of (co)
variance, t-tests, and other techniques that assume full score equivalence, 
is not based on adequate invariance testing. The main reason for not both-
ering about scalar invariance prior to comparing means across cultures 
is opportunistic: various studies have compared the size of cross-cultural 
differences before and after correction for item bias and most of these have 
found that item bias does not tend to favor a single group and that correc-
tion for item bias usually does not affect the size of cross-cultural differ-
ences (Van de Vijver, 2011).

1.5  statIstICal MoDelInG anD 
bIas: a sWot analysIs

After the description of a framework for bias and equivalence and a 
description of various examples in which the framework was employed, 
the stage is set for an evaluation of the contribution of SEM to the study of 
bias and equivalence. The evaluation takes the form of a SWOT analysis 
(strengths, weaknesses, opportunities, and threats).

The main strength of SEM is the systematic manner in which invariance 
can be tested. There is no other statistical theory that allows for such a fine-
grained, flexible, and integrated analysis of equivalence. No other older 
approach combines these characteristics; for example, a combination of 



28 • Fons J. R. van de Vijver

exploratory factor analysis and item bias analysis could be used for exam-
ining the configural and scalar equivalence, respectively. However, the two 
kinds of procedures are conceptually unrelated. As a consequence, partial 
invariance is difficult to incorporate in such analyses. Furthermore, SEM 
has been instrumental in putting equivalence testing on the agenda of 
cross-cultural researchers and in stimulating the interest in cross-cultural 
studies.

The first weakness of equivalence testing using SEM is related to the 
large discrepancy between the advanced level of statistical theorizing 
behind the framework and the far from advanced level of available theo-
ries about cross-cultural similarities and differences. The level of sophis-
tication of our conceptual models of cross-cultural differences is nowhere 
near the statistical sophistication available to test these differences. As a 
consequence, it is difficult to strike a balance between conceptual and sta-
tistical considerations in equivalence testing. The literature shows that it 
is tempting to use multigroup factor analysis in a mechanical manner by 
relying entirely on statistical, usually significance criteria to draw conclu-
sions about levels of equivalence. An equivalence test using SEM can easily 
become synonymous with a demonstration that scores can be compared 
in a bias-free manner. In my view, there are two kinds of problems with 
these mechanical applications of equivalence tests. First, there are statisti-
cal problems with the interpretation of fit tests. Particularly in large-scale 
cross-cultural studies, the lack of convergence of information provided by 
the common fit statistics, combined with the absence of adequate Monte 
Carlo studies and experience with fit statistics in similar cases, can cre-
ate problems in choosing the most adequate model. In these studies, it 
is difficult to tease apart fit problems due to conceptually trivial sample 
particulars that do not challenge the interpretation of the model as being 
equivalent and fit problems due to misspecifications of the model that are 
conceptually consequential. Secondly, equivalence testing in SEM can eas-
ily become a tool that, possibly inadvertently, uses statistical sophistication 
to compensate for problems with the adequacy of instruments or samples. 
Thus, studies using convenience samples have problems of external valid-
ity, whatever the statistical sophistication used to deal with the data. Also, 
it is relatively common in cross-cultural survey research to employ short 
instruments. Such instruments may yield a poor rendering of the underly-
ing construct and may capitalize on item specifics, particularly in a cross-
cultural framework.
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In addition to statistical problems, there is another and probably more 
salient problem of equivalence testing in a SEM framework: Sources 
of bias can be easily overlooked in standard equivalence tests based on 
confirmatory factor analysis, thereby reaching overly liberal conclusions 
about equivalence. Thus, construct inequivalence cannot be identified in 
deductive equivalence testing (i.e., testing in which only data from a target 
instrument are available, as is the case in confirmatory factor analysis). 
There is a tendency in the literature to apply closely translated question-
naires without adequately considering adaptation issues (Hambleton, 
Merenda, & Spielberger, 2005). Without extensive pretesting, the use of 
interviews to determine the accuracy of items, or the inclusion of addi-
tional instruments to check the validity of a target instrument, it is impos-
sible to determine whether closely translated items are the best possible 
items in a specific culture. Culture-specific indicators of common con-
structs may have been missed. The focus on using identical instruments 
in many cultures may lead to finding superficial similarities between cul-
tures, because the instrument compilation may have driven the study to an 
emphasis on similarities. The various sources of bias (construct, method, 
and items) cannot be investigated adequately if only data from the target 
instrument are available. Various sources of bias can be studied in SEM, 
but most applications start from a narrow definition of bias that capitalizes 
on confirmatory factor analysis without considering or having additional 
data to address bias. It should be noted that the problem of not considering 
all bias sources in cross-cultural studies is not an intrinsic characteristic 
of SEM, but a regrettable, self-imposed limitation in its use.

A first opportunity of equivalence testing using SEM is its scope to estab-
lish a closer link between the statistical modeling and inference levels. 
The discrepancy between the widespread usage of statistical techniques 
that compare mean scores across countries, such as analysis of variance, 
and the frequent observation in SEM procedures that conditions of scalar 
equivalence are not fulfilled defines a clear mission for SEM researchers. A 
second opportunity is related to the distinction between significance and 
relevance. It is quite clear that blind applications of significance testing 
often do not yield meaningful results; however, more work is needed to 
identify boundaries of practical significance. How much lack of fit can be 
tolerated before different substantive conclusions have to be drawn?

The main threat is that SEM procedures remain within the purview of 
SEM researchers. Usage of the procedures has not (yet?) become popular 
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among substantive researchers. There is a danger that SEM researchers 
keep on “preaching the gospel to the choir” by providing solutions to 
increasingly complex technical issues without linking questions from sub-
stantive researchers and determining how SEM can help to solve substan-
tive problems and advance our theorizing.

1.6 ConClusIons

Statistical procedures in the behavioral and social sciences are tools to 
improve research quality. This also holds for the role of SEM procedures 
in the study of equivalence and bias. In order to achieve a high quality, a 
combination of various types of expertise is needed in cross-cultural stud-
ies. SEM procedures can greatly contribute to the quality of cross-cultural 
studies, but more interaction between substantive and method research-
ers is needed to realize this potential. It is not a foregone conclusion that 
the potential of SEM procedures will materialize and that the threats of 
these procedures will not materialize. We need to appreciate that large-
scale cross-cultural studies require many different types of expertise; it 
is unrealistic to assume that there are many researchers who have all the 
expertise required to conduct such studies. Substantive experts are needed 
with knowledge of the target construct, next to cultural experts with 
knowledge about construct in the target context, next to measurement 
experts who can convert substantive knowledge in adequate measurement 
procedures, next to statistical experts who can test bias and equivalence in 
a study. The strength of a chain is defined by the strength of the weakest 
link; this also holds for the quality of cross-cultural studies. SEM has great 
potential for cross-cultural studies, but it will be able to achieve this poten-
tial only in close interaction with expertise from various other domains.
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2.1 IntRoDuCtIon

In social science, we typically work with measures that are laden with 
errors. Theories are generally couched in terms of constructs or phenom-
ena that are unobserved or unobservable but nevertheless have empirical 
implications. It is these unobservable indicators that we actually analyze. 
Hence, an important preliminary task for an analyst is to specify the 
assumed relationship of observable indicators to the underlying phenom-
enon that is to be measured. Better still, one can test hypotheses about 
these relations. The focus of this volume is on cross-cultural methods; 
this brings with it further complexities for deriving adequate social mea-
surement in that we cannot expect to necessarily see the same empirical 
patterns of observations across cultures (for instance, on a set of related 
questionnaire items measuring a single attitude) even where the underly-
ing phenomenon is in fact the same. Absent some resolution of this prob-
lem, comparisons of the true differences in, say, attitudes or beliefs across 
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cultures are problematic because of the conflation of such differences as 
may exist with differences in the ways in which the observable indictors 
“behave” across the very same cultural boundaries.

Other chapters in this volume (Chapter 7) demonstrate the use of con-
firmatory factor analysis (CFA) to evaluate cross-cultural comparability 
of measures. This chapter goes beyond the measurement model and pres-
ents methods for evaluating group mean differences on unobserved, latent 
variables. It is probably fair to say that the most common approach in 
this regard is for researchers first to evaluate the extent of metric equiv-
alence between groups using CFA (equal factor loadings) and then test 
hypotheses about group mean differences using t-tests or analysis of vari-
ance (ANOVA) on summated scales derived from the collection of indica-
tors shown to have invariant measurement properties across these groups 
(Ployhart & Oswald, 2004; Vandenberg & Lance, 2000). However, for this 
procedure to yield valid inferences, the items must exhibit scalar invari-
ance—equality of intercepts. In order to evaluate this, it is necessary to 
model both the covariance and mean structure of the latent variable sys-
tem (Meredith, 1993).

This chapter provides a nontechnical introduction to the use of CFA 
for cross-national comparisons that include mean structures. It should be 
of interest to applied social scientists who wish to utilize the methods in 
their own work as well as for readers who want to understand and criti-
cally evaluate literature in their substantive fields that employs this type 
of analysis. The method allows for the testing of hypotheses about group 
mean differences on unobserved, latent variables instead of manifest com-
posite variables such as summated scales or factor score estimates. We 
demonstrate these techniques with an analysis of social and political trust 
in Europe in three waves of the European Social Survey (ESS).

2.2 CovaRIanCe anD Mean stRuCtuRes

In CFA, or structural equation modeling (SEM) more generally, the inter-
est lies in accounting for the observed pattern of covariances between 
manifest variables with reference to one or more latent variables. The latent 
variable(s) can be thought of as predictors of the observed items and the 
factor loadings as regression coefficients. In the example below, there is a 
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vector of manifest indicator variables, X, that depends on a single continu-
ous latent variable ξ. The covariance structure can be modeled without 
reference to means by simply assuming that the intercepts are zero. The Λ 
and δ are factor loadings and unique errors, respectively,

 X = Λxξ + δ. (2.1)

Interpretation is then analogous to regression analysis using standardized 
coefficients. However, if one wishes explicitly to examine latent means, 
then the mean structure must be incorporated into the model by estimat-
ing a vector, τ, of intercepts:

 x = τx + Λxξ + δ. (2.2)

For a model where there are multiple groups (e.g., several countries, male/
female, etc.), separate parameters need to be estimated for each of these g 
groups:

  xg = τg
x + Λg

xξg + δg. (2.3)

This procedure for testing hypotheses about group differences in lev-
els of unobserved variables was originally referred to as “structured 
means modeling” (SMM; Sörbom, 1974), but is also known as “mean 
and covariance structure” analysis (MACS; Ployhart & Oswald, 2004). 
The key advantage over the ANOVA or t-test approaches more usually 
employed is that—in common with applications of SEM in general—
relations between latent unobserved variables can be modeled after 
attenuating for measurement error. True group differences will emerge 
more clearly than they would using only observed items or summated 
scales because these have a higher ratio of “noise” to “signal” compared 
to latent variables.

Estimating this type of model when one has a hypothesis about the dif-
ference between group means entails several complications relative to 
multigroup CFA that uses only the covariance structure. First, there is the 
additional consideration of testing for equal intercepts across groups as well 
as factor loadings. Second, it is not possible to simultaneously estimate means 
of latent variables in all groups because this model is  unidentified. “The rea-
son for this lack of identification is analogous to a situation where one is told 
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that the difference between two numbers is 10 and the task is to identify 
both numbers. No unique solution exists to this problem (Hancock 2004).” 
However, as our interest is in estimating the difference in latent means, fix-
ing one value and estimating the other is sufficient. The usual solution is to 
fix at zero the latent mean, treating it as a reference group, and then all other 
latent group means are estimated as deviations from the reference mean 
(Bollen, 1989). At least one intercept also has to be fixed, usually at unity, in 
order to identify the model. The meaning of the intercept for each observed 
item is, as in standard regression, the expected score on the item for an indi-
vidual who has an estimated latent factor score of zero.

Many authors have discussed the degree to which measurement 
equivalence needs to hold in both mean and covariance structures. 
Vandenberg and Lance (2000) review this literature and derive a rec-
ommended sequence for testing for invariance that seems to reflect the 
current consensus. The first step in a multigroup CFA where the aim 
is ultimately to test for latent mean differences is to test for configural 
invariance. That is to say, is the factor structure across groups the same? 
This is something of a qualitative judgment rather than a formal test. 
If, say, one has a set of items thought to measure a single latent attitude, 
then a one-factor model should fit the data in each group. If in some 
groups the items reflect two underlying factors, according to goodness-
of-fit measures, then it is not appropriate to continue with further invari-
ance testing. Assuming that configural invariance is obtained, the next 
step is to test for metric invariance. Factor loadings should be set equal 
across groups so that only one parameter for each loading is estimated. 
The fit of this model is compared with the fit of the unrestricted model 
that allows for freely estimated loadings in each group. At this point, 
researchers often find that the restricted model fits significantly worse 
than the unrestricted one. One should then be guided by a combina-
tion of modification indices and substantive theory in deciding which 
loadings that should be freed sequentially in order to obtain a better fit-
ting model. Again, it is to a large extent a matter of judgment as to what 
constitutes a model that displays sufficient partial invariance to proceed 
to the next stage, other than at least one estimated loading should be 
invariant across groups in addition to the loadings that are equal due 
to their being fixed at unity for identification purposes (Steenkamp & 
Baumgartner, 1998).
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Assuming that a model is found that demonstrates sufficient cross-
group equivalence of factor loadings, one can then proceed to testing 
for scalar invariance: equality of intercepts. One intercept for each latent 
variable needs to be fixed at zero. This should be for the item whose fac-
tor loading is fixed at unity. The other intercepts are all constrained to 
be equal across groups. (Alternative strategies for identifying this model 
are presented in Chapter 3 of this volume). The fit of the model compared 
to the final one from the previous stage should be evaluated and, if, as is 
often the case, the fit is significantly poorer, a decision needs to be made 
as to which intercepts to free up. Contrary to what is sometimes assumed, 
Byrne, Shavelson, and Muthén (1989) show that it is not necessary to have 
full scalar invariance in order to validly estimate latent mean differences 
(But it is necessary that this situation is evaluated and recognised prior to 
latent means analysis. See Chapter 5). A minimum of two are required: 
one being fixed to zero and one constrained equal across groups. The item 
for which the intercepts are constrained equally should also have factor 
loadings constrained to be equal (Byrne et al. 1989). Finally, assuming a 
model is found that satisfies these conditions, one can proceed to test-
ing for differences between the estimated latent means across groups. The 
standard procedure for doing this is to fix one group’s mean at zero and 
then evaluate the overall fit of further nested models, where some or all 
of the other groups’ latent means are set equal to the reference mean (i.e., 
at zero) and then this constrained model is compared with one where the 
group latent means are freely estimated.

A simpler, alternative type of approach in SEM that can be used for the 
same purpose is the multiple indicators multiple causes (MIMIC) model 
(Jöreskog & Goldberger, 1975). In this formulation, group membership 
is denoted by a dummy variable, or several dummy variables, onto which 
the latent variable of interest is regressed. It is not necessary explicitly 
to model the mean structure in this approach. Only covariances and 
variances are modeled and, because variables are scaled as deviations 
from their means over the entire sample, group differences are estimated 
with the dummy variable coefficients (Hancock, 2004). The great dis-
advantage of this approach is that strict equivalence (equal factor load-
ings, intercepts, and error variances) is simply assumed, rather than 
tested. Equal structural paths, latent variances, and covariances are also 
assumed equal. MIMIC models are covered in detail in Chapter 4.
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2.3  soCIal anD polItICal tRust In euRope: a 
MultIple GRoup ConfIRMatoRy faCtoR 
analysIs WIth stRuCtuReD Means

In the remainder of this chapter, we present an analysis of European sur-
vey data on political and social trust. Social or interpersonal trust relates 
to beliefs held by individuals in a given society about the moral orientation 
and incentive structure of a diffuse, unknown “other” (Delhey & Newton, 
2003; Rotter, 1967, 1980). This type of “thin” or “horizontal” trust must be 
differentiated from the instrumental, “particularized” trust we invest in 
family, friends, colleagues, acquaintances, and institutions that are known 
to us (Hardin, 1999; Putnam, 2000; Uslaner & Brown, 2002). While partic-
ularized trust is developed over time through direct personal experience, 
social trust is more akin to a core value or belief; an abstract evaluation 
of the moral standards of the society in which we live (Delhey & Newton, 
2003). To the extent that individuals within a society are inclined to make 
positive evaluations of the trustworthiness of their fellow citizens, vari-
ous normatively benign consequences may be expected to follow, at both 
the individual and societal levels, as a result. This is because social trust 
is postulated to facilitate cooperative behavior in the absence of informa-
tion about the trustworthiness of the other. This type of diffuse trust, it 
is argued, can reduce social and economic transaction costs by lowering 
the need for contracts, legal or regulatory frameworks, and other forms 
of coercive authority (Hardin, 1999; Luhmann, 1979). It has been posited 
as the mechanism through which disconnected individuals with diver-
gent preferences can overcome collective action problems (Arrow, 1974; 
Fukayama, 1995; Parsons, 1937). As Stolle puts it, trust is “a key social 
resource that seems to oil the wheels of the market economy and demo-
cratic politics” (Stolle, 2003, p. 19).

In addition to generalized social trust, another key concern is trust in 
political institutions. Institutional trust is sometimes considered as “con-
fidence,” in as much as individual citizens are generally unable to uni-
laterally withdraw trust from distal institutions (Luhmann, 1979, 1993). 
Nevertheless, political trust, as measured by eliciting evaluations of the 
various institutions that make up the political system, has been found to 
correlate with a host of positive behaviors, beliefs, and attitudes (Newton, 
2007). It is also expected to vary cross-nationally and over time, according 
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to the health of the polity (Bromley, Curtice, & Seyd, 2004; Inglehart, 
1997). As one might expect, both social and political trust tend to be cor-
related at the individual and the aggregate country levels (Allum, Patulny, 
Read & Sturgis, 2010). Citizens who tend to trust undefined others also 
tend to have confidence in political institutions.

Having now set the methodological and substantive context for the 
research, we present an analysis that utilizes the methods described earlier 
for latent means comparisons and explore whether and how levels of social 
and political trust vary across and within European countries between 
2002 and 2006.

2.4 Data anD MethoDs

We use the data from the three rounds available in the European Social Survey 
(ESS, 2009). The ESS is a biennial survey that interviews a probability sample 
of approximately 1500 citizens in each of between 20 and 35 countries, depen-
dent on the wave. It began in 2002 when a total of 22 countries participated. 
The second and third rounds were carried out in 2004 and 2006, with 24 and 
25 countries, respectively. In this study, the 17 countries that participated 
during all three rounds were Austria, Belgium, Denmark, Finland, France, 
Germany, Hungary, Ireland, the Netherlands, Norway, Poland, Portugal, 
Slovenia, Spain, Sweden, Switzerland, and the United Kingdom.

The ESS was designed to study the changes in institutions and attitudes, 
beliefs and behavior patterns in Europe. The items in the questionnaire 
were carefully chosen on the basis of their proven reliability and validity 
in previous studies. Social trust was measured using three items:

 1. Would you think that most people can be trusted, or do you think 
that you can’t be too careful in dealing with people?

 2. Do you think that most people would try to take advantage of you if 
they got the chance or would they try to be fair?

 3. Would you say that most people try to be helpful or that they are 
mostly looking out for themselves?

Each of these items was rated on a scale from 0 to 10 (where 0 equals low 
trust and 10 equals high trust).
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We selected only two items measuring political trust: trust in parlia-
ment and trust in politicians. These items were asked in all three first 
rounds. The questionnaire also included an item for trust in political 
parties, but this item was not asked in the first round. The question-
naire also has items on trust in the legal system, the police, European 
Parliament, and the United Nations. These items were not used in this 
study, because, following some preliminary CFA, they appeared to mea-
sure a separate dimension of political trust. The measurement model, 
with factor loadings and factor covariance for social and political trust, 
is shown in Figure 2.1.

The measurement models were constructed using multiple group CFA 
with Mplus software (Muthén & Muthén, 2006). The variables were, 
strictly speaking ordinal, with 11 discrete points. However, we elected to 
regard them as continuous for the purposes of analysis because their dis-
tribution was approximately normal and maximum likelihood (ML) esti-
mation is reasonably robust to violations of distributional assumptions in 
SEM (Coenders, Satorra, & Saris, 1997).

First, we wanted to create a model with equal factor loadings and inter-
cepts across countries. We could have begun, as Byrne suggests (2001), 
by fitting a model to one country only. We decided not to do this because 
there is sufficient prior research in this area to suggest that the proposed 
model should fit across many European countries (Reeskens & Hooghe, 
2008). However, because we expected that these constrained models may 

Social trust

Political
trust

Most people can be trusted

Most people try to take
advantage of you 

Most of the time people helpful

Trust in country’s parliament

Trust in politicians

fIGuRe 2.1
Schematic model for social and political trust.
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not fit in all countries, we decided to find a subset of countries that provide 
equal factor loadings and intercepts within country in all three rounds of 
the ESS, rather than looking for heterogeneous patterns of partial equiva-
lence. This approach was justifiable here for the purposes of demonstrat-
ing the method and also because we did not have any particular country 
that it was imperative that we include.

We accomplished this task in the following way. We started at Round 1 
and fitted a model where intercepts and factor loadings were constrained to 
be equal across countries. Following the method of Reeskens and Hooghe 
(2008), we excluded the country with the highest chi-square contribution 
to lack of fit until a model with an acceptable fit was attained. To test the 
fit of the models, we used two fit indices. Steiger’s (1990) root mean square 
error of approximation (RMSEA) is a fit index based on a noncentral chi-
square distribution. Standardized root mean square residual (SRMR) 
describes the average discrepancy between the observed correlations and 
the correlations predicted by the model. The model shows an acceptable fit 
when RMSEA <0.08 and SRMR <0.05 (Hu & Bentler, 1999). Model testing 
also produces a chi-square value and its degrees of freedom. With large 
sample sizes, as was the case in this study, chi-square values tend be large 
and underestimate the fit of an overall model. Chi-square and the degrees 
of freedom used for calculating chi-square difference is, however, a useful 
tool to help assess whether or not to constrain the parameters in nested 
models. There is some debate over the appropriate strategy for testing fit in 
nested models. We adopt the view that using the combination of approxi-
mate fit indices described above is most appropriate for testing differences 
in the fit of nested model constraints, just as it is appropriate for other 
model evaluation tasks when sample sizes are very large (Mulaik, 2007).

In a second stage, the subset of countries showing acceptable fit in Round 
1 for the metric and scalar equivalent models was tested on the Round 2 
data. Countries with highest chi-square contribution were again excluded, 
one at a time, until the model showed an acceptable fit for Round 2. The 
same procedure was repeated for the Round 3 observations. In the end, 
this procedure resulted in a subset of 12 countries that showed equal factor 
loadings and intercepts across countries in each of the three rounds.

In the next phase of analysis, we tested the over-time measurement 
equivalence for social and political trust using the pooled subset of the 
12 countries that demonstrated metric and scalar equivalence in all three 
rounds described above. Each of the three rounds of data represented the 
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three groups in the analysis. Finally, for evaluating the real change in trust 
over time, we estimated latent means for social and political trust using 
2002 as the baseline. In this model, the latent means for social and polit-
ical trust were fixed to zero. The latent means for Round 2 and Round 
3 were estimated freely. To indicate if the latent means in Round 2 and 
Round 3 differed from zero, 95% confidence intervals were constructed. 
In other words, was there a statistically significant increase or decrease in 
both political and social trust over the period of time? We also fit models 
where latent means for social and political trust in Round 2 and Round 3 
were set at zero (or equal) in order to see if there were statistically signifi-
cant changes between these rounds, as well as between Round 1 and the 
others.

A few points of explanation are in order before continuing to consider 
the results. First, it would, in principle, have been possible to test for 
changes in latent means within countries over time. However, this would 
have served to demonstrate the same analytic procedures as the pooled 
analysis so we elected only to show this pooled European over-time com-
parison in the chapter. Second, we did not apply weights to correct for 
differential population size in each country, although this can be done if 
it is important for analytic purposes. For this analysis, we elected not to 
concern ourselves with population weights. The Mplus software will allow 
for weights and estimate correct standard errors if this is required.

2.5 Results

We started the model testing of cross-country equivalence in social and 
political trust with a model including 17 countries in Round 1. Because 
we had in mind the strategy to eliminate countries that did not exhibit 
scalar and metric invariance, we decided to constrain loadings and inter-
cepts to equality across countries from the outset. This is actually rather 
convenient in Mplus because the default option for multiple group analy-
sis imposes these equality constraints. The model fit for this base model 
(Model 1) is presented in Table 2.1.

Both fit indices, RMSEA and SRMR, are higher than the critical values 
for an acceptable fit, indicating that some of the countries are not metric 
and scalar equivalent. The country with highest contribution to chi-square 



Evaluating Change in Social and Political Trust in Europe • 45

ta
b

le
 2

.1

M
od

el
s t

o 
Id

en
tif

y 
a 

Su
bs

et
 o

f C
ou

nt
rie

s w
ith

 M
et

ric
 a

nd
 S

ca
la

r I
nv

ar
ia

nc
e 

(E
qu

al
 F

ac
to

r L
oa

di
ng

s a
nd

 In
te

rc
ep

ts
) i

n 
So

ci
al

 a
nd

 
Po

lit
ic

al
 T

ru
st

M
od

el
χ2

D
F

R
M

SE
A

SR
M

R

c
ou

nt
ry

 w
ith

 
th

e 
H

ig
he

st
 χ

2  
c

on
tr

ib
ut

io
n

χ2  c
on

tr
ib

ut
io

n

R
ou

nd
 1

1.
 F

ul
l m

od
el

, 1
7 

co
un

tr
ie

s
22

97
.7

2
16

4
0.

08
9

0.
05

2
N

et
he

rla
nd

s
32

3.
84

2.
 E

xc
lu

di
ng

 th
e 

N
et

he
rla

nd
s

23
35

.7
0

15
4

0.
08

6
0.

05
2

Ir
el

an
d

31
8.

50
3.

 E
xc

lu
di

ng
 th

e 
N

et
he

rla
nd

s a
nd

 Ir
el

an
d 

19
97

.6
3

14
4

0.
08

2
0.

04
8

U
K

27
6.

98
4.

 E
xc

lu
di

ng
 th

e 
N

et
he

rla
nd

s, 
Ir

el
an

d,
 a

nd
 U

K
16

99
.1

2
13

4
0.

07
8

0.
04

4
Au

st
ria

29
2.

64

R
ou

nd
 2

5.
  S

ub
se

t o
f 1

4 
co

un
tr

ie
s (

N
et

he
rla

nd
s, 

Ir
el

an
d,

 
an

d 
U

K
 e

xc
lu

de
d)

19
24

.8
9

13
4

0.
08

4
0.

04
8

Au
st

ria
26

6.
89

6.
 E

xc
lu

di
ng

 A
us

tr
ia

16
34

.4
0

12
4

0.
08

1
0.

04
8

Po
rt

ug
al

28
5.

28
7.

 E
xc

lu
di

ng
 P

or
tu

ga
l

13
04

.0
5

11
5

0.
07

5
0.

04
4

Sp
ai

n
17

9.
93

R
ou

nd
 3

8.
  S

ub
se

t o
f 1

2 
co

un
tr

ie
s (

N
et

he
rla

nd
s, 

Ir
el

an
d,

 
U

K
, A

us
tr

ia
, a

nd
 P

or
tu

ga
l e

xc
lu

de
d)

14
31

.5
3

11
4

0.
07

9
0.

04
4

Sp
ai

n
24

5.
43

N
ot

e: 
Th

e c
ou

nt
rie

s w
ith

 th
e h

ig
he

sfft
 ch

i-s
qu

ar
e c

on
tr

ib
ut

io
n 

ar
e e

xc
lu

de
d 

fr
om

 th
e m

od
el

. Th
is 

w
as

 re
pe

at
ed

 in
 e

ac
h 

ro
un

d 
un

til
 th

e fi
t o

f t
he

 m
od

el
 

w
as

 sa
tis

fa
ct

or
y 

(R
M

SE
A
 <

0.
08

 a
nd

 S
M

R 
 <

0.
05

).



46 • Nick Allum, Sanna Read, and Patrick Sturgis

was the Netherlands. After excluding the Netherlands from the model, the 
model was still not within the limits of an acceptable model fit (Model 2 
in Table 2.1). The highest chi-square contribution in this model was due 
to Ireland. The model fit was somewhat better after excluding Ireland, the 
SRMR value was acceptable, but the RMSEA value was still higher than 
0.08 (Model 3 in Table 2.1). Of the countries, the United Kingdom contrib-
uted most to the chi-square and it was excluded in the next model. This 
model (Model 4 in Table 2.1) showed an acceptable fit, with RMSEA <0.08 
and SRMR <0.05.

The subset of 14 countries with acceptable fit in Round 1 was used for 
testing for metric invariance in social and political trust in Round 2 (Model 
5 in Table 2.1). The RMSEA value was higher than 0.08, and the country 
with the highest chi-square contribution in this model was Austria. In 
the next model (Model 6 in Table 2.1), Austria was excluded. The RMSEA 
value was still above 0.08. The next country with the highest chi-square 
contribution to be excluded from the model was Portugal. After exclud-
ing Portugal, the model fit well to the data according to both RMSEA and 
SRMR indices (Model 7 in Table 2.1). This subset of 12 countries with 
acceptable fit in Round 2 was tested in Round 3. The model fit well for 
these countries (Model 8 in Table 2.1) and this subset was taken forward 
into the next stage of the analysis. The factor loadings and covariance for 
this Model 8 are shown in Table 2.2.

table 2.2

Unstandardized Coefficients (Unstandardized Coefficients Equated 
Across the Subset of 12 Countries and Three Rounds)

Unstandardized 
coefficients (SE)

social trust
Most people can be trusted 1.00 (0.000)
Most people try to take advantage of you 0.91 (0.006)
Most of the time people helpful 0.80 (0.006)

political trust
Trust in country’s parliament 1.00 (0.000)
Trust in politicians 0.95 (0.007)
Social trust*Political trust (latent covariance) 2.20 (0.037)
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The cross-time comparison of the latent factor means was carried out for 
the subset of 12 countries based on the cross-country analysis described 
above. The grouping was organized by year of data collection and the 
12 countries pooled in each round. We specified a base model where equal 
factor loadings and equal intercepts were estimated across rounds. In this 
base model, the latent factor means for social and political trust in Round 
1 were set to zero, and in Round 2 and Round 3 they were estimated 
freely. Essentially, this base model was a only a test of over-time factorial 
equivalence as the vector of latent means to be estimated was unrestricted 
except for the fixing at zero in Round 1 for identification purposes (Model 
1 in Table 2.3). This model fit well to the data, with both RMSEA (0.024) 
and SRMR (0.01) within acceptable limits. The 95% confidence intervals, 
which are available as output in Mplus, indicated that for the social trust 
the latent factor means did not differ between Round 1 and Round 2, but 
the latent factor mean in Round 3 was higher compared to the two previ-
ous rounds. For political trust, the factor means in Round 2 and Round 3 
were about equal and significantly lower than the factor mean in Round 
1. Equating the latent means in the nested models in the way indicated by 
the pattern of confidence intervals confirmed this configuration of mean 
change over time. There is a small but significant loss of fit in imposing the 
mean equality constraint to political trust in Rounds 2 and 3, but given 
acceptable fit on approximate indices Model 6 in Table 2.3 is the preferred 
one. (The Mplus input file for this model is presented in Appendix 2.A.)

The changes in latent means can be interpreted on the same scale as the 
original observed variable used to set the scale, which is 0–10. The results 
indicate that social trust stays steady until 2006 when it rises by a small 
measure (0.11). Political trust, in contrast, declines between 2002 and 2004 
(by 0.24) and thereafter remains constant. These changes are small but 
statistically significant.

2.6 ConClusIons

In this chapter we have provided a nontechnical introduction to struc-
tured means analysis and provided an empirical example to demon-
strate the method. We first established a subset of European countries for 
which metric and scalar equivalence were demonstrated. This enabled us 
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to pool the national samples and move on to the question of evaluating 
changes over time. Although this first step was perhaps not always neces-
sary, we included it here for the purpose of demonstrating the procedure 
for the reader. In the analysis we evaluated models that imposed metric 
and scalar invariance and showed how this can be achieved in Mplus. In 
our models, due to the large number of groups, we selected models that 
imposed full metric and scalar invariance and disposed of countries for 
which the model did not fit. Researchers who want to include all groups in 
their analysis can pursue a partial invariance strategy, which we discussed 
in the introduction of this chapter but did not implement here.

We also highlighted a method for selecting countries based on global 
fit contribution. This method is not the only way in which we could have 
selected countries. Rather than start with all countries and remove prob-
lematic countries, we could have started with one country and added others 
according to some theoretical criterion. It is more than likely that a different 
subset of countries would be chosen using different approaches. We believe 
that neither method is the “royal road” and it is for the analyst to justify the 
approach taken in any given context. In some ways, the preferred solution to 
this problem will depend on one’s philosophical inclination. One can begin 
with the strongest assumptions and then relax them if they are untenable or 
start with minimal assumptions and progressively impose more. There is no 
statistical criterion for choosing the method to take.

Looking at changes in levels of political and social trust in Europe between 
2002 and 2006, we find small but significant patterns of change. Political 
trust appears to decline to some extent, while social trust rises by a smaller 
increment. These changes are small, but according to one’s theoretical or 
practical interest may or may not be important. From our perspective, we 
would probably see this as providing evidence of relative stability in percep-
tions of political institutions and generalized others. With only three obser-
vations, it is not really possible to validly infer a trend.

However, the advantage of evaluating shifts over time using latent means 
in this way is that we can be more confident than we might otherwise be 
that we are not simply seeing artifacts of measurement. With this con-
trol of measurement error, it is concomitantly more likely that small—
but real—differences across time or any other group classification will be 
detected. In the present case, although we use a pooled sample of coun-
tries, we are satisfied through testing that the measures are robust both 
across countries and across time.
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It is an empirical matter in any given case whether or not other alterna-
tive, simpler to execute methods would produce the same results and con-
clusions. We would recommend that straightforward ANOVA or dummy 
variable regression methods also be applied routinely in this type of situa-
tion and the results compared, as a form of sensitivity analysis. The main 
reason for this is less scientific than presentational. Simply, most audiences 
are more familiar with ANOVA and regression than with SEM, so it may 
make sense to present results in this way, if they lead to the same conclu-
sions. However, sometimes they will not, and in these cases the SEM analy-
sis will generally be more reliable and should be preferred. To reiterate this 
point: comparing latent means after having tested for scalar and metric 
invariance is recommended because using ANOVA and regression meth-
ods on observed variables cannot tell us whether the measures are truly 
comparable across groups or time and we cannot, therefore, be confident 
that our comparative results reflect real differences or measurement error.
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appenDIx 2.a: Mplus Input fIle 
foR MoDel 6, table 2.3

TITLE: ESS trust cross-country cross-time model, excluding the 
Netherlands, Ireland, UK, Austria, and Portugal

DATA: FILE IS esstrust2long.dat;
VARIABLE: NAMES ARE ESSROUND IDNO trust fair help  parliament 

politicians cntry1;
USEVARIABLES ESSROUND trust fair help parliament politicians;
GROUPING IS essround (1 = round1 2 = round2 3 = round3);
MISSING = ALL (999);
MODEL:
soctrust BY trust fair help ;
poltrust BY parliament politicians;
Model round2:
[soctrust@0];
[poltrust] (1);
Model round3:
[poltrust] (1);
OUTPUT: SAMPSTAT RESIDUAL cinterval tech1;
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3
Methodological Issues in Using 
Structural Equation Models for Testing 
Differential Item Functioning

Jaehoon Lee, Todd D. Little, and Kristopher J. Preacher
University of Kansas

3.1 IntRoDuCtIon

In cross-cultural studies, groups often differ in various characteristics 
(e.g., demographics, socioeconomic status, language, culture, etc.) and 
these characteristics may not be relevant to the goals of a particular study. 
Even when reasonable precautions have been taken to prepare a test or 
survey that is equivalent across cultural groups, it is possible that the 
attribute being measured has different conceptual meanings in different 
groups (de Beuckelaer, Lievens, & Swinnen, 2007) or that some items 
have different importance for one group more than another (Cheung & 
Rensvold, 1999). In such cases, observed group differences may repre-
sent measurement artifacts related to the instrument rather than true 
differences on a relevant construct. This disparity between observed and 
true group differences, in turn, adversely affects the comparability of 
their scores (Byrne & Stewart, 2006; de Beuckelaer et al., 2007; Raju, 
Laffitte, & Byrne, 2002; Vandenberg & Lance, 2000; van de Vijver & 
Poortinga, 1992). Thus, researchers have highlighted the importance of 
measurement equivalence as a prerequisite for meaningful group com-
parisons (Drasgow, 1984; Little, 1997; Reise, Widaman, & Pugh, 1993). 
Accordingly, standards established by both the American Psychological 
Association (APA) and the International Test Commission (ITC) have 
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emphasized evaluation of measurement equivalence for fair use of a 
scale (1999).

Structural equation modeling (SEM) has been highlighted as a useful 
and powerful tool for assessing measurement equivalence, or equiva-
lently factorial invariance, across different cultural groups. For example, 
researchers have successfully evaluated factorial invariance in questionnaires 
for physical and mental health (Liang, 2001; Wang, Liu, Biddle, & Spray, 
2005), mood and depression (Bagozzi, 1994; Byrne & Stewart, 2006; 
Gregorich, 2006; Reise et al., 1993), self-concept and personality (Katsuya, 
2007; Leone, van der Zee, van Oudenhoven, Perugini, & Ercolani, 
2005; Marsh, Tracey, & Craven, 2006), and consumer and organiza-
tional behavior (Dholakia, Firat, & Bagozzi, 1980; Raju et al., 2002; 
Riordan & Vandenberg, 1994; Schaffer & Riordan, 2003; Steenkamp 
& Baumgartner, 1998). In this chapter, we address some methodologi-
cal issues that may arise when researchers conduct the SEM analysis 
of factorial invariance. This chapter consists of two parts. In Part I, we 
(a) introduce the concept of factorial invariance, (b) review the levels of 
invariance, and (c) introduce the concept of differential item function-
ing (DIF), which refers a lack of invariance at the item level. In Part II, 
we (a) describe two SEM-based DIF analyses, (b) summarize two Monte 
Carlo studies that examine the effects of employing different scaling 
designs, analytic strategies, and test statistics, and (c) provide general 
procedural guidelines for evaluating invariance of a scale. This chapter 
contributes to the cross-cultural measurement literature by cautioning 
researchers against the use of the conventional analytic approach in 
DIF analysis. Throughout this chapter, we will show that an innocuous 
choice of identification condition in the conventional approach involves 
the danger of inflating Type I error for tests of DIF, and therefore any 
cross-cultural group comparisons can be jeopardized by falsely identi-
fied item bias.

3.2 paRt I

3.2.1 factorial Invariance

Factorial invariance, which originated from the factor analytic and SEM 
literatures (Meredith, 1993), has a long history in the study of group 
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differences. The key question that factorial invariance addresses is “Are 
the underlying (latent) constructs measured in a comparable manner 
across two or more groups?” If the answer is “Yes,” the indicators or items 
of the constructs behave similarly (psychometrically speaking) in each 
group. When items behave similarly, any observed differences represent 
“true” differences in the constructs, but not artifactual differences stem-
ming from any differential functioning of the items. We will explain more 
precisely what we mean by the phrase “behave similarly” later. For now, 
the idea of similar behavior implies that key item parameters are statisti-
cally equivalent across two or more groups.

3.2.1.1  Mean and Covariance Structure Analysis 
for Factorial Invariance

Currently, mean and covariance structure (MACS; Sörbom, 1974) analysis 
is preferable for evaluating factorial invariance for several reasons (Little, 
1997). In MACS analysis, a hypothesized factor structure is fitted simulta-
neously in two or more groups. Between-group equality of all parameters 
can be assessed, and “strong” tests for factorial invariance are possible. 
MACS analysis can be thought of as an extension of standard confirmatory 
factor analysis (CFA). That is, CFA attempts to reproduce the covariance 
structure that underlies a set of measured variables, while MACS analysis 
considers their mean structure as well. Thus, both CFA and MACS analy-
sis are special cases of SEM.

The basic equations for MACS analysis are presented in Table 3.1. In 
Equation 3.1, observed examinee scores are depicted using a typical 
regression layout, where t is a (p × 1) vector of regression intercepts; Λ is a 
(p × m) matrix of regression slopes, or loadings, which define the associa-
tions between items and latent constructs; η is an (m × 1) vector of latent 
scores; and Θ is a (p × 1) vector of residual or unique factor scores. A key 
feature of this equation (and Equations 3.2 and 3.3) is that the parameters 
in each matrix are estimated uniquely in each group (denoted by the sub-
script g).

3.2.1.2 Levels of Factorial Invariance

Vandenberg and Lance (2000) extensively reviewed different levels of fac-
torial invariance proposed in the literature and recommended a number of 
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invariance levels that could be evaluated in empirical research.* Configural 
invariance describes the situation when the parameters are estimated 
uniquely in each group but the pattern of free and fixed parameters is 
the same (or very similar). Configural invariance is determined by over-
all model fit and simple judgment regarding the adequacy of the hypoth-
esized model in each group.

Different levels of factorial invariance require the parameter estimates 
in different matrices to be constrained across groups. In the model of 
metric invariance, the loading estimates in Λ are constrained to be equal 

* The invariance levels that are not discussed here include invariance of unique factor variances, 
invariance of latent construct variances/covariances, and invariance of latent construct means. 
For a detailed discussion on factorial invariance, see Meredith (1993) and Vandenberg and Lance 
(2000). 

table 3.1

The Basic Equations for MACS Analysis and Levels of Invariance

Invariance Level Equation
Configural yg g g g g= + +t Λ Θη

 
(3.1)

E yg y g g gg
( ) = = +µ t AΛ

 
(3.2)

Σ Λ Ψ Λ Θg g g g g= ′ +
 

(3.3)

Metric (weak 
factorial)

yg g g g= + +t Λ Θη
 

(3.4)

E yg y g gg
( ) = = +µ t AΛ

 
(3.5)

Σ ΛΨ Λ Θg g g= ′ +
 

(3.6)

Scalarb (strong 
factorial)

yg g g= + +t Λ Θη
 

(3.7)

E yg y gg
( ) = = +µ t AΛ

 
(3.8)

Σ ΛΨ Λ Θg g g= ′ +
 

(3.9)

Note: y is a p × 1 vector of observed responses on the p items and g is an 
index that refers to the group. When g is present, the parameters 
in the associated matrix are freely estimated across groups. E( ) is 
the expectation operator and µ is a p × 1 vector of item means. Α 
is an m × 1 vector of latent construct means. Σ is the model implied 
variance–covariance matrix of y.
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across groups and therefore common values are generated that are opti-
mal for all groups (see Equation 3.4). In order to determine whether or 
not metric invariance holds, we evaluate the reasonableness of the metric 
invariance model (i.e., the imposed equality constraints) relative to the 
configural invariance model. Although metric invariance suggests that 
two or more groups share the same unit of measurement, it does not nec-
essarily indicate that the origins (i.e., intercepts) of the scale are equiva-
lent across groups. Thus, this invariance level is often called weak factorial 
invariance (Meredith, 1993).

Similarly, in the model of scalar invariance, the intercept estimates in 
t are also constrained to be equal across groups (see Equation 3.7). We 
evaluate the reasonableness of the scalar invariance model by assessing 
the fit change from the metric invariance model. Given scalar invariance, 
the scale is considered to have the same unit of measurement as well as the 
same origin, and therefore group mean comparisons become tenable 
(Widaman & Reise, 1997). Thus, this invariance level is often called strong 
factorial invariance (Meredith, 1993).

3.2.1.3 Testing Factorial Invariance

As mentioned previously, invariance testing involves judging the reason-
ableness of the sequentially added constraints. Although one could evalu-
ate the imposed equality constraints by assessing the χ2 differences between 
two nested models (i.e., likelihood ratio [LR] test), Δχ2 value may not a 
practical test statistic because of its dependency on sample size (Brannick, 
1995; Kelloway, 1995). Instead, the set of equality constraints can be evalu-
ated by assessing the change in key global fit indices. Most recently, Meade, 
Johnson, and Braddy (2008) conducted a conservative simulation study 
(i.e., 0.01 Type I error, 0.90 power) and concluded that the optimal crite-
rion for rejecting a hypothesized invariance model is the change in the 
comparative fit index (CFI) of greater than –0.002. This recommendation 
represents a more stringent criterion than a previous simulation study con-
ducted by Cheung and Rensvold (2002). They recommended that a ΔCFI 
value less than 0.01 was sufficient evidence that a hypothesized invariance 
model holds with regard to a more conventional Type I error (i.e., 0.05). In 
addition, Chen (2007) recommended assessing changes in the root mean 
square error of approximation (RMSEA) and standardized root mean 
square residual (ΔSRMR) as well. Nevertheless, she also concluded that 



60 • Jaehoon Lee, Todd D. Little, and Kristopher J. Preacher

ΔCFI should be the main criterion because ΔRMSEA and ΔSRMR tests 
tend to overreject an invariant model when sample size is small.*

Taken together, if imposing equality constraints leads to a loss in CFI 
that is greater than 0.002 or 0.01, then one or more of the constraints are 
not tenable. In such cases, a set of “offending” (i.e., noninvariant) items 
must be located in a scale. A variety of analyses have been proposed for 
this purpose in the SEM literature (e.g., Chan, 2000; Ferrando, 1996; 
Muthén, 1988). As we detail later, most of the analyses are influenced by 
how we scale the latent constructs.

3.2.2 Methods of scaling

In any structural model, the scale of the construct needs to be identified 
in order to obtain a unique solution for every parameter (Bollen, 1989). 
There are now three useful, statistically equivalent scaling methods (Little, 
Slegers, & Card, 2006). When three or more items are used to measure a 
construct, each scaling method provides the necessary condition for iden-
tifying the scale of the construct. Because using fewer than three indica-
tors risks underidentification and increases the probability of obtaining 
an infeasible solution (Bollen, 1989), our discussion focuses on situations 
when a researcher has three or more items for each construct.

The most common scaling method is the marker-variable method. 
This method constrains one of the loadings and a corresponding inter-
cept, by which the other parameters are estimated (see Little et al., 2006; 
see also Little, in press, Chapter 3). Generally, the loading is fixed to 1 
and the intercept is fixed to 0. The second common method involves fix-
ing the variance of the construct to 1 and the mean to 0. This method is 
termed the fixed-factor or reference-factor method. The third method is the 
recently introduced effects-coded method. This method involves placing a 
set of constraints so that the loadings average 1 and the intercepts aver-
age 0. Unlike the other two methods that provide an arbitrary scale of the 
construct, the effects-coded method provides a scale of the construct that 
directly reflects the scale of its indicators (see Little et al., 2006; Little, in 
press).

* Information-theoretic measures of fit (e.g., Akaike information criterion, Bayesian information 
criterion) are also suitable for evaluating factorial invariance, but they have not been supported in 
the literature as being informative beyond the CFI and the other fit measures discussed here. 
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3.2.3 Differential Item functioning

The concept of factorial invariance also underlies the concept of DIF; a 
concept originated from the item response theory (IRT) literature. The IRT 
includes the statistical models specialized for different types of categori-
cal responses (e.g., binary, ordinal), and the models for binary responses 
can be viewed as special cases of graded response model (Samejima, 1969, 
1972). Before we detail in Part II how the concept of DIF is integrated into 
the SEM framework, we will briefly introduce the key terms and param-
eters in IRT. More detailed discussion on IRT can be found in Chapters 15 
through 17 in this book.

The basic assumptions in IRT are that a set of items assesses a single 
ability dimension (unidimensionality) but they are pairwise uncor-
related at a given value of latent ability (local independence). That is, 
residual variances are uncorrelated when conditioned on the common 
ability variance—similar to the conditional independence assumption 
in CFA. In the graded response model, the relationship between the 
latent ability (θ) and the  probability of choosing a progressively increas-
ing response category is depicted by a series of boundary response func-
tions, p e eik j

a b a bi j ik i j ik* /θ θ θ( ) = +−( ) −( )1 , where pik j
* θ( ) is the probability that 

an examinee j with a certain value of θ will respond to an item i at or above 
a response category k. For a particular item with k response categories, 
k – 1 boundary response functions are present. As observed in this equa-
tion, the boundary response functions depend on the θ parameter as well 
as the b and a parameters. The latter two parameters are usually termed 
the attractiveness (or difficulty) and discrimination of an item, respec-
tively. For each item, k – 1 attractiveness/difficulty estimates are possi-
ble and a common value is generated for the discrimination estimates. 
As noted previously, if k – 2, the graded response model simplifies to a 
two-parameter model (Birnbaum, 1968; Lord & Novick, 1968; McDonald, 
1967). Furthermore, if a – 1, this model becomes a one-parameter model 
(Hambleton, Swaminathan, & Rogers, 1991; Rasch, 1960).

In IRT, a lack of factorial invariance is referred to as differential item 
functioning or DIF. More specifically, DIF represents group differences in 
the probability of an item response after their ability scores are placed on 
a common scale, or “statistically matched” (Mellenbergh, 1994). When 
present, DIF indicates either impact or item bias depending on the source 
or nature of DIF (Camilli & Shepard, 1994; Zumbo, 1999). When groups 
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truly differ in a latent ability being measured, they are expected to pro-
vide different responses on the same items. In such case, the parameter 
estimates of these items accurately reflect group differences in the abil-
ity or impact. In contrast, item bias occurs when different item responses 
are caused by factors that are irrelevant to the ability being measured. 
Because the conditional probability of an item response depends on the 
item parameters (see boundary response function described above), DIF 
(either impact or item bias) is present when the item parameter estimates 
are not invariant across groups (Raju et al., 2002).

DIF can be either uniform or nonuniform depending on what item param-
eter differs across groups. Uniform DIF is present when only the attractive-
ness/difficulty parameter estimates differ across groups. Nonuniform DIF 
exists when the discrimination parameter estimates differ across groups 
regardless of whether the attractiveness/difficulty parameter estimates are 
different or not. As detailed later, uniform DIF corresponds to group dif-
ferences in intercepts, whereas nonuniform DIF corresponds to group dif-
ferences in loadings. Table 3.2 presents the corresponding IRT and SEM 
parameters that determine the two types of DIF.

3.3 paRt II

The links between IRT and SEM have been well demonstrated in the 
literature (e.g., Brown, 2006; Fleishman, Spector, & Altman, 2002; 
Goldstein & Wood, 1989; Kamata & Bauer, 2008; MacIntosh & Hashim, 
2003; McDonald, 1999; Mellenbergh, 1994; Millsap & Yun-Tein, 2004; 
Muthén & Asparouhov, 2002; Muthén & Christoffersson, 1981; Muthén 

table 3.2

The IRT and SEM Parameters that Determine the Type of DIF or Item Bias

type of DIF IRt Parameter SEM Parameter
Uniform
(i.e., a failure of scalar 
invariance)

Attractiveness/
difficulty (b)

Intercept (τ)

Nonuniform
(i.e., a failure of metric 
invariance)

Discrimination (a) Loading (λ)
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& Lehman, 1988; Takane & de Leeuw, 1987). Researchers have extended 
these links, allowing us to test DIF within the SEM framework (e.g., 
Chan, 2000; Ferrando, 1996; Muthén, 1988). The most common SEM 
techniques employ either MACS (Sörbom, 1974) analysis or multiple 
indicators multiple causes (MIMIC; Jöreskog & Goldberger, 1975) analy-
sis. The model specification and analytic strategies for each analysis are 
demonstrated here.

3.3.1 MaCs analysis for DIf

MACS analysis for DIF detection assumes that the responses on a given 
set of items reflect a single common construct. Further assuming that the 
covariances among the unique factor scores of this set of items are 0 in the 
population, the mean of an item is equal to the intercept when the con-
struct score is zero and the covariances between each item and construct 
are equal to the loading (Jöreskog, 1971). The assumptions that (a) a single 
latent construct underlies the correlations among a set of items and that 
(b) off-diagonal elements in Θg are zero and are the analogs of, respec-
tively, the unidimensionality and local independence assumptions in IRT. 
Note that in MACS DIF analysis, the local independence assumption can 
be violated and estimated (i.e., true population correlated residuals can 
be specified). In addition, multiple constructs—each with a unique set 
of indicators—can be included in simultaneous tests for DIF across all 
constructs.

The intercept parameters correspond to the attractiveness/difficulty 
parameters in IRT; the higher the intercept, the more attractive/diffi-
cult the item is (i.e., a higher mean response is obtained). The loading 
parameters correspond to the discrimination parameters; the higher 
the loading, the more discriminating the item is (i.e., this item better 
differentiates examinees of different construct scores; see Ferrando, 
1996; Grayson & Marsh, 1994; Mellenbergh, 1994). As noted previously, 
uniform DIF exists when only the attractiveness/difficulty parameter 
estimates differ across groups; nonuniform DIF is present when the 
discrimination parameter estimates differ across groups regardless of 
whether or not the attractiveness parameter estimates are invariant. 
Thus, a lack of invariance in t implies uniform DIF, whereas a lack of 
invariance in Λ implies nonuniform DIF regardless of whether or not t 
is invariant (Chan, 2000).
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3.3.2 MIMIC analysis for DIf

Multiple indicators multiple causes (MIMIC) analysis extends the stan-
dard MACS analysis by regressing latent constructs on measured group-
ing variables (covariates). Muthén and colleagues (Gallo, Anthony, & 
Muthén, 1994; Muthén, 1988) further extended MIMIC analysis such that 
item responses are also regressed on the covariates (MIMIC DIF analysis). 
Table 3.3 shows the basic equations for MIMIC and MIMIC DIF analyses. 
In Equations 3.10 through 3.15, Β is a (p × q) matrix of regression slopes 
of the responses on the covariates and Γ is an (m × q) matrix of regression 
slopes of the constructs on the covariates.

The regression slopes in Γ are termed the indirect effects and they account for 
(latent) group mean differences across groups. The regression slopes in Β are 
termed the direct effects because they influence the responses, unmediated by 
the latent constructs (Bollen, 1989; Dorans & Holland, 1993; Dorans & Kulick, 
1986; Jones, 2006). The direct effects indicate whether item responses differ 
across groups after controlling for any latent mean differences, which is the 
definition of DIF (Fleishman, 2005; Fleishman & Lawrence, 2003; Fleishman 
et al., 2002). Accordingly, DIF is evident when the direct effects are statistically 
significant (Grayson, Mackinnon, Jorm, Creasey, & Broe, 2000; Jones, 2006). 
The direct and indirect effects are conceptually illustrated in Figure 3.1. Note 
that because common loading parameters are assumed for different groups, 
MIMIC DIF analysis is limited to tests for uniform DIF.

3.3.3 analytic strategies

There are two analytic strategies useful for SEM DIF analysis. The first strat-
egy tests DIF one item at a time, assuming that other items are DIF-free 

table 3.3

The Basic Equations for MIMIC Analysis

Analysis Equation
MIMIC y = t + Λη + Θ (3.10)

E(y) = t + ΛA (3.11)
η = A + Γxk + ζ (3.12)

MIMIC DIF y = t + Λη + Bxk + Θ (3.13)
E(y) = t + ΛA + Bxk (3.14)
η = A + Γxk + ζ (3.15)
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anchors (e.g., Chan, 2000; Chen & Anthony, 2003; Finch, 2005; Gelin, 
2005; Muthén & Asparouhov, 2002; Oishi, 2006; Stark, Chernyshenko, & 
Drasgow, 2006). In MIMIC DIF analysis, this strategy involves starting 
with a baseline model in which no direct effects are specified. After the fit 
of this baseline model is established, it is then statistically compared with 
each of the p models (where p = number of items), where a direct effect is 
allowed for only one item at a time.

To test nonuniform DIF using MACS DIF analysis, a baseline model 
constrains each item’s loading and intercept to be equal across groups. 
Then, this model is compared with each of the p models in which one 
respective loading is freely estimated in each group. Uniform DIF is usu-
ally examined only for those items whose loadings have been found to 
be invariant (Steenkamp & Baumgartner, 1998), although this is not a 
required condition (i.e., loading and intercept invariance can be evalu-
ated simultaneously for an item; see Stark et al., 2006). A baseline model 
constrains the items’ loadings (except for the nonuniform DIF items) 
and intercepts to be equal across groups. Then, this baseline model is 
then compared with each of q models (where q = number of items with 
invariant loadings) in which one respective intercept is freely estimated 
in each group. Because this analytic strategy starts by constraining the 
parameters of interest across groups, it is termed the constrained-base-
line strategy.

1

y3y1 y2

g

1

y3y1 y2

g

(a) (b)

η η

fIGuRe 3.1
Direct and indirect effects in MIMIC DIF analysis. (a) Direct effects of a covariate on item 
responses. (b) Indirect effects of a covariate on item responses via construct.
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The second strategy tests DIF one item at a time, assuming that other 
items are not free from DIF (e.g., Fleishman et al., 2002; Stark et al., 2006; 
Woods, 2009; Woods, Oltmanns, & Turkheimer, 2009). Accordingly, this 
strategy starts with the baseline model in which all the parameters are 
freely estimated except those needed for scaling. This free-baseline strategy 
is depicted in Figures 3.2 (MIMIC DIF analysis) and 3.3 (MACS DIF anal-
ysis). For MIMIC DIF analysis, all possible direct effects except for at least 
one anchor are freely estimated in the baseline model (Figure 3.2a). Then, 
this baseline model is compared with each of the p models that remove 
one respective direct effect (Figure 3.2b).

To test nonuniform DIF, the MACS baseline model freely estimates 
all the loadings and intercepts in each group (Figure 3.3a). This model is 
compared with each of the p models that constrain one respective load-
ing to be equal across groups (Figure 3.3b). Then, to test uniform DIF, the 
invariant loadings are constrained to be equal and this model is compared 
with each of the q models in which one respective intercept is constrained 
to be equal across groups (Figure 3.3c).*

* The constrained-baseline strategy is similar to the ìtop-downî approach for assessing scale-level 
invariance in that it starts with a model that imposes the most restrictive (or full) metric or scalar 
invariance. In contrast, the free-baseline strategy has similarities with the “bottom-up” approach 
in that it starts with the least restrictive (or partial) metric or scalar invariance model. For more 
details on these two approaches, see Welkenhuysen-Gybels and van de Vijver (2001).
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gη η

fIGuRe 3.2
The free-baseline strategy for MIMIC DIF analysis. (a) Free-baseline model. (b) Model 
of a single restrictive direct effect. 3.2A and 3B depicts two nested MIMIC models. This 
example illustrates a simple case in which (a) a test includes three items and (b) the 
 marker-variable scaling method was used for scaling. For simplicity, unique factor vari-
ances are omitted. Free parameters are marked by “*.”
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fIGuRe 3.3
The free-baseline strategy for MACS DIF analysis. (a) Free-baseline model. (b) Model of 
a single restrictive loading. (c) Model of a set of restrictive loading and intercept. 3.3A 
and C depicts three nested MACS models. This example illustrates a simple case, in which 
(a) the scale includes three items, (b) only the second item exhibits nonuniform DIF, and 
(c) the marker-variable scaling method is used.



68 • Jaehoon Lee, Todd D. Little, and Kristopher J. Preacher

Regardless of which analytic strategy is used, the LR test is most fre-
quently used to test DIF. Although empirical sampling distributions for 
other global fit indices have been provided (e.g., Cheung & Rensvold, 2002; 
Meade et al., 2008), there is no standard against which a researcher can 
compare the changes in global fit indices in order to test factorial invari-
ance at the item level.

3.3.4 previous simulation studies

Empirical evaluations of the SEM DIF analyses are scant. Recently, Stark 
et al. (2006) found that the constrained-baseline strategy is suitable for 
testing DIF only when there is no DIF item in a scale; Type I error was 
considerably inflated especially in uniform DIF cases. In contrast, the 
free-baseline strategy works fairly well; power was high enough, while 
Type I error was near or below the nominal alpha value. They also found 
that Type I error could be decreased substantially by using the Bonferroni-
corrected LR test in large sample, large DIF cases. Similarly, Hernández 
and González-Romá (2003) showed that the constrained-baseline MACS 
analysis provided reasonable Type I error and power for detecting uni-
form DIF but power was not acceptable in the nonuniform DIF case.

For MIMIC DIF analysis, Finch (2005) reported that using the con-
strained-baseline strategy, Type I error was acceptable and power was very 
close to 1 unless a scale was relatively short and three-parameter logis-
tic IRT model underlay the data. Using the free-baseline strategy, Woods 
(2009) also found that Type I error was controlled at the nominal alpha 
level, and power was reasonable when the focal group’s sample size was 
equal to or greater than 100 (with reference group’s sample size equal to 
or greater than 500).

3.3.5 Methodological Issues

The SEM DIF analyses, which are simple variations of the idea of partial 
factorial invariance (Raju et al., 2002), involve some methodological issues 
to be resolved in practice. Generally, the scaling method does not change 
the conclusions about overall model fit or the tests for omnibus scale-
level invariance. However, when a researcher locates DIF in a scale after 
metric or scalar invariance has been rejected, a potential problem arises. 
Specifically, different scaling methods can lead to different conclusions of 
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DIF analysis because this post-hoc analysis relies on an examination of 
individual parameters.

To scale a latent construct in MACS DIF analysis, researchers conven-
tionally fix an item’s loading and intercept to be equal across groups (i.e., 
marker-variable method). This marker variable is termed an anchor in 
the DIF literature. In the case of MIMIC DIF analysis, researchers use an 
anchor or anchor set to which no direct effect is estimated. These scal-
ing approaches essentially assume that the anchor set is truly invariant. 
If an invariant anchor set cannot be guaranteed or a researcher arbi-
trarily chooses an anchor set, other parameter estimates may be biased 
against invariance (Bollen, 1989; Cheung & Rensvold, 1999; Millsap, 
2005). Indeed, Stark et al. (2006) found that a biased anchor set severely 
inflated Type I error of the MACS DIF analysis. Finch (2005) and Navas-
Ara and Gómez-Benito (2002) also reported that MIMIC DIF analysis was 
adversely affected by a biased anchor set.

A variety of empirical solutions for choosing an invariant anchor set 
have been proposed in the literature (e.g., Cheung & Rensvold, 1999; 
Christensen, MacKinnon, Korten, & Jorm, 2001; Fleishman et al., 2002; 
González-Romá, Tomás, Ferreres, & Hernández, 2005; MacKinnon et al., 
1999; Stark et al., 2006). However, such solutions necessarily increase the 
number of nested-model comparisons, which requires setting a more con-
servative alpha level. Even when the alpha level has been adjusted, Type I 
error is severely inflated if no item appears to be invariant.

3.3.6 Current simulation studies

In a series of simulation studies, we included scaling method as a study 
condition, along with other conditions commonly examined in the DIF 
literature. For MACS DIF analysis, three different scaling methods (i.e., 
marker-variable, fixed-factor,* effects-coded; see Method of Scaling in 
Part I of this chapter) were examined using the free-baseline strategy 
as we illustrated previously (see Figure 3.3). Because different analytic 
strategies have not been empirically compared for MIMIC DIF analysis, 
the three scaling methods were combined with two analytic strategies 

* When evaluating scale-level invariance, the variance and/or mean of a construct are freely esti-
mated in one group. In contrast, when evaluating item-level invariance, they are constrained to 
equality across groups. In other words, the configural invariance model is used as the baseline 
model when examining nonuniform DIF and uniform DIF.
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(i.e., constrained-baseline, free-baseline; see Analytic Strategies for 
Testing DIF in this chapter). We also tested a variant of the free-baseline 
strategy in which all possible direct effects are estimated as an optimal 
balance around a certain value (i.e., ΣBk = 0). This effects-baseline strat-
egy is theoretically appealing because there is no need for an anchor 
set. Figure 3.4 depicts the effects-baseline strategy used for MIMIC DIF 
analysis.

For both MACS and MIMIC DIF analyses, we also considered the biased 
anchor as a study condition. In addition, we used four different criteria for 
rejecting the assumption of partial factorial invariance; uncorrected and 
corrected critical p values for the LR test (p = .05/n, where n is the number 
of nested-model comparisons; Stark et al., 2006)* and ΔCFI values of –0.01 
(Cheung & Rensvold, 2002) and –0.002 (Meade et al., 2008). The study 
conditions considered in the current simulation studies are presented in 
Table 3.4. More details on the current simulation studies and outcomes 
are available in Lee (2009, in preparation).

* For example, in Figure 3.3, two nested-model comparisons are possible for testing nonuniform or 
uniform DIF. Thus, the corrected critical p value equals .025 (=.05/2).

1

(a) (b)
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1 1
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bλ2 λ3 λ1 λ2 λ3

η
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fIGuRe 3.4
The effects-baseline strategy for MIMIC DIF analysis. (a) Free-baseline model. (b) Model 
of a single restrictive direct effect. 3.4A and B depicts two nested MIMIC models. This 
example illustrates a simple case, in which (a) the scale includes three items and (b) the 
effects-coded scaling method is used (Σp

i λi = p, Σp
i τi = 0). A set of regression paths from the 

covariate g to the items (a, b, c or b, c) averages 0 (Σp
i bik = 0) in the effects-baseline strategy. 

Note that no anchor set is required for the purpose of scaling.
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3.3.6.1 Simulation Results for MACS DIF Analysis

In terms of Type I error and power, the three scaling methods used 
for MACS DIF analysis yielded different outcomes of testing (large) 
DIF. The conventional marker-variable method tested DIF effectively 
in most conditions. Some exceptions were the conditions when non-
uniform DIF (loading invariance) was located in a relatively short test 
(e.g., 6 items). Similarly, the fixed-factor method detected uniform DIF 
(intercept invariance) quite well especially when DIF was introduced in 
the ordinal responses. When nonuniform DIF was present in the ordi-
nal responses, this scaling method performed marginally well unless 
groups differed largely in size (e.g., NF = 100 vs. NR = 900). In contrast, 
the effects-coded method was tenable only for testing uniform DIF in 
a short test.

We found that a biased anchor greatly deteriorated the accuracy of test-
ing nonuniform DIF for the marker-variable and effects-coded methods. 
That is, neither of these scaling methods was suitable for detecting DIF in 
almost all conditions.

Generally, the use of ΔCFI test greatly decreased Type I error as well as 
power. When used with the ΔCFI value of –0.002, the fixed-factor method 
worked well for testing uniform DIF unless groups differed greatly in size. 
With the same criterion, however, the marker-variable method was ten-
able for testing uniform DIF only when the anchor was not contaminated 
by the same type of DIF. In contrast, Bonferroni-correction on the LR 
test statistic did reduce Type I error, while retaining reasonable power 
(i.e., > 0.80) to detect both nonuniform and uniform DIF. Thus, the use of 
Bonferroni-correction is strongly recommended when using MACS anal-
ysis for DIF detection. For example, the fixed-factor method detected uni-
form DIF reasonably well in almost all conditions, including the biased 
anchor item.

3.3.6.2 Simulation Results for MIMIC Analysis

As mentioned previously, MIMIC DIF analysis is not applicable to tests 
for nonuniform DIF because it presumes equal loadings across groups. 
Supporting this limiting assumption, power for detecting nonuniform 
DIF was not satisfactory in all conditions. Thus, our discussion is limited 
to the cases that, if present, only uniform DIF appears in a target.
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Contrary to the case of MACS DIF analysis, scaling method had no 
impact on the accuracy of the MIMIC analysis for DIF detection. This 
finding was not surprising because DIF is determined by the significance 
of the direct effect estimate, not the invariance of the loading or intercept 
estimates as in the MIMIC DIF analysis.

Generally, each of three analytic strategies effectively detected uni-
form DIF. Type I error was below or near the nominal alpha value except 
in a few conditions (e.g., the constrained-baseline strategy with binary 
responses). Unless group sizes were largely different, power was satisfac-
tory (i.e., > 0.80) in all conditions.

We found that the accuracy of MIMIC DIF analysis was considerably 
degraded by the presence of DIF in the anchor item. That is, none of the 
three analytic strategies was tenable for testing DIF when the anchor 
was biased by uniform DIF. Nevertheless, Type I error was substantially 
reduced by using the Bonferroni-corrected LR test. Consequently, the 
constrained-baseline strategy performed marginally well even with the 
biased, uniform DIF anchor. When the anchor had nonuniform DIF, 
the free-baseline strategy performed fairly well regardless of whether the 
Bonferroni-correction was used or not. In contrast, the ΔCFI tests mark-
edly decreased power, making MIMIC DIF analysis useful in only a few 
conditions. Thus, if one cannot guarantee an anchor set devoid of uni-
form DIF, we recommend using the constrained-baseline strategy with 
the Bonferroni-corrected LR test for uniform DIF.

3.3.6.3 Summary of Simulation Results

Our simulation results indicate that MACS analysis for DIF detection 
should be conducted using the fixed-factor scaling method. This method 
consistently outperformed the marker-variable and effects-coded scaling 
methods. For MIMIC DIF analysis, the scaling method had no impact, 
but the analytic strategy did. That is, either the free-baseline or the effects-
baseline strategy effectively identified uniform DIF when the anchor set 
was DIF-free. When the anchor set had nonuniform DIF, the free-base-
line strategy outperformed the other two strategies. In contrast, when the 
anchor set had uniform DIF, the constrained-baseline strategy performed 
the best. Finally, for both MACS and MIMIC DIF analyses, the Bonferroni-
correction for nested-model comparisons should be considered to improve 
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the accuracy of these analyses, particularly when a DIF-free anchor set has 
not been established.

3.3.6.4 Limitations

There are several weaknesses that require readers to interpret and general-
ize our simulation results with caution. First, maximum likelihood (ML) 
estimation, which assumes normality of the measured variables, was used 
with binary and ordinal responses. Lubke and Muthén (2004) noted that 
ML estimation can lead to erroneous invariance detection when used with 
categorical measured variables without accounting for their nonnormal-
ity. Second, no missing values were assumed in the responses although 
conclusions of any DIF analysis likely depend on the amounts and the pat-
terns of missing values. Finally, sample sizes were selected so as to repre-
sent those often observed in psychological assessment. However, in some 
cases, smaller samples (i.e., less than 100) may be encountered especially 
with low-incidence groups.

3.4 ConClusIons

Factorial invariance is a critical concern in cross-cultural research. 
Although researchers in this field have applied different methodolo-
gies to this issue, SEM has offered an integrative framework in which 
factorial invariance can be evaluated at both scale and item level. For 
example, MACS and MIMIC analyses reflect general IRT concepts, still 
accounting for measurement error in the responses and offering a vari-
ety of flexible options (e.g., multiple latent constructs, more than two 
groups, categorical or continuous covariates). The empirical findings 
illustrated in this chapter bring up some methodological issues and rec-
ommendations to be considered when a researcher conducts DIF analy-
sis using SEM.

In a series of simulation studies, we found that statistically equivalent 
scaling methods did not provide identical outcomes when MACS analysis 
was used for testing DIF. We recommend using the fixed-factor scaling 
method (see Methods of Scaling in Part I of this chapter). If a test to be ana-
lyzed is relatively short, the effects-coded method may be considered for 
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testing uniform DIF. The scaling method does not impact the accuracy of 
MIMIC DIF analysis, but its analytic strategies may lead to different con-
clusions about DIF. Either the free-baseline or effects-baseline strategy is 
recommended for testing uniform DIF under favorable conditions such as 
comparable group sizes and a DIF-free anchor set (see Analytic Strategies 
for Testing DIF in this chapter). In less than favorable conditions, we rec-
ommend using the MACS DIF analysis.

An important issue in testing factorial invariance is the presence of DIF 
in the anchor set. Researchers have shown that having bias in the anchor 
set adversely affects invariance testing (Cheung & Rensvold, 1999; Finch, 
2005; Navas-Ara & Gómez-Benito, 2002; Stark et al., 2006). Supporting 
this literature, we found that a biased anchor severely degraded Type I 
error and power of SEM DIF analyses. Nevertheless, our empirical results 
suggest a couple of possibilities to ameliorate these problems. That is, if 
used with the fixed-factor scaling method, Bonferroni-corrected LR test, 
and comparable large samples, the MACS DIF analysis would be a nearly 
fail-safe methodology for testing DIF, even when a designated anchor 
set is not readily available. Similarly, if accompanied by the Bonferroni-
corrected LR test, constrained-baseline MIMIC analysis would produce 
accurate conclusions about DIF.

The critical ΔCFI values that have been suggested for scale-level invari-
ance testing (i.e., –0.01, –0.002) were not optimal criteria for testing item-
level invariance or DIF. In our simulation studies, they markedly reduced 
power of MACS and MIMIC DIF analyses. This is consistent with the 
results from the previous simulation study conducted by French and 
Finch (2006). They found that despite the fact that the ΔCFI test (of –0.01) 
has comparable power to the LR test (at .01 alpha level) for testing metric 
invariance in some conditions, this criterion rarely performs as well for 
detecting noninvariance (i.e., nonuniform DIF) of a single item.* Taken 
together, future efforts are needed to empirically examine the potential 
criterion values under a variety of DIF conditions (e.g., sample size, num-
ber of items, proportion of DIF in a scale, etc.). These criterion values 
should be independent from the overall fit of the baseline model, should 
not be influenced by model complexity, and should not be redundant with 

* In supplementary analyses, we found that the critical values of RMSEA and SRMR suggested by 
Chen (2007) are not suitable for DIF analysis as well. When used to detect nonuniform and uni-
form DIF under our simulated conditions, generally they inflated Type I error above the nominal 
alpha level and/or provided very low power.
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other fit indices (Cheung & Rensvold, 2002). Until optimal criterion val-
ues become available, we recommend using the Bonferroni-corrected LR 
test for testing DIF.

With regard to categorical measured variables, the use of alternative 
test statistics and estimation methods would provide more reliable DIF 
analyses. For example, the Satorra–Bentler (SB) χ2 incorporates a scale 
correction, taking into account the hypothesized model and the distri-
butional characteristics of the data (1988). Satorra and Bentler (2001) 
further demonstrated how to calculate SB Δχ2 and corresponding 
degrees of freedom suitable for nested-model comparisons. Another 
alternative is to use a robust estimation method such as weighted least 
square (WLS) and robust WLS (RWLS).* These methods use poly-
choric correlations, item means, and weight matrices to produce an 
asymptotic covariance matrix of measured variables, which in turn 
is used to estimate the loading and intercept parameters (Muthén & 
Asparouhov, 2002).

Combining these methodological issues and recommendations, we sug-
gest general procedural guidelines for testing factorial invariance in a 
flowchart (see Figure 3.5). This testing procedure proceeds in three stages. 
In the first stage, omnibus metric invariance of a scale is evaluated (see 
Testing Factorial Invariance in Part I of this chapter). If metric invari-
ance holds, then omnibus scalar invariance of the scale is evaluated in 
the second stage. The ΔCFI test of –0.01 (or –0.002 for high-stakes testing 
environments) is recommended for assessing scale-level invariance. If it is 
appropriate to use ML estimation, the conventional LR test will be a com-
parable, or better, choice (see French & Finch, 2006). Because the scaling 
method generally does not change conclusions about scale-level invari-
ance, any scaling method is applicable.

If metric invariance is rejected, locating the source of noninvariance 
would occur within the first stage. Nonuniform DIF is examined in each 
item, one at a time by conducting the free-baseline MACS analysis with 
the fixed-factor scaling method and Bonferroni-corrected LR test (see 
Figure 3.3). After flagging nonuniform DIF items, loading parameters for 

* In fact, WLS and RWLS are not recommended in some cases. For example, Flora and Curran 
(2004) noted that the WLS χ2 is inflated, as are the parameter estimates, whereas their standard 
errors are negatively biased. Also, French and Finch (2006) found that the RWLS LR test provides 
very low power for testing scale-level metric invariance.
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the DIF items are allowed to be freely estimated in each group and remain 
unconstrained throughout the next stages (i.e., partial metric invariance).

In the second stage, either MACS or MIMIC analysis is used to identify 
the items exhibiting uniform DIF. It should be noted that, because MIMIC 
analysis presumes equal loadings across groups, this analysis should be 

Start

Test metric invariance

Invariance hold?

Test scalar invariance

Yes

Invariance hold?

Estimate construct
variances/covariances

and means

Yes

End

No

Test partial invariance

Locate uniform DIF,
using MACS or MIMIC

Invariance hold?
Yes No

No

Test partial invariance

Locate nonuniform DIF,
using MACS

Invariance hold?
Yes No

fIGuRe 3.5
The procedure for testing factorial invariance in the SEM framework.
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avoided if scale-level metric invariance has not been established in the first 
stage. If metric invariance holds, one can use the constrained-baseline 
MIMIC analysis with the Bonferroni-corrected LR test to detect uniform 
DIF in each item, one at a time. Regardless of whether full or partial metric 
invariance holds, one can also use the free-baseline MACS analysis with 
the fixed-factor scaling method and the Bonferroni-corrected LR test.

There is some debate as to what minimum number of items should be 
invariant. For example, as a conservative approach to employing partial 
metric invariance, Vandenberg and Lance (2000) recommended that load-
ing constraints should be relaxed for only a minority of items. In contrast, 
Steenkamp and Baumgartner (1998) suggested that at least two (loading- 
and intercept-) invariant items are sufficient for meaningful group com-
parisons. Although we agree with the recommendation of Steenkamp and 
Baumgartner (1998), the choice of a minimum number of invariant items 
must remain the prerogative of a researcher. This choice should be based 
on empirical evidence as well as practical considerations (Vandenberg & 
Lance, 2000).

After locating DIF items, further invariance tests (e.g., construct vari-
ances/covariances, construct means) may continue in the third stage. A 
baseline model should maintain the constraints of partial metric and sca-
lar invariance that have been supported in the first two stages. When used 
in the multiple-group case, the effects-coded scaling method provides 
some preferable features (see Little et al., 2006). For example, because the 
scale of a construct is optimally weighted by all of its indicators in the 
effects-coded method, this method would be more useful in practice than 
the fixed-factor method in which the scale is defined by a single, arbi-
trarily chosen anchor. Furthermore, in MACS analysis, when invariance 
constraints are placed on the loadings and intercepts, the effects-coded 
method provides the scale of a construct within each group, which is not 
the case with the fixed-factor method. Accordingly, we recommend using 
the effects-coded scaling method when testing invariance of construct 
parameters.

Upon completing the illustrated testing procedure, a researcher may 
determine the “biasedness” of the DIF items through subsequent empirical 
and content analyses (Zumbo, 1999). As noted previously (see Differential 
Item Functioning in Part I of this chapter), only when observed group dif-
ferences are attributable to the construct-irrelevant group characteristics 
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can DIF be considered item bias. Because groups in cross-cultural research 
often differ in various demographic and socioeconomic characteristics, 
these post-hoc analyses are strongly recommended to accomplish valid, 
meaningful group comparisons.
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Latent Means Across Cultures

Holger Steinmetz
University of Giessen

4.1 IntRoDuCtIon

One of the most often conducted kind of analysis in cross-cultural research 
is to compare the mean of some construct across two or more cultural pop-
ulations. Although one of the long-term goals of cross-cultural research 
may be to understand cultural functioning with regard to underlying cul-
tural dimensions (Hofstede, 1980; House, Javidan, Hanges, & Dorfman, 
2002) or contextual factors, mean comparisons are an important first way 
to generate knowledge about cross-cultural differences.

Although the use of structural equation modeling has increased in the last 
decades, researchers still rely on traditional methods (e.g., analysis of cova-
riance (ANOVA) and t-test) when comparing means. The typical procedure 
consists in aggregating items, for instance, from a questionnaire or tele-
phone interview, to a composite score and comparing the composites’ mean 
across the cultural samples. Therefore, although researchers are well aware 
that observed variables differ from latent variables (Borsboom, 2008), tradi-
tional analyses treat observed means as if they were equal to latent means. 
However, observed means cannot simply be equated with the latent mean of 
the underlying construct. As I will show later in more detail, the relationship 
between an observed mean and the latent mean is a function that contains 
two other important parameters, that is, the indicator intercept and the fac-
tor loading. Consequently, group differences on an observed composite can 
be solely attributed to a latent mean difference when the intercepts and load-
ings of the indicators are invariant (i.e., equal) across the groups.
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Using a mean and covariance structure analysis (MACS) approach, the 
estimation of latent means is straightforward (Little, 1997; Ployhardt & 
Oswald, 2004). A MACS approach allows combining the estimation of 
latent means (and their comparison across groups) with the analysis of 
the factor structure, whereas the aggregation of items to a composite score 
avoids such an analysis. Aggregation is problematic when the referring 
items are conceptually different facets and, hence, measure different latent 
variables. Furthermore, the statistical tests conducted within the MACS 
framework have a much higher power compared with tests for composite 
mean differences using t-tests or ANOVA (Thompson & Green, 2006) and 
lead to unbiased mean estimates even under conditions of partial invari-
ance of the indicator intercepts (Steinmetz, 2010).* Observed mean analy-
ses, in contrast, presume full invariance of intercepts.

This chapter gives an easy and nontechnical introduction to latent mean 
difference testing, explains its presumptions, and provides an empirical 
example using cross-cultural survey data. In addition, the chapter con-
tains the syntax codes for LISREL and Mplus and a short description of 
the procedure in Amos. In contrast to existing introductions to latent 
mean estimation, the chapter contains an overview of the different ways 
to identify the mean structure, and discusses mean estimation in the 
second-order factor analytic and MIMIC modeling framework and when 
considering formative measurement models. Regarding formative mea-
surement models, the chapter explicitly discusses the recent literature and 
its debate about the ontological nature of such models and implications 
for mean analyses.

4.2  the RelatIonshIp betWeen an 
obseRveD anD a latent Mean

Although researchers currently are well aware that observed variables dif-
fer from underlying latent variables, observed means seem to be uninten-
tionally equated with latent means. Observed means are a function of the 
indicator intercept, factor loading, and the latent mean and, hence, cannot 
simply be equated with the latent mean. In a usual common factor model, 

* See a contrasting view on partial invariance by De Beuckelaer (2005).
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the relationship between an observed indicator and the latent variable can 
be described by a usual regression equation:

 Xi i i= +λ ξ δ ,  (4.1)

where Xi is the observed indicator i (e.g., the ith item in a questionnaire, 
response to an interview question, or a coded observation). The ξ is a latent 
variable that “underlies”—that is, caused—the observed indicator with the 
causal strength λi. Finally, δi is the residual that denotes the amount of 
unexplained variance in Xi. Conceptually, this model refers to reflective or 
effect indicator factor model that presumes that Xi reflects (i.e., is caused 
by) the latent variable (Bollen & Lennox, 1991).

The model depicted in Equation 4.1 as it is applied in the majority of 
confirmatory factor analyses aims at the estimation of factor loadings, 
variances, and covariances of the latent variables and measurement errors 
(see Brown, 2006, for a nontechnical introduction to confirmatory fac-
tor analyses). In this regard, estimates are found that allow to explain the 
variances and covariances of the observed variables. Mathematical rela-
tionships between the empirical (co)variances and the model parameters 
serve as a way to decompose each cell of the covariance matrix to a set of 
model parameters. For instance, the variance of an indicator with a single 
factor loading can be decomposed to the product of the squared load-
ing times the variance of the latent variable plus the measurement error 
(i.e., Var(Xi) = λi

2ϕ + δi). As another example, the covariance between two 
indicators that measure the same latent variable can be decomposed to 
the product of their loadings and the variance of the latent variable (i.e., 
Cov(Xi, Xj) = λiλjϕ). Hence, the only empirical information underlying the 
model is the variances and covariances of the indicators. Consequently, 
the indicators are treated in terms of deviation units, implying zero means 
and intercepts.

In contrast, estimating location parameters (i.e., means) requires treat-
ing indicators in terms of their original metric. Therefore, the indicator 
intercept τi has to be included as an additional model parameter:

 Xi i i i= + +τ λ ξ δ .  (4.2)

Intercepts are comparable to the constant in a regression equation. 
Intercepts represent the difference between the response of an individual 
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and the expected value that results from the product of the loading and 
the person’s position on the latent dimension. To derive the equation for 
the latent mean, expectancies are taken that lead to

 E X E Ei i i i( ) ( ) ( ),= + +τ λ ξ δ  (4.3)

where E(Xi) is the expected value (i.e., mean) of the indicator and E(ξ) is the 
latent mean. Because the distribution of the errors has an expected value of 
zero (i.e., E(δi) = 0), it can be omitted. The E(ξ) is hereafter denoted as κ:

 E(Xi) = τi + λ iκ.  (4.4)

As shown in Equation 4.4, the observed mean results not only from the 
latent mean but also from the factor loading and the intercept. Whereas 
the factor loading weights the influence of the latent mean on the 
 indicator, the intercept is a systematic bias that is added to or subtracted 
from the product of the latent mean and the loading. Such biases occur 
when respondents give systematically higher or lower responses on an 
average than expected from the latent mean. When investigating diverse 
cultural populations, differences in intercepts can result from differences 
in such response biases (see Steinmetz, 2009, for a more detailed discus-
sion of intercepts). Regarding the estimation of intercepts and means, a 
vector of indicator means is added to the covariance matrix of the indica-
tors as input information. Hence, in the same way, the empirical variances 
and covariances are decomposed to loadings, (co)variances of the latent 
variable(s), and errors, and empirical indicator means are decomposed to 
intercepts, loadings, and latent means (see Bollen, 1989; Brown, 2006, for 
further details).

4.3 assuMptIons

As Equation 4.4 shows, the observed mean cannot simply be equated with 
the latent mean. Likewise, observed mean differences between two or more 
groups (e.g., cultures) do not necessarily indicate latent mean differences 
as unequal intercepts and/or factor loadings will also lead to observed dif-
ferences. Figure 4.1 shows two examples in which two groups with the 



Estimation and Comparison of Latent Means Across Cultures  •  89

same latent mean κ show a difference in the observed mean as a result of 
unequal factor loadings (Figure 4.1a) and indicator intercepts (Figure 4.1b).

Therefore, it has to be shown prior to the comparison of the latent means that 
the groups do not significantly differ in the loadings and intercepts of the mea-
sures. The tests of these presumptions are one form of the overall tests for mea-
surement invariance that concern the comparison of measurement parameters 
across two or more groups (Meredith, 1993; Steenkamp & Baumgartner, 1998; 
Vandenberg & Lance, 2000). In this regard, the equality of the factor loadings 
has been referred to as metric (weak) invariance and the equality of the inter-
cepts signifies scalar (strong) invariance. Both presumptions, however, rest on 
the overall assumption that the analyzed groups show a comparable model 
structure; that is, configural invariance. In summary, analyses and comparisons 
of latent means across cultures are only warranted when the hypothesis of con-
figural, metric, and scalar invariance cannot be rejected.

Whereas early claims of invariance concerned the full invariance of all 
parameters of a respective parameter matrix (e.g., the Λ matrix contain-
ing the factor loadings), the literature has somewhat agreed that partial 
invariance is a more realistic and sufficient condition. In particular, Byrne, 
Shavelson, and Muthén (1989) and Steenkamp and Baumgartner (1998) 
argued that at least two indicators have to show invariant loadings and 
intercepts to establish partial invariance. Other scholars, however (e.g., De 
Beuckelaer, 2005), argued that relying on partial invariance does not enable 
unbiased analyses of latent means and that full invariance is required 
(Chapter 3, by Lee, Little, and Preacher, and Chapter 5, by De Beuckelaer 
and Swinnen, in this book treat partial invariance in more detail).

xx
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fIGuRe 4.1
Relationship between latent and observed means under conditions of unequal factor 
loadings but equal intercepts (a) and equal factor loadings but unequal intercepts (b).
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4.4 pRoCeDuRe

MACS analyses and accompanying tests of measurement invariance are 
usually conducted within the multigroup confirmatory factor analysis 
(MGCFA) framework (an alternative will be described at the end of the 
chapter). In a MGCFA model, parameters of a factor model (see Equation 
4.4) are separately estimated for two or more groups. However, it is pos-
sible to specify equality constraints that force the maximum likelihood 
algorithm to find the optimal noninvariant parameter value for the 
groups. For example, setting an equality constraint for a specific factor 
loading forces the algorithm to find a noninvariant estimate that delivers 
the best possible data fit. Tests for measurement invariance as well as the 
latent mean comparisons are conducted within a series of nested models 
in which each step contains more restrictions (i.e., equality constraints) 
than the step before. Consequently, the adequacy of a set of restrictions is 
evaluated with the chi-square difference (or likelihood ratio) test. A non-
significant increase in the chi-square value indicates the noninvariance 
of the respective parameters. One problem with the chi-square difference 
test, however, is that its value depends on the overall fit of the former, 
less restricted, model (Yuan & Bentler, 2004). As a remedy, Cheung and 
Rensvold (2002) proposed to rely on the difference in the comparative fit 
index (Bentler, 1990), ΔCFI, to judge the adequacy of invariance assump-
tions. Based on their simulation study, which analyzed the behavior of 
several fit indexes, they found that the ΔCFI was the only fit index that was 
not correlated with its overall value of the former model. They proposed to 
reject the invariance hypothesis when ΔCFI > 0.01.

As mentioned before, latent mean comparisons are only warranted 
under conditions of (partial) configural, metric, and scalar invariance. 
The sequence starts with testing configural invariance as the baseline. If 
the model fit is adequate, the factor loadings are constrained to be equal 
across the groups and the difference in the chi-square is evaluated. If a 
significant increase occurs, the equality constraints for those loadings 
with significant differences can be relaxed. At the next step, the intercepts 
are constrained to be equal. If the former step had led to one or more 
unequal loadings, the intercepts for those indicators are kept uncon-
strained. That is, indicators with significantly unequal loadings are not 
tested for scalar invariance. In case of a significant increase in the chi-



Estimation and Comparison of Latent Means Across Cultures  •  91

square, noninvariant intercepts are identified and their constraints are 
relaxed. If this testing procedure results in at least two indicators with 
metric and scalar invariance, equality constraints for the latent means 
can be specified. A subsequent significant increase in the chi-square value 
indicates a latent mean difference. Recently, Saris, Satorra, and van der 
Veld (2009) argued that tests of a model are usually conducted without 
considering the power of the chi-square test to detect misspecifications. 
The authors noted that the power does not depend only on the size of the 
misspecification (i.e., deviation of the true population parameter from 
the sample parameter fixed to zero) but also on the sample size, the effect 
sizes of other parameters, and the number of indicators. Although this 
discussion refers to the test of overall structural equation models and not 
MACS, power considerations could be valuable information in the con-
text of invariance testing.

There is some discussion, on how to proceed when the hypothesis of 
full invariance of a parameter matrix has been rejected. As mentioned 
above, partial invariance means that some parameters are allowed to 
 differ across the groups. The question, however, arises on how to elabo-
rate which parameters differ significantly across the groups and, hence, 
violate the assumption of full invariance. Initially, Byrne et al. (1989) pro-
posed  to inspect the modification indices (or univariate Lagrange mul-
tipliers) that are provided by the software (e.g., LISREL, AMOS, Mplus) 
for each fixed or constrained parameter. A modification index signifies 
the reduction of the chi-square value if the respective parameter is freely 
estimated. Although this procedure can be referred to as the most practi-
cal and straightforward, it is not without dangers. Modification indexes 
assume that the model is correct (Cheung & Rensvold, 1999). Hence, 
indexes calculated for the fully invariant model are more or less biased 
depending on the extent of noninvariance. Practically, this implies that 
the modification index for a respective parameter may not be trustworthy. 
Furthermore, the sequence by which constraints for parameters with high 
modification indexes (MIs) are relaxed affect the MIs for the remaining 
constrained parameters. It is, for instance, possible that a modification 
index is substantial in a certain step of the sequence and becomes neg-
ligible after relaxing the constraint for another parameter with a larger 
modification index. Similarly, parameters that have passed one step of the 
sequence again show a high MI when elements of a different parameter 
matrix are constrained (e.g., after  successfully passing the test for metric 
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invariance, some loadings show high-MIs when restricting the intercepts 
to be equal). According to Steenkamp and Baumgartner (1998), “model 
respecifications should be conducted cautiously and […] we recom-
mend that invariance constraints be relaxed only when MIs [modifica-
tion indexes] are highly significant (both in absolute magnitude and in 
comparison with the majority of others MIs) and expected parameters 
change (EPCs) are substantial” (p. 81). Additional information can be 
obtained by inspecting the estimates of the unconstrained parameters. In 
this regard, descriptively large differences across groups should match the 
information provided by the MIs. In the case that the marker indicator 
that defines the scale and origin of the latent variable (see Section 4.5) is 
noninvariant across groups, another indicator with invariant loading and 
intercept has to be selected as the marker.

4.5 IDentIfICatIon

MACS analyses require additional restrictions to identify intercepts and 
latent means. In the same way, loadings, errors, and latent variances can 
only be estimated when the model is either just-identified (i.e., the num-
ber of parameters equals the number of empirical [co]variances) or over-
 identified (i.e., the number of parameters is smaller than the number of 
empirical [co]variances), intercepts and means can be estimated only 
when the number of empirical means equals or exceeds the number of 
intercepts and means. For instance, specifying a measurement model with 
two groups and four indicators implies 10 unknown parameters (i.e., eight 
intercepts and two latent means). However, there are only eight observed 
means as empirical information. Hence, the model is unidentified unless 
some restrictions are implemented. These restrictions have a further sub-
stantial meaning: Latent variables are continuous dimensions, and thus 
have neither a metric nor numerical values (such as a numerical mean). 
The scale is usually provided by fixing one factor loading to one or, alter-
natively, by fixing the latent variance to one. Analogously, the origin of the 
latent variable has to be defined in order to assign numerical values to the 
latent dimensions and to be able to compare those values across groups.

There are three approaches to identifying the mean structure (see Little, 
Slegers, & Card, 2006, for an overview). All approaches lead to identical 
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conclusions regarding mean differences but result in different interpreta-
tions of the absolute values of means and intercepts.

First, the intercept of the marker item that is used to scale the latent vari-
able may be fixed to zero and both means estimated (the “marker method”). 
As a consequence, the latent mean will be estimated as the marker mean. 
The remaining intercepts are estimated as the deviation of the observed 
mean and the λiκ product of the referring indicator (i.e., τ λ κi i iX= − ). 
The equality constraints that are implemented in the process of metric 
and scalar invariance testing assure that a potential difference in the latent 
mean across the groups can be attributed to the latent level and not only to 
differences in the marker mean.

Second, the latent means may be fixed to zero and all intercepts esti-
mated (the “reference-group method”). As a consequence, the intercepts 
will be equal to their respective observed indicators (i.e., τi =X−i –λi × 0). 
When the test for scalar invariance is conducted, the zero fixation of 
latent mean in one group—the “comparison group”—has to be relaxed 
because, otherwise, the tests for scalar and mean invariance are con-
founded. That means that—at the same time—both the latent mean 
and the intercepts would be constrained to equality, which would make 
it impossible to determine which constraint is wrong. Using the ref-
erence-group method, it is possible to interpret a latent mean differ-
ence in terms of the standardized effect size Glass’ Δ, which belongs to 
the class of effect sizes of the d-family (Rosenthal & DiMatteo, 2001) 
and is often used in experimental research by dividing the mean differ-
ence between the treatment and control groups (i.e., reference group) by 
the standard deviation of the control group (Little et al., 2006). In the 
MACS analyses, Glass’ Δ is gained by fixing the variance of the latent 
variances instead of the marker indicator to one. If the researcher finds 
it more comfortable to interpret effect sizes in terms of a correlation, 
Glass’ Δ (as any effect size of the d-family) can be converted to r by using 
the formula:

 r
d

d
=

+

2

2 4
,  (4.5)

where d is Glass’ Δ.
Analogous to the estimation of the latent mean, the unit fixation of the 

latent variance in the comparison group has to be relaxed when metric 
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invariance is tested. Otherwise, the tests of metric invariance and invari-
ance of the latent variances are confounded. The test for mean equality can 
finally be conducted by constraining the mean of the comparison group to 
be equal to the mean of the first group.

Little et al. (2006) proposed as a third method (“effects coding method”) 
using all intercepts in combination to identify the mean structure and all 
loadings to identify the covariance structure. In particular, the intercepts 
are constrained such that their sum equals zero and the loadings are con-
strained that their average equals 1. The summation of the intercepts is, 
for instance, established by requesting one intercept to be estimated as 
a function of the others (e.g., τ1 = 0 – τ2 – τ3 – τ4 ). As a result of these 
constraints, the latent mean is estimated as the weighted average of the 
observed means and the latent variance is estimated as the weighted aver-
age of the observed variances.

4.6 an eMpIRICal exaMple

The empirical example relies on data from the European Social Survey 
(2002). The aim was to compare the latent means of the latent variable “self-
esteem” among the Norwegian and British population. Four items were 
used in the MACS model: “In general I feel very positive about myself” 
(pstvms), “I feel what I do in life is valuable and worthwhile” (dngval), 
“At times I feel as if I am a failure” (flrms), and “It is hard to be hope-
ful about the future of the world” (nhpftr). The responses were provided 
on a five-point Likert scale from 1 (agree strongly) to 5 (disagree strongly). 
The sample sizes were N = 2375 (British sample) and N = 1744 (Norwegian 
sample). The analyses were based on the covariance matrices and means 
of the four indicators computed for both samples. The indicators pstvms 
and dngval were inverted in order to interpret high-numerical values in all 
four indicators as a reflection of a high self-esteem.

The syntax commands for LISREL and Mplus are depicted in Appendices 
4.A and 4.B, respectively. Appendix 4.C contains a description of the pro-
cedure in AMOS. The LISREL code contains the covariance matrices and 
mean vector of the indicators. Whereas Mplus analyses usually are based 
on the raw data, the analyses in the present case were conducted based on 
an external file with the covariance matrix and mean vector. This file can 
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be rebuilt by copying the matrices from the LISREL code into a text file. 
This file should contain the mean (row) vector followed by the covariance 
matrix, subsequently for the groups:

3.7642 3.8756 3.5008 2.8158 #means of group 1
0.6654  #covariance matrix of group 1
0.2030 0.5382
0.3353 0.1605 1.0788
0.1536 0.1050 0.1497 1.0491
3.6777 3.9845 3.3967 3.0573 #means of group 2
0.5862  #covariance matrix of group 2
0.1299 0.3707
0.2568 0.0957 1.0436
0.1219 0.0600 0.1388 0.9228

Although the identification procedure proposed by Little et al. (2006) has 
some advantages (e.g., interpretation of latent means in terms of average 
observed means), the presented analyses relied on the marker method as 
this is the more straightforward way. In this regard, the loading of pstvms 
was fixed to one and its intercept was fixed to zero.

Table 4.1 shows the fit indexes for the nested models that test for con-
figural, metric, and scalar invariance as preconditions for the comparison 
of the latent mean. Each model contains a set of equality constraints that 
makes it more restrictive than the former model.* The differences in chi-
square (Δχ2) and CFI (ΔCFI) allow a judgment of whether the respective 
constraint is tenable. Information provided by the modification indices 
as well the residuals (discussed later in detail) provide information about 
potential sources of noninvariance. As Table 4.1 shows, the tests for metric 
and scalar invariance resulted in full metric invariance of all four factor 
loadings (Model B) and partial scalar invariance (Model D). In particu-
lar, the intercepts of the equations for dngval (“I feel what I do in life is 
valuable and worthwhile”) and nhpftr (“It is hard to be hopeful about the 
future of the world”) were significantly higher in the Norwegian sample. 
Because of the large sample size, the statistical tests for invariance had a 
high power that makes it very difficult to find especially nonsignificant 
intercept differences. Therefore, Table 4.1 also presents the ΔCFI (Cheung 
& Rensvold, 2002) that enables evaluating invariance from a more practical 

* An exception is Model D testing for partial scalar invariance that relaxes two constraints imposed 
by Model C.
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perspective. In the present example, however, the information provided 
by the ΔCFI corresponded to the information provided by the chi-square 
test. Finally, the tests for equal latent means (Model E) showed that the 
Norwegian sample had a significantly lower latent mean in self-esteem 
compared to the British sample. Applying the reference method to iden-
tify the latent means showed that the effect size of the difference, however, 
is small (Glass’ Δ = 0.15).

Table 4.2 gives a closer look into the parameter estimates of the various 
models and illustrates how parameters are estimated under an increasing 
number of equality constraints. Depicted are the observed mean (X i), the 
parameters of the model (i.e., τi, λi, and κ), the fitted means; that is, the 
indicator means implied by the estimated parameters (see Equation 4.4), 
and the residuals that are the differences between each observed and fitted 
indicator mean. The goal of the estimator (e.g., maximum likelihood) is to 
minimize these residuals.

The configural invariant model (Model A from Table 4.1) implies 
no restrictions on the mean structure beyond those necessary for the 
identification (the first intercept is fixed to zero). Fixed or constrained 
parameters are underlined. Due to these constraints, the latent mean 
is estimated as the observed mean of the marker indicator (3.76 and 
3.68). All other intercepts and loadings are optimally chosen such that 
the residuals are minimized and the fitted means exactly equal the 
observed means.

The metrically invariant model (Model B) imposes equality constraints 
on the factor loadings. These constraints have implications just for the 
minimization process regarding the covariance matrix. As the factor 
loadings are not only part of the mean equations (i.e., E(Xi) = τi + λik) of 
the indicators but also of the structural equations linking the model to the 
observed covariance matrix (i.e., Var(Xi) = λi

2ϕ + δi), restricting loadings 
to be equal raises the question whether the observed (co)variances in both 
groups can adequately be reproduced. Regarding the mean structure, the 
metrically invariant model is still just-identified and the observed means 
can perfectly be reproduced by choosing the intercepts in such a way that 
the residuals are zero. As Table 4.2 shows, the intercepts change from 
Model A to Model B.

The test for full scalar invariance (Model C), causes the first strain for 
the mean structure. As the former model allowed finding intercept esti-
mates separately for both groups, the algorithm could simply adapt to each 
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loading constraint by choosing the respective intercept that—together 
with the loading—reproduce the observed means. Metaphorically speak-
ing, one can think of the intercept functioning as a valve that enables 
reducing the tension within a mechanical system. The fully scalar invari-
ant model, in contrast, restricts the intercepts to be equal in both groups 
(i.e., closes the valve). The algorithm now has to find an optimal compro-
mise among three options to reproduce the observed means: (a) it can 
change the latent mean estimate for both groups separately but this will 
affect all observed means in each group, (b) it can change factor loadings 
for both groups but this will affect the observed means and (co)variances, 
(c) it can change intercepts for both groups. As Table 4.2 shows, even the 
most optimal compromise led to implied means of dngval and nhpftr that 
deviate substantially from the observed means: For the British sample, the 
residuals for these indicators are –0.06 and –0.11 and for the Norwegian 
sample, the residuals are 0.06 and 0.14. For these two indicators, hence, the 
null hypothesis of invariance has to be rejected.

The partially scalar invariant model (Model D) relaxes the constraints 
on the intercepts for dngval and nhpftr. By finding different estimates of 
the intercepts for both groups (τdngval = 2.05 vs. 2.21, and τnhpftr = 1.20 vs. 
1.49), it is possible to reproduce the observed means almost perfectly.

The final model (Model E) tests if—given the most optimal pattern of 
invariant and noninvariant loadings and intercepts resulting from the for-
mer models—the observed means could have occurred under the prem-
ise that the latent means are equal. The strain for the mean structure in 
this case is caused by requesting only one latent mean estimate occur-
ring in each of the eight mean equations. Although the algorithm can 
adapt slightly by changing intercept and loading estimates to minimize 
the residuals, these changes can only occur within the limits created by 
the cross-group constraints. When, therefore, the observed means can-
not be adequately reproduced even after the best possible compromise in 
estimating a single latent mean, intercepts, and loadings (simultaneously 
for both groups), the hypothesis of equal latent means must be rejected. 
In the present case, especially the observed means of pstvms and flrms, 
could not adequately be reproduced. This misfit shows why it is important 
to have at least one additional invariant intercept because otherwise, the 
algorithms simply could reproduce the observed means by adapting the 
intercepts in each group. The invariant intercepts, however, imply limits in 
which changes in the latent means can take place.
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4.7  estIMatInG latent Means In seConD-oRDeR 
faCtoR MoDels, MIMIC MoDels, anD 
foRMatIve MoDels

The subsequent section will briefly discuss three further issues relevant to 
the estimation of latent means: second-order factor models, MIMIC mod-
eling, and formative measurement models.

4.8  latent Mean estIMatIon In seConD-oRDeR 
faCtoR MoDels

The preceding section described in detail the relationship between an 
observed mean and a latent mean (see Equation 4.4) in a first-order factor 
model. That is, it was assumed that a single latent variable causally deter-
mines a set of observed indicators, although in practice it is rather common 
to have several latent variables that are allowed to covary. Sometimes, the 
researchers may hypothesize that the covariation among these latent vari-
ables is the result of a higher-order factor (Gerbing, Hamilton, & Freeman, 
1994; Rindskopf & Rose, 1988). The mean of this higher-order factor can 
also be compared across groups. In the same way, Equation 4.2 describes 
the relationship between an observed indicator and an underlying latent 
variable, Equation 4.6 describes the relationship between a first-order fac-
tor and an underlying second-order factor:

 η α γ ξ ζi i i i= + + . (4.6)

Here, ηi is the ith first-order factor caused by ξ; γi is the higher-order fac-
tor loading relating ξ to ηi, and ζi is the disturbance (i.e., the variance in ηi 
not explained by ξ). Finally, αi is the intercept. Analogous to Equation 4.5, 
the relationship between the first-order factor mean and the second-order 
mean can be described by

 E i i i( ) .η α γ κ= +  (4.7)

Equation 4.7 is almost identical to Equation 4.4: κ is still the latent mean 
of the exogenous variable ξ. The only difference is that the “indicator” in a 
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higher-order factor model is not an observed variable Xi but a latent vari-
able ηi. Thus, the notation for the intercept changes from τi to αi. The simi-
larity between the lower-order structure and the higher-order structure 
can easily be used to describe the identification constraints in tests of met-
ric and scalar invariance: Again, the researcher has the choice between the 
marker method (i.e., fixing one higher-order loading to 1 and one higher-
order intercept αi to zero, and estimate the κ’s in all groups), the reference-
group method (i.e., fixing the κ’s to zero in all groups and estimating the 
intercepts αi), or the effects coding approach (all intercepts and loadings 
are used in combination to identify the covariance and mean structure). 
Furthermore, the chosen strategy can be the same for both the lower- and 
higher-order level or different. For instance, Chen, Sousa, and West (2005) 
used the marker approach for the lower level and the reference-group 
approach for the higher level. Regarding the tests for measurement invari-
ance, these authors emphasized that a test of the higher-order parameters 
requires invariance of the lower-order parameters. They proposed the fol-
lowing sequence of tests: (a) invariance of the lower-order factor loadings, 
(b) invariance of the higher-order factor loadings, (c) invariance of the 
lower-order intercepts, (d) invariance of the higher-order intercepts, and 
(e) invariance of the higher-order factor means.

4.9  the MIMIC MoDelInG appRoaCh 
to Mean analyses

A multiple group modeling approach is not the only way in which means 
can be compared across groups. Multiple indicators multiple causes 
(MIMIC; Jöreskog & Goldberger, 1975; Muthén, 1989) modeling is a single-
group approach (i.e., relies on a single covariance matrix) but incorporates 
group information in the form of observed dummy variables as covariates 
of the latent variable(s). In case of two groups, one dummy variable (e.g., 
0 = Norwegian, 1 = British) is included that predicts the latent variable. 
In contrast to the multiple group approach, the indicator means are not 
considered (see Figure 4.2). The unstandardized coefficient of the dummy 
variable denotes the units by which one group differs on average from 
another in the latent variable and the standardized coefficient denotes the 
effect size of this difference (Thompson & Green, 2006). Brown (2006), 
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however, emphasizes that the standardization should only refer to the 
latent variable but not to the dummy variables.

The MIMIC model depicted in Figure 4.2 is a reanalysis of the empiri-
cal example from the previous section (i.e., comparison of the British and 
Norwegian sample). The regression effect of the binary country variable on 
the latent self-esteem variable denotes the difference in the latent means. 
Without considering differences in intercepts (i.e., lack of direct effects of 
the country variable on the four indicators of self-esteem), the model did 
not fit the data well (χ2(5) = 137.69, p < .001, RMSEA (root mean square 
error approximation) = 0.08, CFI = .91). Inspecting the residuals (in this 
case, these are the deviations between the implied covariances and the 
empirical covariances) revealed that the covariance between the country 
variable and nhpftr and dngval could not be sufficiently explained by the 
presence of the latent variable. The modification indices underscored this 
interpretation, recommending the estimation of direct effects of the coun-
try variable on these two indicators (i.e., the dotted paths in Figure 4.2). 
This modification led to a well-fitting model (χ2(3) = 8.21, p = 0.04, 
RMSEA = 0.02, CFI = 1.0). The conclusion resulting from the MIMIC 
model, hence, equals the conclusion from the multiple group analysis 
that the countries differ in these indicators beyond a level that could be 
explained by differences in the latent self-esteem.

The advantage of the MIMIC approach compared to the multiple group 
approach is that more than one grouping variable can be addressed at one 
time, as well as their interaction (i.e., by incorporating a product term that 
results from multiplying the dummy variables). For instance, given the 
example of self-esteem, the researcher could address group differences 
between British and Norwegian individuals, women and men, as well as 
their interaction. In this case, incorporation of dummy variables would 
equal the treatment of dummy variables in multiple regression (Cohen, 

Country Self-esteem

nhpftr

flrms

pstvms

dngval

fIGuRe 4.2
MIMIC model analyzing latent means across the British and Swedish sample.
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Cohen, West, & Aiken, 2003). One further advantage is that the MIMIC 
approach requires a smaller sample size than the multiple group approach. 
Whereas a multiple group model implies estimating two or more models, 
the MIMIC approach implies just one model.

One disadvantage is that the MIMIC approach assumes that most of the 
parameters (i.e., factor loadings, errors, and latent (co)variances) are equal 
across the groups (Brown, 2006), which cannot be tested. It is, however, 
possible to investigate scalar invariance by testing if the dummy variable 
has a direct effect on the indicators of the latent variable. A significant 
effect denotes that, while holding the latent variable constant, the observed 
means differ across the groups (Brown, 2006). Marsh, Tracey, and Craven 
(2006) proposed combining multiple group and MIMIC analyses. In their 
study, they first tested for invariance of the various parameters regarding 
each grouping variable, and successively combined several grouping vari-
ables as well as their product terms for further analyses.

4.10 Means In foRMatIve MeasuReMent MoDels

Formative measurement models (or formative constructs, emergent 
constructs) have been discussed for decades (Bollen & Lennox, 1991; 
Cohen, Cohen, Teresi, Marchi, & Velez, 1990; Diamantopoulos, Riefler, & 
Roth, 2008; Diamantopoulos & Winklhofer, 2001; Jarvis, MacKenzie, & 
Podsakoff, 2003; MacCallum & Browne, 1993). Whereas the typical reflec-
tive measurement model refers to a latent variable that is supposed to cause 
the observed variable (see Equation 4.1), the formative model assumes 
that the observed variables determine the construct. Consequently, these 
observed variables are denoted as causal indicators. Issues of latent mean 
estimation have mostly been discussed within the reflective model per-
spective (see Cole, Maxwell, Arvey, & Salas, 1993; Thompson & Green, 
2006, as exceptions). Cole et al. (1993) as well as Thompson and Green 
(2006) argue that, in contrast to reflective models, means of formative con-
structs (they use the term “emergent construct”) should be compared with 
multivariate analysis of variance (MANOVA). The current debate about 
the usefulness and ontological status of the formative model (Bagozzi, 
2007; Bollen, 2007; Franke, Preacher, & Rigdon, 2008; Howell, Breivik, & 
Wilcox, 2007a, 2007b; Wilcox, Howell, & Breivik, 2008), however, leads 
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to a deviating perspective on the adequate way of comparing means of 
formative constructs.

MANOVA is an observed variable method and even weighting variables 
does not imply any latent construct. Ontologically, such a treatment of 
observed variables corresponds to the idea of many scholars that a forma-
tive construct is characterized by “causal indicators [which] are combined 
additively to form a linear composite” (Thompson & Green, 2006, p. 121). 
Diamantopoulos et al. (2008) conceive causal indicators as both causal 
influences and integral part of the construct when they argue that “each 
indicator captures a specific aspect of the construct’s domain” (p. 1205). 
Similarly, Cadogan, Souchon, and Procter (2008) note that “when speci-
fying the content and identifying the indicators of formative models, the 
indicators should adequately cover the breadth of the latent variable” 
(p. 1265). As Borsboom, Mellenbergh, and van Heerden (2003) point out, 
the ontological status of such a construct is ambiguous and refers to a 
constructivist (i.e., the construct is a “construction of the human mind,” 
p. 207) or operationalist (i.e., the construct is defined via the measurement 
operations) rather than an entity realism view (i.e., the construct exists 
beyond its measures). A researcher adhering to such a view about the con-
struct, of course, can conduct a MANOVA with the observed variables. 
However, because indicators of a formative construct have been described 
as conceptually distinct entities “not required to have the same anteced-
ents and consequences” (Jarvis et al., 2003, p. 203), the question is what 
inferences can be drawn for the whole construct by comparing means of 
this multivariate set of observed means? As a further caveat, MANOVA 
equals other observed mean techniques as it assumes equal response 
biases across groups, which is unlikely to be the case.

The view of formative constructs as described above was recently ques-
tioned by Howell et al. (2007b) and Wilcox et al. (2008) who argued 
that constructs are not inherently reflective or formative. These authors 
claimed that it is the relationship between an indicator and its construct 
that is either reflective or formative and that it is possible to measure every 
“formative construct” (in addition or alternatively) with reflective indica-
tors. The important difference to the view introduced initially is that such 
a view implies an entity realism perspective of the latent variable. In this 
case, considering the mean of such a latent variable does indeed make 
sense. From a technical point of view, however, the question is whether 
inferences about the construct’s mean should be based on the indicators’ 
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means and if yes, how such an inference would look like. The reason is 
that the mean of a formative latent variable is not an estimated parameter 
because it is directly implied by the means of the causal indicators and 
their effects on the formative construct:

 E E X E X E X E Xn n i i( ) ( ) ( ) ... ( ) (η α γ γ γ α γ= + + + + = +1 1 2 2 )),
i

n

=
∑

1

 (4.8)

where E(η) is the mean of the formative construct, α is the intercept of the 
structural equation and X1–Xn are the n causal indicators affecting η with 
γi. Because the latent mean is not an estimated parameter, it is not possible 
to directly compare the groups in their construct mean. Comparing the 
set of observed means again raises ambiguity about the ontological status 
of the construct (indeed, the mean of every possible sum score can easily 
be compared regardless if this sum score refers to anything reasonable). 
Furthermore, it is possible that the same implied latent mean results from 
a diverse profile of mean differences in the set of causal indicators.

The solution to this problem, however, lies in the identification part 
of the model, which is a necessary part of every formative measurement 
model (Bollen & Davis, 1994; MacCallum & Browne, 1993). Because the 
formative measurement model has to incorporate at least two dependent 
latent variables or at least two reflective measures to identify the  formative 
construct, the procedures for testing mean differences described for the 
usual (first- or second-order factor model above) is valid in this case, too. 
In this regard, a formative construct emitting paths to two dependent 
latent variables can be treated as a second-order factor, and the forma-
tive construct measured by two reflective indicators can bet treated as any 
other reflective latent variable (Wilcox et al., 2008). The only difference to 
the usual test of means is that the causal indicators are part of the model 
with the result that the latent mean is still not a model parameter. The 
most obvious practical solution here is to eliminate the causal indicators 
for the test of the latent mean and to proceed with the tests for metric, 
scalar, and mean invariance.

As a further possibility, means of such a latent variable may be inves-
tigated with the MIMIC approach addressed in the previous section (see 
Figure 4.2). In this regard, one or more dummy variables that represent 
the countries are included as predictors of the formative variable. An 
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advantage of this approach is that the causal indicators do not have to be 
omitted from the model, more than two countries can be included, and 
the interaction between the country variable(s) and other predictors of the 
formative variable (e.g., the causal indicators) can be investigated.

4.11 ConClusIons

This chapter provided an overview of approaches to estimate and compare 
latent means across cultures. Most notable, the MACS approach reflects 
the important difference between observed means and latent means. After 
explaining the relationship between latent and observed means and the 
important role of the indicator intercepts, the various tests for invariance 
(e.g., configural, metric, and scalar invariance) that are preconditions for 
a meaningful comparison of latent means were reviewed. Subsequently, 
the procedure of testing the various steps of invariance via equality con-
straints, evaluation of these tests using the chi-square difference statistic 
and differences in the fit indexes (e.g., ΔCFI), and the use of modifica-
tion indices as means to investigate failure of a constraint were discussed. 
Likewise, three methods to identify the mean structure of the model (i.e., 
the marker method, the reference-group method, and the effects coding 
method) were reviewed that lead to identical results regarding the sig-
nificance of latent mean differences but offer the researcher control over 
the precise numerical estimates the respective method delivers. The chap-
ter illustrated these theoretical issues with an empirical example using 
data from the European Social Survey. Table 4.2 presented a step-by-step 
explanation of how the software estimates the parameters at the various 
steps of the invariance tests. Finally, the chapter discussed mean estima-
tion in second-order factor models, MIMIC models, and formative mea-
surement models.

All the issues discussed in this chapter implied idealized conditions 
with regard to the assumptions of any latent variable model—and, thus, 
MACS analyses as well. In this regard, the discussion of the issues pre-
sumed normally distributed data, continuous scale level of the indicators, 
causal homogeneity of the cultural population from which the ESS sam-
ples were drawn, and a nonexistence of missing data. In practical applica-
tions, however, these assumptions may often be violated (see Hoogland & 
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Boomsma, 1998, for a review of robustness in latent variable modeling). 
Possible targets of violations of the assumptions are the unbiasedness of 
the parameter estimates (i.e., the mean of a parameter’s sampling distri-
bution equals the population parameter), their standard errors, and the 
chi-square test. In the following, the most salient issues of concern are 
briefly discussed.

Normality. One of the most basic assumption of maximum likelihood 
estimation is multivariate normal distribution of the indicators (i.e., the 
joint probability distribution of the indicators is normal). Whereas maxi-
mum likelihood estimated parameters are relatively robust to nonnor-
mality, their standard errors and chi-square statistic are biased (Finney 
& DiStefano, 2006). Thus, before using a MACS or MIMIC approach, 
researchers should screen their data for normality, and try to use univari-
ate (Tabachnik & Fidell, 2005) or multivariate (Yuan, Chan, & Bentler, 
2000) transformation methods to normalize the data or remove poten-
tial outliers. An alternative is to use the corrected chi-square statistic and 
robust standard errors (Satorra & Bentler, 1994) or bootstrapping (Bollen 
& Stine, 1992). When using the Satorra–Bentler correction in MACS anal-
yses, care has to be taken when comparing nested models. Because the 
difference between two Satorra–Bentler corrected chi-square statistics is 
not chi-square distributed, a special formula has to be applied to test for 
the difference.*

Scale level. A closely connected assumption of latent variable models is 
that the observed indicators are measured on a continuous scale. Given 
that most research is conducted with Likert-type rating scales that are 
ordered categorical, this assumption is violated. A consequence of treat-
ing categorical indicators as continuous may be that their correlations 
are underestimated, which biases parameter estimates (especially when 
using less than five response categories, cf. Finney & DiStefano, 2006). 
In single group latent variable models, a polychoric, polyserial, or tetra-
chorical correlation matrix (instead of a covariance matrix) can be used 
as input matrix, and specific estimators (robust weighted least squares 
in Mplus or diagonally weighted least squares in LISREL) can be applied 
to estimate the correct parameters (Flora & Curran, 2004). In a model 
with ordinal data, thresholds are estimated that represent the position in 

* A freeware program to calculate the Satorra-Bentler corrected chi-square difference can be down-
loaded from the Web site http://www.abdn.ac.uk/~psy086/dept/psychom.htm

http://www.abdn.ac.uk/~psy086/dept/psychom.htm
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a latent response variable that cause the selection of a certain observed 
response category. Given m response categories in the observed indicator, 
m−1 threshold parameters are estimated. In a MACS analysis, thresholds 
instead of intercepts are compared across groups as a goal of invariance 
testing (Lubke & Muthén, 2004).

As the two final points of concern, lack of causal homogeneity and miss-
ing data can bias the parameters in a MACS analysis. The causal homo-
geneity assumption (Muthén, 1989) means that the investigated sample is 
drawn from a population in which the model is valid. Causal heteroge-
neity, in contrast, means that the population consists of subpopulations 
with different model parameters (i.e., different causal effects) or even a 
completely different structure. Failure to account for causal (or popula-
tion) heterogeneity can bias parameters or result in a low fit of the model. 
Remedies are mixture modeling approaches (Bauer & Curran, 2004; 
Gagné, 2006; Lubke & Muthén, 2005; Muthén, 2001), in which the model 
is estimated for a prespecified number of (unknown) subpopulations. 
Consequently, solutions for differing numbers of subpopulations can be 
compared with regard to their fit, plausibility, and differences in param-
eter estimates (e.g., factor loadings, latent means). Whereas traditional 
MACS analyses target observed heterogeneity (i.e., the subpopulations 
are indicated by a measure such as gender, culture, or education), unob-
served heterogeneity refers to unknown subpopulation membership of 
the investigated cases, which then has to be inferred. For a more in-depth 
coverage of the unobserved heterogeneity issue, see Chapters 14 and 13 
in this book.

Finally, nonrandom missing data can bias parameter estimates when the 
sample data departs systematically from the target population. In recent 
years, however, powerful methods have been investigated to address miss-
ingness, such as full information maximum likelihood (Enders, 2001; 
Enders & Bandalos, 2001) or multiple imputation (Schafer & Graham, 
2002; Schafer & Olsen, 1998; Sinharay, Stern, & Russell, 2001).
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appenDIx 4.a: lIsRel syntax

********************* GREAT BRITAIN ************************

DA NI = 4 NO = 2378 NG = 2 MA = CM
CM FU
0.6654 0.2030 0.3353 0.1536
0.2030 0.5382 0.1605 0.1050
0.3353 0.1605 1.0788 0.1497
0.1536 0.1050 0.1497 1.0491
ME
3.7642 3.8756 3.5008 2.8158

LA
pstvms_r dngval_r flrms nhpftr
MO NX = 4 NK = 1 LX = FU,FI TD = FU,FI PH = SY,FR TX = FU,FI 
KA = FU,FI !In addition to usual matrices, TX and KA are 
added that contain intercepts and means

LK
LifeSat

VA 1 LX 1 1   !The loading of the first indicator is fixed 
!to one in order to scale the latent variable

FR LX 2 1 LX 3 1 LX 4 1

VA 0 TX 1  !The first intercept is fixed to zero
FR TX 2 TX 3 TX 4

FR KA 1  !the latent mean is estimated
FR TD 1 1 TD 2 2 TD 3 3 TD 4 4

OU ML AD = OFF IT = 1000
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********************* NORWAY *******************************

DA NI = 4 NO = 1744 MA = CM
CM FU
0.5862 0.1299 0.2568 0.1219
0.1299 0.3707 0.0957 0.0600
0.2568 0.0957 1.0436 0.1388
0.1219 0.0600 0.1388 0.9228

ME
3.6777 3.9845 3.3967 3.0573

LA
pstvms_r dngval_r flrms nhpftr
MO LX = IN TD = PS PH = PS TX = IN KA = IN
!The “IN” specify which parameter matrices are constrained

LK
LifeSat

FR TX 4 TX 2 !Non-invariant intercepts
OU ML AD = OFF IT = 1000 ND = 2 RS

appenDIx 4.b: Mplus syntax

DATA: FILE = Mplus CM.dat;
 TYPE IS MEANS COVARIANCE;
 NGROUPS = 2;
 NOBSERVATIONS = 1744 2300;
VARIABLE:
 NAMES ARE pstvms dngval flrms nhpftr;
ANALYSIS:
 TYPE = meanstructure;
MODEL: !Overall model
 Selfest by pstvms dngval flrms nhpftr;
 [pstvms@0 dngval flrms nhpftr];
 Selfest;
 [Selfest];

! The following sections define the parameters for both groups



Estimation and Comparison of Latent Means Across Cultures  •  115

#***********************************************************

MODEL g1:  !This section has to be included if one wants to 
!fix the first intercept to zero and to estimate 
!both means (Mplus’ default is to estimate all 
!intercepts and fix the first mean to 0)

[pstvms@0 dngval flrms nhpftr];
!#1 (Delete/mute for scalar invariance)

 [Selfest];

#***********************************************************

MODEL g2:  !This section contains the parameters the user 
!wants to estimate varying across the groups. The 
!intercepts do not have to be included as line #1 
!causes varying intercepts. The latent mean does 
!not have to be included as the mean in the second 
!group varies per default

Selfest by dngval flrms nhpftr; 
!#2 (Delete/mute for metric invariance)

note:  This is the syntax for the configural invariance model. Testing met-
ric invariance requires to delete/mute row #2 Testing scalar invariance 
requires to delete/mute row #1. Relaxing specific parameters (e.g., the two 
noninvariant intercepts) can be achieved by writing these parameters, for 
instance, “[dngval nhpftr]” in the section below “MODEL g2.”

Finally, latent mean invariance is incorporated by mentioning the mean 
in the g2-section and providing both means (in section g1 and g2) with 
the same “parameter label”—in our case “[Selfest] (1).”

appenDIx 4.C: DesCRIptIon of 
the pRoCeDuRe In aMos

As the typical way to specify a model in AMOS consists of using the graph-
ical interface, the estimation and comparison of latent means is described 
verbally although AMOS also allows running a syntax code.
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At the first step, a multigroup model structure has to be specified (here I 
assume that the reader is familiar with setting up a baseline CFA model). 
Incorporation of the mean structure is achieved by clicking on “Analysis 
properties,” then “Estimation.” In the opening mask, click on “Estimate 
means and intercepts.”

Via “Analyze”/”Multi-Group Analysis,” the models that AMOS is going 
to estimate are visualized in columns. Each column contains a mark refer-
ring to the specific parameter matrix that has to be constrained to be equal. 
Per default, the first model is the unconstrained model. Column 1 refers to 
equal measurement weights (metric invariance), column 2 to equal inter-
cepts (scalar invariance), and column 3 refers to the test of equal means. 
The further columns refer to tests that may or may not be of interest (e.g., 
equal residuals).

The default approach to identify the mean structure in AMOS is the 
reference-group approach (i.e., the latent means of the groups are fixed 
to zero and all intercepts are estimated). If the user intends to apply the 
marker approach, the intercept of the marker has to be fixed to zero (in the 
“Manage Models” box), and the latent means (which are zero by default) 
have to be labeled and, hence, freely estimated. If the reference-group 
method is applied instead, the mean of the second group has to be freed 
when testing for scalar invariance as otherwise, the mean structure is not 
identified. When finally testing for mean invariance, the mean of the sec-
ond group is again fixed to zero.

Running the model conducts all the invariance tests marked in the 
“Multi-Group Analysis” input panel. The output delivers test statistics and 
fit indexes for the models as well as the chi-square difference tests and the 
differences in some fit indexes (Arbuckle, 1999).
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5
Biased Latent Variable Mean 
Comparisons due to Measurement 
Noninvariance: A Simulation Study

Alain De Beuckelaer
Ghent University and Radboud University Nijmegen

Gilbert Swinnen
Hasselt University

5.1 IntRoDuCtIon

Making valid comparisons of latent variable (LV) mean scores* across 
groups is anything but a trivial task as it relies on stringent measurement 
invariance conditions. Many authors (e.g., Little, 1997; Meredith, 1993; 
Van de Vijver & Leung, 1997) have firmly stated that in order for such 
comparisons to be valid, all factor loadings as well as all indicator inter-
cepts need to be invariant across groups (i.e., they are required to exhibit 
scalar invariance, also referred to as full score invariance across groups; 
Van de Vijver & Leung, 1997, p. 144).

In contrast, some authors have promoted the use of less stringent mea-
surement invariance conditions. For instance, according to Alwin and 
Jackson (1981) the equality of all factor loadings (i.e., an invariance condi-
tion referred to as “metric invariance” across groups) would be a sufficient 

* In this study, we deal only with the comparison of LV means across groups. Cross-group compari-
sons of structural relationships between observed or LVs are not considered. Such comparisons 
require only the factor loadings of LV indicators to be identical across the groups (i.e., metric 
invariance across groups) involved in the comparison (see, for instance, De Beuckelaer, Lievens, & 
Swinnen, 2007; Van de Vijver & Leung, 1997).
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condition. Still others (Byrne, 1989; Byrne, Shavelson, & Muthén, 1989; 
Marsh & Hocevar, 1985; Muthén & Christofferson, 1981; Reise, Widaman, & 
Pugh, 1993) have argued that only a subset of all  factor  loadings (i.e., “partial 
metric invariance” across groups) would be a sufficient condition. The will-
ingness to accept less stringent measurement invariance  conditions (when 
comparing LV mean scores) may be caused by a growing belief that (sur-
vey) measurement instruments can hardly ever be totally invariant across 
groups (e.g., Byrne & Watkins, 2003; Horn, McArdle, & Mason, 1983). As a 
matter of fact, many large-scale  international studies (e.g., Davidov, 2008; 
Davidov, Schmidt, & Schwartz, 2008; De Beuckelaer, Lievens, & Swinnen, 
2007) have shown that survey instruments typically do not exhibit sca-
lar invariance across a large  number of nations—a group delimiter that is 
very frequently used in cross-cultural comparative research (e.g., Schaffer 
& Riordan, 2003).

A major point of concern is that much supportive evidence exists to sup-
port the claim that many researchers doing cross-cultural comparative 
research fail to test formally for possible sources of noninvariance of mea-
surement parameters across groups (for instance, see Cheung & Rensvold, 
1999; He, Merz, & Alden, 2008; Schaffer & Riordan, 2003; Vandenberg & 
Lance, 2000; Williams, Edwards, & Vandenberg, 2003). As such, many 
researchers run a high risk of drawing erroneous conclusions from a 
cross-group comparison of LV mean scores. For this reason it makes sense 
to examine the consequences of falsely assuming that the measurement 
instrument used exhibits a high level of measurement invariance, namely, 
scalar invariance across groups.

As argued by Vandenberg (2002), there is a growing need for research 
to help understand the sensitivity of the analytical procedures when mak-
ing cross-cultural comparisons (e.g., multigroup mean and covariance 
structure (i.e., multigroup MACS) analysis, and the extent to which less 
stringent measurement invariance conditions (if unnoticed) can affect 
LV mean comparisons across groups. One way to adequately explore the 
extent to which the requirement of scalar invariance can be relaxed (with-
out threatening the validity of cross-group comparisons) is to make use of 
carefully designed simulation research. Such simulation research may (at 
least potentially) provide valuable empirical evidence to justify the adop-
tion of less stringent measurement invariance conditions. Except for an 
older study by Kaplan and George (1995) that did not include invariance 
conditions relating to indicator intercepts, we did not find any published 
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simulation study that enables us to infer to what degree the measurement 
invariance conditions across groups can be relaxed without running the 
risk of drawing erroneous conclusions from cross-group comparisons of 
LV mean scores.

In this chapter, we will try to fill this gap in the literature by presenting 
a simulation study that investigates the extent to which noninvariance of 
factor loadings and indicator intercepts may lead to false statistical con-
clusions in terms of (the reported significance of) LV mean differences 
across groups. The next sections will elaborate on the method of research 
and the analysis strategy, the presentation of some detailed results, and 
the general conclusions.

5.2 MethoD

In this simulation study, Satorra and Bentler’s scaled chi-square  statistic* 
was used because of its superior performance in earlier simulation studies 
(Chou & Bentler, 1995; Curran, West, & Finch, 1996; Hu, Bentler, & Kano, 
1992; Olsson, Finch, & Curran, 1995). The design characteristics of this sim-
ulation study resemble, at least to some extent, the design characteristics of 
the simulation study by Kaplan and George (1995). As will be explained in 
the next paragraphs however, there are also some important differences.

5.2.1 experimental Design factors Included

In this simulation study, noninvariance conditions were represented by 
just one LV indicator (i.e., always the second LV indicator) with a nonin-
variant factor loading applied to the LV indicator and/or a noninvariant 
indicator intercept.

The following design factors were used in the simulation study:

Number of indicators for the LV (design factor 0)•	
Type of distribution of the indicators (design factor 1)•	
Sample size in the different groups (design factor 2)•	

* More precisely, it is the mean- and variance-adjusted chi-square statistic with robust standard 
errors (see Muthén & Muthén, 1999), which is used in this simulation study.
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LV mean difference between groups at population level (design •	
 factor 3)
Noninvariance of factor loadings and indicator intercepts (design •	
factor 4 and design factor 5, respectively)

The simulation was set up using a full-factorial experimental design so 
that all possible combinations are represented in the simulation study.

We make a distinction between two groups of design factors: “side 
design factors” and (measurement) “noninvariance design factors.” Side 
design factors relate to characteristics of the data that are not related to 
the measurement (non)invariance of the data across groups. They include 
(see Table 5.1):

A fixed number of two groups to be involved in the LV mean •	
comparison
The number of indicators used to measure the LV under study (either •	
3 or 4)
The statistical or empirical distribution underlying LV indicator •	
scores (standard normal distribution)
Discrete 5-point response scales showing either a unimodal left-•	
skewed distribution or a symmetric bimodal distribution*
The size of the sample in the two groups involved in the LV mean •	
comparison.

Next, measurement noninvariance design factors determine the degree 
of measurement noninvariance of the noninvariant indicator (i.e., always 
the second indicator of the LV). Specifications regarding the levels of 
individual design factors are presented in Table 5.1. This table contains 
essential information about the simulations conducted. As the Results 
section often makes reference to abbreviations indicating simulated 
conditions that are specified in Table 5.1 (see Section 5.2), a technically 
interested reader may benefit greatly from copying this table prior to 
examining in-depth the results discussed in that section. By doing so, 
technical details  concerning the nature of the simulated experimental 

* Especially because of these scales, the present simulation study is to be conceived as more realistic 
than the study by Kaplan and George (1995).
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conditions as displayed in Table 5.1 are readily available to the reader at 
all times.

5.2.1.1 Noninvariance and Invariance Conditions

As explained before, (measurement) noninvariance is caused by only one 
indicator, namely, the second LV indicator out of three or four indica-
tors. Depending on the particular condition, the second LV indicator may 
exhibit noninvariance due to a noninvariant factor loading across groups 
(F4 = 1 or F4 = 3 [i.e., level 1 or level 3 is specified for design factor 4]; see 
F4 in Table 5.1) and/or a noninvariant indicator intercept across groups 
(F5 = 2, 3, or 4; see F5 in Table 5.1). Alternatively, the second indicator 
may exhibit measurement invariance (i.e., if F4 = 2 and F5 = 1; see F4 and 
F5 in Table 5.1). Further on in this chapter we will use the notation “λ2” 
and “Int2” to refer to the factor loading and the indicator intercept of the 
second LV indicator, respectively. Whenever we refer to a group, we will 
add a suffix labeled “Gi” (i = 1 or 2).

The settings for factor loadings used in our study resemble the settings 
specified by Kaplan and George (1995). As shown in Table 5.1, indicator 
reliabilities ranged between 0.24 (with a factor loading equal to 0.4) and 
0.56 (with a factor loading equal to 0.8).* Differences in the indicator inter-
cepts across groups varied between 0.00 and 0.45. The latter value of the 
indicator intercept represents a distance of nearly one-tenth of the length 
of the total scale consisting of five response categories (see Table 5.1).

One may reasonably expect that differences in indicator intercepts 
across groups are more harmful than differences in factor loadings when 
(estimated) LV mean scores are to be compared across groups. Differences 
in indicator intercepts will bias estimated LV mean scores equally for each 
observation (or person), whereas the bias resulting from differences in fac-
tor loadings really depends on the observation’s (or person’s) score on the 
underlying construct.

As mentioned before, we specified (corresponding) measurement 
invariance conditions in addition to noninvariance conditions. The 
major advantage of doing so is that measurement invariance condi-
tions may serve as a natural benchmark (condition) against which the 

* The reliability of the ith LV indicator is calculated as follows: 1 – (error variance / [λi2 + error vari-
ance]). The error variance is always fixed to 0.51 in the simulation study. 
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(statistical) performance of the LV mean difference test may be evaluated 
in  noninvariance  conditions. Further details concerning exactly how this 
will be done are provided in the Analysis section.

5.2.1.2 Asymmetrical Structure of the Simulation Design

The specific noninvariance conditions, as specified in Table 5.1, demon-
strate that the experimental design used has a structure that is asymmetri-
cal. The factor loading of the (possibly noninvariant) second LV indicator 
is specified to be smaller than, equal to, or larger than the corresponding 
factor loading in group one. In contrast, the indicator intercept of this 
LV indicator in the second group (G2) is specified to be either equal to 
or larger than the corresponding indicator intercept in group one. As 
the smaller than condition is missing here, the asymmetric structure is 
entirely due to the experimental settings specified for the intercept of the 
(possibly noninvariant) second indicator of the LV.

Because of this asymmetry, the effect of unequal indicator intercepts 
across groups on the estimated size of the (absolute) difference in LV 
means across groups were different for positive and negative discrepancy 
cases (i.e., conditions in which the LV mean in group 2 [G2] is higher 
[positive discrepancy] or lower [negative discrepancy] compared to the LV 
mean in group 1 [G1]). In positive discrepancy cases (i.e., µLV,G2 > µLV,G1), 
unequal indicator intercepts increase the estimated discrepancy between 
LV means. In negative discrepancy cases (i.e., µLV,G2 < µLV,G1), the estimated 
discrepancy between LV means decreases due to the inequality of indica-
tor intercepts across groups. Therefore, the inclusion of negative indicator 
intercepts in the simulation design (in addition to positive indicator inter-
cepts) would only lead to duplicate information as some conditions with a 
positive discrepancy between LV means would be identical to some other 
conditions with a negative discrepancy between LV means.

5.2.2 Data Generation and analysis strategy

5.2.2.1 Data Generation

Multiple data files (i.e., 50) were generated for each experimental condi-
tion. Several computer programs were written to run the simulations. 
These computer programs took care of the data preparation and data 
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extraction tasks. The actual parameter estimations were provided by a 
dedicated  software program, namely, Mplus (Muthén & Muthén, 1999). A 
more detailed description of all programs used and their functionality in 
the simulation process is available from the first author.

5.2.2.2 Data Analysis Strategy

The results from the simulation study were analyzed in two consecutive 
steps. These two steps are explained below.

Step 1: Correct and Incorrect Statistical Conclusions
Using the simulated data files, LV means were estimated for both groups. 
The estimation was carried out under the (possibly false) assumption that 
scalar invariance holds for all indicators across groups (i.e., imposing con-
straints regarding the equality of factor loadings and indicator intercepts 
across groups; i.e., imposing the scalar invariance model across groups 
onto the data).

The robust maximum likelihood procedure, as implemented in the soft-
ware Mplus (Muthén & Muthén 1999), was used to estimate the model 
parameters. To test whether the LV mean in G2 was identical to the LV 
mean in G1 (the latter one is fixed to zero in all simulations; see Table 5.1), a 
simple z-statistic (i.e., the estimated LV mean in the second group divided 
by its standard error) was used. Provided that the estimated LV mean in 
G2 is zero (i.e., that the null-hypothesis holds), the z-statistic follows a 
standard normal distribution, asymptotically. The correctness of the LV 
mean difference test (i.e., reject or don’t reject the null-hypothesis) was 
then assessed using information about the true difference (if not zero) in 
the LV means (see Table 5.1, design factor 3). For each of the 50 replications 
of all experimental conditions the correctness of the statistical conclusion 
was flagged by a “not correct” [0]/“correct” [1] indicator. Incorrect deci-
sions in the opposite direction (e.g., finding a significant positive discrep-
ancy when the actual difference between LV means was negative) were not 
produced in this simulation study.

Next, the influence of the individual design parameters (see Table 5.1) on 
the correctness of statistical conclusions regarding the LV mean difference 
test across groups was assessed. Previous research (i.e., Kaplan & George, 
1995) has shown that the effect of the difference between LV means at 
population level (i.e., design factor 3) is dominant when compared to other 
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effects. This is logical as the probability of finding a  significant  difference 
between LV means in two independent samples is directly related to the 
size of the difference between LV means at population level. This effect is, 
however, not relevant for the research problem at hand. The main research 
question is to evaluate the extent to which measurement noninvariance 
conditions (i.e., design factor 4 and 5) and certain side conditions (such 
as number of indicators, distribution of indicators, and sample sizes) bias 
LV mean comparisons across groups. Therefore, the LV mean difference at 
population level may be regarded as an extraneous factor. Consequently, 
the effects of all other design parameters were assessed separately for vari-
ous levels of the LV mean difference at population level.

The design parameters were indicated by means of binary variables (i.e., 
0/1 variables). The following notation was used: Fi_Dj with i  representing 
the number identifying the design factor and j representing the number 
identifying the level specified for that design factor (see Table 5.1). So, 
F5_D1 means that the first level applies to design factor 5 (i.e. indicator 
intercept of indicator 2 is identical in G2 and G1; see Table 5.1).

We made use of the classification and regression tree (C&RTree) tech-
nique by Breiman, Friedman, Olshen, and Stone (1984) to identify the 
impact of the design parameters (i.e., levels of design factors) on the cor-
rectness of the statistical conclusion regarding the LV mean difference 
between groups. In these C&RTree analyses, the particular values of 
design parameters (as represented by a series of binary Fi_Dj variables; see 
above) serve as independent variables, while the binary indicator showing 
the correctness of the LV mean difference test across groups (i.e., not cor-
rect [0]/correct [1]) acts as the dependent variable. By optimizing a statis-
tical criterion (i.e., the statistical significance of difference in percentage 
correct statistical conclusions), the C&RTree technique successively splits 
the entire sample into (sub)samples until at least one convergence criterion 
is reached. Just as in our study, a convergence or stop criterion is reached 
if statistical significance of the next candidate sample-split drops below 
a minimum level or, alternatively, the number of observations (or, in our 
study, replications of simulated conditions) in the sample to be split has 
dropped below a minimum value. Sample-splits can be made using a par-
ticular main effect (e.g., F2_D5, i.e., replications for which design factor 2 
has value 5 versus replications for which design factor 2 has values other 
than 5; for details regarding the design factors see Table 5.1), or a particular 
interaction effect (e.g., F2_D5 * F1_D3, i.e., replications for which design 
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factor 2 has value 5 and design factor 1 has value 3 versus replications for 
which other combinations of the design factors 2 and 1 apply).

The results of a C&RTree analysis are graphically depicted in a tree-based 
structure, which is referred to as a C&RTree. An example of a C&RTree is 
provided in Figure 5.1.

Provided that none of the convergence criteria are met, a first sample-
split is made based on one main effect or one interaction effect between 
(levels of) the design factors. The first sample-split in Figure 5.1 differenti-
ates between replications using very large datasets (i.e., 5th level of design 
factor 5 applies [F2_D5 = 1]; see Table 5.1), and replications using smaller 
data sets (F2_D5 = 0). So, a main effect (F2_D5 = 0 or 1) is used to split 
the overall sample (with 48% correct statistical conclusions) into two (sub)
samples with 31% (F2_D5 = 0) and 57% (F2_D5 = 1) correct statistical 
conclusions regarding the LV mean difference test, respectively. Among 
all candidate sample-splits (i.e., all main and interaction effects of levels 
of design parameters), the main effect F2_D5 = 0 or 1 leads to the largest 
possible difference between the percentage of correct statistical conclu-
sions as obtained for both subsamples.

Next, a C&RTree analysis will determine whether or not further sample-
splits can be made. To this end, some statistical evaluations are made for 
each of the two (sub)samples resulting from the first sample-split. In fact, 
for each subsample one statistical evaluation is made for all levels (or com-
binations of levels) of the design factors that have not been used in the first 
sample-split (or, in more general terms, higher up in the C&RTree). As far 
as the example is concerned (see Figure 5.1), this means that the main effect 

Overall: 48%

Split 1 on F2_D5

31% 57%

F2_D5=0
(Nil node)

F2_D5=1
(One node)

Split 1.1 on F1_D3
F1_D3=0 F1_D3=1

(One node)

21% 42%

Split 1.2 on F2_D4

(Root)

F2_D4=0
(Nil node)

F2_D4=1
(One node)

45% 64%

(Nil node)

fIGuRe 5.1
Percentage correct statistical conclusions (4-indicator cases; only large negative discrep-
ancy cases [i.e., F3 = 1]).
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F2_D5 = 0 or 1 cannot be used anymore as a splitting variable after it has 
been used as the variable determining the very first sample split. Provided 
none of the convergence criteria are met, each (sub)sample emerging from 
the first sample-split may be split again in two new (sub)samples, produc-
ing up to four different (sub)samples. In Figure 5.1 further sample-splits are 
made using the following two main effects: F1_D3 = 0 or 1, and F2_D4 = 0 
or 1. Once again, these sample-splits lead to the largest possible difference 
between the percentages of correct statistical conclusions as obtained for 
both subsamples. This process of splitting (sub)samples continues until no 
further sample-splits can be made (i.e., when at least one of the conver-
gence criteria is met).

In order to correctly interpret the results of C&RTree analyses, one may 
therefore rely on the following two basic principles:

Principle #1: The importance of the individual design parameters (i.e., 
levels of the design factors) in terms of predicting the correctness of the LV 
mean difference test is reflected by the sequence in which these sample-
splits are made. In other words, sample-splits that are positioned lower 
down the C&RTree are, from a statistical point of view, somewhat less 
important than sample-splits that are positioned higher up the C&RTree.
Principle #2: All design parameters that have not been used anywhere in 
the C&RTree are, from a statistical point of view, of a lesser importance 
(i.e., they do not help very much in discriminating in terms of percentage 
of correct statistical conclusions regarding the LV mean difference test).

Step 2: Robust and Nonrobust Conditions
So far, the unit of analysis has been a replication of an experimental con-
dition (i.e., 50 replications per experimental condition). To assess the 
robustness of the experimental conditions against violations of the sca-
lar invariance assumption across groups (i.e., Step 2), aggregated data are 
needed. In particular, the data of all replications need to be aggregated for 
every experimental condition.

The analysis strategy is to use the total number of correct statistical con-
clusions of invariance conditions as a reference against which the robust-
ness of all (related*) noninvariance conditions is evaluated. Based on the 

* Related noninvariance conditions are characterised by an identical LV mean difference between 
both groups and a noninvariant indicator having an unequal factor loading and/or indicator 
intercept across groups.
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binomial distribution, a 99% confidence interval* is specified around the 
number of correct statistical conclusions of invariance conditions. If the 
number of correct statistical conclusions of a related noninvariance con-
dition falls within this interval, the noninvariance condition is consid-
ered to be robust against violations of the scalar invariance assumption 
across groups. Otherwise, it is not considered to be robust. Based on such 
an analysis, all noninvariance conditions are flagged with a “not-robust” 
[0]/“robust” [1] indicator. In summary, the idea is to examine the decrease 
(or increase) in the number of correct statistical conclusions of nonin-
variance conditions using the number of correct statistical conclusions of 
invariance conditions as a benchmark (or reference condition).

C&RTree analyses are also used in this second step to determine the 
influence of the individual design parameters on the robustness of the 
experimental condition against violations of the scalar invariance assump-
tion across groups. So, instead of using the statistical correctness of the LV 
mean difference test (in each replication of an experimental condition), 
the robustness of the experimental condition (i.e., across all replications of 
that experimental condition) is used as the dependent or criterion variable 
in these C&RTree analyses. As the unit of analysis is an experimental con-
dition rather than a replication (of a particular experimental condition), 
a relatively small number of observations is available for these C&RTree 
analyses.

5.3 Results

Step 1: Correct and Incorrect Statistical Conclusions

5.3.1 Descriptive Results

The percentage of correct conclusions regarding the LV mean difference 
test varies around 66% across all simulated conditions, regardless of the 

* The specification of a confidence interval (CI) is always a somewhat arbitrary decision. Changing 
from a 99% CI to a 95% CI would not have had a substantial impact on the decisions regard-
ing robustness/nonrobustness of the noninvariance condition (i.e., on average across all nonin-
variance conditions, less than one replication [i.e., 0.80; SD = 0.60] would have been classified 
differently).
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number of indicators used in the LV indicator model (i.e., 3 or 4 indica-
tors). This is shown in Table 5.2. The table also shows percentages of cor-
rect statistical conclusions tabulated for different levels of the LV mean 
difference at population level (i.e., the different levels for F3).

Table 5.2 shows that the percentage of correct statistical conclusions 
increases with an increasing positive difference in LV means. This find-
ing is in line with our expectations as the asymmetrical structure of the 
experimental design (in particular the larger indicator intercept in G2 
in noninvariance conditions including one unequal indicator intercept 
across groups) artificially increases the estimate of the LV mean in G2. 
The artificial increase works in favor of a rejection of the null-hypothesis 
in positive discrepancy cases (see Table 5.2) in which the LV mean at pop-
ulation level is higher in G2 than in G1. However, in negative discrepancy 
cases in which the LV mean at population level is lower in G2 than in G1, 
the (negative) difference in the LV means across both groups is underesti-
mated (i.e., pushed up toward zero, the LV mean of G1) because of a larger 
indicator intercept of one LV indicator in G2. This is particularly true in 
those noninvariance conditions that include one unequal indicator inter-
cept across groups (see F5 in Table 5.1).

When mutually comparing 4-indicator conditions with 3-indicator 
conditions, significantly different percentages of correct statistical con-
clusions were obtained (see plus or minus signs indicated between square 
brackets in Table 5.2). Taking into account the large number of (simulated) 

table 5.2

Percentage of Correct Conclusions Regarding the LV Mean Difference Test

Percentage of 
correct 
Statistical 
conclusions

negative Discrepancy 
cases

no Discrepancy 
cases

Positive Discrepancy 
cases

LV Mean in Group 2 (G2)

 = –0.30
(F3 = 1)

 = –0.15
(F3 = 2)

 = 0.00
(F3 = 3)

 = 0.15
(F3 = 4)

 = 0.30
(F3 = 5)

3 indicators 62.5% 32.9% 55.5% 79.4% 95.5%
Overall: 65.2%
4 indicators 69.5% 28.7% 67.3% 76.1% 95.0%
Overall: 67.3% [ + ] [–] [ + ] [–]

Note: A plus or minus sign between square brackets indicates the direction of significant increases 
[ + ] or decreases [–] in terms of the percentage of correct statistical conclusions (when 
comparing 4-indicator conditions to 3-indicator conditions).
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replications included in each cell (N/cell = 10,800) in Table 5.2, signifi-
cant differences in the percentage of correct statistical conclusions should 
not  come as a surprise. A further inspection of the sign of the significant 
differences across 4- and 3-indicator conditions shows that there is no 
winner. The 4-indicator conditions report higher percentages of correct 
statistical conclusions for F3 = 1 and F3 = 3, whereas the 3-indicator con-
ditions report higher percentages for F3 = 2 and F3 = 4. More detailed 
tables showing aggregated results for different noninvariance conditions 
as well as scalar invariance conditions may be obtained from the first 
author.*

5.3.2 Inferential Results

As expected, the LV mean difference at population level (i.e., design fac-
tor 3) turned out to be the most influential design factor determining the 
correctness of the statistical conclusion regarding the LV mean difference 
test. In the C&RTree analyses for both 3- and 4-indicator conditions (not 
listed in Appendix 5.A to save book space), all sample-splits involved dif-
ferent levels of design factor 3.

Inferential results for large negative discrepancy cases: In large nega-
tive discrepancy cases (i.e., F3 = 1), the noninvariant factor loading (i.e., 
design factor 4) was selected as the first variable to split all (simulated) rep-
lications in two subsamples. This is shown in the C&RTrees CT_01 (3-in-
dicator condition) and CT_02 (4-indicator condition) in Appendix 5.A. 
This sample-split indicated that a factor loading of 0.4 for the noninvariant 
indicator in G2 (versus 0.6 in G1) substantially lowered the probability of 
making correct conclusions regarding the LV mean difference test. Further 
sample-splits (in both subsamples) were based on the noninvariant indi-
cator intercept (i.e., design factor 5). Furthermore, the analyses showed 
that the larger the discrepancy in the noninvariant indicator intercept, the 

* These additional tables were not included in this chapter to save space. These tables do, however, 
show that the test of equality of LV means in both groups does provide reasonable control over the 
type I error rate (i.e., as assessed in scalar invariance conditions). As type I error rates occur when 
one falsely rejects the hypothesis of equal LV means at population level (i.e., the null-hypothesis), 
the test’s control over the type I error rate is evaluated by examining statistical results obtained 
in “no discrepancy conditions” (i.e., those conditions in which the null-hypothesis truly holds at 
population level). In addition, such tables provide useful information on the power of the statisti-
cal test (i.e., as assessed in noninvariance conditions).
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lower the probability of drawing the correct statistical conclusion based 
on the difference in LV means (i.e., as the noninvariant indicator inter-
cept is opposite to the direction of the difference between LV means at 
population level). In summary, the results showed that in large negative 
discrepancy cases, both a noninvariant factor loading and a noninvariant 
indicator intercept were factors that had a strong influence on the correct-
ness of the statistical conclusion regarding the LV mean difference test.

Inferential results for small negative discrepancy cases: In small negative 
discrepancy cases (i.e., F3 = 2), the sample of simulated replications was 
first split using the size of differences in the noninvariant indicator inter-
cept (i.e., design factor 5) as a variable on which to split the sample. This 
is shown in the C&RTrees CT_03 and CT_04 in Appendix 5.A. Further 
down in both trees, more splits were made using other levels of design 
factor 5 as splitting variables. The implication is (once again) that a larger 
noninvariant indicator intercept has a strong negative impact on the per-
centage of correct statistical conclusions in negative discrepancy cases. 
Further inspection of C&RTrees CT_03 and CT_04 revealed that addi-
tional  sample-splits were made using the degree of noninvariance of the 
factor loading as a variable on which to split the sample (e.g., F4_D1 and 
F4_D3). These findings support the conclusion that noninvariance condi-
tions (i.e., design factors 4 and 5) have a strong impact on the percentage 
of correct statistical conclusions.

Inferential results for no discrepancy cases: In the no difference cases (i.e., 
F3 = 3) successive splits were made using various levels of design factor 5 
as splitting variables. This is shown in C&RTrees CT_05 and CT_06. The 
smaller the difference in the noninvariant indicator intercept, the higher 
the probability of drawing the right statistical conclusion with respect to 
the difference in LV means across groups. Since noninvariant indicator 
intercepts exert an upward bias on the estimated LV mean in G2, this will 
be reflected on the LV mean difference between G2 and G1. As a con-
sequence, the probability of rejecting the hypothesis of equal LV means 
at population level (i.e., in this case, the correct statistical conclusion) 
decreases.

Inferential results for small positive discrepancy cases: In small positive 
discrepancy cases (i.e., F3 = 4), the difference in the noninvariant indica-
tor intercept was successively used as the design factor on which sample-
splits were made (see C&RTrees CT_07 and CT_08 in Appendix 5.A). 
Larger differences in the noninvariant indicator intercept enlarge the 
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(estimated) difference between LV means at population level. As a result, 
the  probability of drawing the correct statistical conclusion (namely, a 
significant difference between the LV means in both groups) increased 
artificially because of the upward bias on the LV mean in G2 caused by the 
noninvariant indicator intercept.

Inferential results for large positive discrepancy cases: In large positive 
discrepancy cases (i.e., F3 = 5), the percentage of correct statistical conclu-
sions regarding the LV mean difference test turned out to be very high (i.e., 
around 95% in both 3- and 4-indicator conditions). The C&RTrees CT_09 
and CT_10 (see Appendix 5.A) showed that the sample was first split using 
the first level of design factor 4 (i.e., a noninvariant factor loading of 0.4 in 
G2 versus a factor loading of 0.6 in G1) as the variable on which to split the 
sample. The small difference in the percentage of correct statistical con-
clusions reported for both subsamples (as well as the size of the calculated 
measure of improvement) showed that this sample-split was only mar-
ginally relevant. In conclusion, the difference in LV means at population 
level ( +0.30) was large enough to ensure a very high proportion of correct 
statistical conclusions (i.e., close to 95%). Obviously, the bias caused by 
a noninvariant indicator intercept (as present in many simulated condi-
tions) was to a large extent responsible for this high percentage in correct 
statistical conclusions.

Summary of inferential results on statistical correctness: Overall, the 
C&RT analyses showed that measurement noninvariance exerted a strong 
influence on the percentage of correct statistical conclusions regarding the 
LV mean difference test. In particular, a difference in the noninvariant 
indicator intercept as large as (approximately) one-tenth of the total length 
of the scale (a difference of 0.45 on a 5-point scale), or even smaller, was 
found to have a strong effect on the correctness of the outcome of the LV 
mean difference test. The effect could either be positive (in positive dis-
crepancy cases [i.e., F3 = 4 and F3 = 5]) or negative (in negative discrep-
ancy cases [i.e., F3 = 1 and F3 = 2] and the no difference cases [F3 = 3]). 
Next, a noninvariant factor loading showing a difference of 0.2 (factor 
loading in G1 is 0.6; factor loading in G2 is 0.4) was also found to have a 
substantial effect on the correctness of the outcome of the LV mean differ-
ence test. These findings were largely consistent across 3- and 4-indicator 
conditions.

Step 2: Robust and Nonrobust Conditions
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5.3.3 Descriptive Results

Robustness is only a relevant concept in noninvariance conditions. Of all 
noninvariance conditions, (only) about 35% was found to be robust. This 
conclusion applies to both the 3- and 4-indicator conditions. The percent-
age of robust noninvariance conditions was relatively high in large posi-
tive discrepancy cases (i.e., F3 = 5) as this percentage varied between 65% 
and 75%. In all other cases the percentage of robust noninvariance condi-
tions was much smaller (see Table 5.3). When comparing the percentage of 
robust conditions across 3- and 4-indicator conditions, no significant dif-
ferences were found. As a consequence, we had to conclude—once more—
that neither of the two LV indicator models outperformed the other and 
that the number of indicators (at least when 3 and 4 indicators are com-
pared) does not have an effect of the percentage of correct conclusions of 
the LV mean difference test.

5.3.4 Inferential Results

In an overall C&RT analysis (i.e., across all levels of design factor 3) for both 
3- and 4-indicator conditions (C&RTrees are not included in Appendix 
5.A), design factor 3 popped up as the first design factor on which to split 
the sample. Large positive discrepancy cases (i.e., F3 = 5) were separated 

table 5.3

Percentage of Robust Noninvariance Conditions

Percentage of 
Robust cases

negative 
Discrepancy cases

no Discrepancy 
cases

Positive Discrepancy 
cases

LV Mean in Group 2 (G2)

 = –0.30 
(F3 = 1)

 = –0.15 
(F3 = 2)

 = 0.00
(F3 = 3)

 = +0.15 
(F3 = 4)

 = +0.30 
(F3 = 5)

K = 3 
indicators

19.7% 39.4% 30.3% 15.2% 72.7%

Overall: 35.5%
K = 4 
indicators

28.3% 26.3% 34.9% 18.7% 66.2%

Overall: 34.9%

Note: The percentage of robust noninvariance conditions is not significantly different across 
3- and 4-indicator conditions.
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from all other conditions (i.e., F3 different from 5) in the first sample-split. 
Consistent with the results presented in Table 5.3, the percentage of robust 
noninvariance conditions were relatively large in conditions representing 
large positive discrepancy cases. Further down in the C&RTrees, subsam-
ples were formed based on the degree of noninvariance of the indicator 
intercept (i.e., design factor 5). Larger differences in the noninvariant indi-
cator intercept decreased the probability that the noninvariance condition 
was robust. In the next paragraphs C&RTrees will be presented for each 
level of design factor 3.

Inferential results for large negative discrepancy cases: As far as large 
negative discrepancy cases (i.e., F3 = 1) are concerned, C&RTrees RT_01 
and RT_02 in Appendix 5.A reveal that the first important sample-split 
was made using the third level of design factor 4 (i.e., a noninvariant fac-
tor loading equal to 0.8 in G2 versus 0.6 in G1) as the variable on which to 
split the sample. Actually, in C&RTree RT_01 the very first sample-split 
was made using an interaction effect as the splitting variable (i.e., interac-
tion effect: F4 = 3 and F5 = 2). This sample-split may be considered to be 
relatively unimportant because of the limited number of observations in 
the right branch of the tree (N = 18, a detail that is not listed in Appendix 
5.A). In C&RTree RT_02, the very first sample-split was made using the 
third level of design factor 4 (i.e., F4 = 3) as the splitting variable. In the 
same tree, further sample-splits were made using various degrees of non-
invariance of the indicator intercept as splitting variables. C&RTree RT_02 
clearly shows that a large noninvariant factor loading combined with a 
large noninvariant indicator intercept may lead to a very small percentage 
of robust cases (i.e., 16.7%). C&RTree RT_01 shows different sample-splits, 
but they all turned out to be relatively unimportant as indicated by the 
small score obtained for the measure of improvement (a detail that is not 
listed in Appendix 5.A).

Inferential results for small negative discrepancy cases: In small negative 
discrepancy cases (i.e., F3 = 2), the first sample-split distinguished between 
conditions with very small sample sizes (N = 200 per group) and all other 
conditions (see C&RTree RT_03 and RT_04 in Appendix 5.A). Small sam-
ple sizes seem to have a positive effect on the robustness of the noninvari-
ance condition. Further down the C&RTrees (C&RT RT_03 and RT_04), 
the sample was split using a pair of interaction effects between the non-
invariant measurement parameters as splitting variables (i.e., the interac-
tion effects: F4 = 1 & F5 = 4 and F4 = 3 & F5 = 2 in 3-indicator conditions, 
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and the interaction effect: F4 = 3 & F5 = 2 in 4-indicator  conditions). 
Apparently, a smaller noninvariant factor loading (in G2 when compared 
to G1) can partially compensate for the decrease in robustness due to a 
larger noninvariant indicator intercept (in G2 when compared to G1). Still 
further down the same C&RTrees, most sample-splits were made using 
various levels of the noninvariant indicator intercept or the noninvariant 
factor loading as splitting variables.

Inferential results for no discrepancy cases: In no difference cases (F3 = 3), 
successive sample-splits were made using various degrees of noninvari-
ance of the indicator intercept as splitting variables (see C&RTrees RT_05 
and RT_06). The results actually show that the larger the difference in the 
noninvariant indicator intercepts becomes, the smaller the probability 
that the noninvariance condition is robust against violations of the scalar 
invariance assumption (across groups).

Inferential results for small positive discrepancy cases: In small posi-
tive discrepancy cases (i.e., F3 = 4), various levels of noninvariance of 
the indicator intercept were successively chosen as splitting variables (see 
C&RTrees RT_07 and RT_08). The results may be interpreted as follows: 
the higher the noninvariance of the indicator intercepts, the smaller the 
probability that the noninvariance condition is robust against violations 
of the scalar invariance assumption (across groups).

Inferential results for large positive discrepancy cases: In large positive 
discrepancy cases (i.e., F3 = 5), the first pair of sample-splits were made 
using different sample sizes per group (i.e., F2) as splitting variables 
(see C&RTrees RT_09 and RT_10). In contrast to small negative discrep-
ancy cases, the first sample-split in C&RTrees RT_09 and RT_10 shows a 
negative rather than a positive impact of a small sample size per group (i.e., 
N = 200 in both groups) on the percentage of robust noninvariance con-
ditions. Further sample-splits were made using the degree of noninvari-
ance of the factor loading (i.e., F4) as the splitting variable. A substantially 
smaller percentage of robust noninvariance conditions were reported in 
conditions with a noninvariant factor loading equal to 0.4 in the G2 (and 
a corresponding factor loading of 0.6 in G1).

Summary of inferential results on robustness: Our inferential analyses 
have shown that violations of the scalar invariance assumption across 
groups may have a very strong impact on the robustness of (simulated) 
noninvariance conditions. The extent to which noninvariance condi-
tions are nonrobust depends on which measurement parameters (i.e., 
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factor loading and/or indicator intercept) fail to exhibit measurement 
 noninvariance across groups. The influence of a noninvariant intercept 
is dominant when compared to a noninvariant factor loading in nega-
tive discrepancy cases and in small positive discrepancy cases. In large 
positive discrepancy cases, the effect of a noninvariant factor loading is 
more significant than in all other noninvariance conditions. In negative 
discrepancy cases, a smaller noninvariant factor loading (in G2) may par-
tially compensate for the negative effect of a larger noninvariant indicator 
intercept on the robustness of the noninvariance condition (for instance, 
when sample size per group is small [i.e., F2 = 2]). The robustness of the 
noninvariance condition is also influenced by the size of the sample size 
in each group. This is true for small negative discrepancy cases and large 
positive discrepancy cases. The distribution of indicators does not affect 
the robustness of noninvariance conditions.

5.4 ConClusIons

Our simulation study has shown that a noninvariant LV indicator (if not 
noticed by the researcher) may have a very strong impact on the percent-
age of correct statistical conclusions of a LV mean difference test. Of all 
simulated replications about 65% resulted in a correct (statistical) outcome 
for the LV mean difference test.

A difference in the noninvariant indicator intercept as large as (about) 
one-tenth of the total length of the scale (a difference of 0.45 on a 5-point 
scale)—or even smaller—strongly reduced the probability of drawing cor-
rect statistical conclusions based on a LV mean difference test. The same 
is true for a 0.2 difference in a noninvariant factor loading. In our study, 
neither sample size (per group) nor the underlying distribution of the LV 
indicator(s) was found to exert a substantial influence on the correctness 
of the LV mean difference test. This finding is important as it shows that 
treating ordinal data as if they were metric does not seem to be problem-
atic. All of these conclusions apply equally well to 3- and 4-indicator con-
ditions (i.e., conditions in which the LV is measured by 3 or 4 indicator 
variables, respectively). Obviously, these conclusions are contingent on the 
choices made with respect to the design parameters in our study (e.g., only 
5-point Likert-type of scales with a left-skewed distribution or a symmetric 
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bimodal distribution; sample sizes exceeding 200 observations per group). 
However, these conditions are very common in survey research and thus 
reflect realistic conditions.

The main research question in this simulation study was to evaluate 
the extent to which noninvariance conditions are robust against viola-
tions of the scalar invariance assumption (across groups). Of all simulated 
noninvariance conditions, only about 35% turned out to be robust. The 
low overall percentage of robust noninvariance conditions shows that 
noninvariant measurement parameters (of one indicator across groups) 
have a very strong impact on the robustness of noninvariance conditions. 
In this simulation study, robust noninvariance conditions were rather 
exceptional.

Apart from a difference in LV means (at population level), the major 
determinant of the robustness of noninvariance conditions turned out 
to be the degree of noninvariance of the indicator intercept. This is true 
for all simulated noninvariance conditions, except for noninvariance 
conditions with a large positive discrepancy between LV means (i.e., 
the notion of positive and negative discrepancy is explained in detail in 
Table 5.1).

The effect of the noninvariant factor loading was somewhat more 
important in large positive discrepancy cases. In these cases, the percent-
age of robust noninvariance conditions was rather high (about 70%). The 
combination of: (1) a large difference in LV means at population level and 
(2)  the positive bias due to a noninvariant indicator intercept was respon-
sible for a small difference in the percentage of correct statistical conclu-
sions between noninvariance conditions and their corresponding scalar 
invariance condition. As a consequence, a high percentage of robust non-
invariance conditions were obtained.

A smaller factor loading (in group 2) could partially compensate for the 
bias due to a larger indicator intercept (in the same group). In addition 
to the effect of noninvariant measurement parameters, there was also an 
effect of sample size per group on the robustness of the noninvariance 
condition. This effect was found in small negative discrepancy cases and 
large positive discrepancy cases. The distribution of the indicators did 
not exert an influence on the robustness of noninvariance conditions. 
All conclusions regarding the design factors determining the robustness 
of noninvariance conditions were consistent across 3- and 4-indicator 
cases.
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Overall, this simulation study has shown that noninvariant  measurement 
parameters form a serious threat to the correctness of a LV mean differ-
ence test between two groups (when making a false assumption that all 
indicators exhibit scalar invariance across groups). A noninvariant fac-
tor loading, and in particular a noninvariant indicator intercept, have a 
strong impact on the percentage of correct statistical conclusions regard-
ing the LV mean difference test. The degree of noninvariance (as simu-
lated in this study) was severe enough to seriously affect the robustness 
of the LV mean difference test against violations of the scalar invariance 
assumption (across groups). Furthermore, it does not seem to matter very 
much if one uses three or four indicators to measure the underlying (one-
dimensional) LV. The results were highly consistent across 3- and 4-indi-
cator conditions.

For these reasons, the general advice for researchers is to conduct formal 
tests on measurement invariance of construct indicators (e.g., running 
multigroup mean and covariance structure analyses) prior to conduct-
ing any LV mean comparisons across groups. It is crucial that indica-
tors that do not exhibit measurement invariance across groups are either 
removed from the measurement model or, alternatively, adequate correc-
tions are made to correct for the bias of (a) noninvariant LV indicator(s). 
Provided that two indicators of the same construct exhibit scalar invari-
ance, such technical corrections are possible. This has been demonstrated 
by Steenkamp and Baumgartner (1998), and Scholderer, Grunert, and 
Brunsø (2005).

Even though such technical corrections (see Scholderer et al., 2005; 
Steenkamp & Baumgartner, 1998) have been introduced one never knows 
exactly what one is controlling for. For this reason, we recommend (when-
ever possible) to identify the causes of measurement noninvariance prior to 
making statistical corrections to the LV mean difference test. For instance, 
response styles such as acquiescence response style or extreme response 
style are generally known to form a serious threat to measurement (scalar) 
invariance of indicators across groups (Weijters, 2006).

A good overview of how response styles can be measured (and cor-
rected for) in survey research is provided in Baumgartner and Steenkamp 
(2006). An even more recent paper by Weijters, Schillewaert, and Geuens 
(2008) introduces a sound but sophisticated approach to correct for dif-
ferent types of response styles. Their approach is based on the inclusion 
of a separate, heterogeneous set of response style indicators drawn from 
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a wide universe of multi-item survey measures. This approach enables a 
valid and reliable assessment of response styles (i.e., due to the hetero-
geneity of response style indicators), while avoiding a possible confound 
between questionnaire content and response style of the respondent (i.e., 
as response style indicators are not used for substantive purposes; see De 
Beuckelaer, Weijters, & Rutten, 2010).
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appenDIx 5.a: ClassIfICatIon anD 
ReGRessIon tRees (C&RtRees)

Percentage of correct statistical conclusions(latent variable [LV] mean difference test)
ILLUSTRATIVE EXAMPLE of a C&RTree (see also Figure 5.A.1)
Example_C&RTree (4 indicators; N=198) {[Overall: 22.3%];
[Split 1=F4_D3 [upper=root]: nil=7.9%; one=63.9%];
[Split 1.1=F5_D2 [upper=nil]: nil=1.1%; one=25.0%];
[Split 1.2=F5_D4 [upper=one]: nil=79.6%; one=16.7%];
[Split 1.1.1=F2_D1 [upper=nil]: nil=0.0%; one=6.7];
[Split 1.1.2=F4_D1 [upper=one]: nil=50.0%; one=0.0%];
[Split 1.2.1=F4_D3*F5_D3 [upper=nil]: nil=88.9%; one=61.1%]}

Notes: This example C&RTree is identical to RT_02 (see below); clarification of the notation used: 
F4_D3=1 means the factor loading of indicator 1, i.e. λ2, equals 0.8 in Group 2 (see F4 
in Table 5.1); F5_D2=1 means the intercept of indicator 2 is 0.15 higher for Group 2 (see F5 in 
Table 5.1); F5_D4 means the intercept of indicator 2 is 0.45 higher for Group 2 (see F5 in 
Table 5.1).

Overall: 22.3%

Split 1 on F4_D3

7.9% 63.9%

F4_D3 = 0
(Nil node)

F4_D3 = 1
(One node)

Split 1.1 on F5_D2
F5_D2 = 0

(Nil node)
F5_D2 = 1
(One node)

1.1% 25.0%

Split 1.2 on F5_D4

(Root)

F5_D4 = 0
(Nil node)

F5_D4 = 1
(One node)

79.6% 16.7%

… and so on …

fIGuRe 5.a.1
Percentage robust noninvariance conditions (F3 = 1; 4 indicators).
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CT_01 (F3=1; 3 indicators; N=10,800): 
{[Overall: 62.5%];

[Split 1=F4_D1 [upper=root]: nil=73.3%; 
one=40.9%];

[Split 1.1=F5_D4 [upper=nil]: nil=81.8%; 
one=47.9%];

[Split 1.2=F4_D4 [upper=one]: 
nil=47.0%; one=22.3%];

[Split 1.1.1=F5_D3 [upper=nil]: 
nil=89.5%; one=66.5%];

[Split 1.1.2=F4_D3*F5_D4 [upper=one]: 
nil=33.1%; one=62.7%];

[Split 1.2.1=F5_D3 [upper=nil]: 
nil=58.9%; one=23.2%];

[Split 1.1.1.1=F4_D3*F5_D3 
[upper=one]: nil=53.6%; one=79.4%];

[Split 1.2.1.1=F5_D2 [upper=nil]: 
nil=71.5%; one=46.3%]}

CT_02 (F3=1; 4 indicators; N=10,800): 
{[Overall: 69.5%];

[Split 1=F4_D1 [upper=root]: nil=81.6%; 
one=45.1%];

[Split 1.1=F5_D4 [upper=nil]: nil=87.3%; 
one=64.6%];

[Split 1.2=F4_D1*F5_D4 [upper=one]: 
nil=52.8%; one=21.9%];

[Split 1.1.1=F5_D3 [upper=nil]: nil=92.6%; 
one=76.7%];

[Split 1.2.1=F4_D1*F5_D3 [upper=nil]: 
nil=62.6%; one=33.2%];

[Split 1.1.1.1=F4_D3*F5_D3 [upper=one]: 
nil=64.1%; one=89.3%];

[Split 1.2.1.1=F5_D2 [upper=nil]: nil=73.3%; 
one=51.9%]}

CT_03 (F3=2; 3 indicators; N=10,800) 
{[Overall: 32.9%];

[Split 1=F5_D3 [upper=root]: nil=37.5%; 
one=19.1%];

[Split 1.1=F5_D2 [upper=nil]: nil=43.3%; 
one=33.2%];

[Split 1.1.1=F5_D4 [upper=nil]: 
nil=51.7%; one=35.0%];

[Split 1.1.2=F5_D2 [upper=one]: 
nil=20.2%; one=37.0%];

[Split 1.1.1.1=F4_D3 [upper=nil]: 
nil=43.2%; one=68.9%];

[Split 1.1.1.2=F4_D1*F5D4 [upper=one]: 
nil=29.6%; one=45.8%]}

CT_04 (F3=2; 4 indicators; N=10,800) 
{[Overall: 28.7%];

 [Split 1=F5_D4 [upper=root]: nil=33.0%; 
one=15.8%];

[Split 1.1=F5_D3 [upper=nil]: nil=41.2%; 
one=16.5%];

[Split 1.2=F4_D3 [upper=one]: nil=17.8%; 
one=11.7%];

[Split 1.1.1=F4_D3 [upper=nil]: nil=33.5%; 
one=56.6%];

[Split 1.1.2=F4_D3 [upper=one]: nil=12.1%; 
one=25.2%];

[Split 1.1.1.1=F5_D2 [upper=nil]: nil=43.8%; 
one=23.2%];

[Split 1.1.1.2=F4_D3*F5_D2 [upper=one]: 
nil=12.1%; one=25.2%]}

[Split 1.1.1.1.1=F4_D1 [upper=nil]: 
nil=53.0%; one=34.6%];

[Split 1.1.1.1.2=F4_D1 [upper=one]: 
nil=28.9%; one=17.6%]}
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CT_05 (F3=3; 3 indicators; 
N=10,800) {[Overall: 55.5%];

[Split 1=F5_D4 [upper=root]: 
nil=67.6%; one=19.2%];

[Split 1.1=F5_D3 [upper=nil]: 
nil=80.7%; one=41.2%];

[Split 1.1.1=F5_D2 [upper=nil]: 
nil=87.7%; one=73.7%]}

CT_06 (F3=3; 4 indicators; N=10,800) {[Overall: 
67.3%];

[Split 1=F5_D4 [upper=root]: nil=76.4%; one=39.7%];
[Split 1.1=F5_D3 [upper=nil]: nil=85.3%; one=58.6%];
[Split 1.1.1=F5_D2 [upper=nil]: nil=90.0%; 
one=80.7%]}

CT_07 (F3=4; 3 indicators; 
N=10,800) {[Overall: 79.4%];

[Split 1=F5_D4 [upper=root]: 
nil=73.6%; one=97.0%];

[Split 1.1=F5_D3 [upper=nil]: 
nil=64.7%; one=91.5%];

[Split 1.1.1=F5_D2 [upper=nil]: 
nil=50.0%; one=79.3%];

[Split 1.1.1.1=F4_D3 
[upper=nil]: nil=42.8%; 
one=64.4%]}

CT_08 (F3=4; 4 indicators; N=10,800) {[Overall: 
76.1%];

[Split 1=F5_D4 [upper=root]: nil=70.3%; one=93.6%];
[Split 1.1=F5_D3 [upper=nil]: nil=62.0%; one=86.8%];
[Split 1.2=F4_D1*F5D4 [upper=one]: nil=96.9%; 
one=87.0%];

[Split 1.1.1=F5_D2 [upper=nil]: nil=51.1%; 
one=72.9%];

[Split 1.1.1.1=F4_D1 [upper=nil]: nil=59.5%; 
one=34.2%];

[Split 1.1.1.2=F4_D1*F5_D2 [upper=one]: nil=79.6%; 
one=59.4%]}

CT_09 (F3=5; 3 indicators; 
N=10,800) {[Overall: 95.5%];

[Split 1=F4_D1 [upper=root]: 
nil=97.8%; one=90.7%]}

CT_10 (F3=5; 4 indicators; N=10,800) {[Overall: 
95.0%];

[Split 1=F4_D1 [upper=root]: nil=97.9%; one=89.1%]}

Notes: % indicate percentage of correct statistical conclusions (LV mean difference test); nil and one 
indicate the nodes of the tree where the condition (e.g., F5_D1) equals zero and one, 
respectively.



146 • Alain De Beuckelaer and Gilbert Swinnen

Percentage of robust noninvariance conditions
RT_01 (F3=1; 3 indicators; N=198) 
{[Overall: 19.7%];

[Split 1=F4_D3*F5_D2 [upper=root]: 
nil=12.8%; one=88.9%%];

[Split 1.1=F4_D3 [upper=nil]: 
nil=4.8%; one=31.5%];

[Split 1.1.1=F2_D1 [upper=nil]: 
nil=1.9%; one=19.0%];

[Split 1.1.2=F4_D3*F5_D4 
[upper=one]: nil=47.2%; one=0.0%];

[Split 1.1.1.1=F5_D2 [upper=nil]: 
nil=0.0%; one=6.7%];

[Split 1.1.2.1=F4_D3*F5_D3 
[upper=nil]: nil=72.2%; one=22.2%]}

RT_02 (F3=1; 4 indicators; N=198) {[Overall: 
22.3%];

[Split 1=F4_D3 [upper=root]: nil=7.9%; 
one=63.9%];

[Split 1.1=F5_D2 [upper=nil]: nil=1.1%; 
one=25.0%];

[Split 1.2=F5_D4 [upper=one]: nil=79.6%; 
one=16.7%];

[Split 1.1.1=F2_D1 [upper=nil]: nil=0.0%; 
one=6.7];

[Split 1.1.2=F4_D1 [upper=one]: nil=50.0%; 
one=0.0%];

[Split 1.2.1=F4_D3*F5_D3 [upper=nil]: 
nil=88.9%; one=61.1%]}

RT_03 (F3=2; 3 indicators; N=198) 
{[Overall: 39.4%];

[Split 1=F2_D1 [upper=root]: 
nil=31.5%; one=78.8%];

[Split 1.1=F4_D1*F5_D4 [upper=nil]: 
nil=26.0%; one=86.7%];

[Split 1.1.1=F4_D3*F5_d2 
[upper=nil]: nil=22.2%; one=60.0%];

[Split 1.1.1.1=F5_D3 [upper=nil]: 
nil=28.9%; one=8.9%];

[Split 1.1.1.1.1=F5_D2 [upper=nil]: 
nil=40.0%; one=6.7%];

[Split 1.1.1.1.2=F4_D1 [upper=one]: 
nil=3.3%; one=20.0%]}

RT_04 (F3=2; 4 indicators; N=198) {[Overall: 
26.3%];

[Split 1=F2_D1 [upper=root]: nil=19.4%; 
one=60.6%];

[Split 1.1=F4_D3*F5_D2 [upper=nil]: 
nil=14.0%; one=73.3%];

[Split 1.1.1=F4_D3 [upper=nil]: nil=8.6%; 
one=26.7%];

[Split 1.1.1.1=F5_D3 [upper=nil]: nil=12.0%; 
one=0.0%];

[Split 1.1.1.2=F4_D3*F5_D4 [upper=one]: 
nil=40.0%; one=0.0%];

[Split 1.1.1.1.1=F2_D3 [upper=nil]: nil=8.3%; 
one=26.7%]}
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RT_05 (F3=3; 3 indicators; 
N=198) {[Overall: 30.3%];

[Split 1=F5_D4 [upper=root]: 
nil=41.7%; one=0.0%];

[Split 1.1=F5_D3 [upper=nil]: 
nil=66.7%; one=0.0%];

[Split 1.1.1=F2_D4 [upper=nil]: 
nil=74.7%; one=26.7%];

[Split 1.1.1.1=F2_D3 [upper=nil]: 
nil=68.3%; one=100%];

[Split 1.1.1.1.1=F5_D2 
[upper=nil]: nil=87.5%; 
one=55.6%]}

RT_06 (F3=3; 4 indicators; N=198) {[Overall: 
34.9%];

[Split 1=F5_D4 [upper=root]: nil=47.9%; one=0.0%];
[Split 1.1=F5_D3 [upper=nil]: nil=71.1%; 
one=9.3%];

[Split 1.1.1=F5_D2 [upper=nil]: nil=94.4%; 
one=55.6%];

[Split 1.1.2=F1_D2 [upper=one]: nil=2.8%; 
one=22.2%];

[Split 1.1.1.1=F1_D3 [upper=one]: nil=47.2%; 
one=72.2]}

RT_07 (F3=4; 3 indicators; 
N=198) {[Overall: 15.1%];

[Split 1=F5_D4 [upper=root]: 
nil=20.8%; one=0.0%];

[Split 1.1=F5_D3 [upper=nil]: 
nil=33.3%; one=0.0%];

[Split 1.1.1=F5_D2 [upper=nil]: 
nil=55.6%; one=18.5%];

[Split 1.1.1.1=F4_D1 
[upper=one]: nil=8.3%; 
one=38.9%];

[Split 1.1.1.1.1=F4_D3*F5_D2 
[upper=nil]: nil=16.7%; 
one=0.0%]}

RT_08 (F3=4; 4 indicators; N=198) {[Overall: 
18.7%];

[Split 1=F4_D1*F5_D2 [upper=root]: nil=12.2%; 
one=83.3%];

[Split 1.1=F5_D4 [upper=nil]: nil=17.5%; 
one=0.0%];

[Split 1.1.1=F5_D3 [upper=nil]: nil=30.6%; 
one=0.0%];

[Split 1.1.1.1=F5_D2 [upper=nil]: nil=50.0%; 
one=11.1%];

[Split 1.1.1.1.1=F4_D3 [upper=one]: nil=22.2%; 
one=0.0%]}

RT_09 (F3=5; 3 indicators; 
N=198) {[Overall: 72.7%];

[Split 1=F2_D1 [upper=root]: 
nil=82.4%; one=24.2%];

[Split 1.1=F2_D6 [upper=nil]: 
nil=89.9%; one=60.6%];

[Split 1.1.1=F4_D1 [upper=nil]: 
nil=95.2%; one=75.0%];

[Split 1.1.1.1=F5_D2 [upper=nil]: 
nil=93.3%; one=100.0%];

[Split 1.1.1.1.1=F5_D4 
[upper=nil]: nil=88.9%; 
one=100.0%]}

RT_10 (F3=5; 4 indicators; N=198) {[Overall: 
66.2%];

[Split 1=F2_D1 [upper=root]: nil=73.3%; 
one=30.3%];

[Split 1.1=F2_D2 [upper=nil]: nil=79.6%; 
one=48.5%];

[Split 1.1.1=F2_D6 [upper=nil]: nil=85.9%; 
one=60.6%];

[Split 1.1.1.1=F4_D1 [upper=nil]: nil=95.2%; 
one=69.4%];

[Split 1.1.1.1.1=F4_D3 [upper=nil]: nil=100.0%; 
one=91.7%]}

Notes: % indicate percentage of robust noninvariance conditions; nil and one indicate the nodes of the 
tree where the condition (e.g., F5_D1) equals zero and one, respectively.
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6.1 IntRoDuCtIon

The increasing importance of comparative studies across countries and 
over time has encouraged the collection of survey data in diverse contexts 
and time points in recent decades (e.g., the European Social Survey [ESS], 
the International Social Survey Program, the European Value Study, or the 
World Value Survey). These surveys share the goals of collecting comparable 
responses from large, national representative samples and of gathering data 
at multiple points in time to permit the study of differences and similarities 
among cultures and change over time. However, the methodological litera-
ture has emphasized that comparisons between groups and/or time points 
are not legitimate without first assessing whether the concepts used (e.g., 
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human values) are indeed comparable across countries or over time (e.g., 
Billiet, 2003; Cheung & Rensvold, 2002; De Beuckelaer, 2005; Steenkamp & 
Baumgartner, 1998; Vandenberg, 2002; Vandenberg & Lance, 2000).

Several techniques have been developed to assess the comparability of 
concepts. Two of the most common techniques are multiple-group con-
firmatory factor analysis (MGCFA; Bollen, 1989; Jöreskog, 1971) and 
means and covariance structure analysis (MACS; Sörbom, 1974, 1978). 
These techniques can test for configural, metric, and scalar invariance (see 
e.g., Chapters 2–4, 7, and 9 in this book). Configural invariance indicates 
that the same indicators measure the same theoretical constructs across 
groups or time points. Metric invariance is more restrictive; it indicates 
that respondents interpret the intervals on the response scale in a simi-
lar way across groups. Metric invariance with continuous latent variables 
indicators means that the loadings of the indicators on the factors are equal 
across groups and/or time points. This implies that the constructs tap the 
same content across the groups. The most restrictive level of invariance 
with continuous latent variables indicators, scalar invariance, requires 
that the intercepts of each item be the same across groups and/or time 
points. This means that respondents in different contexts use the same 
scale origin. As other chapters in this book explain (e.g., Chapters 4, 5, 7, 
and 9), metric invariance permits the comparison of correlates across 
countries and/or time. Scalar invariance also permits the comparison of 
latent variable means. The scalar invariance model constrains the means 
of the latent variables to zero in one group (referred to as the reference 
group) and estimates them in the other groups.

A differentiation can also be made between full and partial invariance. 
A partial metric invariance model constrains the factor loadings of at least 
two indicators of a construct to be equal across groups. A partial scalar 
invariance model constrains the factor loadings and intercepts of at least 
two indicators to be equal across groups (Byrne, Shavelson, & Muthén, 1989; 
Steenkamp & Baumgartner, 1998). If the factor loadings of all indicators are 
constrained to be equal across groups, we term the model full metric invari-
ance. If the intercepts and factor loadings of all indicators are constrained to 
be equal across groups, one terms the model full scalar invariance.

Multigroup confirmatory factor analysis (MGCFA) is designed for con-
tinuous and normally distributed data. Nevertheless, it is often applied to 
Likert-type scales where researchers typically assume continuity and 
a normal distribution underlying the scales used. However, Lubke and 
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Muthén (2004) have criticized the analysis of Likert-type scales under the 
assumption of multivariate normality. If Likert-type data are analyzed 
assuming that multivariate normality holds, different factor structures 
may be found in different groups even if these factor structures are actu-
ally invariant across groups (however, they find that the estimates of latent 
mean differences are rather robust). They propose, instead, fitting a model 
for ordinal indicators.

The structural equation modeling software programs LISREL (Jöreskog 
& Sörbom, 1996) and Mplus (Muthén & Muthén, 2007) use two differ-
ent strategies to identify a model that is fitted to ordinal data. They both 
include threshold parameters and polychoric correlations between the 
measurements. The major difference between the two programs is that 
the LISREL program assumes that the thresholds are equal across groups 
whereas the Mplus program allows the actual testing of whether this is so. 
Based on this difference we have chosen to apply the Mplus approach to 
the data presented in this chapter.

Several simulation studies have shown that MGCFA works well when 
testing for cross-cultural invariance even when the data are ordinal 
rather than continuous or normally distributed (Welkenhuysen-Gybels 
& Billiet, 2002; Welkenhuysen-Gybels, 2004; De Beuckelaer’s Chapter 5 
in this book).* The current chapter is, to the best of our knowledge, the 
first to compare the results of an invariance test using MGCFA for ordinal 
data with the outcomes of an MGCFA that assumes continuous indicators 
using actual survey data on basic human values available from the ESS.

The following section first describes the theory of human values that we 
will assess. Then we provide a description of the method that is utilized for 
measuring values in the ESS. In the empirical part of the chapter, the results 
of measurement invariance testing using MGCFA under the assumption of 
normality reported by Davidov and Schmidt (2007) are summarized. This is 
followed by a presentation of the procedure for testing invariance designed 
for ordinal indicators and the results of applying this method to the same 
data. We conclude with summarizing remarks and considerations.

* These studies report simulations that examine whether assuming normality and continu-
ity of measurement scales when using ordinal categorical scales yields different conclusions in 
a cross-cultural invariance test. Comparisons of several estimation methods based on different 
assumptions for other types of models have also been conducted. They generally conclude that the 
maximum likelihood parameter estimates and standard errors are rather robust for small viola-
tions of normality (see e.g., Coenders & Saris, 1995; Coenders, Satorra, & Saris, 1997).
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6.2 theoRy

Values have played an increasingly important role in the social sciences 
in recent decades. However, the absence of a widely accepted theory for 
conceptualizing values and of valid scales to measure them have limited 
researchers’ ability to conduct empirical studies using the value concept. 
This changed with the introduction of the Schwartz (1992) value theory. 
This theory specifies 10 basic values that form four higher-order value 
dimensions that people around the world apparently recognize (Schwartz, 
1992, 1994, 2005). Starting with its first round in 2002–2003, the ESS 
included an instrument to measure the 10 values in the theory.

The theory defines values as desirable, trans-situational goals, varying 
in importance, that serve as guiding principles in people’s lives. It proposes 
10 motivationally distinct human values: power, achievement, hedonism, 
stimulation, self-direction, universalism, benevolence, tradition, confor-
mity, and security. Table 6.1 presents the motivational goal that each value 
expresses. For example, the core motivational goal of power values is social 
status and prestige, control or dominance over people and resources.

The theory also postulates dynamic relations of interdependence among 
the values. Values are compatible if the motivational goals they express 
can be pursued simultaneously (e.g., conformity and tradition). Such val-
ues will correlate positively with each other. Values are incompatible if 
pursuing the motivational goal of one value conflicts with pursuing the 
goal of the other (e.g., security and stimulation). Such values will correlate 
negatively. Values are neither compatible nor incompatible if pursuing the 
motivational goal of one does not affect the other (e.g., benevolence and self-
direction). Such values will typically show nonsignificant correlations.

Figure 6.1 portrays the full set of dynamic relations among the 10 val-
ues. Values with compatible motivational goals are close to each other 
within the circle; those values with incompatible goals are further apart. 
For example, the values power and universalism are far apart from each 
other within the circle. This reflects the theoretical idea that pursuing the 
goals of universalism values tends to oppose pursuing the goals of power 
values. Devoting oneself to the welfare of all people is largely incompat-
ible with seeking control and dominance for oneself over other people 
and resources. In contrast, universalism and benevolence are adjacent to 
each other in Figure 6.1 because their goals are compatible: It is possible to 
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table 6.1

Definitions of the Motivational Types of Values in Terms of their Core Goal

POWER: Social status and prestige, control or dominance over people and resources
ACHIEVEMENT: Personal success through demonstrating competence according to 
social standards

HEDONISM: Pleasure and sensuous gratification for oneself
STIMULATION: Excitement, novelty, and challenge in life
SELF-DIRECTION: Independent thought and action—choosing, creating, exploring
UNIVERSALISM: Understanding, appreciation, tolerance, and protection for the welfare 
of all people and for nature

BENEVOLENCE: Preservation and enhancement of the welfare of people with whom one 
is in frequent personal contact

TRADITION: Respect, commitment, and acceptance of the customs and ideas that 
traditional culture or religion provide the self

CONFORMITY: Restraint of actions, inclinations, and impulses likely to upset or harm 
others and violate social expectations or norms

SECURITY: Safety, harmony, and stability of society, of relationships, and of self

Source: Adapted from Sagiv, L., and Schwartz, S. H. Journal of Personality and Social Psychology, 69, 
437–448, 1995.
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devote oneself to the welfare of all and also to seek to enhance the welfare 
of those with whom one is close.

The theory distinguishes 10 value factors, but one may not always be able 
to discriminate all 10 values empirically. This may occur, for example, if 
there are practical measurement restrictions such as very few items to mea-
sure each value and poor discriminant validity between values with related 
motivational goals (Campbell & Fiske, 1959; Knoppen & Saris, 2009). 
Instead, pairs of adjacent values (e.g., universalism and benevolence) may be 
captured as a single value (e.g., a unified universalism–benevolence value).

The compatibilities and oppositions among the values may be summa-
rized using the higher order factors and dimensions shown in Figure 6.1. 
One dimension contrasts self-enhancement and self-transcendence values. 
This dimension contrasts power and achievement values (that emphasize 
one’s pursuit of success and dominance) to universalism and benevolence 
values (that involve concern for the welfare and interests of other people). 
The second dimension contrasts openness to change and conservation 
values. It opposes self-direction and stimulation values (that emphasize 
independence and readiness for new experiences) to conservation values 
(that emphasize self-restriction, order, and resistance to change). For a 
more detailed discussion see, for example, Schwartz, 1992, 1994.

6.3  the ess MeasuReMent of the 
ten basIC huMan values

A shortened version of the original 40-item portrait value questionnaire 
(PVQ) to measure values (Schwartz et al., 2001; Schwartz, 2005) was devel-
oped for the ESS. Due to time and budgetary constraints, the ESS instru-
ment includes only 21 questions to measure the 10 values. Two items were 
chosen for each value (three for universalism) with the objective of pro-
viding maximum coverage of the conceptual breadth of the value rather 
than to maximize internal indicator reliability and high discriminant 
validity.

The ESS scale describes 21 different people, gender-matched with the 
respondent. Each description portrays a person in terms of what is impor-
tant to him or her, thereby pointing to one of the 10 values. For exam-
ple: “Thinking up new ideas and being creative is important to him—he 
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likes to do things in his own original way” describes a person for whom 
 self-direction is important. Regarding each description of a person, respon-
dents are asked to answer: “How much like you is this person?” Responses 
are recorded on a Likert-type rating scale ranging from 1 (not like me at 
all) to 6 (very much like me). Respondents’ own values are inferred from 
their self-reported similarity to people described implicitly in terms of 
particular values. Table 6.2 presents the 10 values as they appear in the 
ESS scale. Two items measure each value with the exception of universal-
ism, which is measured by three items because of its very broad content.

6.4 eMpIRICal analyses

Three countries are included in the analysis: Belgium (N = 1778), 
Luxemburg (N = 1635), and the Netherlands (N = 1881; total N = 5294). 
Details on the data collection techniques that were used in each country 
are documented on the Web site http://www.europeansocialsurvey.org. 
The data used in the analyses are from the second round (2004–2005) of 
the European Social Survey (ESS) and were downloaded from the Web site 
http://ess.nsd.uib.no

6.4.1 previous findings

The first studies to assess invariance of the measurement of values across 
ESS countries applied MGCFA (Davidov, 2008; Davidov & Schmidt, 2007; 
Davidov, Schmidt, & Schwartz, 2008). In these studies, seven distinct val-
ues, rather than the 10 values postulated by the theory, were identified in 
most of the ESS countries. Three pairs from the original 10 values had 
to be unified: power with achievement, conformity with tradition, and 
universalism with benevolence. These pairs of values had very high inter-
correlations and could not be modeled separately. Two reasons have been 
proposed for this finding. First, the use of 21 instead of the original 40 
PVQ questions to measure values does not provide a sufficient number of 
questions to measure each value separately in a confirmatory factor analy-
sis (CFA; Davidov, Schmidt, & Schwartz, 2008). Second, high correlations 
among some values attest to a lack of discriminant validity (Knoppen & 
Saris, 2009), requiring them to be unified.

http://www.europeansocialsurvey.org
http://ess.nsd.uib.no
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table 6.2

The ESS Human Values Scale in the Second Round (Male Version)

Value Item # (numbered and Labeled as in the ESS Questionnaire)
Self-direction (SD)  1. Thinking up new ideas and being creative is important to him. 

He likes to do things in his own original way (ipcrtiv).
 11. It is important for him to make his own decisions about 

what he does. He likes to be free to plan and not depend on 
others (impfree).

Universalism (UN)  3. He thinks it is important that every person in the world be 
treated equally. He believes everyone should have equal 
opportunities in life (ipeqopt).

 8. It is important for him to listen to people who are different 
from him. Even when he disagrees with them, he still wants to 
understand them (ipudrst).

 19. He strongly believes that people should care for nature. 
Looking after the environment is important to him (impenv).

Benevolence (BE)  12. It is very important for him to help the people around 
him. He wants to care for their well-being (iphlppl).

 18. It is important for him to be loyal to his friends. He 
wants to devote himself to people close to him (iplylfr).

Tradition (TR)  9. It is important for him to be humble and modest. He tries not 
to draw attention to himself (ipmodst).

 20. Tradition is important to him. He tries to follow the 
customs handed down by his religion or his family (imptrad).

Conformity (CO)  7. He believes that people should do what they’re told. He thinks 
people should follow rules at all times, even when no one is 
watching (ipfrule).

 16. It is important for him to always behave properly. He 
wants to avoid doing anything people would say is wrong 
(ipbhprp).

Security (SEC)  5. It is important for him to live in secure surroundings. He avoids 
anything that might endanger his safety (impsafe).

 14. It is important for him that the government insures his 
safety against all threats. He wants the state to be strong so it 
can defend its citizens (ipstrgv).

Power (PO)  2. It is important for him to be rich. He wants to have a lot of 
money and expensive things (imprich).

 17. It is important for him to get respect from others. He 
wants people to do what he says (iprspot).

Achievement (AC)  4. It is important for him to show his abilities. He wants people to 
admire what he does (ipshabt).

 13. Being very successful is important to him. He hopes 
people will recognize his achievements (ipsuces).
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The three pairs of values that had to be unified are adjacent in the cir-
cular theoretical structure portrayed in Figure 6.1. The need to unify 
them, therefore, does not contradict the theory of the circular value 
structure. In addition, five additional paths (cross loadings) were intro-
duced in the MGCFA to improve the solution. Each addition was a path 
from one of the unified value factors to a distant value indicator: (1) from 
the universalism–benevolence factor to the item “important to be rich,” 
(2) from the universalism–benevolence factor to the item “important to 
have adventures,” (3) from the conformity–tradition factor to the item 
“important to get respect from others,” (4) from the power–achievement 
factor to the item “important to be modest,” and (5) from the confor-
mity–tradition factor to the item “important to be rich” (Davidov et al., 
2008).* Figure 6.2 depicts the best fitting model from this study that 
was calculated using the structural equation modeling software Amos 
(Arbuckle, 2005).

* The negative cross loadings indicate that the association (covariance) between the opposing latent 
value constructs did not capture all of the opposition for these items. The positive cross loadings 
indicate that these associations overestimated the opposition for two items. The need for these 
cross loadings may be due to the reduction from 10 original values to 7. Without introducing 
them, the model fit was not acceptable. From a measurement point of view, cross loadings are not 
elegant. Cross loadings contaminate correlations between factors, a problem if one is interested 
in the correlations. However, our main interest was not to evaluate the strengths of relationships 
between values but to examine whether measurement properties, such as factor loadings and 
intercepts, are invariant across countries.

table 6.2 (ContInueD)

The ESS Human Values Scale in the Second Round (Male Version)

Value Item # (numbered and Labeled as in the ESS Questionnaire)
Hedonism (HE)  10. Having a good time is important to him. He likes to 

“spoil” himself (ipgdtim).
 21. He seeks every chance he can to have fun. It is important 

for him to do things that give him pleasure (impfun).
Stimulation (ST)  6. He likes surprises and is always looking for new things to do. 

He thinks it is important to do lots of different things in life 
(impdiff).

 15. He looks for adventures and likes to take risks. He wants 
to have an exciting life (ipadvnt).

Source: Adapted from Davidov, E. Survey Research Methods, 2(1), 33–46, 2008.



158 •  Eldad Davidov et al.

Davidov and Schmidt (2007) tested for invariance of the value measure-
ments across three countries: Belgium, Luxembourg, and the Netherlands. 
They used the model just described (that differentiates between seven values) 
in their application of MGCFA to data from the second round of the ESS. 
In their analysis they assumed continuity and normality of the value scales. 
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They reported that configural and metric invariance was found across the 
three countries for the seven values. However, analysis of the data did not 
support scalar invariance for all seven values. Rather, only stimulation val-
ues, self-direction values, and the unified universalism–benevolence value 
displayed scalar invariance. Thus, latent mean comparisons between the 
three countries are legitimate only for these three values (Steenkamp & 
Baumgartner, 1998).

In the present analysis we assess the invariance of the value scales 
when fitting the model for ordinal indicators using MGCFA. To do 
this, we employ the same value data for Belgium, Luxembourg, and the 
Netherlands available from the second round of the ESS. Finally, we com-
pare the results of this test with the findings of Davidov and Schmidt 
(2007).

6.4.2  testing for Invariance While accounting 
for ordinality of the Data

Muthén, du Toit, and Spisic (1997) and Muthén and Muthén (1998, 
pp. 357–358) propose a theoretically more appropriate method for ordinal 
(ordered-categorical) scales. Their proposed method fits a CFA model to 
polychoric correlations using robust weighted least squares (robust WLS: 
see also Flora & Curran, 2004). This approach is based on the work of 
Satorra and colleagues (Chou, Bentler, & Satorra, 1991; Satorra, 1992; 
Satorra & Bentler, 1990). This estimator is available in the software pro-
gram Mplus. In the present analysis we use Mplus version 3.0 (Muthén 
& Muthén, 2007) and robust WLS to assess the invariance of the value 
measurements, following procedural guidelines suggested by Millsap and 
Yun-Tein (2004) and Temme (2006).

Figure 6.3 displays the path diagram of a single factor CFA for the ordinal 
case compared to the continuous case. In contrast to continuous indicators, 
CFA (and MGCFA) for ordinal data (such as Likert-type scales) assumes 
that the observed items (y’s in Figure 6.3) are not directly influenced by their 
corresponding latent factor but indirectly via a continuous latent response 
variable (y* in Figure 6.3; Temme, 2006). The main difference resulting 
from this specification is that we have to estimate item-specific threshold 
parameters (ν in Figure 6.3). These threshold parameters (ν in Figure 6.3) 
partition the continuous normally distributed latent response variable into 
several categories. With six response categories for each item in our case 
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there are five thresholds.* If the value for the continuous latent response 
variable exceeds a threshold, the observed value of the item changes to 
the next category. The ordinal CFA model, just like the continuous CFA 
model, contains factor loadings (λ in Figure 6.3) and intercepts (τ in Figure 
6.3). Whereas in the continuous case factor loadings and intercepts are 
parameters of the observed indicators, in the ordinal case factor loadings 
and intercepts are parameters of the latent response variable (for further 
details, see Millsap & Yun-Tein, 2004; Muthén & Asparouhov, 2002).

In testing for invariance with continuous MGCFA, the distinction between 
metric invariance and scalar invariance is well established. In the continu-
ous case it is only the factor loadings that determine the slopes of the item 
response curves. The intercepts only influence the starting points of the item 
response curves but not their slopes. Therefore, it is sufficient to constrain the 
factor loadings to be equal to guarantee metric invariance and to compare 
structural associations of the latent variables across groups. Latent mean 
comparison requires equality of intercepts (scalar invariance) in addition.

In the ordinal CFA (see Figure 6.3), in contrast, the item probability 
curves (i.e., the scores of the ordinal indicators) are jointly influenced 
by the factor loadings (λ’s), the intercepts (τ’s), and the thresholds (ν’s). 

* A threshold captures transitions from one category to another. Thus, if there are K response cat-
egories for an indicator, there are K–1 threshold parameters for the latent response variable.

y1

y2

y3

Latent factor
κ1, Φ1 κ1, Φ1

Continuous
observed variables

CFA with continuous indicators CFA with ordinal indicators

y1

y2

y3

y*2

y*3

y*1
Latent factor

Latent
response variables

Ordinal
observed variables

(Eta): Latent factor (Lambda): Factor loading y: observed variable
(Kappa): Latent mean (Tau): Intercept y*: Latent response variable
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K: number of categories of the ordinal item
Parameters and latent variables that are specific to the CFA with ordinal indicators in italics
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λ3

δ1

δ1
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δ3
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CFA with ordinal indicators compared to CFA with continuous indicators.
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Thus, guaranteeing only that factor loadings are equal across groups is not 
enough to ensure that the item response curves are comparable in the ordi-
nal case. Comparison of group means is still not permissible. Establishing 
measurement invariance in the ordinal case requires constraining factor 
loadings, thresholds, and intercepts simultaneously. Thus, a distinction 
between metric and scalar invariance is not substantively meaningful in 
the ordinal case because there is only one step in the measurement invari-
ance test, the step that constrains all parameters to be equal.

Identifying the measurement invariance model for the ordinal case requires 
a somewhat different set of constraints than those required in the continuous 
case (Millsap & Yun-Tein, 2004; Temme, 2006). The reason is that it is not pos-
sible to estimate the thresholds and the intercept at the same time. The pro-
grams LISREL and Mplus employ different strategies to deal with this issue.

The LISREL program (Jöreskog & Sörbom, 1996) constrains all the 
threshold parameters to be equal across groups. This allows testing the 
equality of the intercepts and factor loadings. However, there is no reason 
to believe that thresholds are equal. The equality of thresholds is an empiri-
cal question that can only be answered in an empirical test. The Mplus pro-
gram (Muthén & Muthén, 2007) permits testing the equality of threshold 
parameters but constrains, as a default, all the intercepts to be zero (for 
identification purposes). Estimating the thresholds and constraining the 
intercepts is more informative than the other way around. In fact, the inter-
cept parameter is equal to a constant shift in all the thresholds of an indi-
cator.* If intercepts are found to be different across groups, one does not 
know whether this is due to differences in the full set of thresholds across 
groups or only some of the thresholds differ across groups. By contrast, 
testing for the equality of thresholds may allow certain thresholds to differ 
across groups. Thus, the flexibility of Mplus makes it preferable to LISREL 
for testing invariance in the ordinal case (Millsap & Yun-Tein, 2004).

The minimum number of constraints required to identify the model in 
the ordinal case depends on the number of categories of the observed vari-
ables and the model structure. Two model structures can be considered, a 
congeneric model and a noncongeneric model (Millsap & Yun-Tein, 2004). 
In a congeneric model there are no cross loadings and each item loads only 

* In principle, the equality constraint of the intercepts may be released in Mplus by introducing 
a perfectly measured factor behind the latent response variable (Muthén & Asparouhov, 2002, 
p. 15).
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on one factor. In a noncongeneric model one or more items may load on 
more than one factor. Accordingly, in the congeneric model one has to set 
at least one threshold for each indicator to be equal across groups. In addi-
tion, a second threshold of the reference indicator of each latent variable is 
also constrained to be equal across groups. In the noncongeneric model, 
one has to constrain at least two thresholds to be equal for all indicators. 
In this model all intercepts have also to be constrained to zero. Our model 
includes five cross loadings and is thus noncongeneric. In addition, as in the 
continuous case, the factor loading of one reference indicator is set to 1.*

We adopted a top-down strategy. We started with the most restrictive 
model that imposes equality constraints across groups on the thresholds, 
intercepts, and factor loadings. Then we gradually released some of the 
equality constraints on the thresholds for the indicators whose constructs 
did not pass the scalar invariance test in the continuous model. To decide 
whether the data support a model, we followed the cutoff criteria suggested 
by Hu and Bentler (1999) and Marsh, Hau, and Wen (2004). They suggest a 
minimum value of 0.90–0.95 for the comparative fit index (CFI), and a max-
imum value of 0.05–0.08 for the root mean square error of approximation 
(RMSEA) fit measure. To compare models, we used the criteria proposed by 
Chen (2007) who suggested assessing differences between models by look-
ing at differences in the fit measures CFI and RMSEA. If both the decrease 
in the CFI and the increase in the RMSEA in a more restrictive model are 
smaller than 0.01, then the more restrictive model can be considered as 
acceptable. We do not use the chi-square difference test and the p-value to 
distinguish between models because even small misspecifications may lead 
to model rejection with large sample sizes (Cheung & Rensvold, 2002).†

6.4.3 Results

Table 6.3 summarizes the global fit measures of the models—chi-square, 
degrees of freedom (df), p-value, RMSEA, p of close fit (PCLOSE), and CFI. 

* Two parameterizations are possible for running the model: Theta and Delta (Muthén & Muthén, 
2007). The Theta parameterization includes residual variances for the continuous latent response 
variables (see Muthén & Muthén, 2007, pp. 485–486). This has the advantage of also permitting a 
test of the invariance of the residual variances (Millsap & Yun-Tein, 2004, Muthén & Asparouhov, 
2002). We applied both the Theta and Delta parameterizations and obtained essentially the same 
results. See Appendix 6.A for the final model.

† Before testing for measurement invariance, we examined the level of skewness and kurtosis of the 
values across the countries. Skewness (both left and right, depending on the item) was significant 
for all 21 items in the three countries. Kurtosis was significant for 20 items.
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Column 1 presents the fit measures using MGCFA under the assumption 
of multivariate normality (based on Davidov & Schmidt, 2007). We name 
this model “the continuous case” model. Column 2 presents the fit measures 
after accounting for ordinality of the outcomes. We name this model “the 
ordinal case” model. Table 6.3 clearly shows that the most restrictive (invari-
ant) model (Model 1), for seven values, is rejected by the data in both the 
continuous and ordinal case. Whereas the RMSEA displays satisfactory lev-
els, the CFI does not achieve the minimum criterion for an acceptable fit.

Model 2 constrains invariance for only the three values that Davidov 
and Schmidt (2007) reported as showing scalar invariance: stimulation 

table 6.3

Global Fit Measures in the Different Modelsa

MGcFA Under Assumption 
of normality—the 
continuous case

MGcFA Using 
Robust WLS—the 

Ordinal case

Model 1: Full measurement invariance (scalar in the continuous case) of seven values
Chi-square 4165 3888b

df 555 355b

p-value 0.000 0.000b

RMSEA 0.035 0.077
PCLOSE 1.000 —c

CFI 0.849 0.855

Model 2: Full measurement invariance (scalar in the continuous case) of three values 
(UNBE, ST, and SD)
Chi-square 2926 2492b

df 539 310b

p-value 0.000 0.000b

RMSEA 0.029 0.065
PCLOSE 1.000 —c

CFI 0.900 0.911
a df = degrees of freedom; RMSEA = root mean square error of approximation; PCLOSE = probabil-

ity of close fit; CFI = comparative fit index; For details see, for example, Arbuckle, J. L., Amos 6.0 
User’s Guide, SPSS, Chicago, IL, 2005 and Muthén, L. K., and Muthén, B. O., Mplus User’s Guide, 
Muthén & Muthén, Los Angeles, CA, 2007.

b With WLSMV estimation (which corresponds to robust WLS), chi-square values are mean and 
variance adjusted and degrees of freedom are estimated rather than derived from the model struc-
ture. Chi-square and the number of degrees of freedom are thus not meaningful themselves but 
rather adjusted in order to provide correct p-values. 

c PCLOSE is not provided by Mplus for multiple group analyses.
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(ST), self-direction (SD), and the unified value universalism–benevolence 
(UNBE). The measurement of the four other values hedonism (HE), 
security (SEC), and the unified values conformity–tradition (COTR) 
and  power–achievement (POAC) is allowed to vary across countries. As 
shown, the data supported this model both in the continuous and in the 
ordinal case. In other words, it is legitimate to compare the means of these 
three values across countries.

One technical point is worth noting for the two ordinal models: In an 
ordinal model, the minimum number of necessary threshold constraints 
also depends on the constraints already in place for the factor loadings 
(Millsap & Yun-Tein, 2004, p. 490). When we released the threshold con-
straints on the four noninvariant factors but still constrained the factor 
loadings to be equal across groups, it was not necessary anymore to set 
two thresholds of all indicators to be equal across groups (as suggested by 
Millsap & Yun-Tein, 2004). It was sufficient to set two thresholds of only 
one indicator per factor (instead of two thresholds of all indicators) for the 
four noninvariant factors to be equal across groups to identify the model 
(see Appendix 6.A).

Table 6.4 displays the means of the values in Luxembourg and the 
Netherlands. The mean values in Belgium are constrained to zero as 
Belgium is the reference group (for other identification methods to esti-
mate latent means see Little, Slegers, & Card, 2006, and Chapter 3 in 
this book). There are several significant differences in the means across 
countries. In the continuous case (Davidov & Schmidt, 2007), people 

table 6.4

Mean Differences of the Values for Luxembourg and the Netherlands (Compared with 
Belgium, the Reference Group)

Luxembourg The netherlands

MGcFA Under 
Assumption of 

normality

MGcFA 
Using Robust 

WLS

MGcFA Under 
Assumption of 

normality

MGcFA 
Using Robust 

WLS
Universalism–
benevolence

0.00 0.09* –0.12** –0.18**

Stimulation 0.08* 0.16** –0.02 –0.03
Self-direction –0.01 0.05 0.06 0.05

*p < .05; **p < .01.
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in Luxembourg rate stimulation values as more important (0.08) than 
people in the other countries do and people in the Netherlands rate 
universalism– benevolence values as less important (–0.12) than the others 
do. The remaining value ratings do not differ across the three countries. 
Accounting for ordinality leads to similar conclusions in most cases, but 
mean differences are more pronounced. The higher rating of stimulation 
in Luxembourg is 0.16 and the lower rating of universalism–benevolence 
in the Netherlands is –0.18. In addition, the rating of universalism–benev-
olence is higher in Luxembourg (0.09) than in Belgium (0.00 as the refer-
ence group). However, under the assumption of multivariate normality 
the latter difference was not significant.

From the analyses that account for ordinality we can conclude that self-
direction values are equally important in all three countries. Stimulation 
values are equally important in Belgium and the Netherlands, but 
more important in Luxembourg, and the unified value universalism– 
benevolence is more important in Luxembourg than in either of the other 
countries. However, from a substantive point of view, these differences are 
rather small, reflecting cultural similarities across the Benelux countries. 
We cannot compare means for the other four values because they do not 
exhibit the necessary level of invariance across countries.

6.5 ConClusIons

In this chapter we tested the comparability of the human values mea-
surement across Belgium, the Netherlands, and Luxembourg using 
data from the second round (2004–2005) of the ESS. A previous study 
(Davidov & Schmidt, 2007) established metric invariance across these 
countries for seven values and scalar invariance for three values, stimula-
tion, self-direction, and the unified value universalism– benevolence. That 
study applied MGCFA and assumed a continuous scale with normally 
 distributed responses. However, Lubke and Muthén (2004) have argued 
that MGCFA is not appropriate in testing for invariance of Likert-type 
scales. We addressed this criticism by fitting a model for ordinal (ordered-
categorical) outcomes to test for invariance.

Previous studies (Welkenhuysen-Gybels, 2004; Welkenhuysen-Gybels & 
Billiet, 2002; Chapter 5 in this book) have demonstrated, based on simulation 
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studies, that assuming normality and continuity in the case of Likert-type 
scales generally does not lead to erroneous conclusions and works well for 
invariance tests across groups.* This chapter assessed whether this conclu-
sion holds with actual survey data on human values as measured in the 
ESS.

The conclusions with respect to the invariance of the scales were very sim-
ilar for the model that assumed multivariate normality and the one which 
accounted for ordinality. The model for ordinal indicators, like the model 
assuming multivariate normality and continuity, showed that invariance 
is present for only three of the seven values—stimulation, self-direction, 
and the unified value universalism–benevolence. Thus, both models jus-
tified comparison across the three countries of the means of these three 
values. Mean comparisons with the two models yielded fairly similar 
results. Notably, the mean differences were somewhat more pronounced 
with the ordinal model and, moreover, only the ordinal model revealed 
that the mean importance of the unified universalism–benevolence value 
was significantly higher in Luxembourg. In sum, our results are largely in 
accordance with simulation studies and justify using MGCFA for Likert 
scales in the analysis of cross-cultural and longitudinal data. The results 
also suggest that an ordinal MGCFA for such scales is more powerful to 
compare latent means.
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appenDIx 6.a: Mplus syntax foR the fInal 
MoDel WIth InvaRIanCe of thRee values

1 title: MGCFA Values ESS Round 2 - Belgium, Luxembourg, Netherlands;

2 data: file is benelux_values.dat;
3 variable: names are ipcrtiv imprich ipeqopt ipshabt impsafe impdiff ipfrule ipudrst
4 ipmodst ipgdtim impfree iphlppl ipsuces ipstrgv ipadvnt ipbhprp iprspot iplylfr
5 impenv imptrad impfun country;
6 categorical are all;
7 grouping is country (1=BE 2=LU 3=NL);
8 missing = all (7-9);
9 Analysis: PARAM = THETA;
10 Model:
11 SD by impfree* ipcrtiv@1;
12 UNBE by ipeqopt* ipudrst@1 impenv iphlppl iplylfr ipadvnt imprich;
13 COTR by ipmodst* imptrad* ipfrule@1 ipbhprp iprspot imprich;
14 SEC by impsafe@1 ipstrgv;
15 POAC by imprich* iprspot* ipshabt@1 ipsuces ipmodst;
16 HE by ipgdtim@1 impfun;
17 ST by impdiff@1 ipadvnt;
18 Model LU:
19 [ipfrule$3* ipfrule$4* ipfrule$5*];
20 [ipbhprp$1* ipbhprp$2* ipbhprp$3* ipbhprp$4* ipbhprp$5*];
21 [imptrad$1* imptrad$2* imptrad$3* imptrad$4* imptrad$5*];
22 [ipmodst$1* ipmodst$2* ipmodst$3* ipmodst$4* ipmodst$5*];
23 [ipstrgv$1* ipstrgv$2* ipstrgv$3* ipstrgv$4* ipstrgv$5*];
24 [impsafe$3* impsafe$4* impsafe$5*];
25 [ipshabt$3* ipshabt$4* ipshabt$5*];
26 [ipsuces$1* ipsuces$2* ipsuces$3* ipsuces$4* ipsuces$5*];
27 [iprspot$1* iprspot$2* iprspot$3* iprspot$4* iprspot$5*];
28 [imprich$1* imprich$2* imprich$3* imprich$4* imprich$5*];
29 [ipgdtim$1* ipgdtim$2* ipgdtim$3* ipgdtim$4* ipgdtim$5*];
30 [impfun$3* impfun$4* impfun$5*];
31 Model NL:
32 [ipfrule$3* ipfrule$4* ipfrule$5*];

(Continued)
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33 [ipbhprp$1* ipbhprp$2* ipbhprp$3* ipbhprp$4* ipbhprp$5*];
34 [imptrad$1* imptrad$2* imptrad$3* imptrad$4* imptrad$5*];
35 [ipmodst$1* ipmodst$2* ipmodst$3* ipmodst$4* ipmodst$5*];
36 [ipstrgv$1* ipstrgv$2* ipstrgv$3* ipstrgv$4* ipstrgv$5*];
37 [impsafe$3* impsafe$4* impsafe$5*];
38 [ipshabt$3* ipshabt$4* ipshabt$5*];
39 [ipsuces$1* ipsuces$2* ipsuces$3* ipsuces$4* ipsuces$5*];
40 [iprspot$1* iprspot$2* iprspot$3* iprspot$4* iprspot$5*];
41 [imprich$1* imprich$2* imprich$3* imprich$4* imprich$5*];
42 [ipgdtim$1* ipgdtim$2* ipgdtim$3* ipgdtim$4* ipgdtim$5*];
43 [impfun$3* impfun$4* impfun$5*];
44 output: stand; res;

Explanation
The syntax in Mplus only needs to specify deviations from the Mplus 
default. The Mplus default for MGCFAs with ordinal data is:

Parameterization: DELTA
Estimation: WLSMV
Constraints:  First factor loading on each “by” statement set to 1, all 

intercepts set to 0, all factor loadings and thresholds 
constrained equal across groups

Lines 1–6 Data source, variable names, definition as categorical
Line 7 Multiple groups
Line 8  Indication of which categories represent missing val-

ues for all variables
Line 9 Theta parameterization
Lines 10–17  Model for all groups, “*” specifies that a parameter 

should be estimated, “@” fixes a parameter. “SD by 
impfree* ipcrtiv@1”; overrides the Mplus default to 
constrain the first factor loading to 1 and takes the 
second instead.

Lines 18–30  Threshold parameters for the four factors that are 
not invariant across groups are set free in the group 
“Luxembourg.” Thresholds that are not mentioned 
explicitly remain constrained across groups automat-
ically (the same applies to the factor loadings), e.g., 



Testing the Invariance of Values in the Benelux Countries  • 171

“[ipfrule$3* ipfrule$4* ipfrule$5*];” sets the last three 
thresholds of the item ipfrule free and leaves the first 
two constrained

Lines 32–43  Threshold parameters for the four factors that are 
not invariant across groups are set free in the group 
“Netherlands.”

Line 44  Request of standardized estimates and residual statis-
tics in the output
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7.1 IntRoDuCtIon

Although we have witnessed a clear tendency toward secularization dur-
ing the last decades (Dobbelaere, 1993; Norris & Inglehart, 2004), religion 
continues to play an important role in contemporary European societies 
(Stark & Finke, 2000). A vast body of research has shown that, even today, 
religious outlooks continue to structure the individual’s values, attitudes, 
and behavior (see Ervasti, 2008). At the same time, the degree to which 
individuals participate in religious life is not evenly spread across the pop-
ulation, but instead depends on the individual’s social-structural position 
in society. In this sense, religiosity can be seen as an important intermedi-
ary variable between social structure, on the one hand, and attitude pat-
terns, on the other.

In this study, we focus on this interplay between religious involvement, 
value orientations, social attitudes, and social structural variables. The social 
attitudes studied here are perceived ethnic threat, social trust, and political 
trust. Does religious involvement have a favorable influence on the devel-
opment of such attitudes that are conducive to social integration? Previous 
research has shown that the relationship between religious involvement and 
these social attitudes is not the same in all countries and thus depends on 
the broader cultural context (Billiet, 1998; Billiet et al., 2003; Cambré, 2002). 
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Research has also revealed that some value orientations, such as self-
 transcendence and conservation, are related to religious involvement and 
at the same time have an influence on social attitudes such as ethnic threat 
(Davidov, Meuleman, Billiet, & Schmidt, 2008a; Roccas, 2005). It is there-
fore important to take these values into consideration if one wants to evalu-
ate the impact of religious involvement on the social attitudes in question.

In this chapter we use European Social Survey (ESS) data to test the 
aforementioned relations within a complete explanatory model in more 
than 20 European countries. This allows us to find out whether there are 
country differences in the relationships between social structure, religious 
involvement, value priorities, and social attitudes. The focus of the present 
paper is on both the methodological and the substantive, as we provide an 
illustration of how a structural equation modeling approach can be useful 
in cross-national research. We present a multigroup structural equation 
model in which the measurement part and the structural part are tested 
simultaneously, and in which serious attention is paid to the cross-national 
equivalence of the measures.

The explanation of the observed differences between countries by means 
of relevant context variables, although a logical continuation of our analy-
sis, is not elaborated in this chapter. This is for several reasons. A rather 
straightforward completion of the chapter with the estimation of context 
effects might possibly extend the structural equation model to include a 
multilevel component. However, a simulation study based on ESS data 
showed that a multilevel structural equation model involving only 25 
countries provides very unreliable and unstable estimates of the context 
effects (Meuleman & Billiet, 2009). Trying to develop relevant and valid 
contextual variables would lead us into a completely new kind of research. 
Giving this issue the attention it deserves would have enlarged the chapter 
substantially. We therefore decided to focus on equivalent measurements 
at the microlevel and on the simultaneous estimation of measurement and 
structural models in a multi-country situation.

This chapter starts with a theoretical overview of the substantive research 
questions. After the data and methods section, in which the measurements 
are discussed, formal tests for cross-country measurement equivalence of 
the latent variables receives serious attention. After an overview of the sub-
stantive findings, some methodological problems are discussed. As already 
mentioned, the focus is on the testing of a simultaneous model with a mea-
surement part and a structural part within a multigroup context.
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7.2  theoRetICal MoDel: RelIGIous 
InvolveMent, soCIal attItuDes, values, 
anD soCIoDeMoGRaphIC vaRIables

Does religious commitment affect social attitudes that are favorable to 
social integration? From a social capital point of view, social integration 
is understood as the maintenance of orientations and attitudes that are 
favorable to the justification and functioning of a pluralistic, democratic 
political system. Social capital refers to aspects of social relationships or 
structures that facilitate the purposeful cooperation of individuals within 
these relationships. These aspects include mutual obligations and expec-
tations, the availability of information, purposeful social organizations, 
norms of reciprocity, civic commitment, and social confidence (Coleman, 
1988, 1990; Putnam, 1993).

What do we know from previous studies? An empirical study in Belgium 
showed that involvement in religious-ideological associations had a signif-
icant effect on several indicators of social integration (Billiet, 1998). These 
indicators were: distrust in others and in the future, feelings of being 
threatened by immigrants, racist views concerning newcomers in soci-
ety, utilitarian individualism, political alienation, and the lack of political 
interest and participation. All these indicators were measured on the indi-
vidual level of social attitudes (Brehm & Rahn, 1997). As was expected, 
church involvement and active participation in voluntary associations were 
negatively correlated with these indicators of social disintegration. Those 
deeply involved in the Catholic Church* or who participated actively in 
voluntary organizations were less likely to score high on the indicators of 
social disintegration than marginal Catholics and people with no philoso-
phy of life. The effect of religious-philosophical involvement, however, was 
not very strong (Billiet, 1998).

Research in a cross-country context, however, does not univocally sup-
port the claim that religious involvement stimulates attitudes that are con-
ducive to social (dis)integration. It was found that the relationship between 
religious involvement and ethnocentrism varies considerably across soci-
eties, religions, and the kinds of immigrants referred to (Eisinga, Felling, 
& Peters, 1990). Using the Religious and Moral Pluralism (RAMP, 1998) 

* This was also the case, however, for a-religious humanists (“free thinkers”).
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dataset and the 1995 dataset of the International Social Survey Program 
(ISSP), Cambré (2002) systematically investigated the (net) relationship 
between church involvement and ethnocentrism in 13 Western European 
countries. In general, the non-church members were less likely than mem-
bers to harbor negative attitudes toward immigrants. However, among 
church members the relationship between the degree of involvement and 
ethnocentrism varied from country to country and from denomination to 
denomination. Because attempts to explain these differences by variations 
in the characteristics of the particular religious systems failed, Cambré 
concluded that the characteristics of the different social systems (at the 
national level) and their interaction with the characteristics of the differ-
ent religious systems might be more important. Because of the small num-
ber of countries included in the analysis, however, this claim could not be 
tested empirically.

Scheepers, Gijsberts, and Hello (2000) also used the RAMP dataset in 
order to analyze the relationship between religious involvement and ethnic 
prejudice from a comparative perspective. Surprisingly, these researchers 
came to findings that are in contradiction with the conclusions of Cambré 
(2002). According to the study of Scheepers et al. (2000), the more fre-
quently people attend church, the more prejudiced they are, and this rela-
tionship holds for all 11 countries in RAMP. The fact that this finding is so 
incompatible with the findings of Cambré, who used the same data, calls 
for a careful investigation of the parameters measurements that were used. 
The most striking difference between these studies concerns the opera-
tionalization of ethnocentrism. Cambré systematically tested the measure-
ment equivalence of all six indicators that were used in RAMP in order 
to measure ethnocentrism. He found that there were  serious problems in 
the wording and translation from the source  questionnaire concerning 
the three positively worded ethnocentric items (Cambré, Welkenhuysen-
Gybels, & Billiet, 2002). The mixed and even contradictory findings con-
cerning the relationship between ethnocentrism and religious involvement 
is one of the reasons to pay serious attention to the equivalent measure-
ment of the latent attitudinal variables and values in the present study.

To study the interplay between religious involvement, the value 
 priorities and the social attitudes that are either supportive (political 
and social trust) or destructive (ethnic threat) for social integration, we 
propose the theoretical model depicted in Figure 7.1. This model shows 
religious involvement as a key mediator between social-structural 
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variables, values, and attitudes. Our primary interest goes to three 
parts of the model: (1) the effect of sociodemographic variables on reli-
gious involvement, (2) the correlation between religious involvement 
and value priorities, and (3) the (net) effect of religious involvement on 
social attitudes.

7.2.1 Religious Involvement and social attitudes

Let us start with the third step, the relation between religious involvement 
and the social attitudes: ethnic threat, social trust, and political trust. It 
has been argued that there is no clear relationship between religious orien-
tation and ethnic prejudice and that researchers must take particular reli-
gious and social norms into account (Griffin, Elmer, & Gorsuch, 1987). Why 
can we expect differences in this relationship? It is known that anomie (or 
social disintegration) is one of the strongest predictors for negative feelings 
toward immigrants (Scheepers, Felling, & Peters, 1992). Those who are more 
involved in churches or religious denominations are less opposed to immi-
grants because they are more active in organizational networks, and conse-
quently less subjected to anomie (Carr & Hauser, 1976; Kanagy, Fern, Willits, 
& Crider, 1990). It has also been argued that preaching with a strong accent 
on tolerance, charity, and social justice on the basis of Christian principles 
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might make those who are more strongly integrated in their local church 
more concerned with the social and humanistic aspects of their religion 
(Eisinga et al., 1990). This is one side of the story, but there is another side. 
Church involvement and integration into organizational networks go hand 
in hand with increased social control, and so with conformist ideas and tra-
ditionalism. Christians who are strongly oriented to their local community 
develop “localistic” attitudes and a high degree of solidarity and consensus 
about values and norms (Roof, 1974). This can potentially make them intol-
erant of people from other social groups who might want to penetrate the 
tight local network or who would question the existing values and norms. 
Localistic orientations can potentially give rise to social identification with 
the national in-group and at the same time to social contra-identification 
with other social groups (Lehman, 1986). The latter arguments, however, 
are mainly derived from studies among local churches in the United States. 
Theories that predict a moderating effect of religious involvement on nega-
tive  feelings toward immigrants apply more often to European countries 
in which the mainstream churches are related to social movements and in 
which the message of social justice and care for foreigners is dominant. We 
therefore expect that religious involvement will temper negative attitudes 
toward immigrants, but this effect is not necessarily equal in all countries.

The central role of social trust in social capital has long been emphasized 
by social and political theorists (Newton, 2001). Social psychologists claim 
that social trust is an integral part of a broader syndrome of personality 
characteristics that includes optimism and belief in the possibility of coop-
eration with others, while distrust is an integral part of the misanthropic 
personality, which involves pessimism and cynicism about the possibili-
ties for social and political cooperation (Rosenberg, 1956).

Why do we expect a positive relationship between generalized (social) 
trust and religious involvement? Two theoretical hypotheses predict it, the 
religious belief hypothesis and the religious network hypothesis. According 
to the religious belief hypothesis, social trust has an important foundation 
in moral beliefs and views of human nature (Uslaner, 2002). Generalized 
trust is founded on the perception that most people are part of the same 
moral community. Theologies that advance inclusive doctrines of common 
grace, human potential, and goodness will encourage their adherents to be 
trusting. These views are most likely to be endorsed by majority religious 
traditions that are well integrated into the wider society, such as main-
line Protestantism and Catholicism (Traunmüller, 2009, p. 358). However, 
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religious involvement may also lead to distrust of other people in the case 
of rigid religious groups whose view of human nature is pervaded by ideas 
of sinfulness, and whose identity is based on strong symbolic boundaries 
between members of the religious in-group and the rest of society (Welch, 
Sikkink, Sartain, & Bond, 2004). It is most likely that religious involvement 
will be positively related to social trust, since a large majority of the religious 
persons in the ESS samples belong to mainline Christian churches. The reli-
gious network hypothesis (Traunmüller, 2009, p. 350) states that religiously 
involved people are more strongly embedded in interactive networks of 
social ties characterized by their value orientation. It is assumed that coop-
erative ties of this kind, based on values, are eminently suited to fulfilling 
the functions of (bridging) social capital, not in the least because they can 
provide individuals with a buffer against the atomization and social disin-
tegration of society as a whole (Hooghe, Reeskens, Stolle, & Trappers, 2009; 
Strømsnes, 2008). This view relates to the ideas and findings of Putnam, 
who maintains that members of associations have greater trust in others 
and participate more in political life (Putnam, 1995). This also holds for reli-
gious participation, as is demonstrated in numerous studies (Parry, Moyser, 
& Day, 1992; Putnam, 2000, pp. 65–79; Verba, Scholzman, & Brady, 1995).

Trust in political institutions is a crucial aspect of the attitude toward 
politics and is considered vital to the long-term viability of a democracy. 
It is the opposite of political cynicism (Almond & Verba, 1965). The rela-
tionship between religious involvement and trust in politics is less devel-
oped than is the case with generalized trust. The theoretical expectations 
concerning this relationship are based on the social network hypothesis 
(see above). Religious persons are less cynical about the government and 
political institutions because they are more devoted to social norms than 
nonreligious persons (Kitchelt, 1994). We expect a positive relationship 
between trust in politics and religious involvement.

7.2.2 Religious Involvement and value orientations

The present study on religious involvement and social attitudes includes 
two crucial value orientations in the theoretical model: self- transcendence 
and conservation. In the context of previous theoretical reflections on 
the relationships between religious involvement and social attitudes, 
these value orientations are crucial in terms of whether positive or nega-
tive relationships were to be expected. The direction of the relationships 
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between religious involvement and social attitudes is contingent upon 
the kinds of values and norms that are endorsed within the networks 
that religious persons take part in. In the model that has been specified 
in Figure 7.1, the values are not included as control variables since this 
might lower or even neutralize the direct effects of religious involvement 
on the social attitudes. The value orientations are simply included as 
covariates in order to find out what values covary with religious involve-
ment and how. This might help the reader to understand the relation-
ship between religious involvement and the social attitudes.

Citizens who endorse the value orientations related to self-transcendence 
are more ready to treat others equally, take care of nature, try to understand 
people with different views, and help other people. This tendency to tran-
scend selfish interests obviously facilitates social integration. On the other 
hand, individuals who give priority to conservation values, such as respect 
for tradition and conformity to social norms, are expected to have more 
negative attitudes toward immigration. It is known that these value types 
are related to religious involvement (Norris & Inglehart, 2004). The link 
between religious involvement and value priorities takes place through at 
least two mechanisms that operate in the opposite causal direction. On 
the one hand, certain value patterns may stimulate involvement in reli-
gious life. And yet at the same time, membership in religious communi-
ties probably also entails an aspect of socialization of values (Schwartz & 
Huismans, 1995).

7.2.3 Religious Involvement and sociodemographic variables

Although the focus is on the relations between religious involvement, 
values and social attitudes, several sociodemographic variables are also 
included in the model as predictors for religious involvement and as 
control variables for the relations between religious involvement and 
social attitudes. Among the relevant social background variables, age 
seemed to have the strongest effect on religious involvement in pre-
vious research (Billiet et al., 2003). The younger generations are less 
religious than older generations. In this study, age expressed in years 
is used as an independent variable. It is generally acknowledged that 
women are more religious than men and there is a large amount of 
empirical evidence for this (Flere, 2007). Evidence with respect to the 
effects of education on religious involvement is mixed. In some studies, 



Religious Involvement: Its Relation to Values and Social Attitudes • 181

the lower educated turned out to be less religious than the higher edu-
cated, but this is not always the case. Furthermore, the education effect 
often disappears after controls for the other background variables are 
introduced (Billiet et al., 2003). We also anticipate an effect of income 
(as a proxy for social class position). According to social deprivation 
theory, it is most likely that poor people will be more religious than rich 
people because of the comfort function of religion for people who suf-
fer (Glock, Ringer, & Babbie, 1967). Wealthy people are more likely to 
be less religious since, because of the opportunities they have, they are 
more subjected to individualization. Finally, in line with secularization 
theory, the urban environment in which the respondent lives also seems 
to be related to religious involvement (Billiet et al., 2003; Dobbelaere, 
2002, pp. 142–143). People living in an urban environment are less sub-
jected to social control and are much more challenged by a culturally 
diverse environment.

7.3 Data anD MethoDs

Round 2 of the ESS is used for the multigroup structural equation mod-
eling (MGSEM) analysis in this chapter. With the exception of a small 
number of countries, a majority of the countries participating in Round 
2 completed their fieldwork during the last semester of 2004 and the first 
half of 2005. The following 25 countries participated in Round 2: Austria 
(AT), Belgium (BE), Czech Republic (CZ), Denmark (DK), Estonia (EE), 
Finland (FI), France (FR), Germany (DE), Greece (GR), Hungary (HU), 
Iceland (IS), Ireland (IE), Luxembourg (LU), Netherlands (NL), Norway 
(NO), Poland (PL), Portugal (PT), Slovakia (SK), Slovenia (SI), Spain 
(ES), Sweden (SE), Switzerland (CH), Turkey (TR), the United Kingdom 
(UK), and Ukraine (UA). All samples are random samples based on dif-
ferent sampling designs, but design weights are included in the datasets 
in order to be able to adjust for design effects.

7.3.1 Measurement of Religious Involvement

The ESS Round 2 questionnaire contains several questions about religion. 
These items include whether the respondent currently belongs or in the past 
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has belonged to a religious group or denomination (yes/no). Other items 
relate to the degree of religious involvement, and to the frequency of praying 
and of participation in religious services (see Table 7.1 for the exact wording 
of the questions). We hypothesize the latter three items to measure a single 

table 7.1

Wording of the Questions for Religious Involvement and Social Attitudes
Religious 
involvement

C13 Regardless of whether you belong to a particular religion, how 
religious would you say you are? (0 = not at all to 10 = very 
religious)

C14 Apart from special occasions such as weddings and funerals, 
about how often do you attend religious services currently? (1 = 
every day to 7 = never)

C15a Apart from when you are at religious services, how often, if at all, 
do you pray? (1 = every day to 7 = never)

Ethnic threat B38 Would you say it is generally bad or good for [country’s] economy 
that people come to live here from other countries? (0 = bad for 
the economy to 10 = good for the economy) 

B39 Would you say that [country’s] cultural life is generally undermined 
or enriched by people coming to live here from other countries? 
(0 = cultural life undermined to 10 = cultural life enriched) 

B40 Is [country] made a worse or a better place to live by people 
coming to live here from other countries? (0 = worse place to 
live to 10 = better place to live)

Political 
trust

Please tell me on a score of 0 to 10 how much you personally 
trust each of the institutions I read out. (0 = no trust at all to 
10 = complete trust)

B4 Country’s Parliament
B7 Politicians
B8 Political parties

Social trust A8 Generally speaking, would you say that most people can be 
trusted, or rather that you cannot be too careful in dealing with 
people? (0 = you cannot be too careful to 10 = most people can 
be trusted) 

A9 Do you think that most people would try to take advantage of 
you if they got the chance, or would they try to be fair? (0 = take 
advantage to 10 = be fair)

A10 Would you say that most of the time people try to be helpful or 
that they are mostly looking out for themselves? (0 = looking 
out for themselves to 10 = try to be helpful)

a Country specific data from the UK, FI, and HU are used for the indicators of re ligious 
involvement.
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latent construct, namely, religious involvement.* We will further examine 
whether this concept is measured in a cross-culturally equivalent way.

7.3.2 Measurement of the social attitudes

ESS Round 2 includes six items on attitudes toward immigration, covering 
two different concepts, namely, the acceptance of new immigration and per-
ceived ethnic threat. In this study the latter concept (ethnic threat) will be used, 
since the meaning of this concept is most closely related to the measurement 
of  ethnocentrism used in previous studies (Cambré, 2002; Scheepers et al., 
2000). This concept relates to how respondents evaluate the consequences of 
immigration for the country’s economy, cultural life, and living conditions in 
general. Higher scores on the ethnic threat scale refer to stronger perceptions 
of threat, and thus more negative attitudes toward ethnic groups.

In the core module of ESS, social trust was measured by the so-called 
Rosenberg scale (Rosenberg, 1956), which consists of three items relating 
to whether the respondent believes people in general to be trustful, fair, 
and helpful. Political trust was measured by a set of six items. In this paper, 
we only use three items that deal with political institutions and actors at 
the country level and not with supranational entities such as the European 
Union and the United Nations. The respondent’s subjective feeling of trust 
in politics is measured by items concerning the national parliament, the 
politicians, and the political parties.

7.3.3 Measurement of basic human values

Schwartz (1992) postulated a theory that describes 10 basic types of human 
values that are distinguished by their motivational goals. In several stu dies, 
the structural relations among the 10 values are graphically presented in a 
circular continuum. Adjacent value types share some motivational emphases 
and are therefore compatible, while  values that are further away are often 
more conflicting or even diametrically opposed. Universalism and benevo-
lence, for example, share the quality of transcendence of selfish interests, while 

* This operationalization of religious involvement does not admit a distinction between people 
who adhere strongly to a nonreligious way of life, people who only marginally relate to their reli-
gion, and people who belong to a religion but vary in terms of degree of involvement, in both the 
past and in present situations. There is only a differentiation going from actually not involved to 
strongly involved in the present situation.
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the opposite value type, achievement, focuses on personal success (Schwartz, 
1994). One of the most appealing features of Schwartz’s theory is the integra-
tion of basic value types into a broader value  system with two broader value 
dimensions: self-transcendence versus self- enhancement, and openness to 
change versus conservation. In this study, two broader value scales are used 
in line with the analysis  carried out by Davidov (2008) and Davidov, Schmidt, 
and Schwartz (2008b). Instead of working with single value types, we measure 
the two higher-order  dimensions—self-transcendence and conservation— 
directly by the items. This is shown in the overview below. In ESS Round 2, 
value priorities are measured by means of a shorter version of the Portrait 
Values Questionnaire (PVQ; Schwartz et al., 2001). The PVQ items are ver-
bal portraits of 21 different people, gender-matched with the respondent. 
Each portrait describes a person’s goals, aspirations, and wishes that point 
implicitly to the importance of a value. For each portrait, the respondents 
were asked to tell how strong the similarities are between themselves and the 
person described, using a 6-point Likert scales (1 = “very much like me” to 
6 = “not like me at all”). As already explained, the relevant value dimensions 
in this study are self-transcendence and universalism. The wording of the 
questions for the value scales (male version) are given in Table 7.2.

Self-transcendence represents two values: universalism, measured by 
three indicators and benevolence, measured by two. Citizens who endorse 
these values are more ready to treat others equally, take care of nature, 
try to understand people with different views, and help other people. 
Conservation reflects three other values: tradition, conformity, and 
 security, each measured by two indicators. We utilize the six indicators to 
measure conservation directly.

7.3.4 sociodemographic Characteristics

The social sociodemographic variables have already been introduced in 
the theoretical part. The operationalization of age and gender do not need 
further consideration. Education is measured here as an ordinal variable 
ranging from 0 (not completed primary education) to 6 (second stage of 
tertiary). Income is operationalized here as the monthly net household 
income subdivided into 12 classes. Urbanization environment is measured 
by asking what phrase describes best the area in which the respondent 
lives (a big city, a suburb of a big city, a country village, the countryside). In 
the analysis, the variable ranges from 0 (countryside) to 5 (big city).
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7.4  CRoss-CultuRal equIvalenCe 
of the MeasuReMent sCales

Before analyzing the data, it is necessary to investigate whether the con-
cepts measured have the same meaning in the different countries under 
study. One cannot be sure whether the measurement scales operate in 

table 7.2

Wording of the Questions for the Value Items

Dimension Value
Item # (According to its Order in the ESS 

Questionnaire) and Wording (Male Version)
Self-
transcendence

Universalism 3.  He thinks it is important that every person in the 
world be treated equally. He believes everyone 
should have equal opportunities in life.

8.  It is important to him to listen to people who are 
different from him. Even when he disagrees with 
them, he still wants to understand them.

19.  He strongly believes that people should care for 
nature. Looking after the environment is 
important to him.

Benevolence 12.  It is very important to him to help the people 
around him. He wants to care for their well-being.

18.  It is important to him to be loyal to his friends. He 
wants to devote himself to people close to him.

Conservation Tradition 9.  It is important to him to be humble and modest. He 
tries not to draw attention to himself.

20.  Tradition is important to him. He tries to follow 
the customs handed down by his religion or his 
family.

Conformity 7.  He believes that people should do what they’re told. 
He thinks people should follow rules at all times, 
even when no one is watching.

16.  It is important to him always to behave properly. 
He wants to avoid doing anything people would 
say is wrong.

Security 5.  It is important to him to live in secure 
surroundings. He avoids anything that might 
endanger his safety.

14.  It is important to him that the government ensures 
his safety against all threats. He wants the state to 
be strong so it can defend its citizens.
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exactly the same way in different countries, especially since our study con-
tains countries with very diverse religious backgrounds. The observed dif-
ferences may be due to cross-cultural differences in the interpretation of 
items rather than to substantive differences in terms of the concepts that we 
intended to measure. Thus, before meaningful comparisons can be made 
across countries, the cross-cultural equivalence of the measures needs to 
be tested for (Horn & McArdle, 1992; Vandenberg & Lance, 2000).

7.4.1  the Multigroup Confirmatory factor analysis 
(MGCfa) approach to equivalence

To test for measurement equivalence, we use MGCFA (Billiet, 2003; 
Steenkamp & Baumgartner, 1998). In this approach, the observed indica-
tors xj are modeled as linear functions of a latent variable ξ. The τi, λi, and 
δi refer, respectively, to the intercept, the slope (i.e., factor loading) and the 
error term in these functions. The superscript (g) indicates the group (in 
our case: country) under study.

 x j
g

j
g

j
g g

j
g( ) ( ) ( ) ( ) ( )= + +τ λ ξ δ  (7.1)

The extent to which scores can be compared across cultures depends on 
the level of measurement equivalence. When measurement models in the 
different countries have the same factor structure, the scale is said to be 
configural invariant. However, this basal level of measurement does not 
allow any comparison of scores. If the factor loadings (λ’s) of the items 
on the underlying trait they purportedly measure are found to be invari-
ant across countries, metric equivalence is obtained. This level of mea-
surement equivalence implies that the scale intervals for the latent trait 
are equal across groups. Consequently, statistics that are based on differ-
ence scores, such as regression coefficients or covariances, may be com-
pared cross-nationally. If the intercepts (τ’s) of the functions that describe 
the relations between items and latent factors are also invariant, scalar 
equivalence is obtained and full score comparability is guaranteed. It then 
becomes possible to compare the latent means between groups (Steenkamp 
& Baumgartner, 1998).

Byrne, Shavelson, and Muthén (1989) argued that full equivalence (i.e., 
invariance of the parameters for all items), is not necessary in order for 
substantive analyses to be meaningful. Provided that at least two items 
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per latent construct; namely, the item that is fixed at unity to identify the 
model and one other item, are equivalent, cross-national comparisons 
that can be made in a valid way. Thus, partial equivalence requires cross-
 country invariance of some, but not necessarily all, of the salient loadings. 
This idea is also supported by Steenkamp and Baumgartner (1998).

7.4.2  Is the Measurement of Religious Involvement 
equivalent over all Countries of ess Round 2?

Since we are interested in comparing country means of religious involve-
ment, we need (partial) scalar equivalence for this measurement scale.* To 
test this level of measurement equivalence, we use a top-down approach, 
starting from the most restrictive model with all intercepts and slopes con-
strained to be invariant across countries. Subsequent steps assess whether 
the model fit can be improved substantially by freeing some of the con-
strained parameters.† Table 7.3 gives an overview of the model fitting pro-
cedure. The completely invariant model has a bad overall model fit, as the 
root mean square error of approximation (RMSEA) is substantially larger 

* The equivalence of the error covariances over the countries has neither been specified nor tested 
in any of the models.

† All models are estimated with LISREL 8.7 (Jöreskog & Sörbom, 1993). Because the three items are 
measured on ordinal scales, we decided to use a weighted least squares (WLS) estimation proce-
dure in which polychoric correlations and asymptotic covariance matrices are used as input rather 
than regular covariance matrices (Jöreskog, 1990).

table 7.3

Equivalence Tests for Religious Involvement

Model Specifications χ² df RMSEA cFI Δχ²
M0 Full scalar invariance 1832.44 96 0.098 0.981 —
M1 λc14

TR free 1057.16 95 0.073 0.990 775.28
M2 τc13

IE free 951.82 94 0.069 0.991 105.34
M3 τc15

TR free 834.65 93 0.065 0.992 117.17
M4 τc13

BE free 738.83 92 0.061 0.993 95.83
M5 τc14

IS free 639.83 91 0.056 0.994 99.00
M6 τc14

PL free 593.93 90 0.054 0.995 45.89
M7 τc13

NL free 549.65 89 0.052 0.995 44.28

M8 τc14
GB free 513.56 88 0.050 0.995 36.09

M9 τc14
FI free 479.46 87 0.049 0.996 34.10
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than what is generally considered to be acceptable (Byrne, 1998). This lack 
of fit is for a large part caused by untenable equivalence constraints on 
factor loadings and intercepts. The model could be improved seriously by 
dropping 10 of these cross-country equality constraints. After these modi-
fications, no further possibilities remained for substantial model improve-
ment. The final model fits the data well, as the RMSEA is lower than 0.05.

Since some equivalence constraints were found to be untenable, full 
measurement equivalence could not be established. As already mentioned, 
however, the absence of full invariance does not necessarily mean that it is 
impossible to make valid cross-cultural comparisons. Provided that C13 
and C15 are chosen as the two items calibrating the scale, partial scalar 
equivalence—a necessary condition for country mean comparisons—is 
present for all countries except Belgium, Ireland, the Netherlands, and 
Turkey. These are the countries with deviating intercepts or loadings for 
one of the two calibration items (C13 and C15). Furthermore, our analysis 
makes clear that only one deviating factor loading is present. By conse-
quence, partial metric equivalence is present for all countries, and regres-
sion coefficients can be meaningfully compared over all countries.

The estimated (unstandardized) slope parameters (factor loadings) and 
intercepts are given in Table 7.4. The deviating parameters for Turkey reveal 
that religious involvement is conceived very differently in Turkey than in 

table 7.4

Parameter Estimates for the Final Model

Slope Parameters Intercepts
c13a c14 c15 c13 c14 c15

rlgdgr rlgatnd Pray rlgdgr rlgatnd pray

Common 1.000 –0.945 –1.076 0.107 –0.131 –0.070

BE 0.582

FI 0.102

GB 0.146

IE –0.398

IS 0.424

NL 0.416

PL –0.392

TR –0.256 –0.604
aParameter fixed to unity to identify the model.
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the other ESS countries. This can be explained by the fact that Turkey is the 
only country where the population consists predominantly of Muslims. 
First of all, the low factor loading for C14 indicates that attending religious 
services is hardly related to religious involvement in Turkey. In Islam, it 
is not customary for females to attend religious services, but this does not 
prevent them from being religiously involved. Second, frequency of pray-
ing (C15) has a very different meaning in Turkey. The higher intercept 
means that, given their level of religious involvement, Turks pray more 
often than in other countries. But at the same time, the lower factor load-
ing suggests that praying is less of a determinant than in other countries 
in terms of whether someone is religiously involved.

7.4.3 equivalence of the social attitudes and values

In a similar way, measurement was assessed for the scales indicating 
social attitudes and value priorities. Because, for these variables, our goal 
is to compare relations (with religious involvement) rather than means 
between the countries, metric equivalence (i.e., the equality of factor load-
ings) is sufficient. To save space, these tests are not discussed in detail here. 
Instead, only the conclusions are given.* For ethnic threat, social trust, and 
political trust, partial metric equivalence for all countries was obtained, 
so that meaningful comparisons of regression coefficients and covariances 
are possible. The cross-cultural comparability for the two higher order 
values (self-transcendence and conservation) is somewhat more problem-
atic. The measurements of self-transcendence in Finland and of conserva-
tion in Ukraine were found not to be even partially metrically equivalent. 
Concretely, this implies that cross-cultural comparisons on the value scales 
for these two countries could be problematic.

7.5 fInDInGs

Before focussing on the actual explanation models, we will demonstrate 
the religious diversity in Europe by comparing the mean scores on reli-
gious involvement in the 25 countries that take part in ESS Round 2. Then, 

* Detailed results can be obtained from the authors.
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we will explore the extent to which the effects of social-structural predic-
tors of religious involvement are of the same order or in the same direction 
in all the countries. Finally, we will formulate conclusions on the role that 
individual religious involvement plays in the formation of attitudes and 
values that are supportive of social integration. For this purpose, we will 
look at the relations between religious involvement and each of the social 
attitudes and values.

7.5.1 the Religious Diversity in europe

Given the indicators that are included in the ESS core module, one can 
explore the religious diversity in Europe in different ways. The first 
approach uses the question about belonging to a religion or a denomina-
tion. This is a subjective question that elicits the respondents’ current self-
definition, independent of formal ties to a religion or whatever religious 
feelings the individual may have. The response category “not-belonging” 
was derived directly from the question above about currently belong-
ing. If one considers the percentage of citizens not belonging to a reli-
gious denomination as an indicator of the secularization* of society, then 
we may conclude that the most secularized countries—those with more 
than 50% of their citizens claiming not to belong to a religion—are the 
Netherlands, Belgium, Czech Republic, Estonia, and Sweden. There is no 
clear geopolitical pattern among this group of five. It includes two coun-
tries from the former Eastern bloc, two Western European countries, and 
one Scandinavian. At the opposite extreme are eight countries where not 
only do the majority of the citizens belong to a religion, but they also regu-
larly take part in religious services. These are Poland, Greece, Portugal, 
Ukraine, Turkey, Slovenia, Austria, and Slovak Republic. Most of these 
are countries in which Catholicism is the dominant religion. The three 
exceptions include two countries (Greece and Ukraine) in which Eastern 
Orthodoxy is the dominant religion, and one in which the vast majority of 
the population is Muslim.

The ESS makes it possible not only to consider current belonging but also 
past belonging. Here, a distinction can be made between first generation 

* Secularization is conceived of here as a process at the individual level, which is measured by the 
decline in individual participation in religious associations and services. This is only one aspect of 
the concept of secularization (Dobbelaere, 2002).
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not-belonging (i.e., persons who belonged to a religious group in the past, 
but not anymore) and second generation not-belonging (i.e., those who have 
never belonged to any religious denomination). Drawing this distinction 
may better enable us to understand past developments in the direction of 
a secularized society. Countries with high second/first generation belong-
ing ratios are countries in which secularization is much further developed 
(Estland, Czech Republic, and Sweden) than in countries in which the 
ratio is much lower. In Turkey, Poland, and Greece, secularization at the 
individual level has not yet really started according to this indicator.

Finally, a third way of looking at the religious diversity in Europe is based 
on the latent variable “religious involvement.” In a previous section of this 
chapter, we extensively explained this construct, which was shown to be 
measured in a partial scalar equivalent way. With the  exception of Turkey, 
Ireland, Belgium, and the Netherlands (indicated with *), the latent mean 
scores on religious involvement can be meaningfully compared. The low-
est latent mean score for religious involvement is obtained in the Czech 
Republic (–1.08). At the other end of the scale, we find Ireland (0.79). Greece 
(0.72), Turkey (0.69), and Poland (0.57) with high levels of religious involve-
ment. We may presumably have a biased view of Ireland, and  especially 
of Turkey, because of the lack of complete measurement equivalence. The 
level is underestimated in Turkey because of the “participation in public 
religious services” factor, which is not measured correctly for women.

The next step in this study consists of investigating the interplay between 
social background, religious involvement, value priorities, and social atti-
tudes. For this purpose, a multigroup structural equation model including 
all these variables was estimated for the countries in this study (the struc-
ture of this model is depicted in Figure 7.1). Unfortunately, three coun-
tries had to be dropped due to estimating problems (namely, non-positive 
definite input matrices, see Wothke, 1993) leading to non-convergence or 
unreliable estimates due to extremely large standard errors. The resulting 
model with 22 countries had a good fit (chi-square = 38,583.78 df = 6932; 
RMSEA = 0.048; CFI = 0.940).

7.5.2  What sociodemographic variables still explain 
the variance in Religious Involvement?

Our second question deals with the explanatory power of social back-
ground variables. The reason why we are interested in this is that it is 
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often claimed that the increasing individualization of society goes hand 
in hand with the decreasing predictive power of social structural vari-
ables for variations in social participation, including religious involve-
ment (Ester, Halman, & De Moor, 1993). This is the so-called privatization 
aspect of the individualization of society, which means that values and 
political attitudes are becoming more and more a matter of private choice, 
and thus are less predictable on the basis of the individual’s social back-
ground. In every domain of life, the authority of traditional institutions is 
being replaced by individual autonomy (Beck & Beck-Gernsheim, 1996, 
pp. 24–25). However, it is often shown in studies over time that the effect 
of some background variables is indeed declining somewhat, but also that 
other background variables still play a crucial role, for example, the indi-
vidual’s level of education (Vandecasteele & Billiet, 2004). What do we find 
in the ESS? The ESS in fact does not provide us with data collected over a 
long period of time, though it was collected over a large number of coun-
tries, which thus makes it possible to compare those 25 countries with 
one another. We still expect to find the effects of the major background 
variables that traditionally predict religious involvement. Moreover, we 
also hypothesize that the explanatory power will differ according to the 
level of religious involvement in the different countries. Since secular-
ization at the individual level theoretically goes hand in hand with indi-
vidualization, one may expect the social background variables to have 
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lower explanatory power in countries with low mean scores on religious 
involvement. We recall that the effects of the parameters relating to the 
social background variables on religious involvement are still estimated 
in simultaneous measurement and structural models.

Table 7.5 shows for each country of ESS Round 2 the parameters of 
the regression models, with religious involvement as a dependent vari-
able and the social background variables as predictors. Table 7.5  contains 
both unstandardized and standardized regression parameters. Because 
the metric equivalence of the scales has been demonstrated, the unstan-
dardized parameters can be used to compare the strength of the effects 
between countries (row comparisons; Kim & Ferree, 1981). Cross-country 
comparisons of standardized parameters are not allowed, because this 
would additionally presuppose equality of the variances of the latent 
variables, an assumption we have not tested. However, the standard-
ized parameters are useful for comparing the strength of the effects of 
each predictor on religious involvement within each country (column 
comparisons).

Gender is still an important predictor for religious involvement in all 
countries but Ireland, and this effect is nearly always positive, which 
means that women are more religiously involved than men (the reference 
category). The largest effects are found in Ukraine, Greece, and Portugal. 
Turkey is clearly an exception, since in that country women are found 
to be religiously less involved than men. As was already mentioned, this 
finding is an artifact of our measurement instrument, which was shown 
not to be cross-culturally equivalent. If one looks carefully at the separate 
indicators, then one can find out that the women in Turkey feel more reli-
gious than the men, and that the women pray more, but that they do not 
attend public religious services as much, because these services are mostly 
reserved for men.

As expected, age has positive effects on religious involvement in most 
countries (except the United Kingdom, Norway, Sweden, and Slovenia, 
where the age-effect is insignificant). The older the sampled persons are, 
the more religiously involved they are. The largest effects are found in 
highly religious countries such as Ireland, Turkey, Poland, Greece, and 
Portugal.

The effect of the level of education on religious involvement is less clear. 
Education has a significant effect in six countries only. In five of these 
countries (Switzerland, Germany, France, Luxemburg, and Poland), the 
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effect of education is negative, which means that higher levels of religious 
involvement are found among the less educated. Nevertheless, in the United 
Kingdom, the relation between education and religious involvement is the 
opposite. Almost in all countries (19 out of 22), a higher income is found to 
coincide with lower levels of religiosity. Germany, where people in higher 
income categories are found to be more religious, is a clear exception to 
this pattern. However, this positive income effect is spurious and therefore 
misleading. As a result of specific historical conditions (Froese & Pfaff, 
2005), the poorer Eastern Germany is far more secularized than the richer 
Western Germany (see Section 7.5.4 for further elaboration of this point). 
If we look at Eastern and Western Germany separately, the positive rela-
tion between income and religion disappears. In Poland and Ukraine, 
finally, significant income-effects are absent.

The effect of the urbanization level goes in the expected direction in 
11 countries. Sampled persons who are living in rural areas are more reli-
gious than those living in more urban regions, but, contrary to expecta-
tions, this is not the case in Belgium and Estonia. One should realize that 
these are the net effects established after controlling for income. Only after 
a more advanced analysis of the religious situation can these two countries 
help us to explain these findings.

Is the explanatory power of the social background variables on reli-
gious involvement decreasing, as is to be expected according to the the-
ory of individualization? It is impossible to answer this question, since 
we have no comparable longitudinal data. It is however possible to exam-
ine the variation in predictive power between countries (see last column 
of Table 7.5).

First of all, the proportion of explained variance is rather low. It is never 
more than 33%, and in most cases it is even below 15%. The countries 
in which the explanatory power of the regression models is highest are 
Ireland, Turkey, Greece, and Portugal. At the other end of the range, we 
find countries with very low proportions of explanatory power, namely, 
Sweden, Norway, Denmark, the Czech Republic, the Netherlands, and 
Hungary.*

* We should be cautious of comparing the proportion of explained variance across countries. After 
all, R² is a standardized measure and therefore assumes equivalence of the variances of latent 
concepts over countries. Variance equivalence was not tested in this study (we would like to thank 
Eldad Davidov for his comment on this).
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Figure 7.3 displays the relation between the degree of religious involve-
ment and the proportion of explained variance. The country means 
of religious involvement are the latent variable means, with Austria as 
the reference country (mean = 0) and the other country means being 
expressed as deviations from the reference. A linear model gives a rather 
good description of these data points at the country level. Generally speak-
ing, the greater the religious involvement, the greater the proportion of 
explained variance (Pearson correlation = 0.737).

7.5.3  Religious Involvement, values, 
and sociopolitical attitudes

The remaining question in this chapter deals with the relationships 
between religious involvement and two values on the one hand, and 
the direct effects of religious involvement on three social attitudes that 
are  relevant for the integration of the citizens into a democratic society on 
the other. The meaning of these variables has already been discussed in the 
measurement section. The attitudes relate to feelings of being threatened by 
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newcomers, trust in other people, and trust in political institutions. The two 
value orientations also have clear social implications. As already explained, 
citizens who endorse the items that measure self-transcendence are more 
ready to treat others equally, to take care of nature, to try to understand 
people with different views, and to help other people. Conservation, on the 
other hand, relates to attitudes such as modesty, respect for tradition and 
established customs, and behaving according to rules and norms. How is 
religious involvement related to these attitudes and values? Because (par-
tial) metric equivalence was shown for the measurement scales, it is pos-
sible to assess whether cross-national differences in the strength of these 
relationships exist. In this study, we first explore the relations between reli-
gious involvement and the two values and second, we discuss the effects of 
religious involvement on the social attitudes.

The covariances (for cross-country comparison) and correlations (to 
compare effect sizes across variables) between religious involvement 
and the two values are reported in Table 7.6. All of the parameters but 
one are significantly larger than zero. The exception is Ukraine, where 
the covariance with self-transcendence values not significantly different 
from 0. The overall pattern of positive correlations between religiosity 
and the value scales means that, on average, religiously involved persons 
give greater priority both to self-transcendence and to conservation val-
ues. Notwithstanding the wide variety of countries in this study and the 
very diverse religious backgrounds of these countries, the covariances are 
remarkably similar, a fact that is indicative of the cross-cultural robust-
ness of these findings.

In 16 countries, social trust is significantly related to religious involvement 
(Table 7.7). This relation is positive most of the time, and negative in only one 
case, namely, Greece. This means that in most of the countries, people who 
are more religiously involved tend to be somewhat more likely to trust other 
persons. This effect, generally speaking, is not very strong, though it is stron-
gest in Ireland. Trust in political institutions is related to religious involve-
ment in all countries except for Portugal. The effect of religious involvement 
on political trust is always positive. This means that, in general, higher levels 
of political trust are found among people who are religiously involved.

In three countries we do not find a significant relation between religious 
involvement and ethnic threat. These countries are Poland, Portugal, and 
Turkey. In the other countries, the effect of religious involvement on ethnic 
threat is predominantly negative: Involvement in religious communities 
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seems to temper negative feelings toward immigrants, irrespective of the 
specific religious background.

Again, Greece is an exception, since a positive effect is found in that 
country. The higher the scores for religious involvement, the more Greeks 
feel threatened by the presence of newcomers. The strongest negative effect 
of religion in this case is in the United Kingdom, where the more religious 
feel less threatened by immigrants. Thus the study shows that the effects 
of religious involvement are the strongest in these two countries, albeit in 
opposite directions relating to ethnic threat.

As was theoretically expected, religion seems to play a positive role, stim-
ulating social attitudes that support social integration. In the vast majority 

table 7.6

Covariance and Correlation Coefficients Per Country for the Religious Involvement and 
Human Value Scales (ESS Round2)

Self-transcendence conservation
AT 0.11 (0.21) *** 0.20 (0.35) ***
BE 0.11 (0.21) *** 0.21 (0.39) ***
CH 0.13 (0.26) *** 0.18 (0.35) ***
CZ 0.12 (0.19) *** 0.21 (0.31) ***
DE 0.06 (0.13) *** 0.15 (0.27) ***
DK 0.09 (0.20) *** 0.17 (0.31) ***
EE 0.12 (0.23) *** 0.20 (0.38) ***
ES 0.06 (0.11) *** 0.20 (0.32) ***
FI 0.14a (0.26) *** 0.22 (0.40) ***
FR 0.12 (0.22) *** 0.24 (0.40) ***
UK 0.14 (0.24) *** 0.21 (0.36) ***
GR 0.06 (0.12) *** 0.08 (0.14) ***
IE 0.14 (0.24) *** 0.25 (0.37) ***
LU 0.08 (0.15) *** 0.20 (0.35) ***
NL 0.12 (0.23) *** 0.23 (0.35) ***
NO 0.09 (0.17) *** 0.17 (0.31) ***
PL 0.08 (0.14) *** 0.18 (0.30) ***
PT 0.09 (0.16) *** 0.14 (0.25) ***
SE 0.10 (0.20) *** 0.17 (0.32) ***
SI 0.05 (0.09) ** 0.10 (0.16) ***
TR 0.03 (0.06) * 0.10 (0.20) ***
UA 0.00 (–0.01) 0.05a (0.07) *

*p < .05; **p < .01; ***p < .001. 
aNot a partially metric equivalent.
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of the countries, we found firm positive effects on social and political 
trust, and a marked negative effect on ethnic threat. Only in Greece did 
we find effects in the opposite direction. In the Czech Republic, Portugal, 
and Turkey, weak or even no effects were found. Trying to understand the 
variation in relations is a real challenge for further in-depth research.

7.5.4 one or two Religious Germanies?*

In making country comparisons, we treat the countries as homogeneous 
entities. For some countries at least, ignoring regional variation within the 

* We would like to thank Hermann Dülmer for suggesting to us a regional treatment of Germany.

table 7.7

Unstandardized and Standardized Regression Coefficients per Country, with Religious 
Involvement as Independent Variable and Each Attitude as Dependent Variable (ESS Round2)

Social trust
Political 

trust Ethnic Threat
AT 0.13 (0.14) *** 0.16 (0.15) *** –0.14 (–0.14) ***
BE 0.06 (0.08) * 0.14 (0.13) *** –0.16 (–0.18) ***
CH 0.08 (0.10) ** 0.10 (0.09) ** –0.16 (–0.17) ***
CZ –0.01 (–0.01) 0.06 (0.05) * –0.10 (–0.11) ***
DE 0.13 (0.14) *** 0.27 (0.24) *** –0.09 (–0.10) ***
DK –0.01 (–0.01) 0.15 (0.12) *** –0.22 (–0.21) ***
EE 0.13 (0.14) *** 0.08 (0.07) * –0.18 (–0.18) ***
ES 0.20 (0.22) *** 0.16 (0.14) *** –0.16 (–0.17) ***
FI 0.08 (0.08) * 0.11 (0.10) ** –0.10 (–0.10) **
FR 0.08 (0.10) * 0.26 (0.25) *** –0.18 (–0.18) ***
UK 0.15 (0.17) *** 0.31 (0.28) *** –0.31 (–0.32) ***
GR –0.09 (–0.08) ** 0.13 (0.11) *** 0.26 (0.23) ***
IE 0.31 (0.33) *** 0.29 (0.26) *** –0.16 (–0.15) *
LU –0.02 (–0.02) 0.13 (0.12) *** –0.21 (–0.23) ***
NL 0.11 (0.12) *** 0.16 (0.16) *** –0.09 (–0.10) ***
NO 0.06 (0.07) * 0.20 (0.18) *** –0.05 (–0.05) *
PL 0.16 (0.18) *** 0.15 (0.12) *** –0.04 (–0.04)
PT 0.05 (0.06) 0.04 (0.03) –0.01 (–0.01)
SE 0.10 (0.10) * 0.17 (0.15) *** –0.20 (–0.21) ***
SI 0.23 (0.24) *** 0.21 (0.18) *** –0.20 (–0.21) ***
TR 0.36 (0.29) 0.93 (0.62) * 0.00 (0.00)
UA 0.03 (0.03) 0.08 (0.07) * –0.08 (–0.08) **

*p < .05; **p < .01; ***p < .001.
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country can be problematic. Germany is perhaps the clearest illustration 
of this. Specific historical conditions—in the German Reich (1871–1945), 
as well as in the DDR period—caused a dramatic decline in religiosity 
in Eastern Germany, leading to “the emergence of the most secularized 
society in the world today” (Froese & Pfaff, 2005, p. 397). To give a more 
accurate picture of religious Germany, we briefly present some additional 
analysis for East and West Germany separately.*

Despite the very different historical conditions, we found that full scalar 
equivalence holds for the religious involvement scale in both East and West 
Germany. However, the average degree of religious involvement turns out 
to differ enormously between the two regions. The latent country mean 
score for Germany as a whole is –0.47 (see Section 7.5.1 of this chapter). 
If we consider East Germany separately, however, a latent mean score of 
–0.99 is found. This makes East Germany the second most secularized 
country in Europe, after the Czech Republic. West Germany, on the other 
hand, is situated somewhere in the middle of the country ranking, with a 
latent mean score of –0.121.

Religion also relates quite differently to some of the background vari-
ables and values studied in this paper. In West Germany—as in all other 
European countries—religion is positively related to conservation val-
ues. In East Germany, this relation is not statistically significant. West 
Germans living in urbanized areas are found to be less religious, while 
urbanization does not influence religious involvement in East Germany. 
The link between religion and social attitudes is virtually identical across 
the German regions.

7.6 ConClusIons

The major aim of this study was to demonstrate how MGSEM can be 
useful in comparative research by simultaneously testing measurement 
and structural models. The study was descriptive and is simply an initial 
impetus for further reflection and in-depth analysis in each of the coun-
tries in order to understand the differences. More elaborated explanatory 

* Due to lack of space, it is not possible to present these analyses in great detail. However, full results 
can be obtained from the first author.



Religious Involvement: Its Relation to Values and Social Attitudes • 201

models are also necessary and possible. It has been our intention to 
show that comparative analysis requires a number of preparatory steps. 
Attention was given to the operationalization of the concepts, and espe-
cially to preparatory research in which the cross-cultural measurement 
validity was tested. It is crucial for this kind of research that the mea-
sured concepts are equivalent over countries and that exceptions are 
documented. This chapter contains an extensive equivalence test of the 
indicators for the central concept of religious involvement, and it briefly 
summarizes the results of similar tests for two human values and three 
social attitudes. We have found that, except for the value scales in two 
countries, all concepts are measured in an at least a partially metric 
equivalent way. This was sufficient for the regression parameters and the 
correlations to be comparable in a meaningful way. We were somewhat 
stricter for our main variable, religious involvement, since we were also 
interested in the latent means. Because of this (partial) scalar equiva-
lence was necessary.

During the equivalence tests, we found that the set of items that we 
developed for the ESS core is not really suitable for non-Christian reli-
gions such as Islam. One of the reasons for this was exposed: The indicator 
of participation in public religious service does not function for Muslim 
women. For the purposes of future research in Europe, an alternative 
indicator must be found. Moreover, it is possible that the question about 
religious belonging does not function so well for non-Christian religions 
and for countries in which an official State Church exists, of which every 
citizen, in principle, is assumed to be a member. Concepts such as mem-
bership and belonging are somewhat problematic and their interpretation 
can vary from country to country. However, in general we have found only 
minor problems in the European countries.

The predictive power of social background variables that traditionally 
explain the variance was shown to be related to the average level of reli-
gious involvement in a country. In less religious countries, the background 
variables were less successful in explaining religious involvement. This is 
in line with individualization theory.

Finally, in the analysis of the relations between church involvement 
on the one hand, and the social and political attitudes and values on 
the other hand, we found that at the individual level religious involve-
ment is weakly to moderately related to each of the social–political atti-
tudes and values in our study. However, the picture varies according to 
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the particular variable, and the relations are not statistically significant 
in every country. Political trust, conservation, and self-transcendence 
are related to religious involvement in nearly all countries. For these 
variables, the relations are in the same direction most of the time. 
Concerning the social attitudes, we observe some remarkable differ-
ences in the relations with religious involvement. It was already known 
from previous research that religious involvement functions differently 
according to religious denomination and country (Cambré, 2002). This 
has now been confirmed. Greece, for example, shows opposite relations, 
and it is a challenge to find out whether this finding is substantial, 
and how it can be explained by historical and contemporary country 
characteristics.

This study provides an example of how MGSEM can be used in com-
parative social research. This approach has several important advantages. 
Perhaps most importantly, it offers a straightforward environment to test 
whether measurements are cross-culturally equivalent. If metric equiva-
lence is present, MGSEM can be used to perform statistical tests for the 
cross-cultural equality of effect sizes (by imposing constraints over coun-
tries). Researchers can even attempt to find clusters of countries with 
equal effect sizes (for an example of this cluster approach, see Davidov et 
al., 2008a). This was not done here, because the number of possible com-
parisons was too large to include them in this study. Another interesting 
feature of MGSEM is the estimation of more complex path models with 
direct and indirect effects, a feature that is very useful when analyzing a 
variable, such as religious involvement, which takes an intermediary posi-
tion. Another advantage is that MGSEM, contrary to multilevel model-
ling, does not require a minimum number of countries to guarantee an 
accurate estimate—even with as little as two countries, meaningful com-
parisons can be made. At the same time, the MGSEM approach naturally 
has some drawbacks. First, it is far from straightforward as to how context-
level variables could be added in the analysis, although one could think of 
a two-step approach in which certain parameters of the MGSEM model 
(e.g., means or effects) are regressed on context-level variables (cf. Achen, 
2005). And secondly, MGSEM, at least when polychoric correlations are 
used, is computationally quite demanding, which puts a limit on the com-
plexity of the model. Including too many variables in the model can lead 
to very long runtimes and/or estimation difficulties.
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8.1  IntRoDuCtIon

What do the following studies have in common: Adam (2008), Delhey and 
Newton (2005), Herreros and Criado (2008), Inglehart (1999), Kaase (1999), 
Kaasa and Parts (2008), Knack and Keefer (1997), Letki and Evans (2008), 
Paxton (2002), Rothstein and Uslaner (2005), and Zmerli and Newton 
(2008)? In all these studies it is assumed that the measure of  generalized 
social trust (GST) is meaningfully comparable across countries. In addi-
tion, it is also assumed that the endogenous and exogenous variables in 
those studies are measured without error. If any of these assumptions do 
not hold then conclusions from these studies will be questionable, to say 
the least. Because measurement without error is very unlikely, one should 
correct for measurement error. Correction for measurement error can be 
done in various ways. In this chapter we will discuss how this can be done 
using estimates from a multitrait multimethod (MTMM) experiment. 
Correction for measurement error is a necessary step in any comparative 
study, it does not, however, ensure equivalence of the measures. In order 
to test whether survey measures are equivalent we have to assess the mea-
surement invariance (Meredith, 1993).

The common procedure to test for invariance of measures is by means 
of a multigroup confirmatory factor analysis (MGCFA). Testing in struc-
tural equation modeling (SEM) has become rather difficult to comprehend 
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with the introduction of so many goodness-of-fit measures (Marsh, Hau, 
& Wen, 2004). How should we evaluate structural equation models, and 
what to do if a model is rejected? Where should we begin to improve the 
model? Usually, there are many possibilities for improvement and each 
one will have an effect on the set of countries that can be meaningfully 
compared. Because of the many possibilities, we will suggest an analytic 
strategy that can guide this process. The strategy requires that JRule (Van 
der Veld, Saris, & Satorra, 2008) is used to evaluate the MGCFA model. 
JRule is primarily developed to detect misspecifications in SEM models. 
Standard procedures to evaluate model fit are affected by the power of 
the test and this is not limited to the CHI2 alone, but holds true for other 
goodness-of-fit measures too (Saris, Satorra, & Van der Veld, 2009). JRule 
can detect misspecifications taking into account the power of the test, 
which is not possible with any other SEM software. To be clear, JRule does 
not perform a global model evaluation, but it judges whether constrained 
parameters are constrained to the correct values. We will explain this pro-
cedure in Section 8.2.4.

It is not only the standard model evaluation procedure that we sug-
gest to change. The standard model (Meredith, 1993) that is used to 
assess the cross-national equivalence is flawed too. The reason that the 
standard model is flawed is because the unique factors in the common 
factor model are confounded with random measurement error and also 
that the common (substantive) factor is confounded with systematic mea-
surement error. Therefore the invariance restrictions will lead to wrong 
conclusions if both random and systematic measurement error compo-
nents are not the same across countries. We suggest making a distinction 
between the unique components in the indicators and the random errors 
in the indicators, as well as between the systematic error component in the 
indicators and the common factor. The same was also suggested by Saris 
and Gallhofer (2007) and by Millsap and Meredith (2007), the latter two 
authors did, however, not elaborate on this, nor did they empirically make 
this distinction.

It is the goal of this chapter to apply these methodological innovations to 
test the cross-national equivalence of GST in the European Social Survey 
(ESS) and also to test the causes of GST. Reeskens and Hooghe (2008) have 
already discussed the cross-national equivalence of generalized trust in 
the ESS and found that the measure of GST should not be used in com-
parative studies. We hope to arrive at more promising conclusions using 
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our improved methodology. Delhey and Newton (2003) have already dis-
cussed the causes of social trust and found that at the individual level there 
were large cross-national differences. We believe that their conclusions are 
odd. Therefore, we will test whether the same causes are at work in all 
countries and whether the effect of each cause is more or less the same in 
all countries. We therefore question previous findings and expect that the 
causes of GST are the same across all countries and that the effect of each 
cause is also more or less the same.

The structure of this chapter is as follows, we will first introduce the pro-
cedures to test for configural, metric, and scalar invariance. After that we 
will introduce how we correct for random and systematic measurement 
error in these invariance tests. Next we will suggest an analytical strat-
egy for the assessment of measurement invariance. This is followed by an 
introduction to a new procedure to evaluate structural equation models: 
the detection of misspecifications using JRule. Finally, we will apply these 
methodological improvements and test whether the ESS measure of GST 
can be meaningfully used in comparative research and if so, whether the 
causes of GST are the same across the set of countries we analyze.

8.2  InnovatIons

8.2.1  the standard procedure for 
Measurement Invariance tests

The standard test has been explained elsewhere in the book, so we will 
skip most of the details. Tests of measurement invariance put restrictions 
on the measurement model. The basic measurement model is presented 
below. The superscript is used to indicate different countries; that is, to 
indicate that this is a multigroup model:

 y(n) = τ(n) + Λ(n)f(n) + δ(n). (8.1)

In this model y is the vector of observed variables, τ is a vector of inter-
cepts of the observed variables, f is a vector of latent variables, δ is a vec-
tor of disturbance terms of the observed variables, and Λ is the matrix of 
relationships between the observed and latent variables (i.e., the loadings). 
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It is assumed that the mean of all disturbance terms δ is zero and that 
the covariance among the disturbance terms δ as well as between the 
between the disturbance terms and the common factors (f) are zero. If 
these assumptions hold, then the expected value of y can be expressed as:

 µy
(n) = τ(n) + Λ(n)µf

(n). (8.2)

If constraints are implied on Model 8.1, we obtain different forms of 
measurement invariance. The following two sets of equations are impor-
tant restrictions:

 Λ(1) = Λ(2) = Λ(3) = … = Λ(n), (8.3)

 τ(1) = τ(2) = τ(3) = … = τ(n). (8.4)

Meredith (1993) has pointed out that there are three forms of invariance 
that are important for cross-national comparative research: (1) Configural 
invariance, which implies that the measurement model, Equation 8.1, 
holds across all countries; (2) Metric invariance, which implies that config-
ural invariance holds, as well as Equation 8.3; (3) Scalar invariance implies 
that metric invariance holds as well as Equation 8.4. If configural invari-
ance holds it implies that the measurement instrument is the same across 
countries, however, comparisons of the measures are still not meaningful. 
If metric invariance holds, comparisons of relationships between unstan-
dardized measures become meaningful, and if scalar invariance holds it 
also becomes meaningful to compare the means of the measures.

8.2.2   Correction for Measurement error 
in Measurement Invariance testing

It is a well-known fact that the disturbance terms (δ) in the common fac-
tor model contain both item specific factors as well as random measure-
ment error (Heise & Bohrnstedt, 1970, p. 107; Van der Veld & Saris, 2004). 
This fact is commonly ignored in factor analysis and also in invariance 
testing, except for Millsap and Meredith (2007) and Saris and Gallhofer 
(2007), as a result the wrong parameters are estimated and tested. In order 
to solve this issue, we should separate the random error component from 
the unique component. The model that enables us to do this is explained 
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in Saris and Gallhofer (2007) and Van der Veld (2006). They make a dis-
tinction between two response processes as a result of a stimulus (i.e., the 
survey item). The first process results in an attitude/opinion or a trait/
state (e.g., Steyer & Schmitt, 1990), while the second process results in 
a response. The processes are represented by respectively Equation 8.5a 
and b:

 s(n) = τs
(n) + c(n)f(n) + u(n),  (8.5a)

 y(n) = τy
(n) + Q(n)s(n) + e(n).  (8.5b)

In Equation 8.5a, f is a vector of common factors and s is a vector of 
item specific vectors, u is a vector of unique components, and τs is a vec-
tor of intercepts of the item specific factors. The distinction, common 
factor versus item specific factors, was also made by Saris and Gallhofer 
(2007), following the footsteps of Filmer Northrop (1969, p. 82) and 
Hubert Blalock (1968). They refer to the common factor as a measure 
of a concept-by-postulation and to the item specific factor as a measure 
of a concept-by-intuition. Examples of concepts-by-intuition are judg-
ments, for example, do you like the house you live in, or feelings, for 
example, taking all things together, how happy would you say you are. 
Thus, concepts-by-intuition are measured with single survey items and 
their meaning is obvious from formulation. Examples of concepts-by-
postulation might include GST, or perceived control over one’s life. A 
single survey item cannot present GST or perceived control, but several 
concepts-by-intuition can form a concept-by-postulation. The difference 
between a concept-by-postulation (f) and a concept-by-intuition (s) is 
defined by the model (Equation 8.5a) as the unique component (u). The 
matrix c is a matrix with consistency coefficients, representing the agree-
ment between a concept-by-postulation (f) and a concept-by-intuition 
(s). We have called these parameters consistency coefficients following 
Saris and Gallhofer (2007), however, Heise and Bohrnstedt (1970, p. 107) 
have referred to these parameters as validity coefficients. The reasoning 
behind the latter definition is that the larger the coefficient, the better 
that item specific factor (s) represents the concept-by-postulation (f). We, 
however, prefer the term consistency coefficient in order to make a dis-
tinction with the indicator validity coefficients in MTMM models, which 
we will refer to later in this chapter.



212 •  William M. van der Veld and Willem E. Saris

In Equation 8.5b, y is a vector of observed variables, e is a vector of ran-
dom measurement error components, and τy is a vector of intercepts of 
the observed variables. Furthermore, Q is a matrix of quality coefficients, 
indicating the quality of each observed y.

In this model, Equations 8.5a and 8.5b, it is assumed that the random 
error components (e) are unrelated among themselves as well as with the 
unique components (u), the item specific factors (s), and the common 
factors (f). The unique component (u) is also uncorrelated among them-
selves, and uncorrelated with the common factors (f). Furthermore, the 
unique components (u) and random error components (e) have a mean 
of zero.

Next to random measurement error (e), there could also be systematic 
measurement error (m) as a result of using the same measurement proce-
dure for indicators in the model (Andrews, 1984; Saris & Andrews, 1991; 
Scherpenzeel & Saris, 1997). This will result in common variance between 
the indicators due to the common measurement procedure. To put it dif-
ferently, part of the variance of the common factor (f) could actually be 
the result of the respondents’ systematic reactions to a common measure-
ment procedure. In order to correct for this we will introduce a common 
method factor in Equation 8.5b.

 s(n) = τs
(n) + c(n)f(n) + u(n), (8.6a)

 y(n) = τy
(n) + Q(n)s(n) + I(n)m(n) + e(n). (8.6b)

Where m is a vector of common method factors that causes the com-
mon variance due to the measurement procedure. The matrix I con-
tains the invalidity coefficients, which are called this way, because they 
represent the effect of the common method factor (m) on the indica-
tors. We make the same assumptions as for Equations 8.5a and 8.5b. 
In addition, we assume that the common method factors (m) are not 
correlated with the common factors (f), nor with the item specific fac-
tors (s). Furthermore, we assume that the unique component (u) and the 
random error components (e) are also uncorrelated with the common 
method factors (m). If these assumptions hold, then the expected value 
of y can be expressed as:

 µy
(n) = τy

(n) + Q(n)[τs
(n) + cµF

(n)] + Iµm
(n). (8.7)
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Where µf is a vector with the means of the common factors (f) and µm 
is a vector of means of the method factors (m). All other parameters were 
introduced and explained previously.

It is not easy to visualize the path model implied by Equations 8.6a, 
b, and 8.7. In order to clarify the model we have inserted a path model 
(Figure 8.1) in agreement with these equations for three observed vari-
ables that measure a common construct. This path model illustrates that 
the covariance between the observed variables is explained by a common 
substantive factor f and a method factor m (systematic error). The vari-
ances of the item specific factors are explained by the common factor 
and the unique components. The variances of the observed variables are 
explained by the item specific factors, the method factor, and a random 
error component. The mean structure is presented using arrows with 
the dotted lines. Finally, the model contains several elements with newly 
developed names, for example, consistency coefficient, quality coefficient, 
item specific factor, and also names that are sometimes used in a differ-
ent context, for example, unique component. Unfortunately there is no 
common agreed name for most of the elements in this model, except that 
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Path model of the model represented by Equations 8.6a and b.
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f is clearly a common factor, and the y’s are clearly indicators. Most prob-
lematic in this respect is probably the item specific factor (s). Its name is 
derived from the fact that those factors only load on a single indicator and 
are therefore specific for the item that measures this indicator.

8.2.2.1  The New Metric Invariance Test

The constraints to test for metric and scalar measurement invariance 
are on different parameters compared to the standard procedure. Metric 
invariance is assessed by testing:

 c(1) = c(2) = c(3) = … = c(n). (8.8)

For the reader it will not be immediately clear that this is a test of 
metric invariance. The essence of a test for metric invariance is that the 
common factor is expressed on the same scale (i.e., in the same metric) 
cross- nationally. In any factor model the scales of the latent variables are 
undefined. The common way to provide a scale for the latent variables is 
by fixing the loading of one of the indicators to 1 (unit loading identifica-
tion). The result is that the latent variable is expressed on the same scale 
as the response scale that was used to measure that indicator. This prin-
ciple ensures that our metric invariance test, Equation 8.8, is truly a test 
of metric invariance. We will deal with identification later, but we have to 
introduce this topic here, less detailed though, to illustrate that this is true. 
The scales for the item specific factors (s) are defined by fixing the quality 
coefficients to 1. By doing that, the item specific factors are expressed in 
the same metric as the observed variables. Furthermore, the scale of the 
common factor is defined by fixing one of the consistency coefficients to 1. 
So, now the metric of the common factor is the same as the metric of the 
observed variable for which both the quality and consistency coefficient 
are 1. If Equation 8.8 holds, then the metric of the common factor is the 
same across all countries. Under the condition that, of course, the indica-
tors are observed with the same response scale in all countries.

The meaning of this constraint follows from the interpretation of the 
consistency coefficient, which is the agreement between what we intended 
to measure (f) and what we measured (s) after correction for measurement 
error. To put it differently, the consistency coefficient indicates how well 
the item is understood, in the light of what we intended to measure with 
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the item. If the item is understood in the same way as the intended measure 
(f), then the consistency coefficient is perfect (i.e., 1). Hence, cross-national 
equality constraints on the consistency coefficients imply that the item is 
understood in the same way (i.e., conveys the same meaning; Kumata & 
Schramm, 1956), across countries.

If this constraint, Equation 8.8, also results in metric invariance, what 
then is the difference with the standard test? If we express the standard 
test for metric invariance (Equation 8.3) in terms of the parameters from 
Equations 8.6a and b, the test would look as follows: (Qc)(1) = (Qc)(2) = 
… = (Qc)(n). Thus in the commonly used procedure it is assumed that the 
product of the measurement quality (q) and the consistency (c) is the same 
across countries. That is an assumption that is not warranted. Several 
studies have shown that the quality of measures varies across Europe, for 
example, Scherpenzeel (1995b) for life satisfaction, and Saris and Gallhofer 
(2003) for a variety of measures in the ESS. Given the evidence that the 
quality is in general not equal across countries, we should impose equality 
only on the consistency coefficients. This is exactly what is done in the test 
(Equation 8.8) we propose.

8.2.2.2  The New Scalar Invariance Test

For the test of scalar invariance there are similar issues, which leads to the 
following model restriction for the scalar invariance test (in addition to 
the metric invariance constraint):

 τs
(1) = τs

(2) = τs
(3) = … = τs

(n). (8.9)

If this equality holds then the common factor has the same zero point 
across all countries, and thus it becomes meaningful to compare latent 
scores across countries. If we express the standard test for scalar invariance 
(Equation 8.4) in terms of the parameters from Equations 8.6a and b, the 
test would look like: (τy + Qτs)(1) = (τy + Qτs)(2) = ….. = (τy + Qτs)(n).

In this equation the intercepts of the indicators (τy) and the measure-
ment quality (q) can vary across countries due to the measurement pro-
cedure. Cross-national variation in the quality was already discussed in 
the metric invariance test. Cross-national variation of the intercept of 
the indicators (τy) has the same roots. An intercept commonly changes 
with the addition of extra predictors. In Equation 8.6b there is an extra 
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predictor (compared to Equation 8.1) for the indicator, namely the method 
factor (m). If the method factor has a mean different from zero and if this 
mean varies cross-nationally, than the intercept of the indicator (τy) will 
also vary. For this reason we suggest testing the restriction of Equation 8.9 
and not the restriction specified in Equation 8.4.

8.2.3  strategy for Measurement Invariance testing

There are two general approaches to testing for invariance, the top-down 
approach and the bottom-up approach. The top-down approach starts 
with the most constrained model, in our case this is the model with equal 
loadings and equal intercepts. In addition to the measurement invariance 
constraints, the factor model itself also constraints cross-loadings and cor-
related error terms at zero. All the constraints are tested. If the model fits, 
according to some criterion, there is no problem. However, if the model is 
rejected according to some criterion, improvements can be made to the model 
by releasing constraints. The big question is: Where to start? The number of 
constraints is very large. For example in a simple single factor model with 4 
indicators scalar invariance across 20 countries results in 280 constrained 
parameters. Which ones should we release? Do we first introduce correlated 
errors and cross-loadings, or do we first release the measurement invariance 
constraints. Therefore, a good reason not to start with the most constrained 
model is that one immediately starts with a huge number of constrained 
parameters that can all potentially be incorrect. Another reason not to start 
with the most constrained model is that measurement invariance con-
straints can cause residual covariances between the items in some coun-
tries. These residuals might be significant and one therefore might want to 
introduce (estimate) those correlated errors, but that would be a mistake 
because they are artifact of the measurement invariance constraints.

A better approach is the bottom-up approach, where one starts with the 
least constrained model (i.e., configural invariance), and then proceeds by 
introducing more constraints to the model. The advantage of the bottom-up 
approach is that the problems one faces in each step are more manageable 
compared to the top-down approach. The bottom-up procedure will be dis-
cussed in the following three paragraphs dealing with the different forms 
of invariance testing. However, note that nothing is mentioned about which 
goodness-of-fit measures are used. Instead we will use the phrase according 
to some criterion. We will come back to this issue in Section 8.2.4.
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8.2.3.1  The Configural Invariance Test

The test for configural invariance is, in essence, a test to check whether the 
indicators measure the latent variable(s) they are intended to measure. It is 
imperative that there is a test for configural invariance; we will introduce 
constraints in the model during the phase of testing for metric and scalar 
invariance. When those models show a lack of fit, we want to be able to 
uniquely attribute this to the extra constraints imposed on the model by 
metric and scalar invariance. That is not possible if the less constrained 
model is not tested; hence, a test for configural invariance is imperative.

In the social sciences, measurement instruments often only have one, 
two, or three indicators. Such measurement instruments cannot be tested; 
the one and the two indicator model are not identified (without restric-
tions) and the three indicator model is just identified. So, only in case an 
instrument has four or more indicators, is it possible to test the instrument 
exhibiting configural invariance. When a measurement instrument only 
has two or three indicators it is possible to do a test, but requires the mea-
surement model to be extended by: (1) one or more other measurement 
instruments, (2) causes (predictors) and/or consequences of the construct, 
(3) extra within country restrictions, or (4) any combination of these.

What constraints are tested for configural invariance? By definition we 
test whether the indicators measure the latent variable(s) they should mea-
sure. For a model with several latent variables and a set of predictors this 
implies that we test whether the following constraints hold: (1) the correla-
tions between the unique factors are zero, (2) all cross-loadings are zero 
unless the theory dictates otherwise, and (3) the predictors have no direct 
(thus zero) effect on the indicators. If the test indicates that the model is mis-
specified according to some criterion, the misspecified parameter(s) should 
be estimated, because ignoring these misspecifications could lead to biased 
parameter estimates. Obviously we would like to understand precisely why 
this misspecification occurs, but such post hoc reasoning will only be help-
ful for future research. For the study at hand, one should estimate the mis-
specified parameter or any equivalent solution to the misspecification.

After the model is judged acceptable according to some criterion, it is 
time to select the reference country for the metric (and scalar) invariance 
test. The test for metric invariance assesses whether the consistency coef-
ficients are equal to each other (Equation 8.9). It is therefore necessary 
to have a reference country for which the consistency coefficient of each 
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indicator is not too extreme compared to the other countries. In order to 
find this reference country, one should make a table with a country on 
each row and the consistency estimates of the indicators in the columns. 
By sorting the table one can easily find a country that is somewhere in 
the middle and that has no extreme estimates. This should be the refer-
ence country for the metric invariance test. The reason for following this 
procedure is one needs to compare as many countries as are available. If 
a country, with high or low factor loadings compared to the average, is 
selected as the reference country it is more likely that that country is not 
invariant. If a noninvariant country is selected, it will result in a smaller 
set of comparable countries, compared to the procedure we suggested. The 
reason for this is that one cannot free parameters of the reference coun-
try to become noninvariant because those parameters are already free. 
Obviously, this procedure is not flawless, there are specific configurations 
of countries that would result in the opposite that this procedure tries to 
accomplish. For example, a configuration with one country at the average 
and two large groups of countries at the extremes, could lead to a smaller 
set of comparable countries if the average country is selected.

Apart from choosing a reference country, one should also decide on a 
referent indicator; that is, an indicator used to define the scale for the latent 
variable and therefore drops out of the test for metric and scalar invari-
ance. In principle the choice of a reference indicator should be made for an 
indicator that is known to be invariant; but this is something we cannot 
know. Another strategy would be to use an indicator that has the highest 
face validity for the concept that we wish to measure. This is our preferred 
choice, but it should be supported by an analysis to see whether that load-
ing of that indicator indeed shows little variation across countries. The 
choice of a noninvariant reference indicator can be quite problematic as 
Johnson, Meade, and DuVernet (2009), Rensvold and Cheung (2001), and 
Yoon and Millsap (2007) have pointed out.

8.2.3.2  The Metric Invariance Test

This test will reveal which loadings are noninvariant across countries. If 
noninvariant loadings are present, one faces the problem of where to start 
releasing the constraints. In principle one should start with the indica-
tors that are most deviant. These indicators are easily found in the table 
that was created to select the reference country. Model adjustments should 
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be made one at a time until an acceptable model is obtained according 
to some criterion. If model adjustments are necessary, it could result in 
partial metric invariance as described by Byrne, Shavelson, and Muthén 
(1989). Partial metric invariance means that at least one metric invari-
ant indicator per factor remain, plus the referent indicator that is also 
assumed invariant. If there is partial invariance then composite scores or 
sum scores, which are often used in research, should not be used since 
they will bias substantive conclusions (Saris & Gallhofer, 2007, Chapter 
16). On the other hand, Byrne et al. (1989) have pointed out that when the 
sources of noninvariance are explicitly modeled, then only one invariant 
indicator is enough for meaningful cross-national comparisons within 
the context of SE modeling. A final strategic note on metric invariance 
testing is that one should not introduce correlated unique components 
or correlated random error components, because they should have been 
detected during the configural invariance testing. If they are found during 
the metric invariance testing, they should be the result of the restrictions 
on the parameters implied by metric invariance.

8.2.3.3  The Scalar Invariance Test

If the test for metric invariance resulted in indicators that lack metric 
invariance it will make no sense to include those noninvariant indica-
tors in the test for scalar invariance. The reason is that metric invariance 
is a requirement for scalar invariance. As a consequence, indicators that 
were found to lack metric invariance should not be included in the con-
straints for the scalar invariance test. Therefore, for the nonmetric-invari-
ant indicators, the τs should be estimated without constraints. The test of 
the scalar invariance will indicate those indicators for which countries 
are not scalar invariant according to some criterion. If problematic indica-
tors are present, one faces the problem where to start releasing the scalar 
invariance constraints. In this case we do not have a list of unconstrained 
estimates of the intercepts (τs) of the true scores, as we did have for the 
consistency coefficients in the metric invariance test. The reason is that 
one cannot estimate all these intercepts without restrictions.* Therefore 

* It is possible to estimate the intercepts τs if the mean of the latent variable (f) is fixed to zero as well as 
the intercepts τy of the indicators, but in that case the intercepts will be equal to the observed means. 
In that case we could search for the intercept that is most deviant from the estimate; nevertheless, 
the procedure suggested in the text does exactly that (i.e., inspect the residuals of the means).
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we suggest a different approach, which is to look at the residuals of the 
means of the observed variables. In principle one should start to free that 
intercept (τs), which has the largest difference from the reference value. 
Model adjustments should be made one at a time until an acceptable 
model is obtained according to some criterion. If such model adjustments 
are necessary, it could result in partial scalar invariance as described by 
Byrne et al. (1989). Partial scalar invariance means that at least two scalar 
invariant indicators per factor remain. Again, one should be careful with 
the construction of composite scores if there is partial invariance (Saris & 
Gallhofer, 2007, Chapter 16).

8.2.4  an alternative Model evaluation procedure

8.2.4.1  The Detection of Misspecifications

So far we have used the phrase acceptable to some criterion several times 
without specifying what that criterion is. For these generally complex 
models it is not clear what criterion to use, commonly a mixture of good-
ness-of-fit indices are used with the cutoff criteria suggested by Hu and 
Bentler (1999). Recent studies have, however, shown that fit indices with 
fixed critical values (e.g., the root mean square error of approximation 
[RMSEA], goodness-of-fit index [GFI]) don’t work as they should, because 
it is not possible to control for type I and type II errors (Barrett, 2007; 
Marsh et al., 2004; Saris et al., 2009). This means that correct  theories 
are rejected and incorrect theories are accepted in unknown rates. An 
alternative procedure, the detection of misspecifications, has recently been 
suggested by Saris et al. (2009). The procedure is build upon the idea 
that models are simplifications of reality and are therefore always mis-
specified to some extent (Browne & Cudeck, 1993; MacCallum, Browne, & 
Sugawara, 1996). This is normally problematic when the power of the test 
is large, the model will be rejected because of irrelevant misspecification 
and one can detect even the smallest misspecification. However, in our 
procedure we can control what magnitude of misspecification should be 
detected with high power.

The traditional procedure to detect misspecifications is by use of the 
modification index (MI) together with the expected parameter change 
(EPC) to judge whether the constrained parameter is a misspecifica-
tion (Kaplan, 1989; Saris, Satorra, & Sörbom, 1987). However, the MI is 
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sensitive to the power of the test (Saris et al., 2009), therefore one should 
take the power of the MI-test into account. The power of the MI-test to 
detect a misspecification of size delta or larger for any constrained param-
eter can be derived if the noncentrality parameter (ncp) for the MI-test is 
known. The ncp can be computed with the following formula:

 ncp = (MI/EPC2) δ2. (8.10)

In this equation the MI is the modification index and the EPC is 
the expected parameter change, which both can be found in the out-
put that SEM software produce (for more details see Saris et al., 2009). 
Furthermore, δ (delta) is the size (magnitude) of the misspecification 
we would like to detect with high power. Its value can be chosen by the 
researcher and may vary across disciplines and the state of the theory 
under investigation. However, guidelines exist as to which magnitude of 
misspecifications are important for detection under general conditions. 
These suggestions will be discussed later. The power of the test, for which 
we want to control in the end, can be obtained from the tables of the non-
central χ2 distribution.

Whether or not a constrained parameter is a misspecification can be 
judged from the combination of the power, which is high or low, and 
the MI, which is significant or not. The decision rules are presented in 
Table 8.1. There is a misspecification when the power to detect a mis-
specification of delta is low and the MI is significant. There could also be 
a misspecification when the power is high and the MI is significant. In 
that case, the MI could be significant due to the high power or because 
there is a large misspecification. Thus, in this instance if the EPC is larger 
than delta, we decide that there is a misspecification. Other combina-
tions are also possible and indicate either no misspecification or a lack of 

table 8.1

The Judgment Rules

JR MI Power Evaluation
1 MI = not significant power = high No misspecification
2 MI = significant power = low Misspecification present
3 MI = significant power = high Use EPC
4 MI = not significant power = low No decision
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power to detect a misspecification. One can imagine that this procedure 
is quite laborious; for each constrained parameter we have to compute 
the power of the test and then decide on a misspecification using the 
judgment rules in Table 8.1. For a simple multigroup factor model with 
four indicators, 20 countries, and the scalar invariance constraints, there 
are already 280 constraints. Therefore a software program called JRule* 
has been developed by Van der Veld et al. (2008) that automates the whole 
procedure.

8.2.4.2  Using JRule in Cross-National Analysis

JRule reads the output of either LISREL (Jöreskog & Sörbom, 1996) or 
Mplus (Muthén & Muthén, 1998–2007) and collects model information 
(MI & EPC) necessary to make a judgment about whether the constrained 
parameters in the model are misspecified or not, or whether there is no 
statistical basis to make a sound judgment. In Figure 8.2 a screenshot of 
JRule is presented. The program is fairly simple to use. The user only has 
to select a SEM-output file and then press the button “Compute Judgment 

* JRule is currently freeware and can be obtained by sending a request to the first author of this 
chapter via e-mail (w.vanderveld@socsci.ru.nl).

fIGuRe 8.2
Screenshot of JRule.
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Rules.” JRule will then compute all judgment rules for the constrained 
parameters and present them in a text file, readable with any text editor. 
One can furthermore see that the user can specify the levels of α and β 
for the test. In addition, the user can specify the magnitude of the mis-
specification that he likes to detect, or better, that he does not want to 
ignore.

A special feature—multigroup easy comparison—makes the evalua-
tion of multigroup models a lot easier than it would be when the stan-
dard SEM output is used to make an evaluation. The reason for this is 
that SEM programs commonly produce output group by group, instead 
of parameter by parameter. In the case of measurement invariance test-
ing, the interest is especially in detecting whether there are countries 
that are deviant. Already in simple models one gets lost in the amount of 
output, because it is not structured efficiently for this purpose. The out-
put that JRule produces is organized in such a way that it becomes very 
easy to compare the same constrained parameter across all countries. 
Figure 8.3 shows a fragment of such an output. An overview is presented 

Relation Between G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

X1 X1 – – – – – – – – – –

X2 X1 4 2 2 4 1 4 2 1 4 4 

X3 X1 2 3 3 1 3 4 4 3 3 2 

X4 X1 1 1 3 1 3 1 1 1 3 1 

X5 X1 3 1 3 1 3 1 1 1 1 1 

X2 X2 – – – – – – – – – –

X3 X2 2 1 1 1 3 4 4 3 3 4 

X4 X2 1 1 1 1 1 1 1 1 3 1 

X5 X2 3 1 1 1 3 1 1 3 1 1 

fIGuRe 8.3
Fragment from a JRule output with multigroup easy comparison, indicating the mis-
specified correlated errors. G1, G2, and G3 refer to the groups or countries in the analysis. 
JRule presents a table in the output that makes the link between the names the user has 
given to the groups and G1, G2, and so on, explicit. These short names, G1, G2, and so on, 
are used to enable a more comprehensible layout of the results. The numbers in the table 
are judgment rules, which must be interpreted using Table 8.1.
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in Figure 8.3 for the misspecifications in a part of the variance-covari-
ance matrix of random error components. So, this overview indicates 
whether and where there are misspecified correlated errors. On each row, 
one can find the judgment rules for a single parameter for all countries in 
the analysis. Here the countries are indicated with G1–G10. So, one can 
see that the parameter “X2 with X1” is misspecified (JR = 2) in G2, G3, 
G7, in addition, for six countries one lacks statistical information (JR = 4) 
to make a sound judgment on whether that parameter is misspecified. It 
is clear that organizing the output in this way makes it a lot easier to see 
what parameters are misspecified in which countries, and also whether a 
certain parameter is misspecified in many countries or only incidentally. 
In addition, JRule also provides the opportunity to print only the mis-
specified parameters, which makes it even easier to evaluate if something 
is wrong.

8.3  the CRoss-natIonal CoMpaRabIlIty of Gst

8.3.1  theoretical Context

GST is a central variable in the social sciences because it is assumed to 
be fundamental for a healthy society (Fukuyama, 1995; Putnam, 1993). 
Nevertheless it is not clear how because trust appears to work somewhat 
mysteriously (Uslaner, 2000, p. 569). That is, it is not clear why some people 
are more trusting than others, or why citizens in some countries are more 
trusting than in other countries. We are interested in explaining GST. 
There are two categories of explanations: country level explanations and 
individual level explanations. We focus on the individual level explana-
tions. Delhey and Newton (2003) mention five individual level theories 
that they have named: personality theory, success and well-being theory, 
voluntary organization theory, social network theory, and community 
theory. In the personality theory it is assumed that attitudes are formed 
in early childhood and personality features that determines trust in oth-
ers (Erikson, 1950). In the success and well-being theory it is assumed 
that those who have more success in life (i.e., those who are better off), 
will be more trusting of others (Putnam, 2000). The social network theory 
suggests that direct participation in the social networks of everyday life 
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(e.g., friends, family, and colleagues), will promote trust in others. The 
community theory suggests that trust in others is fostered by features of 
the local context in which people live. This is in contrast to what Delhey 
and Newton (2003) named societal theory, which is concerned with coun-
try level variables such as gross domestic product (GDP) or democratic 
level that we ignore in our study. Finally, the voluntary organizations the-
ory suggests that it is participation in formal organizations that promotes 
trust in others. This theory is one of the more popular explanations. It has 
been put forward by Putnam (1993), who, following Alexis de Tocqueville 
and John Stuart Mill, argues that participation in civic organizations leads 
people to trust each other. There is, however, no consistent evidence for 
this idea (Delhey & Newton, 2005; Gesthuizen, Scheepers, Van der Veld, 
& Völker, in press; Saris & Gallhofer, 2007, Chapter 15; Torcal & Montero, 
1999) and it has also been criticized on theoretical grounds (Levi, 1996; 
Newton, 1997). We agree with these critics and therefore will not further 
develop this idea here. Finally, there are three often used demographic 
variables (gender, age, and education) that also have an effect on GST, but 
the theoretical justifications are not well-founded.

In their study that tests the five theories, Delhey and Newton (2003) find 
some results hard to explain. The most eye-catching result is that the rela-
tive importance of these theories differs across countries. This implies that 
people living in these countries trust for different reasons. This is hard to 
believe. People are people so why should it be that in country A happy 
people trust others more, while in country B more social active people 
trust others more. One would expect that the same causes, with more or 
less the same effect, are at work in country A as well as in country B. After 
all we are dealing with the same causal mechanisms. The fact that Delhey 
and Newton (2003), as well as other scholars (e.g., Kaasa & Parts, 2008; 
Zmerli & Newton, 2008) find these inconsistent results might be that they 
do not correct for measurement error. For example, it is more than likely 
that instruments used to measure the causes (and consequence, i.e., GST) 
differ in quality across countries. If the true effects of the causes are the 
same across countries, then we will find that the estimated effects will be 
different, due to attenuation for measurement error.

Uslaner (2000) provides another explanation for GST that does not fit 
into any of the previously mentioned theories. He argues that the trust 
in others is explained by how religious one is. Uslaner (2000) finds that 
Christian fundamentalists are substantially less likely than other believers 
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to say that they trust other people. The rationale behind this is based upon 
the perception that Christian fundamentalists do take part in civic life, 
but only with their own kind. As a result they trust those who are similar, 
but not the general others. We will refer to this theory as the Orthodoxy 
theory.

The aim of this last part of the chapter is to test these theories in the 
causes of GST. We will do this using the procedures we suggested in this 
chapter, by correcting our measures for measurement error and using a 
different model evaluation procedure.

8.3.2  Data

The data for the analysis are collected by the ESS, and we use Round 
1 data. The ESS is built upon the belief that cross-national compara-
tive research requires more than just having respondents completing 
the same questionnaire in different countries. The procedures, used in 
the ESS, to ensure cross-national equivalence are pretty elaborate and 
involve, among others, the control of sampling designs, questionnaire 
design, translation procedures, data entry, and MTMM experiments 
for quality control. The whole survey process is being controlled as 
much as possible in every participating country. GST is measured in 
the ESS with three survey questions. The formulations are presented 
in Table 8.2.

In order to test the theories (personality theory, success and well-being 
theory, social network theory, community theory, and Orthodoxy theory) 

table 8.2

The Formulation of the Indicators of GSTa

names Formulation of Survey Items
Trust Using this card, generally speaking, would you say that most people can be 

trusted, or that you can’t be too careful in dealing with people? Please tell me 
on a score of 0–10, where 0 means you can’t be too careful and 10 means that 
most people can be trusted.

Fair Do you think that most people would try to take advantage of you if they got a 
chance or would they try to be fair?

Help Would you say that most of the time people try to be helpful or are they mostly 
looking out for themselves?

a Measured on an 11-point scale running from 0 to 10 with item specific endpoint labels.
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we need indicators for these theories. There is, however, little agreement 
about which variables are important and even less how they should be 
measured. In addition we are limited in our possibilities to what is avail-
able in the ESS. We have used one measure for most theories, and selected 
those indicators that closely resembled the indicators used in the study by 
Delhey and Newton (2003).

The ESS, Round 1, does not provide any indicators for the personality 
theory, so we ignore this theory in our analysis. The success and well-
being theory was tested with two measures: an objective and a subjective 
one. The subjective indicator is an item about how happy one is (Happy) 
and the objective indicator is an item about whether people find it difficult 
to make ends meet (MeetEnd). The social network theory is tested using a 
measure that asks for frequency with which one meets with friends, rela-
tives, or work colleagues (Social). The community theory was tested with 
two measures: an objective and a subjective one. The subjective measure 
is whether one feels safe at night in the neighborhood (FlSafe) and the 
objective measure is about the size of the city where one lives (Urban). 
The Orthodoxy theory was tested with a measure about how important 
religion is in one’s life (Religs). The formulations of these measures are 
presented in Table 8.3. We have skipped the formulation of the measures 
for gender and age, since they are standard measures.

8.3.3  Model Identification

The model we test is presented in Figure 8.4. This model is not identified 
without restrictions. In order to define the scales for the item specific fac-
tors (s), all quality coefficients were fixed to 1. Differences in the quality 
are still possible because the random error components (e) are not con-
strained. The scale for GST is defined by fixing the consistency coefficient 
of TRUST to 1. Furthermore, the scale for the systematic measurement 
error factor (m) is defined by fixing all invalidity coefficients to 1. The 
result is that the method factor (m) has the same effect within a country on 
the different items, but can have a different effect in each country because 
the variance of the method factor (m) can differ across countries. Corten 
et al. (2002) have studied what specification of the effect of the method 
factor works best. They found that a specification where the method factor 
had an additive scale dependent effect fitted the data best. We have used 
that specific specification.
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Defining the scales for the latent variables, however, does not make 
the model identified. There is still an identification problem in the mea-
surement part of the model. This problem is found in the random error 
component (e) and method factor (m) variance. There are no equality 
restrictions possible to make this model identified. There are neverthe-
less two solutions to this problem. A first possibility is to extend the 
model and data collection design following the MTMM approach (Saris 
& Andrews, 1991; Scherpenzeel, 1995a). That would, however, make the 
specification, testing, and estimation of the model very complex. A sec-
ond, more simple solution is to fix the values of the random error com-
ponents and method factor variances to a reasonable value. In that case 
we do not have to estimate those coefficients, which makes the model 
identified. But what are reasonable values for the random and system-
atic error components? We can obtain reasonable values in two ways. 
A first possibility is to predict the random and systematic error com-
ponents using the Survey Quality Predictor (Saris & Gallhofer, 2007; 
Saris, Van der Veld, & Gallhofer, 2004). Unfortunately that procedure 

table 8.3

The Formulation of the Predictors of GST

names Formulation of Survey Items
Happya Taking all things together, how happy would you say you are? 
MeetEnd How do you feel about your household’s income currently? (1) Living 

comfortably on present income, (2) coping on present income, (3) finding 
it difficult on present income, and (4) finding it very difficult on present 
income.

Socialb How often do you meet socially with friends, relatives, or work colleagues?
FlSafe How safe do you—or would you—feel walking alone in this area after dark? 

(1) Very unsafe, (2) Unsafe, (3) Safe, and (4) Very safe.
Religsc How important is religion in your life?
Urban Which phrase on this card best describes the area where you live? (1) A big 

city, (2) the suburbs or outskirts of a big city, (3) a town or a small city, 
(4) a country village, and (5) a farm or home in the countryside.

Educd What is the highest level of education you have achieved?
a Measured on an 11-point scale with endpoint labels (0 = Extremely unhappy, 10 = Extremely 

happy).
b Measured on a 7-point fully labeled scale with subjective frequencies (never … everyday).
c Measured on an 11-point scale with endpoint labels (0 = Extremely unimportant, 10 = Extremely 

important).
d Measured with country specific scales, lower values mean lower education. Basically incomparable 

values due to differences in educational systems.
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only works for Dutch, English, and German questionnaires currently. 
The second possibility, and our choice, would be to estimate the ran-
dom (e) and systematic error (m) components in a different context and 
then introduce these estimates as fixed values in the model (Figure 8.4). 
This is possible because the items Trust, Fair, and Help have been col-
lected as part of a MTMM experiment in the ESS. This design enables 
us to estimate the random and systematic error components using the 
MTMM approach.

After these restrictions, the model is identified and a test can be per-
formed for configural and metric invariance. A test for scalar invariance 
is, however, not possible, because the means of the method factors are not 
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fIGuRe 8.4
Path model to test theory of the causes of GST. The means of the predictors is indicated 
by µpi, where the subscript pi refers to different predictors in the model. The regression 
effects of the predictors are indicated with γpi. In the model it looks as if there is only one 
regression effect, but in fact there is one for each predictor. The means of the demographic 
variables is indicated by µdi, where the subscript di refers to the different demographical 
variables in the model. For the regression effects of the demographic variables (γdi) it’s the 
same story as for the predictors. In addition, demographic variables are in a sense also 
predictors, but because there is no theory we have made this distinction.
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identified. We need extra restrictions to identify the model. Our solu-
tion is to assume that the method factor means have the same value in all 
countries. Because the actual value is irrelevant, we have fixed the method 
factor means to zero. This assumption might not be warranted, however, 
there is no easy alternative.*

Even after all these restrictions, a test for scalar invariance cannot be 
performed because the intercepts of the item specific factors (τs) and the 
intercepts of the observed variables (τy) cannot be simultaneously esti-
mated. We need another restriction to identify the model. Byrne and 
Stewart (2006) have suggested fixing the intercepts of the first-order fac-
tors, in our case the item specific factors (s), to 0. But their model is slightly 
different from our model in that their model has multiple indicators for 
each first-order factor. In our case there is only one indicator for each first-
order factor. It is, therefore, arbitrary whether we would fix the intercepts 
of the item specific factors (s) or of the observed variables (indictors) to 
zero. We have chosen the latter option.

8.3.3.1  The Estimation of Random and Systematic 
Error Variance (Quality and Invalidity)

In order to obtain the estimates for the random error and method vari-
ances for all countries we first estimated an MTMM model for each coun-
try. We will not discuss this model in any detail, except that the model that 
we estimated was the classic MTMM model as used by Andrews (1984) 
and described by Batista-Foguet and Coenders (2000), but using a multi-
group design called SB-MTMM (Saris, Satorra, & Coenders, 2004) to min-
imize response burden. The first round of the ESS contains SB-MTMM 
experiments for Trust, Fair, and Help, which we have used to estimate the 
parameters of interest. We used the full information maximum likelihood 
procedure available in LISREL 8.8 (Jöreskog & Sörbom, 1996) to esti-
mate our model and account for missing data.† The results of the analysis 
are presented in Table 8.4. The second to the fourth column contain the 

* It should be possible to estimate the latent means of the common method factors in the context 
of measurement invariance testing, using an MTMM or split ballot MTMM design. However, the 
models that have to be specified will be very complex, making this an unattractive solution.

† Most missing data were missing by design, because of the split ballot nature of the MTMM experi-
ments. Only a small percentage of the data were not missing by design and we assumed they were 
missing at random.
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estimates of the random error components. One can see that the estimates 
are significantly different from zero, while zero would indicate a measure 
without random measurement error. In addition, the random error com-
ponents vary across different items as well as across countries. The latter 
result justifies that we make a distinction between the unique components 
and random error components as we did in Equation 8.6a and b. Column 
5 presents the systematic error components, the method factor variances. 
In this specific case the systematic error components are not significant 
in most countries, this is indicated by either ns or FI in Table 8.4. There 
is a good reason why the systematic error components are not significant 
in most countries. The main reason is that this scale was tested in the ESS 

table 8.4

Estimates of the Variance of Random and Systematic Error Components per Countrya

Random Error Variance Systematic Error Variance

countryb trust Fair Help Method
Sweden 1.44 1.53 1.83 0.01FI

Austria 1.32 1.24 1.17 0.01FI

Belgium 1.29 1.75 1.24 0.24ns

Switzerland 1.69 1.21 1.71 0.01FI

Czech Republic 1.48 1.37 1.40 0.61
Germany 1.99 1.84 1.91 0.01FI

Denmark 0.86 0.90 1.62 0.01FI

Spain 0.93 1.31 2.03 0.24ns

Finland 1.30 1.27 1.73 0.41ns

Great Britain 1.46 1.28 1.70 0.01FI

Greece 0.89 0.95 1.28 0.01FI

Ireland 1.61 1.28 1.64 0.01FI

Israel 2.27 1.69 2.62 0.44ns

Italy 1.66 2.14 2.28 0.50
Netherlands 1.10 1.13 1.20 0.01FI

Norway 0.86 0.67 2.26 0.01FI

Poland 1.76 2.15 2.72 0.63
Portugal 0.78 0.92 0.96 0.01FI

Slovenia 2.65 2.32 2.09 0.55ns

a All estimates are significant at α = 0.05, unless stated otherwise. ns denotes that the estimate is not 
significant. FI denotes that the parameter is fixed to 0.01. This was necessary if the estimated va riance 
was negative, in all instances where this happened the estimate was not significant.

b Nineteen countries are presented, while there are 22 countries that participated in the first round of 
the ESS. The difference is due to the fact that in France, Hungary, and Luxembourg, no MTMM 
experiments were conducted or conducted poorly.
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pilot study for Round 1 and the results showed that the method effects 
(i.e., systematic measurement error) were not significant for this scale. A 
more theoretical reason is that the response scales are item specific and 
thus reduce the common variance due to a systematic reaction within 
respondents on the response format. This format is in sharp contrast 
to response scale formats such as agree–disagree, or never–often. Saris, 
Revilla, Krosnick, and Shaeffer (2010) have studied these differences and 
found that item specific response scales perform much better (i.e., little 
systematic measurement error, compared to agree–disagree scales).

The values of the random error components in Table 8.4 are the ones 
that we have introduced as fixed values in the complete model as depicted 
in Figure 8.4. For the systematic error components we have chosen a much 
simpler solution. For most countries we do not find significant system-
atic measurement errors, therefore we will ignore the method factor in the 
tests for measurement invariance.

8.3.4  two unfortunate facts

Our aim is to make a cross-national comparison of several theories that 
explain GST. This would require that (1) the measures of all variables in our 
model show scalar measurement invariance and (2) that we can correct all 
our measures for measurement error. This is possible for the endogenous 
variable GST, but not for the exogenous variables. It is not absolutely neces-
sary that the exogenous variables are scalar invariant. If they are not, we 
could still determine what theory is the most important theory within each 
country, and those results can be compared cross-nationally. In contrast we 
cannot say, in the case of the absence of scalar invariance that success and 
well-being has twice as much explanatory power in the UK compared to 
Italy. However, we would be happy when we can compare the importance of 
each theory within countries. That, however, is not possible either. The rea-
son is that in path (and regression) analysis it is assumed that the exogenous 
variables are observed without measurement error. If this is not the case, 
and that’s very likely, then the estimates of the path-coefficients are biased. 
An alternative would be that we correct for measurement error in a similar 
way as we did for GST. Unfortunately, this is not possible with the data that 
we have. We do not have MTMM data available in the ESS for the exog-
enous variables. Another alternative would be to use the multiple indicators 
approach (Ganzeboom, 2009) for each exogenous variable. That is also no 
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option, because we lack multiple indicators. The bitter conclusion is then 
the we can estimate all the paths, but we cannot—with any confidence— 
interpret the results due to the distorting effect of measurement error. The 
question that pops up is then whether we should have introduced the theory 
about the causes of GST. We do have two reasons to introduce such a theory. 
First, in the common approach (which was referenced at the beginning of 
this chapter) the consequences of the presence of measurement error as well 
as the comparability of the measures are ignored. We explicitly want to illus-
trate that one should not ignore these issues by confronting the reader with 
a theoretical context first and then stress the requirements necessary to per-
form a test on the theories. Second, there is another use for the exogenous 
variables. We can use them to over identify the model so that we have a test 
of configural invariance. This is an important test, as discussed in Section 
8.2.3, because the measurement model for GST is exactly identified after 
introduction of the quality and invalidity coefficients in the model as fixed 
parameters (see Section 8.3.3). Thus, by including exogenous variables in the 
model we obtain a test for configural invariance. It is for these reasons that 
we decided to include a section on the theoretical context (i.e., the causes 
of GST). We will provide the results; that is, the effects from the exogenous 
variables on GST and interpret them. However, because we cannot deny the 
possibility that there is measurement error in the predictors leading to biased 
substantive conclusion, the conclusions should be taken with a grain of salt.

8.3.5  Model estimation

The model parameters are estimated with the robust maximum likelihood 
estimation procedure (Satorra & Bentler, 1994) in LISREL 8.8 (Jöreskog 
& Sörbom, 1996), using the asymptotic covariance matrix to correct for 
nonnormality in the observed data. Missing values were dealt with using 
listwise deletion. Full information maximum likelihood (FIML) shows 
a superior performance (Enders & Bandalos, 2001) compared to listwise 
deletion, however FIML is incompatible with robust ML. Listwise dele-
tion produces unbiased estimates under MCAR conditions and is not effi-
cient under MCAR/MAR because cases are deleted that do have observed 
values on some variables. We can live with this loss of efficiency because 
the number of cases remains sufficient for our analysis. Furthermore, we 
have used the design weight, present in the ESS data, to correct for cross-
national differences in the sampling procedures.
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Finally, all models are evaluated using the procedure suggested by Saris et al. 
(2009) as implemented in JRule (Van der Veld et al., 2008). For the evaluation 
(i.e., the computation of the judgment rules), we have used the following set-
tings: α = 0.05, high power = 0.80, δ1 = 0.30, δ2 = 0.15, δ3 = 0.15, and δ4 = 0.07.

8.3.5.1  Results for Configural Invariance

For the test of configural invariance we can ignore the mean structure, 
thus all variables are expressed in deviation scores for this analysis. We 
estimated the model for all 19 countries and then analyzed the output 
with JRule. This resulted in the detection of 39 misspecifications. Given 
the total number of constraints in the model, 1634 (86 constraints × 19 
countries), 39 misspecifications is only a small percentage (2%). Only by 
chance alone one can expect a small percentage of misspecifications. The 
exact percentage is difficult to give because some misspecifications are 
tied to each other (i.e., they represent equivalent models). In other words, 
not all misspecifications are independent (Saris, 2009). Nevertheless, we 
should judge every misspecification, but that does not mean we have to 
solve all misspecifications to have an acceptable model.

For Belgium, Germany, and Sweden we estimated a direct effect from 
the predictors to the item specific factors (s) to solve some misspecifica-
tions (see footnotes in Table 8.5 for details). We also included a correlation 
between the unique components (u) of TRUST and FAIR in Israel and 
Portugal. After these respecifications, the model was estimated again and 
24 misspecifications remained. In our view they were not serious enough 
and we ignored them in further analysis.

The important model estimates are presented in Table 8.5. The 5th and 
the 6th column contain the unstandardized estimates of the consistency 
coefficients. One can see that there is some variation across countries, 
which might lead to problematic issues when they are assumed equal for 
the metric invariance test. The average size of the consistency of Fair is 
1.02 and for Help it is 0.79, for Trust it is 1 because that was the indicator 
used to define the latent scale of GST.

8.3.5.2  Results for Metric Invariance

In agreement with the suggested strategy (see Section 8.2.3) we have selected 
Sweden as the reference country. The metric test involves the constraint 
as defined in Equation 8.9. In this test the means play no role, so again all 
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observed variables are expressed as deviation scores. All metric invariance 
constraints are tested with a delta2 of 0.15 and high power is 0.8 or larger. 
This resulted in the detection of two misspecifications for the metric invari-
ance constraints. For the consistency of TRUST there is a misspecification in 
Norway (Cntry = 16), but it is not possible to estimate this parameter because 
it is the reference indicator. In principle, one should select another indicator 
as the reference indicator (Steenkamp & Baumgartner, 1998), however, this 
would only make sense if there is an indicator that is fully metric invariant; 
which is not the case. For the consistency of HELP there is a misspecification 
in Portugal (Cntry = 18). This misspecification was solved by estimating that 
consistency coefficient not constrained to other consistency coefficients.

table 8.5

Results of the Configural Invariance Testa

consistency coefficients

Group country trust Fair Help
1b Sweden 1.00 1.04 0.82
2 Austria 1.00 1.11 0.92
3b Belgium 1.00 0.95 0.79
4b Switzerland 1.00 0.96 0.68
5 Czech Republic 1.00 0.95 0.77
6b Germany 1.00 1.19 0.90
7 Denmark 1.00 0.91 0.71
8 Spain 1.00 0.91 0.71
9 Finland 1.00 0.98 0.86
10 Great Britain 1.00 1.09 0.87
11 Greece 1.00 1.03 0.85
12 Ireland 1.00 1.09 0.82
13c Israel 1.00 1.02 0.70
14 Italy 1.00 1.14 0.90
15 Netherlands 1.00 0.90 0.68
16 Norway 1.00 0.98 0.67
17 Poland 1.00 1.05 0.80
18c Portugal 1.00 0.99 0.62
19 Slovenia 1.00 1.09 0.87
a The presented figures are the unstandardized estimates. All estimates are significant at alpha = 0.05. 

The consistency of TRUST is fixed to 1 to define the latent scale of GST.
b In these countries we estimated an extra direct effect: Education on TRUST (Belgium, Sweden), 

FeelSafe on TRUST (Germany).
c In these countries we estimated an extra correlated unique component: HELP with TRUST.
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8.3.5.3 Result for Scalar Invariance

The test involves the constraint as defined in Equation 8.10. Here we also 
test the mean-structure, therefore the means of the observed variables 
are added to the model. The default procedure in the estimation of latent 
means is to fix the mean of the latent variables in the reference country to 
zero so that the latent means in the other countries are estimated relative 
to zero. We have, however, chosen to fix the latent mean of GST in the ref-
erence country (Sweden) to the weighted mean of the indicators so that the 
estimated latent means can be more easily related to the scale on which the 
variables are measured. Finally, all scalar invariance constraints are tested 
with a delta4 of 0.07 and high power is 0.8 or larger.

The test for metric invariance resulted in one country, Portugal 
(Cntry = 18), with a noninvariant consistency coefficient. In agreement 
with our own suggestion (see Section 8.2.3) we have excluded, for Portugal, 
the intercept of HELP from the equality constraints. We estimated the 
model for all 19 countries and then analyzed the output with JRule, result-
ing in the detection of three misspecifications. Two for the intercept of 
TRUST in Belgium and Germany, and one for the intercept of Help in 
Ireland. The misspecification in Germany was rather large and we released 
the constraint on the intercept of TRUST in Germany. This resulted in a 
model with two misspecifications (i.e., in Belgium and Ireland). However, 
solving these misspecification and reestimating the model again did not 
lead to changes in the other parameters, so we choose to accept those 
misspecifications.

8.3.6  Conclusion

The analysis of measurement invariance of GST indicates that the 
instrument available in the ESS is both partial metric and partial scalar 
invariant. This is very good news for studies (see again references at the 
beginning of this chapter) that assumed that the ESS measure of GST 
is comparable. In those studies however, the variable GST was created 
as composite score, and for composite scores it is imperative that GST 
shows full metric and scalar invariance (Saris & Gallhofer, 2007, Chapter 
16). That is not the case here, but the number of noninvariant parameters 
is so small (3 in total) that it is unlikely to have a significant effect on 
the comparability if composite scores are used. However, it is easier to 
continue analyzing the data in the framework of SEM, treating GST as a 
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latent variable. Because in that framework it is possible to correct for mis-
specifications (e.g., noninvariant parameters), these misspecifications do 
not bias parameter estimates. Note that this is not the same as saying that 
the parameter estimates are unbiased after misspecifications are solved, 
which can only be true if other model assumptions (e.g., error-free obser-
vations) are not violated.

Now that we established that the measure of GST is partial metric and 
partial scalar invariant we can make cross-national comparisons in two 
ways. We can make a ranking of the level of GST, the latent variable, in 
the 19 countries. We can also study, in principle, the causes of GST cross-
nationally. Table 8.6 ranks the countries in our analysis on their level of 

table 8.6

The Estimates of the Latent 
Means of GSTa

country Mean GSt
Denmark 6.81b

Norway 6.51b

Finland 6.34b

Sweden 5.97b

Switzerland 5.71b

Netherlands 5.70b

Ireland 5.69b

Germany 5.30b

Great Britain 5.27b

Austria 5.27b

Belgium 5.02b

Israel 4.91b

Spain 4.83b

Portugal 4.60b

Czech Republic 4.49b

Italy 4.36b

Slovenia 4.29b

Poland 3.83b

Greece 3.43b

a Countries are sorted in descending 
order of the means.

b Significant at α = 0.05
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GST. The results are more or less in line with earlier studies on data from 
the World Values Studies (WVS) by Van Deth (2001), Norris (2002), and 
Inglehart (1999), the European Values Studies (EVS) by Adam (2008), 
the Euromodule survey by Delhey and Newton (2005), and the ESS by 
Reeskens and Hooghe (2008) and Zmerli and Newton (2008). However, 
note that studies based on the WVS only use a single question to measure 
GST and therefore produce very different levels of trust. Nevertheless, the 
rank-order of the countries is rather similar.

While ranking the countries on their mean levels could be an interest-
ing exercise to describe where countries are, it does not explain much. 
Our initial interest was more in exploring the causes (and level) of GST. 
Previous studies have resulted in mixed conclusions, as described in detail 
by Newton (2004). He mentions that there is no single theory that holds 
across most countries; that is, some theories work in some countries but 
not in others. It is our belief that such conclusions are not warranted, 
because the predictors in those studies contained, most certainly, mea-
surement error. This is also the reason why we dare not draw any conclu-
sion from our model in this respect. Despite that, we have presented the 
results in Table 8.7.

Table 8.7 holds the figures that provide an answer to which (individ-
ual level) theories explain GST. Even though we have our methodologi-
cal reservations, we will interpret some of the results, but conclusion 
should be taken with a grain of salt. The standardized estimates in Table 
8.7 reveal that the effect of each predictor on GST is pretty consistent 
across the  countries. The variable Happy (success and well-being theory) 
explains most of GST. Then there are several variables that explain GST 
a bit less well (in order of importance): the subjective experience of the 
neighborhood (FlSafe), whether people find it difficult to make ends meet 
(MeetEnd), and the frequency of social contacts (Social). The following 
two variables do not contribute at all to GST the size of the community 
(Urban) and Religiosity (Religs). The effect of Gndr is at average very small, 
with three eye-catching exceptions, Sweden, Norway, and Denmark. One 
would like  to speculate—but we don’t—why these countries are so devi-
ant, because they are geographically and politically close to each other. 
Finally, the variable education explains on average 1.6% of the variance 
in GST, which makes this a relatively important variable in comparison 
with the others. This finding is in contrast to what Delhey and Newton 
(2003) found, who reported to their own surprise no effect of education. A 
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very tentative overall conclusion would be that in contrast to Delhey and 
Newton (2003), we find rather consistent cross-national results. That is, 
Happy is always the most important cause. In addition, the standardized 
effect of all predictors are more or less the same cross-nationally. However, 
these conclusions are very tentative for the reasons we mentioned earlier.

8.4  ConClusIons

The reader might have the feeling that this chapter does not live up to the 
expectation set at the start of this chapter. We aimed at carrying out a 
cross-national analysis for the causes of GST while also introducing two 
innovations (i.e. model testing and correction for random and systematic 
measurement error in measurement invariance tests). The disappointment 
lays—for some part—in the fact that in the end we did not correct for 
systematic measurement error in the indicators of GST and we also did 
not draw real conclusions from the causal analysis. Hence, did we choose 
the wrong topic to illustrate our innovations? Certainly not! Generalized 
social trust is believed to be at the heart of a healthy society (Putnam, 1993; 
Uslaner, 1999; Uslaner, 2000), which justifies our choice. The fact that we 
did not correct for systematic measurement error in the end was related to 
the fact that for all but three countries the method factor variance, due to 
the measurement procedure, was not significant. This result was expected, 
because MTMM experiments in the ESS pilot study indicated that the 
response scales and formulation of the items to measure GST produced 
little if any method factor variance (Saris & Gallhofer, 2003). That was also 
the reason they were included in the main ESS questionnaire. In addition, 
the—more or less—absence of systematic measurement error allowed us 
to simplify the presentation and discussion of the models. Another part 
of the disappointment is grounded in our reluctance to seriously interpret 
the results of the causal analysis. The reason is simply that an important 
assumption of the model (i.e., exogenous variables are observed without 
measurement error) was violated. This assumption is quite often ignored 
in research. The negative consequences of this neglect will be illustrated 
with a simple example.

In Figures 8.5 and 8.6, a regression model is presented with three 
observed variables (y1,x1,x2). The observed correlations between these 
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variables are: 0.24, 0.18, and 0.40. For the sake of simplicity we let y1 be 
observed without errors, but x1 and x2 both contain random measure-
ment error. The regression estimates, ignoring the presence of measure-
ment error, are presented in Figure 8.5. One can see that x1 is the most 
important predictor with a standardized effect of 0.20 on y1. However, due 
to the presence of measurement error things can change dramatically. Let 
the measure of x1 have a reliability of 0.81, and the measure of x2 a reli-
ability of 0.36. The latter reliability is not particularly good, but it is also 
not uncommon to have indicators with a loading of 0.6, which actually is 
a reliability of 0.36. Figure 8.6 presents the same model as before, but now 
corrected for measurement error. It is immediately clear that the substan-
tive conclusions are very different. It is now variable x2 that is the most 
important predictor with an effect of 0.23. Because we realize that some-
thing similar could occur in our analysis of GST, we did not dare draw 
substantive conclusions. Nevertheless, it was very tempting given that the 
results are in line with our expectations that the same causal theories are 
at work across countries and that each theory has approximately the same 
importance across countries.

0.0 0.1

1.0
0.0

0.93

1.0

X1x1

X2 x2 

0.2
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fIGuRe 8.5
Regression estimates when x1 and x2 are assumed to be observed without measurement 
error.

0.64 0.23

0.9
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0.1
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Y1
1.0 y1 0.00.74

fIGuRe 8.6
Regression estimates taking into account that x1 and x2 are observed with measurement 
error. Reliability of x1 is 0.81 and of x2 is 0.36 (i.e., the square of the factor loadings).
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In this chapter we concluded that the instrument to measure GST, as 
used in the ESS, is partial scalar invariant. This means that we can com-
pare both means and relationships cross-nationally for this measure with 
other scalar invariant measures. This is very good news for studies that 
assumed that GST is comparable across the ESS. Reeskens and Hooghe 
(2008) arrived, however, at a different conclusion. That is, they seriously 
questioned the scalar invariance of this instrument. This is strange 
because their conclusion is based on the same data. The answer to why 
the conclusions are so different are related to our innovations. We cor-
rect for random (and systematic) measurement error in the indicators 
of the instrument, they don’t. Hence, their metric and scalar invariance 
tests are concerned with different parameters. We evaluate our models 
through the detection of misspecifications, taking into account the power 
of the test, they evaluate their models with the RMSEA, the NNFI, and 
the MI. We have illustrated in Saris et al. (2009) that the RMSEA and the 
MI are sensitive to the power. When the power is very high, the RMSEA 
and the MI tend to over-reject models. We have seen in our analysis 
(unreported findings of this study) that the inclusion of a mean struc-
ture in the model increases the power of the test considerably, which can 
explain why Reeskens and Hooghe (2008) were forced to reject the scalar 
invariance of GST.

Finally, we should say something about the alternative test proce-
dure because it is closely linked to our successful attempt to illus-
trate the  partial scalar invariance of GST. Our procedure to evaluate 
structural equation models has two distinct features. First of all, the 
procedure takes the power of the test into account. Second, the pro-
cedure allows—in a sense—for nonexact testing (i.e., the test ignores, 
in principle, misspecifications that are smaller than delta). This way, a 
distinction can be made between relevant and irrelevant misspecifica-
tions. What relevant and irrelevant is, is not easy to define but by and 
large one could say that misspecifications that do not alter the sub-
stantive conclusions are irrelevant. As a rule of thumb 0.10 is consid-
ered a relevant misspecification for correlations and effects, and 0.40 
for factor loadings (Saris et al., 2009). For the correlations between 
random error terms (e) we consider a misspecification of 0.10 as rel-
evant, although, given the random nature of these errors we believe 
such misspecifications cannot be present. For correlations between 
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unique components (u) we consider a misspecification of 0.15 as rel-
evant. The reason that we allow for a larger misspecification in this 
case (compared to the rule of thumb-value 0.10) is that we correct for 
the presence of measurement error. If we correct a correlation of 0.10 
for attenuation using the average the quality of single item measure, 
which is 0.8 (Saris & Gallhofer, 2007; Scherpenzeel, 1995b), we obtain a 
corrected correlation of 0.15 ( = 0.10/0.8 × 0.8). We have used the same 
value (0.15) for regression effects from the predictors (x) on the item 
specific factors (s). For the metric and scalar invariance tests we test 
for the equality factor loadings and on intercepts. For such equality 
constraints there are no rules of thumb. In spite of a lack of rules, we 
have come up with a set of values for delta that we believe are relevant 
misspecifications. In order to determine what a relevant misspecifica-
tion for the equality constraints on the factor loadings and intercepts 
is, we used the results from the study by De Beuckelaer and Swinnen 
(Chapter 5). They found that the probability of drawing an incorrect 
conclusion that two countries have different (or the same) latent means 
increases strongly under the following two conditions. First, if factor 
loadings deviate more than 30% from the population value, and second 
if intercepts deviate more than 10% of the length of the response scale 
from the population value. Because their analysis was on standardized 
variables, these percentages correspond to relevant misspecifications 
of 0.30 and 0.10. However, in order to be on the safe side, we decided to 
test for misspecifications that were only half the magnitude that would 
follow from the study by De Beuckelaer and Swinnen. Hence, we con-
sidered 0.15 (or larger) a relevant misspecification for factor loadings 
that are constrained to equality, and 0.07 (or larger) a misspecification 
for intercepts that are restricted to be the same. Please note that the 
values for relevant misspecifications (deltas) are standardized values, 
but normally, we analyze unstandardized variables. These standard-
ized deltas will, however, be unstandardized in JRule using the scales 
and variances of the variables in the model.*

* We would like to thank Peter Schmidt, Fons van de Vijver, and William Burk for their valuable 
suggestions on how to improve this chapter.
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9.1 IntRoDuCtIon

Individuals differ in their typical responses to change situations. Whereas 
some people readily accept them, others tend to resist. These differences 
in the typical reaction to change have been conceptualized as a personality 
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trait, namely, dispositional resistance to change (Oreg, 2003). The resis-
tance to change trait and its measurement scale (henceforth the RTC scale) 
were established through a series of studies in which the scale’s structural, 
construct, concurrent, and predictive validities were demonstrated. The 
more dispositionally resistant to change an individual is, the more likely 
will he or she exhibit negative attitudes toward specific changes, and the 
less likely to voluntarily initiate changes (e.g., Nov & Ye, 2008; Oreg, 2006; 
Oreg, Nevo, Metzer, Leder, & Castro, 2009). The trait is related to, yet both 
conceptually and empirically distinct from other traits (see Oreg, 2003), 
such as sensation seeking (Zuckerman, 1994), intolerance for ambiguity 
(Budner, 1962), risk aversion (Slovic, 1972), dogmatism (Rokeach, 1960), 
and openness to experience (Digman, 1990).

The trait comprises four dimensions: Routine seeking involves the 
extent to which one enjoys and seeks out stable and routine environ-
ments; emotional reaction reflects the extent to which individuals feel 
stressed and uncomfortable in response to imposed change; short-term 
focus also derives from affective sources and involves the degree to which 
individuals are preoccupied with the short-term inconveniences versus 
the potential long-term benefits of the change; finally, cognitive rigid-
ity represents a form of stubbornness and an unwillingness to consider 
alternative ideas and perspectives. While different dimensions become 
salient in different contexts, the composite RTC score has been shown 
to predict individuals’ reactions to change in a variety of contexts under 
both voluntary and imposed conditions (Nov & Ye, 2008; Oreg, 2003, 
Studies 5–7, 2006).

Most of the data with which the scale has been validated were collected 
in the United States and Israel. This raised concern about the generaliz-
ability of the trait and its measurement scale to other cultural settings. 
Before a construct is applied to new contexts that vary from that within 
which it has been validated, one must first verify that the construct 
maintains its meaning and dimensionality. The dispositional resistance 
to change construct has been recently validated with samples from 17 
countries, using multigroup confirmatory factor analysis (MGCFA; 
Oreg et al., 2008). However, as we describe below, MGCFA relies on cer-
tain assumptions that are not always met, and that are not required by 
other techniques, such as multidimensional scaling (Borg & Groenen, 
2005). Furthermore, multidimensional scaling provides another means 
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of testing construct dimensionality that complements the results of 
MGCFA. Therefore, in the present  chapter we supplement the MGCFA 
analysis with a multidimensional scaling technique and compare results 
of the two methods.

9.1.1 scale validation across Cultures

Individuals within a given culture share certain aspects of their cognitive, 
affective, and behavioral orientations, which vary across cultures (e.g., 
Hofstede, 1980). Accordingly, constructs with a given meaning in one cul-
ture, even if appropriately translated linguistically, may undertake quite a 
different meaning in a different culture. Therefore, before researchers and 
practitioners from one culture adopt a construct that has been concep-
tualized in another culture, they must first verify that the construct and 
its measurement scale are indeed equivalent across the two cultures (e.g., 
Cheung, Leung, & Au, 2006; Church & Lonner, 1998; Ghorpade, Hattrup, 
& Lackritz, 1999; Liu, Borg, & Spector, 2004). From a  methodological 
 perspective, what should be sought is evidence for the scale’s measurement 
equivalence (e.g., Liu et al., 2004; Vandenberg & Lance, 2000). Measurement 
equivalence not only indicates that an instrument takes on the necessary 
psychometric characteristics across cultures, but more importantly it pro-
vides evidence that the instrument taps the same psychological meanings 
(Ghorpade et al., 1999).

To date, the most common means of establishing such measurement 
equivalence is through the use of a MGCFA (Jöreskog, 1971), which tests 
the homogeneity of correlation matrices across samples (Cheung et al., 
2006). While a variety of methods for testing measurement equivalence 
(also known as measurement invariance) have been proposed, there is 
general agreement that MGCFA constitutes “the most powerful and ver-
satile approach to testing for cross-national measurement invariance” 
(Steenkamp & Baumgartner, 1998, p. 78). Nevertheless, like any analytic 
technique, MGCFA has its limitations, among which is that it is based on 
assumptions of multivariate normality of the items and a linear relation-
ship between items and factors (Bauer, 2005; Cohen, 2008). Such require-
ments, however, are often not met. Because normality and linearity are 
typically assumed, and not tested, it is difficult to estimate the prevalence 
and severity of nonnormality and nonlinearity. Nevertheless, tests related 
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to the linearity assumption suggest that even apparently mild cases of 
nonlinearity (i.e., small quadratic effects) can substantially restrict the 
validity of standard measurement equivalence tests (Bauer, 2005).

Thus, in the present chapter we supplement the MGCFA with a multidi-
mensional scaling technique, which is a less demanding and more parsimo-
nious nonmetric alternative (Cohen, 2008). Specifically, we use a smallest 
space analysis (SSA; Guttman, 1968; Shye, Elizur, & Hoffman, 1994). Like 
in all multidimensional scaling techniques, SSA items are mapped onto 
a geometric space (e.g., a two-dimensional plane), whereby the distance 
between item representations on this space represents the conceptual simi-
larity between items (Borg & Groenen, 2005; Shye et al., 1994). The typical 
index used for representing item similarity is the interitem correlation coef-
ficient. When considering the pattern of correlations between an item and 
all other items, the stronger the correlation between scale items, the closer 
will their geometric representation be. The graphical representation offered 
by SSA provides a vivid demonstration of the relationships among items, 
which is often more readily and intuitively interpretable than the results of 
MGCFAs.

Although its primary use is for examining relationships among con-
struct dimensions, SSA can also be used for assessing the number of 
dimensions (called elements in SSA terminology; Shye et al., 1994) that 
exist within a construct. The geometric representation of scale items pro-
vides information on scale structure. When a theory already exists about 
the scale’s structure, confirmatory SSA can be used to test one’s theory 
(Shye et al., 1994). Assuming items designed to tap the same conceptual 
dimension—within the overarching construct measured—are perceived as 
more similar to one another than items measuring different dimensions, 
scale dimensionality will appear in the form of distinct clusters of item 
representations (i.e., dots) on the geometric space. With any given data set, 
the degree to which scale item clusterings correspond with the conceptual 
dimensionality of the construct measured represents the degree to which 
the scale’s structure is confirmed. The order and pattern of clusters within 
the overall geometric space provides additional information on the inter-
relationships between construct dimensions. Confirmatory SSA provides 
measures, such as the Separation Index, which serve as fit indexes and rep-
resent the degree to which SSA item mappings conform with one’s apriori 
model. A comparison of confirmatory SSA results across multiple samples 
can be used to test the equivalence of the scale’s structure across samples.



Measurement Equivalence of the RTC Scale • 253

Contrary to MGCFA, however, SSA does not directly test the degree to 
which the observed variables correspond with their underlying latent con-
structs. Furthermore, SSA does not test the cross-sample equivalence of 
the relationships among observed variables. Rather, it allows one to infer 
about the existence of latent constructs, and their comparability across 
samples, from the graphically presented patterns of relationships among 
observed variables in each sample. MGCFA and SSA thus offer comple-
mentary approaches to establishing and validating the structure of a con-
struct across samples.

In this chapter, MGCFA and confirmatory SSA will be used on the 
same data, as complementary tests of the RTC scale structure. Only 
very few studies have used both confirmatory factor analytic and mul-
tidimensional scaling techniques to test construct dimensionality (see 
examples in Boehnke, Schwartz, Stromberg, & Sagiv, 1998; Davison, 
1981; Silverstein, 1987), and to the best of our knowledge the present 
study is the first to apply both MGCFA and confirmatory SSA for test-
ing the measurement equivalence of a scale. We begin by reviewing our 
data and findings from the confirmatory factor analyses conducted in 
Oreg et al. (2008). We will then continue by describing the SSAs, and 
will conclude, in the Discussion section, by integrating the insights 
obtained from both analyses.

9.2 MethoD

9.2.1 participants

To ensure sample comparability (Steenkamp & Baumgartner, 1998), we 
used samples of undergraduates, thus matching samples on level of edu-
cation and age. A total of 4201 undergraduate students from 17 coun-
tries participated in the study for course credit or as part of the course 
requirements. Table 9.1 provides descriptive statistics of the samples’ 
characteristics.

The countries sampled for the present study, listed in alphabetical 
order, are Australia, China, Croatia, the Czech Republic, Germany, 
Greece, Israel, Japan, Lithuania, Mexico, the Netherlands, Norway, 
Slovakia, Spain, Turkey, the United Kingdom, and the United States. The 
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mean sample size was 241 ranging from 171 to 386. With the exception of 
China and Slovakia, for which sample sizes were 194 and 171, respectively, 
all samples included more than 200 respondents, thus increasing the like-
lihood of obtaining stable results in the confirmatory factor analytic pro-
cedures (Kline, 1998).

9.2.2 Measures and procedure

The RTC scale was translated to the native language of each participating 
country through a translation-back-translation process (e.g., Schaffer & 
Riordan, 2003). The translation was conducted by two individuals, fluent 
in both English and the country’s native language. Differences between the 
original and back-translated versions were discussed by the two translators 
until agreement was reached concerning the most appropriate translation.

Participants filled out the RTC scale and answered questions about 
their demographics. The RTC scale consists of 17 statements concerning 
one’s typical orientation toward, and reaction to, change (see first column 
of Table 9.2). Response options range from 1 (“Strongly disagree”) to 6 
(“Strongly agree”). The reliability (Chronbach’s alpha) of the scale in each 
country is presented in the third column of Table 9.3.

9.2.3 analyses

MGCFA. The MGCFA procedure was conducted using the AMOS software 
(version 7.0; Arbuckle, 2006). Tests of measurement equivalence in cross-
cultural research typically follow a three-step series of tests, involving nested 
constraints that are placed on parameters across samples (e.g., Grouzet et 
al., 2005; Meredith, 1993; Steenkamp & Baumgartner, 1998). As we elab-
orate below, these are called tests of configural, metric, and scalar invari-
ance. Configural and metric invariance are conducted to establish that a 
construct holds the same psychological meaning across samples. Following 
the establishment of configural and metric invariance, scalar invariance 
is required when one wishes to compare sample score means. In practice, 
such comparisons are frequently conducted in the process of scale valida-
tion. However, in computing the score mean of individuals from a given 
culture, one is in essence aggregating from an individual-level construct to 
the culture level, and while the meaning of the individual-level construct 
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table 9.2

RTC Items and Mean CFA Factor-Loading across the 17 Samples

Item Factor

Mean 
Standardized 

Loading
Loading 

SD
 1. I generally consider changes to be a 

negative thing.
Routine 
seeking

0.54 0.14

 2. I’ll take a routine day over a day full 
of unexpected events any time.

0.64 0.10

 3. I like to do the same old things 
rather than try new and different 
ones.

0.70 0.08

 4. Whenever my life forms a stable 
routine, I look for ways to change it.a

0.44 0.11

 5. I’d rather be bored than surprised. 0.50 0.09
 6. If I were to be informed that there’s 

going to be a significant change 
regarding the way things are done at 
school, I would probably feel 
stressed.b

Emotional 
reaction

0.64 0.08

 7. When I am informed of a change of 
plans, I tense up a bit.

0.72 0.08

 8. When things don’t go according to 
plans, it stresses me out.

0.64 0.08

 9. If one of my professors changed the 
grading criteria, it would probably 
make me feel uncomfortable even if 
I thought I’d do just as well without 
having to do any extra work.b 

0.54 0.10

 10. Changing plans seems like a 
real hassle to me.

Short-
term 
focus

0.62 0.11

 11. Often, I feel a bit 
uncomfortable even about changes 
that may potentially improve my life.

0.72 0.09

 12. When someone pressures me 
to change something, I tend to resist 
it even if I think the change may 
ultimately benefit me.

0.49 0.10

 13. I sometimes find myself 
avoiding changes that I know will be 
good for me.

0.50 0.09

(Continued)
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being validated is typically well established, this is often not the case for the 
aggregate-level construct. To be interpretable, comparisons of sample score 
means require that the aggregate level construct be first conceptually estab-
lished and empirically validated. In the case of dispositional resistance to 
change, one should first be clear on what resistance to change means at the 
country level, before comparing country-level resistance to change scores. 
For this, separate theoretical and empirical work, aimed at establishing 
the country-level resistance to change concept, should first be conducted. 
Because our focus in the present study was on establishing the measurement 
equivalence of the individual-level construct, we restrict our analyses to the 
first two tests: configural and metric invariance.

Configural invariance constitutes the most basic test of measurement 
equivalence and involves an examination of the configuration of relation-
ships between items and latent variables across samples. Each of the scale 
items is required to show the same pattern of zero and nonzero loadings 
on the latent factors in each of the samples. In our case, this step would 
involve a test of the extent to which the same four-factor RTC structure is 
supported in all samples.

Replicating a construct’s structure by demonstrating configural invari-
ance, however, provides only preliminary evidence that the construct 
shares its meaning across samples. A much stronger case is made if item 

table 9.2 (Continued)

RTC Items and Mean CFA Factor-Loading across the 17 Samples

Item Factor

Mean 
Standardized 

Loading
Loading 

SD
 14. I often change my mind.a Cognitive 

rigidity
0.48 0.17

 15. I don’t change my mind easily. 0.63 0.11
 16. Once I’ve come to a 

conclusion, I’m not likely to change 
my mind.

0.68 0.08

 17. My views are very consistent 
over time.

0.64 0.13

Source: Oreg, S., Bayazit, M., Vakola, M., Arciniega, L., Armenakis, A. A., Barkauskiene, R., . . . van 
Dam, K., Journal of Applied Psychology, 93(4), 935–944, 2008. © 2008 by the American 
Psychological Association. Reproduced with permission.

a These items are reverse-coded.
b When used in a job setting, these items are rephrased to fit the organization al context.
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loadings are of the same magnitude across samples (Meredith, 1993; 
Vandenberg & Lance, 2000). This indicates that members of the different 
samples calibrate the measure, and thus interpret the construct, in the 
same way. This form of invariance is called metric invariance and involves 
a model identical to that tested for configural invariance with the added 
constraint of having the same factor loadings across samples.

In line with Coovert and Craiger’s (2000) recommendations, we included 
the two indexes considered most important for determining model fit: the 
root mean square error of approximation (RMSEA) and the comparative 
fit index (CFI). We also looked at the goodness-of-fit index (GFI), which is 

table 9.3

Coefficient Alphas, Descriptive Statistics and Fit Indexes for the 17 Samples

country n
Rtc α 

chronbach
Rtc 
Mean

Rtc 
SD χ2 

(107) RMSEAa cFIb GFIc

Australia 251 0.82 3.09 0.57 172.56 0.050 0.93 0.93
China 194 0.85 3.14 0.62 170.07 0.055 0.94 0.91
Croatia 246 0.84 3.01 0.61 159.88 0.045 0.97 0.93
Czech 

Republic
224 0.84 3.13 0.56 184.24 0.057 0.92 0.91

Germany 206 0.77 3.12 0.48 131.36 0.033 0.97 0.93
Greece 386 0.72 3.03 0.50 227.29 0.054 0.93 0.94
Israel 241 0.85 3.15 0.59 193.42 0.058 0.93 0.92
Japan 337 0.75 3.22 0.52 199.46 0.051 0.91 0.93
Lithuania 212 0.77 2.86 0.51 171.39 0.053 0.92 0.91
Mexico 265 0.79 2.79 0.58 216.74 0.062 0.92 0.90
Netherlands 205 0.85 3.17 0.52 177.59 0.058 0.94 0.91
Norway 266 0.84 2.91 0.56 218.21 0.063 0.92 0.91
Slovakia 171 0.79 3.27 0.51 184.28 0.065 0.90 0.89
Spain 288 0.81 3.01 0.58 165.97 0.044 0.95 0.94
Turkey 241 0.77 3.03 0.54 188.86 0.056 0.90 0.91
United 

Kingdom
204 0.78 3.02 0.51 190.22 0.062 0.90 0.90

United 
States

264 0.83 3.05 0.54 160.90 0.044 0.95 0.94

Mean 247.12 0.80 3.06 0.55 183.08 0.050 0.93 0.92

Source: Oreg, S., Bayazit, M., Vakola, M., Arciniega, L., Armenakis, A. A., Barkauskiene, R., . . . 
van Dam, K., Journal of Applied Psychology, 93(4), 935–944, 2008. © 2008 by the American 
Psychological Association. Reproduced with permission.

a Root-Mean-Square Error of Approximation.
b Comparative Fit Index.
c Goodness-of-Fit Index.
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commonly considered in CFAs. The CFI and GFI values range from 0 to 
1.00, where values greater than 0.95 indicate good fit (Hu & Bentler, 1999) 
and values greater than 0.90 are considered satisfactory (Hoyle, 1995). For 
RMSEA values of 0.05 or less indicates a close fit, and values of up to 0.08 
represent reasonable errors of approximation (Browne & Cudeck, 1993).

As evidence for metric invariance, beyond having a satisfactory fit, the fit 
of the metric model should not be significantly poorer than that of the con-
figural model. Although traditionally only the chi-square difference test has 
been used, it is well acknowledged that a statistically significant chi-square is 
often obtained even when there are only minor differences between groups’ 
factor patterns (Vandenberg & Lance, 2000). Thus, as in the case of estab-
lishing model fit, differences between models should be established through 
the use of fit indices beyond the chi-square (Bollen, 1989; Vandenberg & 
Lance, 2000). In particular, use of the differences between indexes such as 
the RMSEAs and CFIs of both models has been recommended (Cheung & 
Rensvold, 2002). For the ΔCFI, an absolute value of 0.01 or smaller indicates 
that the invariance hypothesis should not be rejected. Values over 0.02 indi-
cate a lack of invariance, and values between 0.01 and 0.02 suggest that some 
differences may exist between models (Cheung & Rensvold, 2002). No criti-
cal values have been indicated in the literature for the RMSEA.

However, it should be noted that full measurement invariance is quite 
rare, with some researchers arguing that it is particularly unlikely when 
testing forms of invariance beyond configural invariance (Horn, 1991; 
Steenkamp & Baumgartner, 1998). Therefore, for many constructs, and in 
particular when testing invariance across a large variety of samples, it may 
be that only partial measurement invariance exists (Byrne, Shavelson, & 
Muthén, 1989; Steenkamp & Baumgartner, 1998). A test of partial metric 
invariance would require relaxing some of the item loading constraints. 
While all of the items would still be required to load on the same factors in 
each of the samples, the requirement that the loadings be of the same mag-
nitude across samples may be dropped for some. The choice of constraints 
to be relaxed, however, should be based on substantive criteria rather than 
on sample-specific empirical data.

9.2.4 Confirmatory smallest space analysis

We conducted the confirmatory SSA using Shye’s (1997) Faceted SSA 
computer program. As noted above, SSA translates item similarity indexes 
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(e.g., correlation coefficients) into an m-dimensional geometric space. The 
specific location of a data point on the geometric space is arbitrary and 
what matters is only a point’s position relative to the other points. The most 
frequently used, and most easily interpretable, translation is into a two-
dimensional plane. The starting point for the analysis is the conversion of 
the item correlation matrix into linear distances, such that larger correla-
tions are represented by shorter distances. This is done after first revers-
ing the scoring of any negatively worded items. The correlation coefficient 
used is the regression-free monotonicity coefficient (Guttman, 1968). The 
degree of fit between the correlation matrix and the spatial representa-
tion established is indicated by the alienation coefficient, which is a type of 
stress index, used in multidimensional scaling techniques. The alienation 
coefficient takes on values between 0 and 1, with 0 representing perfect 
fit. The degree of fit indicated by a given alienation coefficient depends on 
the number of scale items, with greater leniency applied for scales with 
a greater number of items. Overall, small alienation coefficients indicate 
that the data can be faithfully represented in the m-dimensional space 
chosen. Although Guttman’s (1968) original rule of thumb for evaluating 
fit indicated a coefficient equal to or smaller than 0.15, satisfactory fit has 
been said to exist with values up to 0.20 (Borg & Lingoes, 1987) or even 
0.25 (Ben-Shalom & Horenczyk, 2003).

The alienation coefficient, however, does not provide information on 
the degree to which the spatial representation fits with the hypothesized 
dimensionality of the construct. Such information is provided in confir-
matory SSA through the separation index (Shye et al., 1994). The separa-
tion index indicates the degree to which items are spatially represented 
in regions in accordance with theoretical predictions. Items of the same 
subscale are expected to be represented within the same region, and items 
from different subscales are expected to be represented in distinct regions. 
The separation index represents the average deviation of items from their 
expected region (Borg & Shye, 1995). It is calculated using the equation: 
SI = 1 – (L/N) where L is the sum of the deviations and N is a normal-
izing function computed on the basis of a random distribution of points 
in space (Borg & Shye, 1995). The separation index therefore ranges from 
0 to 1, with 1 indicating that all items fall within their expected region. 
Acceptable separation index values have not been previously designated. 
In the present analysis we will consider values of 0.90 or above to indicate 
satisfactory fit.
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9.3 Results

As can be seen in column three of Table 9.3, all reliability coefficients alpha 
achieved a satisfactory level of 0.70 or above. The mean alpha was 0.80, 
with coefficients ranging from 0.72 to 0.85. As a first step in establishing 
measurement equivalence, a separate CFA was run for each sample. The 
expected structure in our model was of a four-factor solution, with inter-
correlations among factors (see Figure 9.1; additional structures, including 
one with a higher-order RTC latent variable, were tested in Oreg et al., 
2008). In each of the 17 CFAs, all of the items significantly loaded (p < .05) 
on their expected factor (see Table 9.2). Furthermore, as can be seen in 
Table 9.3, the four-factor RTC scale presented at least satisfactory fit across 
all countries, with the exception of Slovakia, in which the GFI was just 
below 0.90. The RMSEAs ranged from 0.033 to 0.065, CFIs ranged from 
0.90 to 0.97, and GFIs ranged from 0.89 to 0.94. The mean RMSEA, CFI, and 
GFI values across the 17 samples, were 0.050, 0.93, and 0.92, respectively.

In line with Oreg’s (2003) findings, there were significant correlations 
among RTC subscales (Table 9.4), with the highest correlation being between 
emotional reaction and short-term focus, and the lowest were those involv-
ing cognitive rigidity. The high correlation between emotional reaction 
and short-term focus has been previously explained on the basis that both 
dimensions are affective in nature. Following Oreg (2003), we compared the 
four-factor model with a three-factor model, whereby items of emotional 
reaction and short-term focus were all set to load on a single affective fac-
tor. The three-factor model presented poorer fit on all three fit indexes in all 
samples with the exception of Lithuania in which the two models presented 
virtually equal fit. With this exception of Lithuania, the chi-squared tests 
comparing the three-and four-factor models in each of the samples indi-
cated that the fit of the four-factor model was significantly (p < .01) better.*

9.3.1 MGCfa

After testing model fit in each country separately, we proceeded with 
the four-factor model to test the configural and metric invariance of the 

* Additional analyses were conducted, comparing the interrelated four-factor model to a model 
with a higher-order, overarching, latent variable. Results of these additional analyses are reported 
in Oreg et al. (2008).
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scale across the 17 samples. In the configural invariance model all items 
yielded a significant loading on their corresponding factor in all 17 coun-
tries. Furthermore, the model presented a satisfactory fit (RMSEA = 0.013, 
CFI = 0.928, GFI = 0.919), indicating that the pattern of item loadings is 
 consistent across samples. Similar results were obtained for the metric 
invariance model. All items loaded on their corresponding factors and 
model fit was satisfactory (RMSEA = 0.014, CFI = 0.915, GFI = 0.909), sug-
gesting that the magnitude of item loadings was consistent across samples.

Routine
seeking

Emotional
reaction

Short-term
focus

Cognitive
rigidity
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fIGuRe 9.1
RTC’s four-factor model with intercorrelated factors.
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Stronger evidence for metric invariance is established by comparing the 
extent to which the fit of the metric model is poorer than that of the con-
figural model. We therefore ran the chi-square difference test and looked 
at the differences in RMSEAs, CFIs, and GFIs across models. The chi-
square difference test was significant (Δχ2

(195). = 446, p < .01). However, as 
noted above, considering that the chi-square difference test suffers from 
the same problems as the chi-square test for determining model fit, this 
should not be considered as evidence for the lack of invariance. Calculated 
from the fit indexes of the two models (configural and metric), the differ-
ences in the fit indexes were 0.001, 0.013, and 0.010 for the ΔRMSEA, ΔCFI, 
and ΔGFI, respectively. Although the ΔRMSEA and ΔGFI meet the 0.01 
threshold and indicate a negligible difference between the fit of the two 
models, the ΔCFI suggests that some of the constraints on item loadings 
may not be justified. Therefore, even though the fully constrained metric 
model yielded satisfactory fit, we wanted to gain additional insights as to 
why its fit was somewhat poorer than the fit of the configural invariance 
model. We therefore turned to consider the possibility of partial metric 
invariance by relaxing some of the loading constraints.

While previous research with the RTC scale provides little basis for 
determining which of the RTC items would hold a more consistent 
meaning across cultures, differences in responses of participants from 
different cultures might be expected for the scale’s two negatively worded 
items (i.e., 4 and 14). Previous research on the use of personality scales 
across cultures indicates that negatively worded items often yield dif-
ferent responses and have a differential effect across cultures (e.g., Lai & 
Yue, 2000; Schmitt & Allik, 2005). Thus, despite the fact that items 4 and 
14 loaded significantly on their expected factors in all 17 samples, the 
magnitude of their loadings may not be invariant across samples. We 

table 9.4

Mean Correlations among RTC Subscales across Samplesa

Subscale 1 2 3
1. Routine seeking
2. Emotional reaction 0.49
3. Short-term focus 0.61 0.77
4. Cognitive rigidity 0.23 0.16 0.21
a Correlations (estimated) among RTC subscales were derived within 

the CFAs.
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therefore relaxed the loading constraints for these two items and retested 
the metric invariance. As expected, model fit improved: RMSEA = 0.013, 
CFI = 0.919, GFI = 0.911. Although the chi-square difference test was still 
significant, the differences in fit indexes between the configural model 
and this metric model were now 0.001, 0.009, and 0.008 for the RMSEA, 
CFI, and GFI, respectively, thus meeting Cheung and Rensvold’s (2002) 
criteria for invariance.

9.3.2 Confirmatory ssa

We used the FSSA (Faceted Smallest Space Analysis; Shye, 1997) software 
to plot the SSA maps in each of the 17 samples (see Figure 9.2). The alien-
ation coefficients for each of the samples are listed in the second column 
of Table 9.5. As can be seen, all of the coefficients fall below the 0.25 cut-
off point, yet seven of them (Australia, China, Israel, Japan, Lithuania, 
Turkey, and the United States) are larger than the more conservative (Borg 
& Lingoes, 1987) 0.20 threshold, indicating marginal fit of the spatial rep-
resentation to the data in these samples. This does not provide information 
about the scale’s structure, but rather, indicates that to more accurately 
portray a geometric representation of the entire set of interitem relation-
ships, more than two dimensions may be required.

After determining the spatial representation of scale items, FSSA esti-
mates the best possible partitions among hypothesized regions. This part 
of the analysis pertains to the fit between hypothesized scale structure 
and the observed positioning of the scale items. It is comparable with the 
tests of configural invariance established in MGCFA. We used FSSA’s 
angular partition, in which straight lines originating at a single center 
(this center can be outside the scope of the SSA plot) are drawn for parti-
tioning items (see Figure 9.2). Given that the particular pattern of relation-
ships among RTC dimensions has not been previously formulated (other 
than the existence of relationships, Oreg, 2003; Oreg et al., 2008), we had 
no conceptual basis for choosing the angular partitioning method over 
other available partitionings (i.e., axial and radial). We chose angular par-
titioning because it appears to be the most frequently used in published 
work and is therefore the more familiar among partitioning approaches. 
However, it is noteworthy that equivalent patterns of results were obtained 
using axial and radial partitioning (for more information on these parti-
tioning approaches see Shye et al., 1994).
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Unlike MGCFA, which provides indexes of overall fit of the model 
across samples, the approach to establishing fit across samples in FSSA 
is by separately examining each sample’s SSA plot, and searching for 
consistent patterns across plots. The number of deviant items and sepa-
ration indexes provide an objective indication to the degree of fit in each 
plot, yet they do not substitute visually examining the overall patterns 
of item distributions on the maps. Columns 3 and 4 of Table 9.5 show 
the number of deviant items and separation indexes, respectively. As 
Table 9.5 and Figure 9.2 show, in nine of the samples, item representa-
tion perfectly matched the hypothesized four-region partitioning. In the 
remaining eight samples (Australia, China, Greece, Japan, Lithuania, 
Mexico, Slovakia, and the United Kingdom) there were either three 
or four deviant items in each, yet except for Lithuania (0.79) and the 
United Kingdom (0.88), the separation indexes were still high (i.e., 0.90 
or above).

An examination of the SSA plots reveals that in 15 of the SSA maps (the 
remaining two are those of Australia and Lithuania), there are distinct 
regions for the routine seeking items (items 1–5) and the cognitive rigidity 
dimension (items 14–17). Where deviant items existed, this was only across 
the two affect-related dimensions of emotional reaction (items 6–9) and 
short-term focus (items 10–13). In other words, except for the Australian 
and Lithuanian maps, items in each map are clustered into three regions—
routine seeking, affective-related response, and cognitive rigidity—each 
situated within a separate section of the map. The maps of Australia and 
Lithuania included points that deviated into regions beyond the two affec-
tive ones, and do not appear to indicate a consistent pattern. Thus, whereas 
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fIGuRe 9.2 (Continued)
SSA maps, with angular partition lines, for the 17 samples.
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a four-region map obtains full support in nine of the samples, and partial 
support in the remaining eight, a three-region map obtains full support in 
15 of the samples, and partial support in the remaining two.

To illustrate, in another set of SSAs, this time with three regions hypoth-
esized, corresponding to the three-factor alternative CFA models tested 
above, model fit was perfect in the 15 samples (i.e., separation index was 
zero), and the separation index increased to 0.95 in both Australia and 
Lithuania (see Columns 5 and 6 in Table 9.5). An examination of the 
specific items that tended to deviate from their hypothesized region indi-
cated items 8 (“When things don’t go according to plans, it stresses me 
out”) and 12 (“When someone pressures me to change something, I tend 
to resist it even if I think the change may ultimately benefit me”), each of 
which deviated in four maps. Both points deviated in the maps of China, 
Greece, and Mexico, and in addition, item 12 deviated in Australia and 
item 8 in Slovakia.

table 9.5

SSA Alienation Coefficients and Fit Indexes for the 17 Samples

country
Alienation 
coefficient

Four-Factor Solution Three-Factor Solution

# of Deviant 
Items

Separation 
Index

# of Deviant 
Items

Separation 
Index

Australia 0.21 3 0.90 1 0.95
China 0.24 3 0.95 0 1
Croatia 0.15 0 1 0 1
Czech Republic 0.19 0 1 0 1
Germany 0.20 0 1 0 1
Greece 0.19 3 0.94 0 1
Israel 0.21 0 1 0 1
Japan 0.21 3 0.97 0 1
Lithuania 0.23 4 0.79 2 0.95
Mexico 0.20 3 0.92 0 1
Netherlands 0.16 0 1 0 1
Norway 0.14 0 1 0 1
Slovakia 0.19 4 0.95 0 1
Spain 0.19 0 1 0 1
Turkey 0.23 0 1 0 1
United Kingdom 0.21 4 0.88 0 1
United States 0.18 0 1 0 1
Mean 0.19 1.59 0.96 0.18 0.99
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In addition, the MGCFA findings above concerning the negatively 
worded items (i.e., items 4 and 14) warranted a closer examination of 
these items in each of the SSA plots. Although both items tended to appear 
within their hypothesized cluster, item 4 appeared separate from the other 
items in 12 of the samples. It was clearly distinct in Australia, Lithuania, 
Mexico, Slovakia, Spain, and the United States, and while not as conspic-
uous, still separate from the other subscale items in Croatia, Germany, 
Israel, Japan, the Netherlands, and Turkey. Even when item 4 was not 
separated from the other items in its subscale, it still tended to be situated 
at the margins of the SSA map (see, for example, the maps of China and 
the Czech Republic). Item 14 was clearly separate from the other items 
in Israel and the United States. In 12 of the maps it was the item nearest 
the border of the SSA map, indicating its relative distinctiveness from the 
majority of items on the map.

9.4 DIsCussIon

In this study we tested whether the dispositional resistance to change con-
struct takes on equivalent meanings across samples from different coun-
tries, using two distinct sets of analyses. Using the same data reported in 
Oreg et al. (2008), we complemented the previously applied factor analytic 
procedures with confirmatory SSA. To the best of our knowledge, this is 
the first study to compare results from a MGCFA, with those of a con-
firmatory SSA. The two methods contribute incrementally to our under-
standing of the data. As we elaborate below, alongside an overlap in the 
conclusions yielded by the two methods, each highlights some distinct 
aspects of the data, which together provide greater insights into the mea-
sure used and its underlying construct.

With few exceptions, the confirmatory factor analyses indicated the 
cross-national validity of dispositional resistance to change. A replication 
of the scale’s structure was achieved in all 17 samples, and evidence for 
partial metric invariance using MGCFA was achieved. With the exception 
of the two negatively worded items, all of the items had invariant loadings 
across countries. The confirmatory SSA provided further support for the 
scale’s structure. The four-region solution achieved perfect fit in nine of 
the samples, and good fit in 15 of the 17 samples. As hypothesized, items 
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from each of the four construct dimensions (i.e., routine seeking, emo-
tional reaction, short-term focus, and cognitive rigidity) were typically 
clustered in distinct regions of the SSA maps.

Corresponding with the high correlation between the emotional reac-
tion and short-term focus dimensions, as indicated in the CFAs (see 
Table 9.4), item clusters of these two dimensions were always adjacent, and 
in almost all cases where deviant items existed, these were the two regions 
between which deviations occurred. Because decreasing the number of 
hypothesized regions in confirmatory SSA is likely, by the very nature 
of this analysis, to increase model fit, it is no surprise that a better fit is 
achieved for the three-region models. Although this better fit might sug-
gest that the three-region solution is more parsimonious and robust, it 
should not be interpreted as indication that it is superior to the four-
factor solution. The combined results of the CFAs and the FSSAs indi-
cate that the distinction between the emotional reaction and short-term 
focus is still meaningful. Furthermore, differential findings were obtained 
for the two subscales in a number of studies in which the RTC scale was 
used to predict individuals’ responses to specific changes (e.g., Oreg, 2003, 
Studies 5–7). Thus, at this point, we recommend maintaining the distinc-
tion between the two subscales.

Beyond the examination of the construct’s overall structure, the SSA 
allowed for a direct examination of specific items and their position 
with respect to the other scale items. First, an examination of the nega-
tively worded items supported the conclusions of the MGCFA concern-
ing the irregularity of these items. The two items, and in particular item 
4, although still situated within their hypothesized cluster, tended to 
stray somewhat from the remaining items and often appeared near the 
margins of the SSA maps. This corresponds with the notion that nega-
tively worded items are often perceived as somewhat distinct from the 
remaining scale items. Overall, the two analyses independently raise 
concern about the appropriateness of using negatively worded items 
when importing such personality scales from one cultural context to 
another.

Second, an examination of the deviating items indicated that in half 
of the eight SSA maps in which deviations occurred, items 8 and 12 were 
involved. Item 8 is part of the emotional reaction subscale. Considering 
its particular content, which pertains to individuals’ experience of stress 
when changing plans, it makes sense that this item could stray into the 
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adjacent short-term focus region because changing plans is generally most 
inconvenient in the short-term, with potential benefits for the long-term. 
In contrast, item 12, which is part of the short-term focus subscale, strays 
into the emotional reaction region. While it does not explicitly include 
reference to an emotional reaction, one could imagine how resisting 
a potentially beneficial change would be driven by emotional factors. 
Furthermore, the reference in this item to an external pressure to change 
may be particularly likely to yield an emotional response (see, for example, 
the theory of psychological reactance; Brehm, 1966). Clearly, these post 
hoc explanations are only tentative, and one should bear in mind that 
these two items did not deviate from their hypothesized clusters in 13 of 
the 17 samples. Aside from these deviations, there was little consistency in 
the items that deviated, and furthermore, we could not identify a common 
denominator among the countries in which deviations occurred.

Despite the overall support of the SSAs for the scale’s structure, support 
for the four-region solution was somewhat poorer in the United Kingdom 
and Lithuanian samples. The separation index in the United Kingdom was 
0.88, which was only slightly lower than our predetermined 0.90 cutoff 
point. The separation was substantially lower in the Lithuanian sample 
(i.e., 0.79). Indeed, the Lithuanian sample is the only sample in which the 
four-factor CFA model did not present superior fit over the three-factor 
CFA. We have no theoretical explanation as to why the three-region/factor 
solution would be more appropriate specifically in Lithuania.

Another sample in which some irregularities existed was the Australian 
sample. Although the four-region separation index was 0.90, deviations 
in this sample were not restricted to deviations between the two affect-
related subscales. An examination of the Australian SSA plot reveals 
that item 4 deviates substantially from all other scale items and is a clear 
outlier. In SSA, such a deviation can distort the pattern of relationships 
mapped among the remaining scale items. We therefore ran a separate 
SSA, excluding item 4. Items were now all clustered in accordance with 
their hypothesized subscale, with no deviant items (i.e., the separation 
index was 1).

Overall, our results suggest that the construct of dispositional resistance 
to change carries equivalent meanings across nations and that its measure-
ment scale can be reliably and validly used in the countries sampled for 
this study. Both sets of analyses suggest that caution should be taken when 
interpreting individuals’ responses to the two negatively worded items. 
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Furthermore, in both sets of analyses data from the United Kingdom 
appear to yield a somewhat poorer fit compared with the majority of our 
samples. In the CFAs, although the fit was still satisfactory, fit indexes for 
the UK data were at the lower end of the overall values obtained, with an 
RMSEA of 0.062 and a CFI and GFI of 0.90. Correspondingly, in the FSSA 
the UK data had the second lowest separation index of 0.88. Given that 
the fit was still reasonable, and that we have no theoretical explanation for 
why the United Kingdom should stand out from the remaining samples, 
we attribute this finding to random error and recommend collecting addi-
tional data from the United Kingdom before any definitive conclusions 
are drawn.

However, alongside these overlapping indications from both analytic 
procedures, there were some samples that stood out in one method, but not 
so much in the other. For example, Slovakia yielded the poorest fit in the 
CFAs, with an RMSEA of 0.065, a CFI of 0.90, and a GFI of 0.89, but was in 
the middle range of fit according to the FSSA. Contrarily, the Lithuanian 
and Australian data yielded poorer fit in the FSSA, while yielding relatively 
high fit indexes in the CFAs. An explanation for the particular deviance 
of the Slovakian sample in the CFAs may have to do with the normality 
or linearity of the data, which would have influenced CFA results, but not 
those of the FSSA, which does not presume normality or linearity. On the 
other hand, the poorer fit of the Lithuanian and Australian samples in the 
FSSA appears to be related to extreme deviations of particular items, such 
as item 9 in Lithuania and item 4 in Australia. These deviations appear to 
have substantially skewed results in the FSSAs, yet did not show a strong 
trace in the CFAs. Such differences in findings across the two methods 
highlight the complementary value of implementing both, with each 
drawing attention to different aspects of the data.

Two limitations of the present study are worth noting. First, because we 
could not collect data from random samples, we used a matched-sample 
design to increase sample comparability. While such comparability is essen-
tial for cross-cultural validation studies, the price, in this case, was that our 
samples were not representative of their national cultures. Moreover, match-
ing on a given variable may inadvertently result in an unmatching on other 
variables (Meehl, 1970), thus raising further doubts about the generalizabil-
ity of one’s findings. However, some evidence for the external validity of our 
findings lies in the fact that Oreg’s (2003) findings with U.S. undergraduates 
were equivalent to those found for U.S. employees.
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A related limitation has to do with the sampling of cultures in our study. 
The cultures we sampled do not represent all existing national cultures 
around the globe. While our results indicate measurement equivalence 
across the 17 countries sampled, it is yet to be determined whether such 
equivalence exists across additional countries. In particular, none of our 
samples were from Africa or South America. Additional data from coun-
tries in these continents would be necessary to more confidently argue 
for a universally shared meaning of the dispositional resistance to change 
construct.

Our findings suggest that dispositional resistance to change shares its 
meaning, as an individual-level construct, across cultures. Thus, the RTC 
scale can be used to compare individuals within a given culture, across 
a large variety of cultures. This is distinct from being able to compare 
cultures in their aggregate level of dispositional resistance. Measurement 
equivalence at the individual level is a necessary, yet insufficient, criterion 
for making comparisons between units at a higher level (van de Vijver & 
Poortinga, 2002). This is because differences between individuals across 
cultures are not necessarily equivalent in meaning to differences between 
cultures (Cheung et al., 2006). As noted above, the extent to which resis-
tance to change can be viewed as a culture-level construct requires a 
separate validation process, which would explore, both theoretically and 
empirically, the meaningfulness of resistance to change as a cultural 
dimension. Such a validation process should include an explicit discus-
sion of what it means for a culture to be change-resistant, as is done in dis-
cussions of other culture-level constructs, such as uncertainty avoidance 
(Hofstede, 1980). This discussion may or may not be similar to the discus-
sion of individual differences in resistance. From an empirical perspective, 
data would need to be collected from a large number of cultures to per-
mit the necessary statistical analyses. Furthermore, correlations between 
culture-level resistance and other culture-level variables would have to be 
tested to establish construct validity.

We believe the primary contribution of this study to be in combining 
two alternative statistical techniques for the cross-national validation of a 
construct. Each of the methods we used was based on a separate set of 
assumptions, and each offered a separate set of advantages. Among the 
advantages of MGCFA is its simultaneous test of item loadings across the 
various data samples. This provides for a powerful test of the degree to 
which scale items take on equivalent meanings across samples.
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The key advantages of using confirmatory SSA are twofold. First, 
unlike factor analytic techniques, SSA makes fewer assumptions about 
the data. It does not assume multivariate normality of the items or a 
linear relationship between them. Thus, results with SSA can be general-
ized even to contexts where the data may not conform to these assump-
tions. Second, the geometric representation of items allows for a direct 
and explicit examination of the complete pattern of relationships among 
items and dimensions. The SSA maps offer a clear visual depiction of 
these relationships, which when combined with information from CFAs, 
provide for a more complete and concrete understanding of a scale’s 
structure. Results from the two analyses serve to validate one another 
and together provide strong support for the RTC scale’s structure across 
cultural contexts. We recommend that future work take on similar pro-
cedures, employing distinct analytic techniques, for the validation of 
other constructs as well.*
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10.1 IntRoDuCtIon

Since the 1990s, Europe has experienced increasing immigration flows 
(Hooghe, Trappers, Meuleman, & Reeskens, 2008), and simultaneous 
electoral successes of anti-immigration parties (Anderson, 1996; Lubbers, 
2001). These tendencies have revived scientific attention to the percep-
tions of ethnic threat and to anti-immigration attitudes. Because of the 
increasing availability of European cross-national survey data, scholars 
have started to approach these topics from a comparative point of view. 
Following the lead set by Quillian (1995), various recent studies have 
investigated whether or not international variations in the prevalence of 
negative attitudes toward out-groups are dependent on contextual factors, 
such as economic conditions and immigrant group size (studies concern-
ing the national level: Coenders, 2001; Meuleman, Davidov, & Billiet, 
2009; Scheepers, Gijsberts, & Coenders, 2002; Schneider, 2008; Semyonov, 
Raijman, & Gorodzeisky, 2006, 2008; Sides & Citrin, 2007; Strabac & 
Listhaug, 2008; studies concerning the regional or local level: Schlueter & 
Wagner, 2008; Semyonov, Raijman, Yom Tov, & Schmidt, 2004; Wagner, 
Christ, Pettigrew, Stellmacher, & Wolf, 2006).
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In spite of the rapidly growing amount of empirical research, the impact 
of context variables is still not an open-and-shut case. Some studies 
report a benign influence of economic prosperity on out-group attitudes 
(Coenders, 2001; Quillian, 1995; Semyonov et al., 2006), whereas others 
are not able to replicate these results (Strabac & Listhaug, 2008). Certain 
studies conclude that perceived threat from immigration, and anti-im-
migration attitudes, are more widespread in ethnically diverse contexts 
(Quillian, 1995; Scheepers et al., 2002; Semyonov et al., 2008), while in 
other studies, such a relation is not discovered (Coenders, 2001; Semyonov 
et al., 2004; Semyonov et al., 2006; Strabac & Listhaug, 2008), or even that 
opposite effects are discerned (Wagner et al., 2006). The inconsistency in 
this field is perfectly illustrated by the fact that even two studies using 
identical data (i.e., the 2002–2003 round of the European Social Survey 
[ESS]) reach opposing conclusions. While Schneider (2008) finds small, 
but significant, effects of economic conditions and immigrant group size 
on anti-immigration attitudes, Sides and Citrin (2007) conclude that such 
effects are absent.

The incompatibility of empirical results suggests that the above-men-
tioned body of research has to contend with several problems. First, the 
field suffers from vague theory formulation and a large theoretical gap 
between contextual indicators and individual attitudes (i.e., the so-called 
black box problem, Goldthorpe, 1997; see also Western, 1996). Most studies 
test whether context and attitudes are related, but pay insufficient attention 
to the social mechanisms (in the sense of Hedström, 2005) that underlie 
the context-attitudes connection. This failure to unravel various processes 
at work—processes that might even have opposite effects and could thus 
cancel each other out—can distort the findings considerably. Second, the 
inconsistencies might also be due to methodological issues. Most of the 
above-cited studies* employ multilevel models to analyze cross-cultural 
data, with countries as the higher-level units. However, statistical tests for 
context effects are known to be very unreliable given the relatively small 
numbers of available countries (Meuleman & Billiet, 2009), although more 
recently, attempts have been undertaken to circumvent these estimation 
problems by means of bootstrapping techniques (Chapter 12 of this book). 
Furthermore, previous studies only seldom test the  cross-cultural compa-

* The study by Sides and Citrin (2007) is an exception here.
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rability of attitude scales in an adequate way (Steenkamp & Baumgartner, 
1998; Vandenberg & Lance, 2000).*

Because of the contradictions shown in previous studies, I am convinced 
that it is useful to revisit the effects of economic conditions and immigrant 
group size on anti-immigration attitudes. Data from the first round of 
the ESS offers excellent opportunities for doing this. In several ways, this 
study attempts to tackle the problems that might be responsible for the 
confused findings seen in previous research. First, I try to provide a more 
detailed theoretical specification of the causal chain between context and 
attitudes. Introducing as many as possible relevant intermediary variables 
between context and attitudes can bring us a step closer to a test of social 
mechanisms, even if this test of underlying processes remains indirect. 
Second, a multigroup structural equation modeling (MGSEM) approach 
is used, which makes it possible both to avoid the rigorous assumptions 
made by multilevel models, and to test for measurement equivalence at 
the same time.

10.2  theoRy: elaboRatIon of MaCRo–MICRo 
lInks betWeen Context anD attItuDes

10.2.1  anti-Immigration attitudes as a 
Response to perceived threat

In most of the above-cited studies, group conflict theory (Blalock, 1967; 
Olzak, 1992) is taken as a starting point to conceptualize the effects of 
economic conditions and immigrant group size on anti-immigration atti-
tudes. Group conflict theory is used here as a generic term covering vari-
ous theories that share the central premise that negative attitudes toward 
other social groups are essentially rooted in perceived intergroup com-
petition for scarce goods (Jackson, 1993). In this line of thinking, anti-
immigration attitudes—a particular translation of negative out-group 
attitudes—stem from the perception that immigrant groups pose a threat 
to certain interests of the own social group.

* Some studies, for example Coenders (2001), report tests for the cross-cultural equivalence of 
measurements. However, in these studies only metric equivalence is assessed (i.e., equality of fac-
tor loadings), while the use of multilevel models presupposes scalar equivalence (i.e., additional 
equality of intercepts).
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According to the nature of the interest that is felt to be threatened, vari-
ous types of perceived threat can be distinguished (Stephan, Ybarra, & 
Bachman, 1999; Stephan, Ybarra, Martínez, Schwarzwald, & Tur-Kaspa, 
1998). Perceived economic threat has probably received the widest scien-
tific attention (Citrin, Green, Muste, & Wong, 1997; Dustmann & Preston, 
2004; Olzak, 1992; Quillian, 1995). This type of threat refers to the percep-
tion that social groups have to compete for scarce economic goods, such 
as well-paid jobs, affordable housing, or welfare state resources. Perceived 
economic threat is thus related to the view that majority and minority 
groups are locked in a zero-sum game for economic resources (Blalock, 
1967; Blumer, 1958; Quillian, 1995). Yet, material interests are not the 
only possible things at stake in intergroup competition. Cultural (Zarate, 
Garcia, Garza, & Hitlan, 2004) or symbolic threats (Stephan et al., 1999), 
for example, refer to the perception that out-groups adhering to different 
cultural traditions, pose a threat to the own worldview that is believed to 
be morally right (Stephan et al., 1998).*

10.2.2 Contextual Determinants of perceived threat

Group conflict theory not only claims that perceptions of threat are the 
driving forces behind anti-immigration attitudes, but also elaborates on 
the roots of such threat perceptions. Group conflict theory is particularly 
useful in conceptualizing context effects, because it looks beyond intra-
individual processes, and takes group processes into account (Bobo, 1983). 
The development of perceived threat is seen as a fundamentally collective 
process, by which a particular social group comes to define other groups 
(Blumer, 1958). As a consequence of this supra-individual focus, group 
conflict theorists primarily look for the origins of perceived threat in the 
context in which intergroup relations take place.

Blalock’s (1967) distinction between actual and perceived competition 
is crucial to understanding the role played by contexts in shaping per-
ceived threat (see also Semyonov et al., 2004). Actual competition is used to 
denote objective conditions of competition between members of different 
groups. Perceived competition, on the other hand, refers to the interpreta-
tions of this objective situation made by individual group members; it is 

* The different forms of ethnic threat can be expected to be triggered by different antecedents, and 
therefore imply different theoretical models. In this chapter, however, I confine myself to percep-
tions of economic threat.
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the subjective perception that out-group members pose a threat to in-group 
interests (Bobo, 1983). Blalock (1967) proposes a connection between actual 
and perceived competition: The degree of actual competition can determine 
the extent to which individuals experience ethnic rivalry. Thus, actual com-
petition does not have a direct, but an indirect impact on anti-immigration 
attitudes, via perceived competition and threat.

The concept of actual competition is usually operationalized by means 
of two context variables, namely, economic conditions and immigrant 
group size. In times of a downward economic trend, economic competi-
tion intensifies because the material goods that are the object of competi-
tion become scarcer, thereby leading to higher levels of perceived threat. 
In more prosperous times, on the other hand, competition becomes less 
intense and the perception that majority and minority groups are locked 
in a zero-sum game is reduced (Blalock, 1967).

Besides economic conditions, the immigrant group size (i.e., the propor-
tion of immigrants in the population) is thought also to have a crucial impact 
on perceptions of threat. According to group conflict theorists, a more size-
able immigrant population implies a greater number of ethnic competitors, 
and consequently a more intense struggle for scarce goods. Yet, Blalock (1967) 
argues that large immigrant groups not only mean more competitors, but also 
stronger ones, as they generate more potential for ethnic organization and 
mobilization. For these reasons, feelings of economic threat are expected to be 
stronger in countries where sizeable immigrant groups are present.

However, group conflict theory is not the only useful theoretical frame-
work to conceptualize the relationship between immigrant presence and 
anti-immigration attitudes. Contrary to group conflict theory, intergroup 
contact theory predicts a negative relationship between immigrant group 
size and threat perceptions. According to this framework, contact between 
members of different social groups can lead to a decrease in intergroup 
hostility (Allport, 1958; Pettigrew, 1998; Williams, 1947). Under certain 
facilitating conditions, for example, cooperation directed at common 
goals, intergroup contact can make threatening images of the other group 
dissolve and can trigger positive emotions (Pettigrew & Tropp, 2006). 
Obviously, the presence of immigrant groups in a country increases the 
probability of contact with immigrants, thereby creating opportunities to 
mitigate anti-immigration attitudes.

Thus, conflict and contact theories clearly lead to opposing predic-
tions. According to conflict reasoning, perceived threat is expected to 
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be reinforced when large immigrant groups are present, whereas contact 
theory precisely predicts that such a presence tempers feelings of threat. 
Stein, Post, & Rinden (2000, p. 290), point out that both approaches com-
plement, rather than contradict, each other. The two frameworks consider 
intergroup encounters at different levels. While the abstract presence of 
minority groups “in the arena of the remote” (Blumer, 1958) can foster 
perceptions of ethnic threat, close personal contacts can break up negative 
out-group attitudes. Probably, the existence of these two counteracting 
processes can explain why empirical evidence of the relationship between 
minority group presence and out-group attitudes is somewhat mixed 
(Schlueter & Wagner, 2008). In order to disentangle conflict and con-
tact effects, it is desirable to specify as much as possible the causal chain 
between immigrant group size and perceived threat. Contact theory, as 
described above, states that moderating effects on threat follow from per-
sonal contacts with immigrants (Wagner et al., 2006). It is somewhat less 
straightforward to find a variable that mediates the threat-reinforcing 
effects of immigrant presence. In the lead of Semyonov et al. (2004), I 
argue that perceived threat is influenced by perceived immigrant presence 
(i.e., the proportion of the population that is immigrant that individuals 
perceive to be present in their country).*

In countries with a sizeable immigrant population, individuals are more 
likely to give a higher estimate of the number of immigrants that live in the 
country. Accordingly, a higher perceived presence of immigrants could induce 
threat perceptions. After all, only when individuals are aware of the presence 
of immigrants, can they perceive them as a threat to certain interests.

The ideas formulated above are summarized graphically in Figure 10.1. This 
figure corresponds with the following six concrete and testable hypotheses:

Hypotheses 1: Perceived economic threat leads to more negative atti-
tudes toward immigration.

Hypothesis 2: Unfavorable economic conditions (at the country-level) 
lead to stronger perceptions of economic threat.

Hypothesis 3: The larger the immigrant group size in the country, the 
higher the perceived immigrant presence.

* One could argue that this relationship also operates in the other direction, and that perceived 
immigrant presence is caused by, rather than causing, threat perceptions. Unfortunately, the cau-
sality of this relationship cannot be tested with the available dataset. The theoretical framework 
used in this chapter (group conflict theory), however, predicts that this relationship flows pre-
dominantly from perceived immigrant presence to perceived threat.
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Hypothesis 4: High perceived immigrant presence leads to higher levels 
of perceived economic threat.

Hypothesis 5: The larger the immigrant group size in the country, the 
more likely majority members are to have contact with immigrants.

Hypothesis 6: Intergroup contact diminishes perceptions of economic 
threat.

10.2.3 alternative explanations

Previous research suggests that threat perceptions and anti-immigration 
attitudes also depend on various other individual characteristics. For exam-
ple, self-interest theories predict that negative attitudes toward out-groups 
are more widespread among strata of the population that hold similar posi-
tions as immigrant groups, and are therefore most vulnerable to compe-
tition (Scheepers et al., 2002). According to this argument, low-educated 
persons, low-skilled workers and those at the lower end of the income dis-
tribution scale are expected to show higher levels of perceived threat (Citrin 
et al., 1997; Dustmann & Preston, 2004; Fetzer, 2000; Kluegel & Smith, 1983; 
Mayda, 2006; O’Rourke & Sinnott, 2006; Scheve & Slaughter, 2001).

Students of religion have repeatedly evidenced that connections exist 
between religious involvement and out-group sentiments (Billiet, 1995; 
Cambré, 2002; McFarland, 1989). Those who are strongly involved in a reli-
gious community hold less individualistic dispositions and feel less pow-
erless, which would cause a moderating effect on the perception of being 
threatened (Billiet, 1995). Related to this, previous research has shown that 
attitudes toward immigration are influenced by human value priorities 
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fIGuRe 10.1
Conceptual model. The numbers next to the arrows refer to the hypotheses that are 
re presented by these arrows.
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(Davidov, Meuleman, Billiet, & Schmidt, 2008). Another research tradition 
focuses on the association between out-group sentiments on the one hand, 
and on the other, social attitudes such as political powerlessness, anomy, 
utilitarian individualism, and social (dis)trust. These attitudes, which refer 
to social discomfort and alienation, lead to more outspoken negative atti-
tudes toward ethnic minorities. The logic behind this relationship could 
relate to contra-identification with immigrants, as suggested in the social 
(contra-)identification theory (Eisinga & Scheepers, 1989). By rejecting eth-
nic minorities, a positive (collective) identity can be acquired, in which the 
socially isolated group regains status and recognition.

In order to rule out interference between context effects and these alter-
native explanations, indicators of self-interest, religiosity, and social trust 
will be included as control variables in the model.

10.3 Data anD MethoDs

10.3.1 Indicators

To test the expectations formulated above, various data sources are used. 
The individual-level data is taken from the 2002–2003 wave of the ESS. This 
international survey was carried out in 21 European countries.* Since the 
focus is on attitudes among majority group members, respondents that have 
a foreign nationality (item c18), or consider themselves as part of an ethnic 
minority (item c24), are dropped. In total, information from 36,443 respon-
dents is included in the analysis.†

Attitudes toward immigration are operationalized through five sur-
vey items that question whether respondents prefer their country to grant 
entrance to many, or to few, immigrants (see Table 10.1 for question word-
ings). These items constitute the scale REJECT. Higher scores are indica-
tive of a more outspoken rejection of new immigration flows. Perceptions 
of economic threat are measured by five items gauging the perceived con-
sequences of immigration on different aspects of the economy, such as the 

* Israel also participated in round 1 of the ESS. However, I decided to remove the results of this 
country from the analyses because of large differences in the immigration context.

† If sufficient information was available (i.e., missings on less than one-third of all items used), miss-
ing values were imputed by means of the EM-algorithm available in LISREL 8.7.
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table 10.1

Question Wording of the ESS Scale Items

Question Wording
Answer 

categories
Reject To what extent do you think [country] should 

allow people …
1 (many), 2 
(some), 3 (a few), 
4 (none)D4. ... of the same race or ethnic group from most 

[country] people to come and live here?
D5. ... of a different race or ethnic group from 
most [country] people to come and live here?

D7. ... from the poorer countries in Europe to 
come and live here?

D8. ... from the richer countries outside Europe to 
come and live here?

D9. ... from the poorer countries outside Europe 
to come and live here?

Ecothreat D19. People who come to live and work here 
generally harm the economic prospects of the 
poor more than the rich

1 (agree strongly) 
to 5 (disagree 
strongly)

D21. If people who have come to live and work 
here are unemployed for a long period, they 
should be made to leave.

D25. Would you say that people who come to live 
here generally take jobs away from workers in 
[country], or generally help to create new jobs?

0 (take jobs away) 
to 10 (create new 
jobs)

D26. Most people who come to live here work 
and pay taxes. They also use health and welfare 
services. On balance, do you think people who 
come here take out more than they put in or put 
in more than they take out?

0 (generally take 
out more) to 10 
(generally put in 
more)

D27. Would you say that it is generally bad or 
good for [country] economy that people come to 
live here from other countries?

0 (bad for the 
economy) to 10 
(good for the 
economy)

Social Trust A8. Would you say that most people can be 
trusted, or that you can’t be too careful in 
dealing with people?

0 (You can’t be too 
careful) to 10 
(Most people can 
be trusted)

A9. Do you think that most people would try to 
take advantage of you if they got the chance, or 
would they try to be fair?

0 (Most people 
would try to take 
advantage of me) 
to 10 (Most 
people would try 
to be fair)

(Continued)
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labor market or tax burden (ECOTHREAT). Items were reversed, so that 
higher scores indicate higher levels of perceived ethnic threat.

The social trust scale (SOCIAL TRUST) contains three items that ask 
respondents to express whether they think people in general are trust-
worthy, helpful, and fair. RELIGIOUS INVOLVEMENT refers to the self-
reported degree of religiosity and the frequency of prayer and attendance 
of religious services.

The perceived presence of immigrants is measured by the following 
question: “Out of every 100 people living in [country], how many do you 
think were born outside [country]?” The answers of respondents can range 
between 0 and 100. Contact is a dummy variable with value 1 if respon-
dents state to have at least some immigrant friends (d47) or colleagues 
(d48), and value 0 otherwise. This contact-variable thus refers in the first 
place to repetitive and quite close contact that takes place in a friendly 
and cooperative setting. By consequence, the most crucial conditions for 
intergroup contact to influence attitudes are fulfilled.

Several individual-level variables that refer to the alternative explanations 
mentioned in Section 10.2.3 are included as control variables. Age is mea-
sured in years, and gender is a dummy variable with the value 0 for males 
and 1 for females. Education is recoded in a variable with four categories 
that are based on the international classification scheme ISCED: (0) no or 
only primary education; (1) lower secondary education; (2) higher second-
ary education; and (3) tertiary education. Jobs skills are operationalized by 

table 10.1 (Continued)

Question Wording of the ESS Scale Items

Question Wording
Answer 

categories
A10. Would you say that most of the time people 
try to be helpful or that they are mostly looking 
out for themselves?

0 (Most people look 
out for themselves) 
to 10 (Most people 
try to be helpful)

Religious 
Involvement

C13. Regardless of whether you belong to a 
particular religion, how religious would you say 
you are?

0 (Not at all 
religious) to 10 
(Very religious)

C14. Apart from special occasions such as 
weddings and funerals, about how often do you 
attend religious services nowadays?

1 (Every day) to 7 
(Never)

C15. Apart from when you are at religious 
services, how often, if at all, do you pray?
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means of a dummy variable indicating low-skilled workers and a dummy 
variable indicating those not in the labor market. High-skilled workers are 
thus used as a reference category. The distinction between low- and high-
skilled jobs is based on the Erikson-Goldthorpe-Portocarero (EGP) scheme 
for occupations (Ganzeboom & Treiman, 1996). EGP classes 1, 2, 3, 5, 6, 
and 7 are considered as high skilled. Income is the household’s total net 
income, subdivided into 12 categories. The income variable was standard-
ized per country to allow comparability. Thus, income refers in the first 
place, to the relative position on the scale of national income distribution.

The national-level context variables were taken from various interna-
tional databases. In this study, three different indicators of the general 
economic situation are included: gross domestic product (GDP) per cap-
ita in purchasing power parities (PPP), real GDP growth, and the har-
monized unemployment rate. Because the latter two variables are quite 
volatile, 5-year averages are calculated. These economic indicators were 
taken from the Eurostat Web site (http://ec.europa.eu/eurostat). The con-
text variable immigrant group size is operationalized by various indica-
tors: The proportion of foreign population, the proportion of foreign-born 
population, and the proportion of population born outside the EU-27. In 
addition to these stock-variables, the inflow of foreign immigrants relative 
to the population size is also taken into account. Also for this variable, the 
5-year average is taken. The rationale for including immigration flows is 
especially that recent increases in immigrant population might be relevant 
to public perceptions. The immigration-related statistics were collected by 
the OECD, except for the statistics for the non-EU born population, which 
come from my own calculations based on Eurostat data.

10.3.2 Methodology

This chapter compares attitude patterns across various European countries, 
in order to assess the influence of national context variables. This cross-
 cultural approach brings up additional methodological issues that do not 
arise in single-nation studies. First, respondents with a different cultural 
background might interpret the content of the items differently. As a result, it 
is not certain whether the constructs used are measured in a cross-culturally 
equivalent way, and whether cross-country comparisons could lack validity 
(Horn & McArdle, 1992; Steenkamp & Baumgartner, 1998; Vandenberg & 
Lance, 2000). Second, cross-national studies such as this one are usually 

http://ec.europa.eu/eurostat
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limited to between 20 and 30 countries. Because the country is taken as a 
unit of analysis, sample sizes at the macro-level are generally very limited. 
This small-N problem clearly limits the possibilities for statistical modeling 
of contextual effects (Goldthorpe, 1997; Meuleman & Billiet, 2009).

To deal with these pressing methodological problems, I choose to ana-
lyze the data by means of a so-called two-step approach (Achen, 2005). In 
the first step, the relationships between all variables at the individual level 
are estimated, using multigroup structural equation modeling (MGSEM; 
Jöreskog, 1971). MGSEM provides possibilities to study the cross-cultural 
comparability of the measurement scales. By constraining certain mea-
surement model parameters to be equal across countries (such as fac-
tor loadings and/or indicator intercepts), various levels of measurement 
equivalence can be tested for (Billiet, 2003; Steenkamp & Baumgartner, 
1998; Vandenberg & Lance, 2000). In previous research, partial metric 
equivalence (i.e., the equality of factor loadings) was shown for the scales 
used in this analysis, by means of multigroup confirmatory factor analysis 
(MGCFA). Concretely, this means that (unstandardized) regression coef-
ficients involving latent constructs can meaningfully be compared across 
countries. However, Hypothesis 2 also implies that country-means of one 
of the latent constructs (i.e., perceived economic threat) are to be com-
pared. For such comparisons to be valid, the intercepts of the measurement 
model also need to be equal across countries (i.e., scalar equivalence).* For 
14 out of 21 countries, partial scalar equivalent was found (see Meuleman, 
2009 for a detailed description of these equivalence tests).†

In the second step, parameters calculated at the individual level, such as 
latent country-means, are linked to context variables. Macro–micro con-
nections are then studied by means of tools that do not rely as heavily on 
statistical assumptions as do multilevel models (e.g., graphical techniques 
or bivariate correlations). This two-step approach thus allows the com-
bining of rigorous process-modeling at the individual level (i.e., the level 
where sufficient observations are available) with more flexible and explo-
ratory techniques at the highest level.

* Strictly speaking, scalar equivalence is also required for the other endogenous individual-level 
variables that are directly linked to contextual variables (i.e., perceived presence of immigrants 
and contact). However, as these are single-indicator concepts, this assumption cannot be tested. (I 
would like to thank Eldad Davidov for this useful addition.)

† In Section 10.4.2.1, more information is given on how I treat the countries for which partial scalar 
equivalence is lacking.
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10.4 Results

10.4.1 Individual-level Model

The two-step approach implies that I start by fitting a multigroup SEM 
with all individual level variables included. This individual model,* 
depicted in Figure 10.2, follows on, in a straightforward manner, from 
the theoretical model presented above. The latent factor ECOTHREAT 
is the pivotal variable of the model. ECOTHREAT is a determinant of 

* Technical specifications: The estimated model is a multigroup model with 21 groups. The mean 
structure of the data is not taken into account, so that no intercepts or latent means are esti-
mated. All factor loadings are set equally across groups, except for the significant deviations from 
metric equivalence that were detected during equivalence testing (Meuleman, 2009). Correlations 
were estimated between all exogenous variables of the model. Because most items are measured 
on ordinal scales, and various items have a strongly skewed distribution, I used a weighted least 
squares (WLS) estimation procedure, in which polychoric correlations and asymptotic covariance 
matrices are used as input rather than regular covariance matrices (Jöreskog, 1990). All models 
are estimated with LISREL 8.7 (Jöreskog & Sörbom, 1993). In some countries, the direct paths 
from gender (DK, FI, GB, NL, PT, SI), age (DK, IT), or education (FI, IT, NL, PT) to REJECT were 
deleted, because they are virtually identically to zero and cause difficulties in the estimation (i.e., 
large standard errors for some parameters).

Perceived
% immig. Contact Income Not

working
Low

skilled

Soc_Trust Eco_Threat Reject

Relig_Inv

Edu-
cation Gender Age

fIGuRe 10.2
Estimated model for the individual variables. Only the effects represented by bold arrows 
are discussed in detail in this chapter.
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REJECT, but is at the same time explained by contact with immigrants, 
the perceived percentage of immigrants and a number of control vari-
ables (age, education, gender, work status, income, social trust, and reli-
gious involvement). Judged by a variety of criteria, this model fits the 
data reasonably well. For 4728 degrees of freedom, the model has a chi-
square value 16,527.13, leading to a chi²/df ratio of approximately 3.5. 
The root mean square error of approximation (RMSEA; 0.038) is well 
below commonly accepted cut-off points, and CFI (0.998) is sufficiently 
close to 1 (Bentler, 1990; Browne & Cudeck, 1992; Hu & Bentler, 1999; 
Marsh, Hau, & Wen, 2004).

Estimating this model for 21 countries leads to a huge number of para-
meter estimates (1572 to be exact), containing an enormous amount of 
re levant information. Presenting these results in a neatly arranged man-
ner is a difficult task. In the sections below, only the parts of the model 
that are most relevant for the hypotheses will be discussed. A complete 
overview of all parameters can be obtained from the author.

10.4.1.1  Attitudes Toward Immigration as a Response 
to Perceived Economic Threat

A first key hypothesis of the theoretical model states that higher levels of 
perceived economic threat lead to more outspoken anti-immigration atti-
tudes. The estimates (unstandardized as well as standardized) of the effects 
of ECOTHREAT on REJECT are given in Table 10.2. To compare the size 
of the effects over countries, it is preferable to use the unstandar dized 
parameters. After all, variances of the latent factors were not tested to be 
equal across countries, which might give rise to the lack of  comparability 
after standardization. Yet standardized parameters remain useful, as they 
provide more insight into the strength of effects.

In all 21 countries, a highly significant relationship is found between 
ECOTHREAT and REJECT. As expected, this effect is positive: Individuals 
who perceive higher levels of economic threat are more likely to favor 
immigration restrictions. Not the mere presence of such an effect, but the 
size of the effect is surprising. Standardized parameters range between 
0.55 and 0.74, indicating that the effects are indeed strong to very strong. 
This analysis can thus be interpreted as robust support for the hypo thesis 
that anti-immigration attitudes are a response to perceived economic 
threat (Hypothesis 1).
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The presence of a relatively similar economic threat-effect in 21 European 
countries, indicates the cross-cultural robustness of the relationship between 
threat perceptions and anti-immigration attitudes. Yet despite these similari-
ties, there also exists some variation in the size of the effect. In countries such as 
Switzerland, Italy, Luxemburg, and Sweden, feelings of economic threat trans-
late even more rapidly in anti-immigration feelings than they do in Poland, 
Austria, and Greece. Based on theoretical arguments borrowed from group 
conflict theory, one could expect that attitudes toward immigration would be 
especially driven by feelings of economic threat under less favorable economic 
conditions. However, empirical evidence contradicts this argumentation: The 
strongest effects are found in countries with a relatively high GDP per capita, 
such as Luxembourg, Norway, Sweden, and Switzerland. In Poland, The Czech 
Republic, Hungary, and Greece—countries that are situated at the lower end 
of the GDP per capita ranking—economic threat only determines immigra-
tion attitudes to a somewhat lesser extent. Yet, the main conclusion from Table 
10.2 remains that, as expected, anti-immigration attitudes are strongly influ-
enced by threat perceptions in all the countries under study.

10.4.1.2 Contact and Perceived Immigrant Presence

According to the theoretical model, contact with immigrants and the 
perceived presence of immigrant groups, are crucial elements for an 

table 10.2

Effects of ECOTHREAT on REJECT—Unstandardized Parameter Estimates 
and Standardized Effects

Par. Est. Std. Par. Par. Est. Std. Par.
CH 1.25 (0.71) *** ES 1.07 (0.60) ***
IT 1.23 (0.73) *** DE 1.02 (0.68) ***
LU 1.23 (0.59) *** CZ 1.00 (0.64) ***
SE 1.22 (0.71) *** PT 1.00 (0.63) ***
DK 1.18 (0.69) *** SI 0.99 (0.60) ***
FI 1.17 (0.74) *** HU 0.98 (0.61) ***
NO 1.16 (0.67) *** BE 0.93 (0.60) ***
IE 1.11 (0.64) *** GR 0.93 (0.69) ***
NL 1.11 (0.64) *** AT 0.91 (0.60) ***
FR 1.09 (0.72) *** PL 0.84 (0.55) ***
GB 1.08 (0.70) ***

***p < .001.
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understanding of the effects of ethnic diversity. These two variables are 
hypothesized to play an intermediary role between immigrant group pre-
sence and threat perceptions. Table 10.3 contains estimates of the effects 
on economic threat perceptions of contact and perceived presence. In all 
countries with the exception of Luxembourg, contact with immigrants 
turns out to be significantly related to feelings of economic threat. As 
expected by intergroup contact theory, the relationship between contact 
and feelings of threat is negative: Lower levels of perceived threat are 
found among people having immigrant friends or colleagues.* This find-
ing largely confirms Hypothesis 6.

The perceived presence of immigrant groups also has a significant 
effect on ECOTHREAT in the vast majority of the countries. Yet con-
trary to the contact effect, this relation is predominantly positive (in 
17 out of 21 countries). The higher someone estimates the proportion 
of foreign-born population, the stronger their perception that immi-
grants challenge certain economic interests. Only in Poland, was an 
inverse relation found. The finding that subjective minority group size 
inf luences threat perceptions in almost all countries, lends support to 
Hypothesis 4. Judging by the size of the standardized parameters, this 
effect of perceived presence is, however, somewhat smaller that the 
impact of intergroup contact.

10.4.1.3 Effects of Control Variables

Besides contact and perceived immigrant presence, several other antece-
dents of ECOTHREAT are included in the model. Because these control 
variables are only indirectly related to the research questions, the effects of 
these variables are summarized very briefly.†

Self-interest theory (Citrin et al., 1997; Dustmann & Preston, 2004; 
Fetzer, 2000; Kluegel & Smith, 1983; O’Rourke & Sinnott, 2006; Scheve & 

* For reasons of conciseness, contact is operationalized here as a single dummy variable indicating 
contact with immigrant friends and/or colleagues. Exploratory analyses with separate indicators 
for both modalities of contact show that having immigrant friends has a substantially stronger 
effect than having immigrant colleagues (see also Schneider, 2008). Probably, this finding can 
be explained by self-selection mechanisms: especially individuals with proimmigration attitudes 
will select immigrants as friends. However, even contact with colleagues, which is far less a mat-
ter of free choice, turns out to temper threat perceptions considerably. I would like to thank Peter 
Schmidt for drawing my attention to this issue.

† Complete results can be obtained from the author.
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Slaughter, 2001) postulates that threat perceptions are, in the first place, a 
function of an individual’s economic position. Feelings that immigrants 
pose a threat to economic interest are thus expected to thrive especially 
among individuals who are most vulnerable to ethnic competition (i.e., 
low-skilled workers, people on a lower income, and the lower educated). 
The ESS data gives only very partial support for self-interest theory. In 
only five countries (namely, Belgium, Denmark, Great Britain, Hungary, 
and Ireland), is income found to have a significant impact on economic 
threat perceptions. In these countries, a higher income is found to tem-
per perceptions of economic threat. In 13 countries, low-skilled workers 
report stronger feelings of economic threat than do their high-skilled 

table 10.3

Estimated Effects of Contact and Perceived Presence on ECOTHREAT—Unstandardized 
Parameter Estimates and Standardized Effects

contact Perceived Presence

Par. Est. Std. Par. Par. Est. Std. Par.
FR –0.17 (–0.28) *** GR 0.15 (0.21) ***
ES –0.16 (–0.29) *** GB 0.13 (0.21) ***
GR –0.15 (–0.21) *** NL 0.13 (0.23) ***
PT –0.15 (–0.23) *** NO 0.12 (0.22) ***
DE –0.14 (–0.23) *** DK 0.11 (0.20) ***
AT –0.13 (–0.20) *** IT 0.11 (0.20) ***
DK –0.13 (–0.24) *** CH 0.10 (0.19) ***
CH –0.12 (–0.22) *** LU 0.10 (0.21) ***
GB –0.12 (–0.19) *** CZ 0.08 (0.13) ***
BE –0.10 (–0.17) ** BE 0.06 (0.09) ***
CZ –0.10 (–0.16) *** AT 0.05 (0.08) **
FI –0.10 (–0.16) *** DE 0.05 (0.07) **
IT –0.10 (–0.17) *** FR 0.05 (0.08) **
NO –0.10 (–0.19) *** FI 0.04 (0.07) ***
SI –0.09 (–0.15) *** IE 0.04 (0.08) ***
IE –0.08 (–0.15) *** PT 0.04 (0.06) **
NL –0.08 (–0.15) *** SI 0.04 (0.07) **
SE –0.07 (–0.12) *** SE 0.03 (0.05)
HU –0.05 (–0.09) ** ES –0.02 (–0.03)
PL –0.05 (–0.08) ** HU –0.02 (–0.03)
LU –0.03 (–0.05) PL –0.02 (–0.04) *
*p < .05; **p < .01; ***p < .001.
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colleagues. Effects of income and work status are relatively small, as most 
standar dized parameters do not exceed 0.10.

Education, on the other hand, has a far more marked effect on threat 
perceptions. In all countries with the exceptions of France and Britain, 
a higher education is found considerably to soften perceived economic 
threat. Yet, this education-effect cannot be unambiguously interpreted 
as support for self-interest theory. Education also entails an aspect of 
socialization of values, such as tolerance and understanding that could 
temper feelings of being threatened by immigrant groups. Besides that, 
education stimulates cognitive capacities, and therefore decreases the 
psychological need to classify social objects into a limited number of 
categories. Education could therefore put the brakes on the processes 
of social categorization that can eventually trigger perceived threat 
(Coenders & Scheepers, 2003). Unfortunately, the intermediary vari-
ables are lacking, with which to disentangle self-interest, socialization, 
and categorization effects.

Some interesting effects of religious involvement are found. In four 
countries, religiosity is found to have the anticipated moderating 
effect on economic threat (Billiet, 1995; Cambré, 2002). In Germany, 
Denmark, Great Britain, and Sweden, threat perceptions are found to 
be weaker among those involved in religious movements. In six other 
countries, The Czech Republic, Spain, Greece, Ireland, Luxemburg, 
Poland, and Portugal, exactly the reverse pattern is discovered. In 
these countries, perceived ethnic threat prevails especially among the 
more religious. This evident difference in the role of religious involve-
ment could be related to the place of religion in society. The coun-
tries where religiosity is found to temper threat have a predominantly 
protestant, or religiously heterogeneous background, and belong to the 
most  secularized in Europe. Strong religious involvement appears to 
induce threat predominantly in highly religious, Catholic countries. 
Further research is needed in order to gain deeper insight into the 
roots of these country-specific patterns.

Finally, social trust turns out to be a very powerful predictor of 
threat perceptions. In all countries, individuals who are not trusting 
of their fellow men, also perceive strong economic threat. Apparently, 
general societal discomfort plays a more decisive role in the develop-
ment of subjective economic threat than does individual economic 
vulnerability.
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10.4.2 Macro–Micro links

10.4.2.1 Economic Conditions and Perceived Threat

Group conflict theory claims that, under unfavorable economic condi-
tions, intergroup competition becomes more intense and that conse-
quently, perceptions of economic threat increase (Hypothesis 2). To test 
this assertion, I calculate the correlation between three different indica-
tors of the health of national economy on the one hand, and the country-
mean on latent variable ECOTHREAT on the other. The country-means 
are estimated by means of a multigroup structural SEM (again taking 
measurement equivalence constraints into account). The country-means 
are controlled for education, gender, and age, so that differences in the 
composition of population with respect to these variables cannot influ-
ence country averages.

Measurement equivalence tests have shown that for seven countries in 
the ESS data set, partial scalar equivalence for ECOTHREAT is missing 
(Meuleman, 2009). As a result, country-mean comparisons for these coun-
tries could lack validity. However, it was also shown that the bias result-
ing from this inequivalence is relatively small, and does not substantially 
affect country rankings.* Therefore, I argue that it is still possible to make 
comparisons that are based on country rank orders. Concretely, I calcu-
late Spearman rank-order correlations, rather than the more conventional 
Pearson correlation coefficient. Because the correlations are calculated at 
the national level, the number of observations (20 or 21, depending on 
the availability of context indicators) is very small, leading to a lack of 
statistical power. Therefore, I decided to use α = .10 as a significance level. 
I am aware of the fact that this decision carries an increased risk of falsely 
rejecting the null hypothesis. The rank-order correlations are given in 
Table 10.4.

Two out of three economic indicators turn out to be significantly (α = .10) 
related to economic threat perceptions. The strongest effect (–0.60) is found 
for GDP per capita: Perceptions of economic threat in the first place prevail 

* Concretely, I compared latent country-mean rankings of: (1) the model with partial scalar equiva-
lence for all countries and (2) the best-fitting model, where partial scalar equivalence is violated 
for seven countries. Although the latent mean scores are somewhat different, both models yield 
almost identical country rankings. Consequently, it can be concluded that the present measure-
ment for inequivalence only biases the results to a limited extent, and that country rankings are 
largely unaffected.
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in countries with a relatively low GDP per capita, such as Greece, Portugal, 
and Hungary. In richer European countries, economic threat is less wide-
spread among the population. This analysis also reveals a significant posi-
tive correlation between unemployment rates (averaged over 1998 and 2002) 
and economic threat perceptions. Again in line with group threat theory, 
perceived threat is stronger where unemployment  figures are high. Judging 
by the nonsignificant correlation coefficient, recent economic growth is less 
important in understanding the origins of threat perceptions.

Figure 10.3 provides deeper insight into the negative relationship 
between GDP per capita and threat perceptions, and the specific positions 
countries take. It becomes clear that in spite of the rather strong correla-
tion, the relationship is far from a perfect one. Countries such as Sweden, 
Denmark, and Norway, for example, are below the regression line, mean-
ing that economic threat in these countries is even weaker than what could 
be expected based on GDP per capita alone. The Greeks, on the other hand, 
feel economically more threatened than what would be predicted by their 
average economic position. This shows that, although the average wealth 
of a country has an important influence on feelings of threat, other con-
textual elements are also at work. Figure 10.3 is also helpful in identifying 
possible outliers, such as Luxembourg. Because of the strongly developed 
financial sector in Luxemburg, the GDP per capita overestimates the liv-
ing standards of inhabitants, which can explain its particular position on 
the graph. Yet even after excluding Luxembourg, the relation between 
GDP per capita and ECOTHREAT remains very strong and statistically 
significant (corr. = –0.55, p-value = .0103).

Summarizing, these findings lend support to the expectation that unfa-
vorable economic conditions can induce perceptions of threat among 
individuals, and hence create a less immigration-friendly climate.

table 10.4

Spearman Rank-Order Correlations Between ECOTHREAT and Indicators of the 
Economic Situation

Spearman 
correlation p-Value N

GDP per capita (2002) –0.60 .0039 21
Real GDP growth (average 1998–2002) 0.32 .1545 21
Harmonized unemployment rate 
(average 1998–2002)

0.39 .0883 20
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10.4.2.2 Immigrant Group Size

Besides economic conditions, immigrant group size is also predicted to 
have consequences for threat perceptions. In the theoretical model, two pro-
cesses were indentified through which individual attitudes are influenced 
by the presence of minority groups. First, the presence of a sizeable immi-
grant population can enhance opportunities for contact with immigrants 
(Hypothesis 5). At the same time, in societies with larger immigrant groups, 
individuals will probably give higher estimates of the proportion of foreign-
born population (Hypothesis 3). In Section 10.4.1.2, it has already been 
demonstrated how intergroup contact tempers threat perceptions, while a 
higher perceived presence of immigrants reinforces feelings of threat.

To test these macro–micro links, correlations are calculated between 
various indicators of minority presence on the one hand, and country 
averages on the variables contact and perceived immigrant presence on 
the other (see Table 10.5).

Despite the small number of observations, all correlations are statisti-
cally strongly significant. In ethnically diverse countries, the subjectively 
perceived presence of immigrants is higher. An almost identical effect is 
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found, irrespective of whether the foreign-born population, the foreign 
population, or the proportion of non-EU immigrants, are used as indica-
tors for minority group presence. Also, recent immigration flows seem to 
affect threat perceptions in a similar way, although this effect is somewhat 
weaker. The finding that all diversity indicators have similar consequences 
for threat perceptions is perhaps not too surprising, as they have quite 
strong intercorrelations, but it nevertheless illustrates the robustness of 
the findings.

Figure 10.4 depicts the relationship between actual, and perceived, immi-
grant presence in greater detail. All data points are situated above the 45° 
diagonal (dotted line), suggesting that in every country under study, percep-
tion bias exists: The population systematically overestimates the proportion 
of foreign-born population. In most countries, the proportion of foreign-born 
population is estimated at 5 to 15 per cent points higher than in reality. In 
France, discrepancy between reality and perceptions is greatest (i.e. almost 20 
per cent points). Yet despite the inaccurate assessment of minority presence 
by the majority populations, public opinion turns out to be not completely 
disconnected from reality. At the national level, Figure 10.4 illustrates a strong 
and linear relationship between the actual and the perceived percentages of 
foreign population. Thus, there is clear evidence that the presence of a sizeable 
foreign-born population contributes to even higher estimates of immigrant 
group size.

Also, the degree to which majority group members have contact with 
immigrants seems to depend on minority group presence. In countries 
where a substantial portion of the population consists of immigrants, peo-
ple are found more often to count immigrants among their colleagues and 
friends. This clearly confirms Hypothesis 3. Again, this effect is significant 

table 10.5

Correlations Between Immigrant Group Presence Indicators, Perceived Immigrant 
Presence and Intergroup Contact

Perceived Presence contact

Ncorr. p-value corr. p-value
Foreign-born population (in %) 0.73 .0002 0.72 .0003 20
Foreign population (in %) 0.70 .0006 0.83  <.0001 20
Population born outside EU 27 (in %) 0.70 .0006 0.55 .0111 20
Inflow of immigrants (average 
1998–2002)

0.45 .0410 0.57 .0068 21
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for all four indicators. Also for contact, the relationship with propor-
tion for foreign-born population is graphically illustrated (Figure 10.5). 
Countries that fall below the regression line on this graph, mostly Southern 
and European countries, have lower levels of intergroup contact than that 
which would be expected based on the sizes of their immigrant popula-
tions. Northern and Western European countries are more often situated 
above the regression line. A possible explanation for this pattern could 
be that immigration flows into Southern and Eastern Europe are more 
recent, so that processes of social integration are still at an early stage.

If we put this information together with that found earlier in the indi-
vidual model, the pieces of the jigsaw fall into place. Through subjective 
estimates of immigrant group size, the actual presence of immigrant groups 
indirectly reinforces perceptions of economic threat. Individuals living 
in ethnically diverse countries have the impression that larger immigrant 
groups are present in their countries, which makes them fear more often that 
these immigrant-groups threaten their economic interests. Yet at the same 
time, actual immigrant presence has the result that more people encounter 
immigrants on a daily basis in their circle of friends, or at work. Such more 
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personal contacts were shown to take away threat perceptions. These two 
processes, one operating at a more distant level (perceived presence), and 
one in the personal life sphere (contact), have inverse effects and thus cancel 
each other out, at least partially. Indeed, if we look at direct effect of immi-
grant group size on ECOTHREAT, nonsignificant correlations are found 
(see Table 10.6). Though not significant, the total effect of minority group 
presence on threat perceptions is negative, suggesting that the contact effect 

table 10.6

Spearman Rank-Order Correlations Between ECOTHREAT and Indicators of 
Immigrant Group Size

Spearman 
correlation p-Value N

Foreign born population (in %) –0.19 .4312 20
Foreign population (in %) –0.26 .2738 20
Population born outside EU 27 (in %) 0.00 .995 20
Inflow of immigrants per 1000 
inhabitants (average 1998–2002)

–0.36 .1078 21
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is stronger than the perceived presence effect. This finding is in line with a 
study on German district level data (Wagner et al., 2006).

Only by disentangling contact and perceived presence effects, does it 
become possible to understand how immigrant group size and threat per-
ceptions are related to each other. Probably because most previous studies 
(Coenders, 2001; Scheepers et al., 2002; Semyonov et al., 2004, 2006, 2008; 
Sides & Citrin, 2007; Strabac & Listhaug, 2008) have neglected to specify 
the causal chain in greater detail, incompatible results have been found.

10.5 ConClusIons

Recently, a number of studies have dealt with the question of whether 
national context variables affect individual attitudes toward immigra-
tion in Europe (Coenders, 2001; Meuleman et al., 2009; Quillian, 1995; 
Scheepers et al., 2002; Schneider, 2008; Semyonov et al., 2006, 2008; Sides 
& Citrin, 2007; Strabac & Listhaug, 2008). However, the empirical evi-
dence reported in these studies is far from consistent. While some stu dies 
report that anti-immigration attitudes are more prevalent in countries 
with unfavorable economic conditions and a sizeable immigrant popula-
tion, others are unable to replicate such effects. Because of these mixed 
findings, it is useful to revisit the effects on anti-immigration attitudes of 
economic conditions and immigrant group size. This chapter attempts to 
tackle several issues that might be responsible for the confused state of the 
field. On the theoretical level, efforts are made to specify in further detail 
the causal link between context and attitudes. Methodologically, attention 
is paid to the cross-cultural comparability of the measurements and to the 
use of adequate statistical tools for the small sample size at country level.

Usually, group conflict theory is taken as a theoretical starting point 
from which to conceptualize context effects on anti-immigration attitudes. 
In this framework, attitudes toward immigration are seen as a response 
to the perception that certain prerogatives are threatened by immigrant 
groups. In turn, this perceived threat is thought to be affected by the con-
text in which intergroup relationships take place. Because unfavorable eco-
nomic conditions, and the presence of sizeable immigrant numbers, would 
intensify intergroup competition, threat perceptions are hypothesized to 
become stronger under these conditions. Yet at the same time, immigrant 
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presence enhances opportunities for personal contacts with immigrants. 
And, according to intergroup contact theory, such encounters can make 
threat perceptions dissolve. Thus, immigrant group size could have vari-
ous effects that work in opposite directions. The fact that previous studies 
have neglected to disentangle the conflict and contact effects of immigrant 
group size, might partly explain why empirical evidence is unclear.

To test the research hypotheses, data from the first round of the ESS 
(2002–2003) is used. Instead of the more conventional multilevel model, 
this study employs a two-step approach. In the first analytical step, a mul-
tigroup SEM, including all individual-level variables, was estimated. In 
the second step, country-level means of individual variables are linked to 
context variables, in order to study how the national context affects pro-
cesses of attitude formation. These macro–micro connections are studied 
by analytical tools (e.g., scatter plots and correlations) that do not rely as 
heavily on large sample-size assumptions as do multilevel models.

This analysis yields several noteworthy conclusions. First, very strong 
evidence is found for the hypothesis that perceptions of economic threat 
are a crucial driving factor behind negative attitudes toward immigration. 
Those who feel economically threatened by immigrants favor a more restric-
tive immigration policy. In all countries, the standardized effect param-
eter is larger than 0.55, which points to very strong and cross-culturally 
robust effects indeed. This result is in line with a study by Semyonov et al. 
(2004), who have shown that exclusionist attitudes depend on perceived, 
rather than actual, threat. Second, the results clearly show that national 
context plays a role in the development of threat perceptions. Inhabitants 
of countries with a low GDP per capita and a high unemployment rate, 
report higher levels of perceived economic threat. Immigrant group size 
affects threat perceptions via two processes operating at different levels. 
First, the presence of immigrant groups offers opportunities to have con-
tact with immigrants as friends or colleagues. Such personal intergroup 
contact appears to temper perceptions of threat. At a less personal and 
more distant level, immigrant group presence also increases the percep-
tion that the population contains a large proportion of immigrants, and 
this perception therefore indirectly reinforces threat perceptions. These 
findings are very similar to a study by Schlueter and Wagner (2008), also 
using ESS data, but focussing on the regional, rather than national, level. 
Although there is some evidence that the contact effect gains the upper 
hand, these two opposing effects cancel each other out to a large degree. 
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This can explain why studies that do not distinguish between contact and 
conflict mechanisms, such as Semyonov et al. (2004), conclude that immi-
grant presence is unrelated to perceived threat.

These results support several assertions of group conflict theory. First, a 
central tenet of this framework; namely that perceived threat is a driving 
force behind anti-immigration attitudes, is unambiguously confirmed. 
Second, the finding that contextual indicators of competition are more 
relevant than indices of individual vulnerability to ethnic competition 
(e.g., personal income or work skills), supports the idea that the develop-
ment of threat perceptions transcends the purely individual. The forma-
tion of anti-immigration attitudes should be fundamentally understood 
as a group phenomenon. Yet support for group conflict theory should be 
qualified in other respects. The finding that immigrant presence mitigates 
threat perceptions through personal contacts evidences the importance of 
processes that run counter to group conflict mechanisms. Furthermore, 
compared to alternative explanations, such as social trust or educational 
level, the explanatory power of group conflict variables is relatively limited. 
It should also be borne in mind that these findings by no means imply that 
intergroup competition for scarce goods is actually taking place. The only 
conclusion that can be rightfully drawn from this study is that, in certain 
contexts, the majority population is more likely to interpret ethnic rela-
tionships in terms of competition and conflict. Further research is needed 
to find out whether such a paradigm shift among the general population 
has its roots in experiences of actual competition, or is rather the result of 
the dominant discourse in media and politics.*
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11.1  IntRoDuCtIon

In his book Modernization and Postmodernization, Inglehart (1997) embeds 
his theoretical approach of an intergenerational value change toward post-
materialist value priorities into a broader theoretical approach of social 
change, whereby two successive phases are distinguished. Modernization 
is a process that transforms a traditional society into a modern one. 
Historically, modernization first took place in Protestant countries, where 
the emergence of the Protestant ethic (Weber, 1992/1930) facilitated the 
rise of capitalism, which contributed to the Industrial Revolution. During 
this phase “status-quo”, cf. p. 316, p. 320 oriented traditional, usually reli-
gious norms were supplanted by achievement-oriented, increasingly secu-
lar norms. After World War II, advanced industrial societies have attained 
unprecedentedly high levels of physiological and economic security. Due 
to a diminishing marginal utility of further economic accumulation, a 
postmodern shift takes place in Western Europe and North America. At 
the individual level, work ethic conducive to maximizing economic gains 
is assumed to gradually fade from top priority: subjective well-being and 
the desire for meaningful work are becoming more crucial for a growing 
segment of the population.

On the background of this theoretical approach, Norris and Inglehart 
(2004) tested the influence of religious cultures on value orientations in con-
temporary societies in their book Sacred and Secular. All regression analy-
ses in the book were conducted via conventional Ordinary Least Square 
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Regression (OLS-regression). By ignoring the hierarchical structure of the 
data—the respondents of a country share country-specific influences on 
their attitudes and value orientations—the assumption of independence 
of the observations is almost always violated. As a consequence, the esti-
mates of the standard errors of conventional statistical tests are much too 
small (cf. Hox, 2002, p. 5). This leads to spuriously significant results: a 
null hypothesis will be rejected where the alternative hypothesis has to be 
rejected. Thus, the results of the OLS-regression might not be trustwor-
thy. Multilevel analysis on the other hand allows contextual heterogeneity 
to be taken into account by including random components for capturing 
unmeasured contextual influences. If no random components are needed, 
OLS-regression is adequate. However, an advantage of multilevel analysis 
is that it tests assumptions that otherwise have to be presupposed.

The purpose of this contribution is twofold: A methodological purpose 
consists in illustrating the disadvantages of using OLS-regression for inter-
national comparisons instead of the more adequate multilevel regression. In 
their OLS-regression, Norris and Inglehart (2004) used an additive index 
for work ethic as dependent variable. Computer programs like Mplus allow 
multilevel confirmatory factor analysis (CFA) to be carried out as well as 
multilevel structural equation modeling (MLSEM). So, work ethic will be 
measured in our multilevel analyses by CFA. In a first step I will test whether 
a one-level CFA or a two-level CFA is empirically more appropriate. In a sec-
ond step I will try to explain the theoretically expected differences in work 
ethic as latent dependent variable by including predictor variables into the 
full multilevel regression model (MLSEM) and comparing the results with 
those from OLS-regression. A more substantial purpose of this article con-
sists in testing how far Norris and Inglehart’s results (2004, p. 166 and p. 179) 
also hold for multilevel analysis. Finally, a multilevel regression model will 
be estimated that eliminates fundamental inconsistencies between Norris 
and Inglehart’s theory and their empirical model.

11.2  WoRk ethIC In MoDeRnIzInG anD 
postMoDeRnIzInG soCIetIes

According to Inglehart (1997) social change follows a path of two succes-
sive processes called modernization and postmodernization. The former 
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process transforms preindustrial traditional societies into modern societ-
ies. In preindustrial traditional societies survival of most human beings 
was precarious. Since the main source of wealth in such economically 
steady-state societies was land, which is a fixed supply, the only way to 
become rich was by seizing the land of someone else by violence (i.e., at 
the expense of someone else). In order to prevent that the survival of the 
whole society was threatened by internal violence, virtually all traditional 
societies established cultural, usually religious norms that limited the use 
of violence and repressed aspirations for social mobility. The value sys-
tem of such societies encouraged people to accept their hereditary social 
position in this life by emphasizing that denial of world aspirations will 
be rewarded in the next life. Duties of sharing and charity helped to com-
pensate the poor for the absence of social mobility and to mitigate the 
harshness of a subsistence economy. Although such value systems help 
to maintain social solidarity, they further undermined the legitimacy of 
economic accumulation (cf. Inglehart, 1997, pp. 30–31 and pp. 70–71).

Breaking cultural constraints on accumulation was historically 
achieved first by the random emergence of the Protestant ethic (see Weber, 
1992/1930, cf. also Inglehart, 1997, p. 27) in Western Europe during the 
time of the Protestant reformation. A central element of the Protestant 
ethic was the Calvinist doctrine of predestination (cf. Weber, 1992/1930, 
pp. 56–61). This doctrine consists in the belief that God, according to the 
“secret counsel and good pleasure of His will” (Weber, 1992/1930, p. 57), 
predestinated some people unto everlasting life and foreordained others to 
everlasting death. In an age in which the afterlife was more important and 
also more certain than any interests of life in this world, for every believer 
the all-important question must have arisen whether he or she was one 
of the chosen and how one can be sure of achieving this state of grace. 
To disperse religious doubts and to attain self-confidence, restless profes-
sional work was advised as the most suitable means. Restless and system-
atic work was seen as a calling and as the only means of attaining certainty 
of grace (cf. Weber, 1992/1930, pp. 65–67, p. 116, and p. 121). Since man 
was seen as only a trustee of the goods given by God, for ascetic Calvinists 
it was at least hazardous to use any of the goods for a purpose that serves 
not the glory of God but only one’s own enjoyment. These constraints that 
were imposed upon the consumption of wealth led to increased productive 
investment of capital and for that reason fostered conditions conducive to 
private enterprise and capitalism (cf. Weber, 1992/1930, pp. 114–116).
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By considering material accumulation no longer as ignoble greed but 
as evidence for divine favor, the Protestant ethic contributed essentially 
to supplant status-quo oriented traditional, usually religious norms by 
achievement-oriented, increasingly secular modern norms (cf. Inglehart, 
1997, pp. 70–73). That the achievement-oriented value system of the 
Protestant ethic did not disappear as it had appeared can be traced back 
mainly to technical developments that took place at the same time and 
that made rapid economical growth possible. This cultural-economic syn-
drome led to the rise of capitalism and eventually to industrialization, 
which is seen as the material core of modernization (cf. Inglehart, 1997, 
p.  27 and p. 70). By emphasizing inner worldly material success, however, 
the Protestant ethic also fostered the emergence of a scientific, rational-
legal worldview that contributed to secularization and bureaucratization. 
The change from traditional, usually religiously based authority to ratio-
nal-legal authority is seen by Inglehart (1997, p. 73) as the cultural core of 
modernization. The logical culmination of modernization was the social-
ist state with a state-regulated or even state-owned mass production (cf. 
Inglehart, 1997, p. 30 and p. 74). This statement demonstrates that mod-
ernization, although concentrated in the West at one point in history, is a 
global process (cf. Inglehart, 1997, p. 11). Thus, the rise of Protestantism is 
seen by Inglehart (cf. Norris & Inglehart, 2004, p. 161) only as an exam-
ple that explained how cultural change contributed to supplant a set of 
religious norms that are common to most preindustrial societies and that 
inhibit economic achievement by a set of achievement-oriented modern 
norms that are conducive to capitalism.

Most advanced societies underwent modernization from the Industrial 
Revolution until the second half of the twentieth century. Striving for 
materialistic growth, however, has during the last 35 years in advanced 
industrial societies increasingly reached a point of diminishing marginal 
utility and led to a postmodern shift that, according to Inglehart (1997, p. 
28, cf. also p. 324), “in some way constitutes the decline of the Protestant 
Ethic.” The turning point for advanced industrial societies came during 
the 1980s mainly for two reasons, namely, the diminishing functional 
effectiveness of hierarchic, centralized bureaucratic organizations and 
their declining mass acceptance due to changes in people’s value priori-
ties (cf. Inglehart, 1997, pp. 28–30). Whereas hierarchical bureaucratic 
organizations helped to create modern society by mobilizing and organiz-
ing the energy of masses of people, hypertrophied bureaucracy paralyzed 
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adaptation and innovation and became less effective in high-technology 
societies with highly specialized workforces. As a consequence, state-run 
economies are replaced more and more by market economies. Declining 
mass acceptance of further modernization is traced back by Inglehart 
(1997, pp. 76–77) to the postmodern shift in values priorities from maxi-
mizing economic growth to maximizing subjective well-being and quality 
of life concerns.

The key indicator for the broader syndrome of postmodernization is 
a shift from materialist to postmaterialist value priorities (cf. Inglehart, 
1997, p. 35 and p. 103). With his value change thesis Inglehart assumes a 
long-term shift in prevailing values in industrial welfare societies as older 
cohorts are replaced by younger cohorts born after World War II in an 
environment with a historically unprecedented degree of economical and 
physical security. This assumption of a value change is based on two key 
hypotheses (cf. Inglehart, 1997, p. 33): The scarcity hypothesis assumes 
that “one places greatest subjective value on things that are in relatively 
short supply.” This hypothesis is seen as being similar to the principle 
of diminishing marginal utility in economic theory. The socialization 
hypothesis states that (Inglehart, 1997, p. 33) “one’s basic values reflect 
the conditions that prevailed during one’s preadult years.” Whereas the 
former hypothesis implies that during their whole life people retain a cer-
tain capability to adapt their value priorities to short-time changes in their 
environment (period effects), the latter states that the basic value priorities 
of an individual are socialized during their formative years and remain 
quite stable during their whole life (cohort effects). Taken together, value 
change is expected to be characterized by short-time period effects that are 
superimposed on long-term cohort effects reflecting the conditions that 
 prevailed while a cohort was growing up (cf. Inglehart, 1990, pp. 79–82, cf. 
also 1997, p. 34). The direction of the value change is deduced by referring 
to Maslow’s (1954, cf. also Inglehart, 1977, pp. 22–23) hierarchy of needs. 
Although he does not follow Maslow’s need hierarchy in detail, Inglehart 
(1997, p. 33 and 1990, p. 134) adopts a basic distinction between funda-
mental materialist needs for economic and physical security, and higher 
order postmaterialist needs such as belonging, esteem, self-expression, 
and aesthetic satisfaction. The latter value orientations are assumed to 
take priority not until the former are taken for granted.

The postmodernization process, in which the postmaterialistic value 
change is embedded as a core element, gives way to a shift from an emphasis 
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on the disciplined, self-denying, and achievement-oriented norms of 
industrial society to an increasingly broad latitude for individual choice 
of lifestyles, individual self-expression, and an emphasis on the quality 
of life (cf. Inglehart, 1997, p. 28). On the background of this development, 
Inglehart (1997) expects a gradual shift in what motivates people to work, 
from “maximizing one’s income and job security toward a growing insis-
tence on interesting and meaningful work” (Inglehart, 1997, p. 44), “a pro-
cess that could be viewed as the decline of the Protestant work ethic in 
postmodernizing societies” (cf. Inglehart, 1997, p. 218).

11.3  hypotheses

The OLS-regression model for work ethics (work as a duty) presented by 
Norris and Inglehart (2004) includes a society’s type of religious culture, 
a country’s Human Development Index (HDI), and its Level of Political 
Development (Gastil Index) as macro-level variables and a respondent’s 
age, gender, education, income, and religiosity as micro-level variables.* 
For each of these variables a linear relationship on work ethic was tested 
empirically. Since both authors were mainly interested in the impact of 
religious culture, no hypotheses were derived explicitly for the other pre-
dictor variables. Hence, this has to be done in the following.

By assuming that their model reflects their theory adequately, the fol-
lowing hypotheses can be formulated: younger generations grown up in 
an environment of, all in all, improved economical and physical security 
should show a weaker work ethic than older generations (H1). Formal edu-
cation is seen by Inglehart (1997, pp. 151–152, cf. also Abramson & Inglehart, 
1996, p. 453) as an excellent indicator of the economic security an individ-
ual experienced during the formative years. Hence, better educated people 
should display a lower work ethic than less well-educated people (H2). By 
focusing on the present living conditions that are more secure for wealthier 
than for poorer people, a negative relationship between current income and 
work ethic should be expected (H3; cf. also Inglehart, 1997, pp. 45–46). 
Since religiosity is seen by Inglehart (1997, p. 42, 1990, p. 177, or Norris & 

* Unfortunately, the b-coefficient for religiosity that was controlled for (cf. Norris & Inglehart, 2004, 
p. 166) is missing in the Table A7.1 with the complete regression results (p. 179).
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Inglehart, 2004, p. 18) as an indicator for security needs that are tradition-
ally satisfied by established religion, importance of religion and work ethic 
are expected to be positively related (H4). By referring to traditional gen-
der role expectations—in traditional societies the division between male 
breadwinner and female caregiver is crucial for the survival of children 
(cf. Inglehart & Norris, 2003, p. 16)—it can be assumed that due to their 
socialization men may feel a higher duty to work in the paid labor market 
than women, who may see working in the labor market more as an issue of 
gender equality and as a means to being economically independent (H5).

Besides these factors, that should account for differences in the work 
ethic at the individual-level, Norris and Inglehart (2004, pp. 13–17, cf. 
also Inglehart, 1997, pp. 32–33) also assume that the general living con-
ditions in different countries have an important impact of their own on 
the values of their citizens. The unprecedentedly high level of economic 
prosperity and the emergence of the modern welfare state in advanced 
industrial societies in the decades after World War II have contributed to 
a greater sense of economic security among all social strata. Since increas-
ing affluence is assumed to weaken work ethic, economic growth should 
lead to a society-wide decline in work ethic. Since a society’s well-being 
does not depend exclusively on economic affluence, Norris and Inglehart 
(2004, pp. 48–51) introduced into their regression analysis: the HDI, as a 
broader summary scale of modernization that combines a society’s level 
of literacy, its level of health, and its per capita GDP, and the Gastil Index 
(Political Development Index), as a standard measure of political rights 
and civil liberties. As indicators for a society’s well-being, both the HDI 
(H6) and the Gastil Index (H7) should be negatively related to the citizen’s 
work ethic. Most central for analyzing the impact of the Protestant ethic 
in current societies is the type of religious culture. By referring to Weber 
(1992/1930), Norris and Inglehart (2004, p. 162) formulated the hypothesis 
that “compared with those living in all other religious cultures (especially 
Catholic societies), Protestant societies should display the strongest work 
ethic conducive to modern capitalism, exemplified by valuing the virtue of 
work as a duty.” However, although both authors (cf. Norris & Inglehart, 
2004, p. 162) share the assumption that the Protestant ethic fostered the 
emphasis of personal achievement and economic growth, they also assume 
that the values established by the Protestant ethic tend to fade away under 
conditions of affluence. The expectation of such a curvilinear relationship 
was already expressed by Inglehart (1997, pp. 223–224):



318 • Hermann Dülmer

Achievement motivation seems to reflect the transition from preindus-
trial to industrial value systems, linked with the Modernization process. 
Materialist/Postmaterialist values, on the other hand, reflect the transi-
tion from industrial to postindustrial society, bringing a shift away from 
emphasis of economic growth, toward increasing emphasis … on the qual-
ity of life in general.

Thus, as a result of postmodernization one might expect to find religious 
cultures that show a higher work ethic than historically Protestant societ-
ies (H8).

By having a closer look at the formulated hypotheses it becomes rapidly 
clear that the theoretically assumed shift in the prevailing direction of 
value change from modernization to postmodernization cannot be tested 
adequately via a linear relationship. In order to overcome such inconsis-
tencies between theory and empirical tests, at least the hypothesis of an 
intergenerational value change (H1) has to be modified. Long-term value 
change can neither be explained by life cycle nor by short-term period 
effects but is driven according to Inglehart (1990, pp. 77–83) by cohort 
effects caused by different socialization conditions. This assumption 
should not only hold for postmodernization but also for modernization. 
Hence, intergenerational cohort replacement has to be also the main rea-
son for supplanting status-quo oriented values prevailing in traditional 
preindustrial societies by an achievement-oriented work ethic prevail-
ing in modern industrial societies. By taking this consideration seriously, 
H1 has to be restricted to the postmodernization process. Thus, it can be 
expected that younger cohorts should display a stronger work ethic than 
older cohorts in modernizing societies and a weaker work ethic than older 
cohorts in postmodernizing societies (H1a).

A second modification refers to education, which is seen by Inglehart 
(1997, p. 152) “as an excellent indicator of how economically secure one 
was during one’s formative years.” Insofar, estimating a linear relationship 
is theoretically adequate. However, from the point of view of cognitive psy-
chology, education is indicative of an individual’s cognitive capabilities to 
cope with the requirements of the environment. In a changing environment, 
higher educated people adapt more easily than less well-educated people to 
changing functional requirements. Since modernization requires the indi-
vidual to adapt to an achievement-oriented value system, in modernizing 
societies the better educated should display a higher work ethic than the less 
well educated. This tendency will probably also be reinforced by parental 
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socialization influences: because parents’ education is positively correlated 
with their children’s education, better educated parents might provide their 
children with insights and norms that are already better adapted to the 
changing restrictions or opportunities of the environment. These consider-
ations should not only apply to modernization but also to postmoderniza-
tion where the environment allows wealthier and better educated people to 
place higher priority on postmaterialist values like self-fulfillment. If these 
assumptions are correct, then H2 has to be restricted to postmodernizing 
societies. Thus, the better educated should show a stronger work ethic than 
the less well educated in modernizing societies and a weaker work ethic 
than the less well educated in postmodernizing societies (H2a).

Finally, a further modification might be necessary. If a country’s level of 
development has its own impact on work ethic then the relationship should 
be a curvilinear one: whereas the level of a society’s development should be 
conducive to an increasing work ethic in modernizing societies, it should 
contribute to a decreasing work ethic in postmodernizing societies (H3a).

11.4  Data anD opeRatIonalIzatIons

The present study is based on the combined dataset of Wave III of the 
European Values Study (EVS, 1999/2000) and Wave IV of the World Values 
Survey (WVS, 1999/2000, cf. The European Values Study Foundation and 
World Values Survey Association, 2006). Wave III of the EVS was carried 
out between 1999 and 2001, Wave IV of the WVS between 1999 and 2004. 
The same database was used by Norris and Inglehart (2004), except that 
both authors had to restrict their analyses of “work as a duty” to the EVS 
1999/2000 and to the first countries of the WVS 1999/2000 for which data 
were already available when they wrote their book. The integrated dataset 
of both waves embraces 72 countries. Mainly because a number of coun-
tries from the WVS did not include the questions on work ethic, I had to 
restrict the number of countries to 53.* All in all, I was able to include seven 

* In this article I will report robust standard errors (cf. Hox, 2002, p. 200). Using robust stand-
ard errors for MLSEM requires for reasons of power a minimum number of 40 countries (cf. 
Meuleman & Billiet, 2009). Inferences based on robust standard errors sacrificing some statistical 
power in order to be less dependent on the assumption of normality (cf. Hox, 2002, p. 201). For less 
than 40 countries remains the option to use conventional standard errors.
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more societies than Norris and Inglehart (2004, p. 165). Appendix 11.A 
gives an overview of the countries, both included and excluded.

By using explorative factor analysis, Norris and Inglehart (2004, pp. 
163–164) identified three main dimensions of work ethic. For our pur-
poses I will restrict the analyses to “work as a duty” that lies, according 
to Norris and Inglehart (2004, p. 163) “at the heart of the ascetic forms of 
Protestantism.” This dimension was measured by the items, according to 
The European values study foundation and world values survey associa-
tion (2006) “it is humiliating to receive money without having to work for 
it,” “people who don’t work turn lazy,” “work is a duty towards society,” 
and “work should always come first, even if it means less spare time.” The 
interviewees were asked to indicate their opinion on these items on a scale 
ranging from 1 (agree strongly) to 5 (disagree strongly). For the reversed 
answer scales both authors computed an unweighted additive index and 
standardized it to a range from 1 to 100. For our purposes the original 
answer scale was transformed into one that reached from 0 (disagree 
strongly) to 4 (agree strongly). Thereafter, each respondent’s mean across 
the four items was computed. The resulting respondent specific mean will 
be used as dependent variable for our OLS-regression. A more adequate 
way to deal with measurement errors than to compute unweighted mean 
scores is to use CFA in a first step. Theoretically expected differences in 
the latent factor will be explained in a second step by including the same 
predictor variables into the multilevel model that were used for the OLS-
regression model. The Protestant ethic was thought by Weber “to be per-
vasive, influencing devout and atheists alike, within Protestant Societies” 
(cf. Norris & Inglehart, 2004, p. 161). Hence, it seems to be imperative to 
include besides the individual-level latent factor also a country-level latent 
factor that captures a society’s influence on its citizens’ work ethic.

For reasons of maximal comparability the same set of explanatory vari-
ables that were used by Norris and Inglehart (2004, p. 179) will be included 
in our analyses. For the individual-level both authors used age, education, 
income, importance of religion, and gender. Dummy variables are theoreti-
cally more adequate for estimating cohort effects than a single age variable. 
Since Inglehart (1981, p. 886, cf. similar also 1977, p. 106) assumes a “sig-
nificant watershed between the postwar generation and the older groups 
that had experienced the World Wars, the Great Depression and their asso-
ciated threads,” 1946 was chosen as the starting point for distinguishing 
three cohorts (i.e., born before 1946, born from 1946 to 1965, and born from 
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1966 to 1987). The middle and the youngest cohort will be distinguished 
each by a 0–1 coded dummy from the oldest cohort that serves as reference 
group. Whereas Norris and Inglehart (2004) tested for a linear relationship 
between education and work ethic, I will use two 0–1 coded dummy vari-
ables instead, one for secondary level education and one for tertiary level 
education. The reference group are respondents with less than secondary 
education. Income is measured on a 10-point scale, ranging from 0 (low) to 
9 (high). Importance of religion in a respondent’s life is a 4-point scale rang-
ing from 0 (not at all important) to 3 (very important). Finally, gender is a 
0–1 coded dummy variable, with males coded as 1.

At the country-level Norris and Inglehart (2004, p. 166) included in 
their OLS-regression: a society’s type of religious culture, the HDI 1998 
(cf. UNDP, 2000), and the Gastil Index 1999 (cf. Freedom House, 2009). 
For the type of religious culture I followed the classification of societies 
by their historically predominant major religions as proposed by Norris 
and Inglehart (2004, pp. 46–47). The classification distinguishes between 
Catholic, Protestant, Orthodox, Muslim, and Eastern religious cultures, 
whereby the Eastern religious culture embraces China, India, Japan, South 
Korea, and Viet Nam. Two of the countries included in our analyses are 
not listed by the classification: Kyrgyzstan is a historically Muslim soci-
ety, Singapore an Eastern society. The HDI combines a society’s level of 
educational attainment (adult literacy and the combined gross primary, 
secondary, and tertiary enrollment ratio), its level of longevity (life expec-
tancy at birth), and its standard of living (real gross domestic product per 
capita in PPP U.S.$, cf. UNDP, 2000, p. 17). Among the included countries 
Uganda had the lowest HDI in 1998 (0.409) and Canada the highest one 
(0.935).* The Gastil Index (Level of Political Development) is computed as 
the arithmetic mean of the Political Rights Index and the Civil Liberties 
Index. By following Norris and Inglehart (2004, p. 51 and p. 179) the Gastil 
index has been reversed for ease of interpretation. Among the analyzed 
countries Viet Nam had the lowest possible value of 0 (not free society) 
on our reversed Gastil Index in 1999 and 10 countries reached the highest 
value of 6 (free society).

All multilevel models reported in this contribution were estimated with 
Mplus 5. In order to level off different sample sizes a weight was computed 

* Appendix 11.A includes the complete information about the type of religious culture and the HDI 
1998.
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that ensures that each country is represented by the same number of 
respondents whereby the total number of respondents from all countries 
remained unchanged.

11.5  eMpIRICal Results

11.5.1  Work ethic: one-level Cfa versus two-level Cfa

Weber’s claim about the Protestant ethic concerned societal-level cultural 
effects (cf. also Norris & Inglehart, 2004, p. 162). Hence, I will test whether 
a one-level or a two-level CFA (for the latter case see Hox, 2002, pp. 225–
250) results in a better model fit. If social forces inside a society contribute 
significantly to shape the citizens’ work ethic then the latter model should 
turn out to be the better one.

Carrying out a CFA requires first looking at the correlations and cova-
riances between the indicator variables. If the correlations are very weak 
then even the latent factor of a good fitting model will only explain much 
of rather nothing that these indicators have in common. Table 11.1 shows 
the correlations and covariances for the pooled sample one-level model 
(left-hand side) as well as for the two-level model where these coefficients 
are decomposed into their within countries and between countries parts 
(right-hand side).

For the one-level model, the correlations range between 0.25 (“humili-
ating” with “work first”) and 0.39 (“lazy” with “duty to society”). Thus, 
the bivariate relationships between the four items are relatively strong. By 
decomposing the correlations into their within and between parts, the cor-
relations for the within part become somewhat weaker and are now in the 
range between 0.19 (“humiliating” with “work first”) and 0.35 (“lazy” with 
“duty to society”). The structure of the within correlation matrix remains 
very similar to the structure of the pooled sample model; that is, the rank 
order of the correlations has practically not changed. The correlations of 
the between countries matrix are much stronger, ranging from 0.61 (“lazy” 
with “work first”) to 0.75 (“lazy” with “duty to society”). Furthermore, the 
between countries correlation matrix deviates somewhat from the struc-
ture of the within countries correlation matrix. However, even the weakest 
correlation of 0.19 is seen as sufficiently strong to carry out a CFA on the 
basis of all four items.
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The means of the items to be found in the lower part of Table 11.1 for the 
one-level model are nearly exactly the same as for the two-level analysis. 
All items display a mean above the scale mean of 2. Thus, the respondents 
at least weakly agree with all four statements. “Duty to society” is not only 
the item with the highest level of agreement (nearly 2.75) but it is also 
the least controversial one as indicated by its comparably low variance 
(pooled sample: 1.08, two-level analysis: 0.99 within and 0.10 between). 
“Work first” has the lowest mean (slightly above 2.45). Although this item 
is also most controversial between the countries (0.27), the item “humili-
ating” turned out to be most controversial at the individual-level as well as 
in the pooled sample (1.33 and 1.48, respectively).

The last row of Table 11.1 includes each item’s intraclass correlation coef-
ficient (ICC or ρ). As a heterogeneity measure it informs about the pro-
portion of variance in a respective variable that is accounted for by the 
grouping structure in the population. The ICC is computed by dividing 
the macro-level variance of an item by its total variance on both levels 
(cf. Hox, 2002, p. 15 or Snijders & Bosker, 1999, p. 17). The heterogeneity 
between countries is lowest for “duty to society” and highest for “work 

table 11.1

Correlations, Covariances, Means, and ICC for the Four Indicators of Work Ethic

Pooled Sample 
correlations and 

covariances

Within and Between 
countries correlations 

and covariances

1 2 3 4 1 2 3 4
within

1 Humiliating 1.48 0.37 0.30 0.25 1.33 0.32 0.26 0.19
2 Lazy 0.52 1.35 0.39 0.29 0.40 1.15 0.35 0.22
3 Duty to Society 0.38 0.47 1.08 0.37 0.30 0.37 0.99 0.33
4 Work First 0.37 0.40 0.46 1.41 0.23 0.26 0.35 1.15

between
1 Humiliating 0.15 0.73 0.68 0.70
2 Lazy 0.13 0.21 0.75 0.61
3 Duty to Society 0.08 0.11 0.10 0.71
4 Work First 0.14 0.15 0.12 0.27

Means 2.51 2.71 2.76 2.47 2.49 2.68 2.75 2.46

ICC 0.10 0.16 0.09 0.19
Note: Italic entries in the upper diagonal are the correlations; 54,201 respondents from 53 countries; 

weighted data.
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first” (ICC = 0.09 and 0.19, respectively). As a rule of thumb, Hox (2002, 
p. 184) suggests using 0.05, 0.10, and 0.15 as small, medium, and large val-
ues for the ICC in general cases, and using the values 0.10, 0.20, and 0.30 
in those cases where a much higher ICC appears reasonable on a priori 
grounds. Independent of which of the two rules is applied, our results can 
be understood as a first hint that a two-level CFA may fit the data better 
than a one-level CFA. Figure 11.B.1 (cf. Appendix 11.B) depicts the struc-
ture of the two-level CFA. Table 11.2 contains the results of the one-level 
CFA (Model 1a) and the two-level CFA (Model 1b).

The upper part of Table 11.2 includes two descriptive coefficients for 
model comparison (AIC and adjusted BIC) and four descriptive good-
ness-of-fit indices (CFI, TLI, RMSEA, and SRMR, cf. Brown, 2006, pp. 
81–88) for evaluating the data fit of a CFA model. The CFI (Comparative 
Fit Index) and the TLI (Tucker–Lewis Index) both compare a user speci-
fied model to the “null” or “independence” model, whereby the CFI com-
pensates for model complexity by including a penalty function for adding 
freely estimated parameters that do not markedly improve the model fit. 
Although there is no consensus about which indices and what cutoff cri-
teria should be used, CFI and TLI values in the range of 0.90–0.95 may be 
indicative of an acceptable model fit (cf. Brown, 2006, pp. 86–87). With 
respect to the CFI, both CFA models turn out to have a highly accept-
able model fit (one-level CFA: 0.970, two-level CFA: 0.956). The recom-
mended minimal value of 0.90 for the TLI is reached by the one-level CFA 
(0.909) but not by the two-level CFA (0.867). The SRMR (standardized 
root mean square residuals) and the RMSEA (root mean square error of 
approximation) are indices for the degree of model misspecification: a 
low value indicates a better model fit. Conceptually, the SRMR is a mea-
sure for the average discrepancy between the observed correlations and 
the correlations predicted by the model (cf. Brown, 2006, p. 82). Like the 
CFI, the RMSEA also incorporates a penalty function for the number 
of freely estimated parameters. According to Hu and Bentler (1999, cf. 
Brown, 2006, p. 87), a reasonably good fit between the target model and 
the observed data is given if the SRMR value is close to 0.08 or below and 
the RMSEA value is close to 0.06 or below. As a rule of thumb, Browne 
and Cudeck (1993, cf. Brown, 2006, p. 87) suggest that RMSEA values 
less than 0.08 indicate an adequate fit, and values less than 0.05 a good 
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table 11.2

Confirmatory Factor Analyses (CFA) for Work Ethic

Model 1a:
One-Level cFA

Model 1b:
two-Level cFA

AIC
Sample Size 
Adjusted BIC

6,46,894.195

6,46,962.864

6,25,090.322

6,25,204.770

CFI 0.970 0.956
TLI 0.909 0.867
RMSEA 0.073 0.034
SRMR 0.022
SRMR Within 0.028
SRMR Between 0.027
Respondent Level 
(Level 1) 

54,201 Respondents 54,201 Respondents

Country Level 
(Level 2)

53 Countries

b z b z
Intercept Level 1
 Intercept Level 2
 Humiliating 2.486 44.789**
 Lazy 2.681 40.187**
 Duty to Society 2.751 59.069**
 Work First 2.463 32.327**
Humiliating 2.507 456.185**
Lazy 2.706 513.022**
Duty to Society 2.757 587.369**
Work First 2.472 460.575**

factor loadings b z β b z β
 Humiliating 1.000 -.- 0.834
 Lazy 1.210 6.396** 0.846
 Duty to Society 0.851 6.388** 0.866
 Work First 1.291 7.123** 0.793
Humiliating 1.000 –.– 0.521 1.000 –.– 0.469
Lazy 1.138 82.008** 0.621 1.134 43.322** 0.573
Duty to Society 1.048 61.986** 0.638 1.146 26.729** 0.624
Work First 0.972 60.500** 0.518 0.900 19.839** 0.455

(Continued)
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model fit. The SRMR values of both CFA models are well below the rec-
ommended threshold.* Whereas the RMSEA of the two-level CFA (0.034) 
is well below 0.06, the RMSEA of the one-level model (0.073) is slightly 
above the value given by Hu and Bentler but remains below the value sug-
gested by Browne and Cudeck. By taking all four goodness-of-fit indices 
into account, both models can be accepted. Hence, the question of the 
better fitting model remains.

The answer to this question is given by comparing the respective 
AIC (Akaike Information Criterion) and the adjusted BIC (Bayesian 
Information Criterion) of both CFA models. Both indices are based on 

* Together with Norris and Inglehart (2004) measurement invariance has been assumed but not 
tested (for testing measurement invariance see Chapter 7 in this book). Testing measurement 
invariance with more than 30 countries is “unwieldy at best” (Selig, Card, & Little, 2008, p. 105). 
However, the very good fit of the SRMR within and the SRMR between of Model 1b might be a 
hint that measurement invariance is given for the vast majority of countries. In any case, research 
is needed in order to know more about the relationship between fit measures and measurement 
invariance in multilevel CFA.

table 11.2 (Continued)

Confirmatory Factor Analyses (CFA) for Work Ethic

Model 1a:
One-Level cFA

Model 1b:
two-Level cFA

Residual variances variance z variance z
 Humiliating 0.045 4.037**
 Lazy 0.060 2.955**
 Duty to Society 0.025 2.902**
 Work First 0.102 3.953**
Humiliating 1.074 110.268** 1.039 27.968**
Lazy 0.827 86.189** 0.770 23.364**
Duty to Society 0.641 80.093** 0.605 26.725**
Work First 1.030 119.838** 0.910 29.037**

variance variance z variance z
 Latent Factor
  (Work Ethic)

0.103 3.037**

Latent Factor 
(Work Ethic)

0.401 44.887** 0.293 16.753**

*p ≤ 0.05; **p ≤ 0.01
Note: Weighted data; Estimator: Full Maximum Likelihood with robust standard errors (MLR); the 

beta-coefficients are fully standardized; the scaling correction factor for Model 1b is 8.252.
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the log-likelihood-function and a lower value indicates a better fitting 
model. In order to compensate for poor model parsimony, they both 
include a penalty function for adding freely estimated parameters that do 
not improve the model fit. Although the two-level CFA (Model 1b) is the 
more complex model, it reduces both model fit indices of the one-level 
CFA (Model 1a) by more than 21,500. Thus, Model 1b should be used for 
our further analyses.

The lower part of Table 11.2 gives an overview of the intercepts, fac-
tor loadings, and residual variances of the four work ethic items, as well 
as the variance of the latent factors. The labels for the indicator vari-
ables that were estimated at the country-level are indented to the right. 
“Humiliating” was chosen as a marker indicator that passes its metric 
onto the latent factor. The intercepts of both models are identical to the 
means of Table 11.1. “Lazy” is the item that shows the highest unstan-
dardized factor loading in the one-level CFA (b = 1.138); “duty to society” 
is the one that displays the highest factor loading on the within latent fac-
tor for work ethic (b = 1.146) but the lowest factor loading on the between 
latent factor for work ethic (b = 0.851). However, the fully standardized 
beta-coefficients reveal that “duty to society” is nonetheless the item with 
the strongest factor loading for the one-level CFA (0.638) as well as at 
both levels of the two-level CFA (individual-level: 0.624, country-level: 
0.866). Thus, “work as a duty to society” is the leading indicator for mea-
suring work ethic. The items “lazy,” “humiliating,” and “work first” fol-
low, ranked two to four. Again, this applies to the one-level CFA as well 
as to both levels of the two-level CFA. The standardized factor loadings 
for the country-level latent factor are always much stronger than those 
for the respondent-level latent factor. The minimum explained variance 
is estimated for the item “work first”: in this case the within latent factor 
explains nearly 21% ( = 0.455 × 0.455) of the observed variance of this 
item.

A final look at the residual variances of the indicator variables (bottom 
of Table 11.2) shows that all of them have significant within as well as 
between residuals. Furthermore, the latent factors also have significant 
variances. These differences in the latent variable among respondents as 
well as between countries should—according to our hypotheses—be sys-
tematically related to respondent and country characteristics. In the fol-
lowing I will try to reduce these variances by including predictor variables 
into a multilevel regression model.
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11.5.2  OLS-Regression Versus Multilevel Analysis: 
An Empirical Comparison

Table 11.3 contains the conventional OLS-regression model (Model 2a), the 
corresponding multilevel structural equation model (MLSEM, Model 2b), 
and the improved MLSEM (Model 2c). The first part of Table 11.3 (pp. 
331–332) includes (besides the intercept of the OLS-regression) the CFA 
part of both multilevel models; the second part of Table 11.3 displays the 
regression part of all three models including the respective model fit indi-
ces. Since our main interest consists in a model comparison between OLS-
regression and multilevel regression, I will restrict the interpretation to 
the second part of Table 11.3 (pp. 333–334).

The results of our OLS-regression confirm Norris and Inglehart’s (2004, 
p. 179) findings: younger cohorts (H1), the better educated (H2), and people 
with a higher income (H3) display a significantly lower work ethic than older 
cohorts, less well-educated respondents, and people with a lower income. 
The more important religion is in an individual’s life, the higher is her or 
his work ethic (H4); men have a significantly higher work ethic than women 
(H5). Thus, H1–H5 are corroborated. At the country-level, the HDI is nega-
tively related to work ethic whereas the Level of Political Development (Gastil 
Index) turned out to be positively related to work ethic. Both effects are highly 
significant. These results replicate those of Norris and Inglehart (2004, p. 
179): H6 is confirmed by OLS-regression whereas the finding for the Level of 
Political Development disconfirms H7. The results also show that people liv-
ing in Protestant countries (reference group) today display the weakest work 
ethic among all major religious cultures (H8), not the strongest. This finding 
again corroborates that reported by Norris and Inglehart (2004). However, 
how far do these results also hold for the multilevel regression model?

The b-coefficients of Model 2b are rather similar to those of Model 2a. 
Huge differences between both models become visible with respect to the 
t-values/z-values.* Since OLS-regression ignores potential clustering in 

* Mplus uses the z- instead of the t-distribution. Hence, in cases with comparably few macro-level 
units and a relatively low number of degrees of freedom for estimating a b-coefficient (say, df < 
120) the acceptance region for the null hypothesis might be slightly too small; that is, the null 
hypothesis might be rejected too easily. This affects in general (a) macro-level main effects if the 
intercept is estimated with a random component, (b) slopes of micro-level indicators that are 
estimated with their own random component, and (c) macro-level indicators that interact with 
a micro-level indicator that is estimated with a random component. The predictor variables of 
macro-level latent factors are also affected. Substantial differences between both tests affect only 
borderline effects.
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hierarchically structured data, it is highly susceptible to a heavy overes-
timation of the t-values. Multilevel analysis solves this problem by allow-
ing each country to have its own b-coefficients that deviate by a certain 
amount (by a random u-term) from the respective grand mean. Thus, 
multilevel regression is less restrictive than OLS-regression and for that 
reason is also the more general but less parsimonious method. Whether 
or not a random term is needed has to be decided empirically—the expec-
tation that no random term is needed is also an assumption that has to 
be tested empirically. The lower part of Table 11.3 shows that all explana-
tory variables of the respondent-level latent factor for work ethic had to be 
estimated with a separate variance component (random component; the 
variance of a u-term is called τ). This also explains why the z-values of our 
multilevel model are much lower than the t-values from the correspond-
ing OLS-regression.

Although the z-values for the b-coefficients of Model 2b are much lower 
than the respective t-values of Model 2a, this will most often not result 
in substantial differences between both models. However, two substan-
tial differences exist: firstly, the positive relationship between the Level of 
Political Development and the country-level latent factor for work ethic 
failed to become significant in the MLSEM (z = 0.330 instead of t = 7.379 
for the OLS-regression). The b-coefficient of this macro-level variable did 
not become positive until the dummy variables for the type of religious 
culture (Block 3) were entered into the OLS-regression. As long as only the 
level of a country’s development (Block 1) or Block 1 together with the socio-
demographic variables (Block 2) was included into the OLS-regression, 
the Level of Political Development turned out to have the assumed signifi-
cant negative impact on work ethic (H7). Since the Gastil Index is already 
highly correlated with the HDI (r = 0.664), the switch of the sign of the 
b-coefficient for the former index could be caused by multicollinearity. 
However, the Variance-Inflation Factor (VIF; cf. Fox, 1991, pp. 11–13) for 
the Gastil Index is 2.604 and for that reason is much too low to cause a 
multicollinearity problem. Instead we have to conclude on the basis of the 
more appropriate MLSEM that the t-value of the OLS-regression is mis-
leading. No relationship exists between the Level of Political Development 
and work ethic. Thus, H7 has to be rejected. Secondly, the effect of the 
Orthodox culture is of borderline significance (z = 1.974). Since the num-
ber of degrees of freedom (df) for estimating the influence of the macro-
level predictor variables on the country-level latent factor for work ethic is 



334 • Hermann Dülmer

the number of countries (N = 53) minus the number of estimated macro-
level predictors including the intercept (N = 7), it is advised in this case to 
carry out the significance test on the basis of the t-distribution. The t-value 
for 60 df and a significance level of 5% is 2.000 (tested two sided). Hence, 
Orthodox and Protestant cultures do not differ significantly with respect 
to work ethic.

The variance of the country-level latent factor in a CFA becomes the 
intercept variance component in MLSEM after macro-level predictors are 
introduced in order to explain the variance of a latent factor. In our case 
the variance component of the country-level latent factor became insig-
nificant and was fixed for that reason. Thus, we successfully explained 
the differences in work ethic between the countries that were found in 
the earlier CFA. A final look at the model fit (bottom of Table 11.3) cor-
roborates Norris and Inglehart’s (2004, pp. 166–167) finding that the 
type of religious culture contributes to explain differences in work ethic. 
Even after controlling for all other predictor variables (Block 1 and 2), the 
R2-change test for the OLS-regression became significant when type of 
religion (Block 3) was entered. This result is consistent with that of our 
multilevel model (Model 2b), where one has to rely on descriptive indices 
like the AIC and the adjusted BIC. Both indices reduced slightly (43 and 
20, respectively) after type of religious culture (Block 3) was entered in 
the final step. Compared with the former two-level CFA model, the AIC 
has decreased by slightly more than 4500 and the adjusted BIC by slightly 
less than 4500. Thus, Model 2b has the better fit than the two-level CFA of 
Table 11.2.

So far it has been illustrated that by using OLS-regression instead of the 
more appropriate multilevel framework for analyzing hierarchically struc-
tured data, one is in danger of drawing wrong conclusions from hypoth-
eses testing. In order to overcome the discrepancies between the theory 
and the empirical model of Norris and Inglehart (2004, p. 179), in a final 
step I estimated Model 2c. Since the Level of Political Development turned 
out to be insignificant, it has been removed from the multilevel model. 
To test the expected curvilinear relationship between the HDI and work 
ethic, the squared term of that index was additionally included into the 
estimated model. Furthermore, I also entered the cross-level interaction 
terms between the HDI and the cohorts on the one hand and the HDI and 
education on the other hand. All five additionally estimated b-coefficients 
are highly significant.
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According to H1a, younger cohorts should display a higher work ethic 
than older cohorts in modernizing societies and a lower work ethic than 
older cohorts in postmodernizing societies. The main effect of a multiplica-
tive interaction represents the influence of one x-variable of the interaction 
term under the condition that the other x-variable of the interaction term 
equals zero (cf. Friedrich, 1982, pp. 804–809). Thus, a cohort’s main effect 
(b = 0.194 and b = –0.010) represents the respective cohort effect under the 
hypothetical condition that the HDI of a country is zero. To avoid inter-
preting such (meaningless) extrapolations beyond the observed range, it 
is recommended inserting the observed extreme values into the equation 
of the first partial derivative of the regression equation.* Uganda had the 
lowest HDI in 1998 (0.409), Canada the highest one (0.935). So, the con-
ditional b-coefficients for the middle and the youngest cohort of Uganda 
as a modernizing country are –0.004 ( = 0.194 – 0.485 × 0.409; z = –0.081, 
p > .05) and –0.163 ( = –0.010 – 0.375 × 0.409; z = –2.615, p < .01), respec-
tively; the corresponding cohort effects for Canada as a postmodernizing 
society are –0.259 ( = 0.194 – 0.485 × 0.935; z = –11.675, p < .01) and –0.361 
( = –0.010 – 0.375 × 0.935; z = –11.247, p < .01).† Since younger cohorts in 
all countries display a lower work ethic than older cohorts (although the 
difference between the middle cohort born from 1946 to 1965 and the old-
est cohort born before 1946 as reference group remains insignificant for 
Uganda), the theoretically expected, deeply rooted value change of mod-
ernizing societies toward a higher work ethic can, at least, not be traced 
back to cohort replacement. As a consequence, H1a has to be rejected.‡ For 
Uganda, the conditional b-coefficients for the second and the third level of 
education are 0.064 ( = 0.176 – 0.273 × 0.409; z = 2.210, p < 0.05) and 0.174 
( = 0.475 – 0.737 × 0.409; z = 2.608, p < .01), respectively. The correspond-
ing effects for Canada are –0.079 ( = 0.176 – 0.273 × 0.935; z = –4.502, 
p < .01) and –0.212 ( = 0.475 – 0.737 × 0.935; z = –7.354, p < .01). Thus, 

* The first partial derivative for the cohort born from 1946 to 1965 is, for instance, ΔY̌/Δ Born 1946–
1965 = 0.194–0.485 × (HDI 1998).

† The formula for calculating conditional standard errors is given by Friedrich (1982, p. 810). 
Conditional z-values can be calculated by dividing the conditional b-coefficient by its conditional 
standard error.

‡ One might try to save H1a by assuming that at least the majority of traditional countries would 
have not developed or even have suffered from economic decline during the second half of the 
twentieth century. Hence, modernization would have taken place, at best, in a minority of tradi-
tional countries. This assumption, however, clearly contradicts Inglehart’s (1997, pp. 229–230, cf. 
also p. 332) own finding according to that poorer countries showed in the past higher growth rates 
than wealthier countries.
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H2a is confirmed: whereas education contributes significantly to increase 
work ethic in modernizing societies, it significantly reduces work ethic in 
postmodernizing societies.

Even after controlling for these interaction effects, the Level of Human 
Development turned out to be curvilinear related to work ethic. The linear 
term has a significant positive influence (z = 2.400, p < 0.05), the squared 
term a significant negative one (z = –3.261, p < 0.01). Since the Level of 
Human Development interacts with cohorts and education, the turning 
point where the positive impact of the HDI on work ethic changes into a 
negative one is group specific: for the oldest cohort with the lowest level of 
education the turning point is reached in societies with a HDI of 0.526; for 
the age cohort born from 1946 to 1965 with the highest level of education 
the turning point is already reached in countries with a HDI of 0.372.* For 
all other possible combinations of cohort and education the turning point 
is in between. Societies with a HDI of 0.739 or below in 1998 were classi-
fied by Norris and Inglehart (2004, p. 247) as agrarian societies.† Thus, the 
decrease in work ethic already set in during the process of modernization. 
Whereas the curvilinear pattern per se corroborates H3a, the decreas-
ing work ethic in some modernizing countries is hardly compatible with 
Inglehart’s theory.‡ A final look at the fit indices shows that Model 2c is 
fitting slightly better than Model 2b: the AIC decreases by roughly 56, the 
adjusted BIC by nearly 33.

11.6 ConClusIons

A main methodological purpose of this contribution was to illustrate the 
disadvantages of using OLS-regression for international comparisons 
instead of the more adequate multilevel analysis. The empirical compari-
son between both methods revealed tremendous differences in the respec-
tive t- and z-values of the b-coefficients that are caused by the much too 

* The first partial derivative for HDI 1998 is ΔY̌/Δ HDI 1998 = 4.178 – 2 × 3.969 × (HDI 1998) -0.485 
(Born 1946–1965)-0.375 × (Born 1966–1987)-0.273 × (Education 2nd Level)-0.737 × (Education 
3rd Level).

† Appendix 11.A informs about the relationship between HDI 1998 and type of society.
‡ There are no substantial changes in the other effects (including the conditional effects) if the 

squared HDI for 1998 would be dropped from Model 2c. The AIC and the adjusted BIC would, 
however, slightly increase (by less than 10).
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small standard errors of the OLS-regression. As a consequence, the null 
hypothesis will be too often erroneously rejected, and the results might 
be very misleading. The more substantial purpose of the article consisted 
in testing whether the results reported by Norris and Inglehart (2004) 
also hold for multilevel analysis. A somewhat surprising result was that 
for OLS-regression the Level of Human Development and the Level of 
Political Development turned out to be related in an opposite direction to 
work ethic. Multilevel analysis revealed that the latter relationship is spu-
rious. The same applies to the difference between historically Protestant 
and historically Orthodox societies.

In order to overcome inconsistencies between the theory and the 
model presented by Norris and Inglehart (2004), interaction effects 
between the HDI and cohorts as well as between the HDI and education 
were also tested. The results revealed that intergenerational replacement 
cannot account for the assumed value change in modernizing societies: 
the youngest generation in all societies under investigation displays the 
weakest work ethic. Higher education on the other hand turned out to be 
positively related to work ethic in modernizing societies and negatively 
related to work ethic in postmodernizing societies. If education is above 
all an excellent indicator for formative security then higher educated and 
younger cohorts should both have been related in the same way to work 
ethic; that is, the higher educated and the youngest cohort should have 
displayed a weaker work ethic than the respective reference group. Our 
results, however, corroborate the expectation that education has a strong 
cognitive component of its own.

Do the results contradict Weber, as assumed by Norris and Inglehart 
(2004, p. 163) when they wrote “contrary to Weber’s thesis … those liv-
ing in Protestant societies today display the weakest work ethic?” Such 
a far reaching conclusion can surely not be drawn from the findings, 
already for the reason that restless professional work was seen by the 
Calvinist doctrine as a means for the individual believer of attaining 
certainty of grace. Work was perceived “as a moral duty pursued for its 
own sake” (cf. Norris & Inglehart, 2004, p. 160) but never had a collec-
tivist imprint like “work as a duty to society.” Finally, Weber (1992/1930, 
pp. 123–124) never expected the Protestant ethic to persist, but rather 
assumed that the capitalist order, once established in a society, would 
force the individual to work like the Puritan who wanted to work in a 
calling.



338 • Hermann Dülmer

RefeRenCes

Abramson, P. R., & Inglehart, R. (1996). Formative security, education and Postmaterialism: 
A response to Davis. Public Opinion Quarterly, 60, 450–455.

Browne, M. W. & Cudeck, R. (1993). Alternate ways of assessing model fit. In K. A. Bollen 
& J. S. Long (Eds.), Testing Structural Equation Models (pp. 136–162). Newbury Park, 
CA: Sage.

Brown, T. A. (2006). Confirmatory factor analysis for applied research. New York, NY: The 
Guilford Press.

The European Values Study Foundation and World Values Survey Association. (2006). 
European and World Values Surveys four-wave integrated data file, 1981–2004, 
v.20060423. Retrieved from http://www.jdsurvey.net/jds/jdsurveyAnalisis.jsp?ES_C
OL=131&Idioma=I&SeccionCol=10&ESID=397 (accessed August 1, 2006).

Fox, J. (1991). Regression diagnostics. Newbury Park, CA: Sage.
Freedom House. (2009). Freedom in the world comparative and historical data. Country 

ratings and status 1972–2007. Retrieved from http://www.freedomhouse.org/tem-
plate.cfm?page=439 (accessed February 18, 2009).

Friedrich, R. J. (1982). In defense of multiplicative terms in multiple regression equations. 
American Journal of Political Science, 26(4), 797–833.

Hox, J. (2002). Multilevel analysis. Techniques and applications. Mahwah, NJ: Lawrence 
Erlbaum.

Hu, L., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in covariance structure analysis: 
Conventional criteria versus new alternatives. Structural Equation Modeling, 6, 1–55.

Inglehart, R. (1977). The silent revolution. Changing values and political styles among Western 
publics. Princeton, NJ: Princeton University Press.

Inglehart, R. (1981). Post-materialism in an environment of insecurity. American Political 
Science Review, 74(4), 880–900.

Inglehart, R. (1990). Culture shift in advanced industrial society. Princeton, NJ: Princeton 
University Press.

Inglehart, R. (1997). Modernization and postmodernization. Cultural, economic, and politi-
cal change in 43 societies. Princeton, NJ: Princeton University Press.

Inglehart, R., & Norris, P. (2003). Rising tide. Gender equality and cultural change around the 
world. Cambridge: Cambridge University Press.

Maslow, A. H. (1954). Motivation and personality. New York, NY: Harper & Brothers.
Meuleman, B., & Billiet, J. (2009). A Monte Carlo sample size study. How many countries 

are needed for accurate multilevel SEM? Survey Research Methods, 3(1), 45–58.
Norris, P., & Inglehart, R. (2004). Sacred and secular. Religion and politics worldwide. 

Cambridge: Cambridge University Press.
Selig, J. P., Card, N. A., & Little, T. D. (2008). Latent variable structural equation modeling 

in cross-cultural research. Multigroup and multilevel approaches. In F. J. R. van de 
Vijver, D. A. van Hemert, & Y. H. Poortinga (Eds.), Multilevel analysis of individuals 
and cultures (pp. 93–119). New York, NY: Lawrence Erlbaum.

Snijders, T. A. B., & Bosker, R. J. (1999). Multilevel analysis. An introduction to basic and 
advanced multilevel modeling. Thousand Oaks, CA: Sage.

UNDP. (2000). Human development report 1998. Human rights and human development. 
Retrieved from http://hdr.undp.org/en/media/HDR_2000_EN.pdf

Weber, M. (1992/1930). The Protestant ethic and the spirit of capitalism. London: 
Routledge.

http://www.jdsurvey.net/jds/jdsurveyAnalisis.jsp?ES_COL=131&Idioma=I&SeccionCol=10&ESID=397
http://www.jdsurvey.net/jds/jdsurveyAnalisis.jsp?ES_COL=131&Idioma=I&SeccionCol=10&ESID=397
http://www.freedomhouse.org/template.cfm?page=439
http://www.freedomhouse.org/template.cfm?page=439
http://hdr.undp.org/en/media/HDR_2000_EN.pdf


A Multilevel Regression Analysis on Work Ethic • 339

appenDIx 11.a

Included Countries (and year of fieldwork)

European Values Study (Wave III): Belarus 2000 (0.781, IN, O), Belgium 1999 (0.925, PI, 
C), Bulgaria 1999 (0.772, IN, O), Croatia 1999 (0.795, IN, C), Czech Republic 1999 
(0.843, IN, C), Denmark 1999 (0.911, PI, P), Estonia 1999 (0.801, IN, P), Finland 2000 
(0.917, PI, P), France 1999 (0.917, PI, C), Germany 1999 (East and West separately; 
0.911, PI, P), Great Britain 1999 (0.918, PI, P), Hungary 1999 (0.817, IN, C), Iceland 1999 
(0.927, PI, P), Ireland 1999 (0.907, PI, C), Italy 1999 (0.903, PI, C), Latvia 1999 (0.771, 
IN, P), Lithuania 1999 (0.789, IN, C), Luxembourg 1999 (0.908, PI, C), Malta 1999 
(0.865, IN, C), Netherlands 1999 (0.925, PI, P), Northern Ireland 1999 (0.918, PI, P), 
Poland 1999 (0.814, IN, C), Romania 1999 (0.770, IN, O), Russia 1999 (0.771, IN, O), 
Slovakia 1999 (0.825, IN, C), Slovenia 1999 (0.861, IN, C), Spain 1999 (0.899, PI, C), 
Sweden 1999 (0.926, PI, P), Turkey 2001 (0.732, IN, M), Ukraine 1999 (0.744, IN, O).

World Values Survey (Wave IV): Albania 2002 (0.713, AG, M), Argentina 1999 (0.837, IN, 
C), Canada 2000 (0.935, PI, C), Chile 2000 (0.826, IN, C), China 2001 (0.706, AG, E), 
India 2001 (0.563, AG, E), Japan 2000 (0.924, PI, E), Kyrgyzstan 2003 (0.706, AG, M), 
Mexico 2000 (0.784, IN, C), Morocco 2001 (0.589, AG, M), Peru 2001 (0.737, AG, C), 
Philippines 2001 (0.744, IN, C), Republic of Korea 2001 (0.854, IN, E), Republic of 
Macedonia 2001 (0.763, IN, O), Republic of Moldova 2002 (0.700, AG, O), Singapore 
2002 (0.881, IN, E), South Africa 2001 (0.697, AG, P), Uganda 2001 (0.409, AG, P), 
United Republic of Tanzania 2001 (0.415, AG, P), United States 1999 (0.929, PI, P), Viet 
Nam 2001 (0.671, AG, E), Zimbabwe 2001 (0.555, AG, P).

Note: The information in brackets refers to the HDI 1998 (cf. UNDP 2000), the type of society, and to 
a country’s type of religious culture. “PI” refers to Postindustrial countries, “IN” to Industrial 
countries, and “AG” to Agrarian countries (cf. Norris & Inglehart, 2004, pp. 243–246). “P” 
refers to Protestant countries, “C” to Catholic countries, “O” to Orthodox countries, “M” to 
Muslim countries, and “E” to Eastern countries (cf. Norris & Inglehart, 2004, pp. 46–47). 
Societies with a HDI score over 0.900 were classified as postindustrial countries, societies with 
a HDI score between 0.739 and 0.899 as industrial countries, and societies with a HDI of 0.739 
or below as Agrarian countries (cf. Norris & Inglehart, 2004, p. 247). The classification for the 
type of society was slightly modified by the authors by separately taking into account the per 
capita GDP (in PPP $U.S.).

excluded Countries (and year of fieldwork 
as Well as Reason for exclusion)

European Values Study (Wave III): Austria 1999 (4-point answer scale for items on work 
ethic), Greece 1999 (no representative survey), Portugal 1999 (6-point income scale).
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World Values Survey (Wave IV): Algeria 2002 (no question on work ethic), Bangladesh 
2002 (4-point answer scale for items on work ethic), Bosnia 2001 (no HDI 1998 
available), Egypt 2000, Indonesia 2001, Iran 2000, and Iraq 2004 (no question on work 
ethic), Israel 2001 (only one country for this religious culture), Jordan 2001 (no question 
on work ethic), Montenegro 2001 (not independent in 2001, no HDI 1998 available), 
Nigeria 2000 and Pakistan 2001 (no question on work ethic), Puerto Rico 2001 (self-
governing unincorporated territory of the United States, no HDI 1998 available), Saudi 
Arabia 2003 (no question on work ethic), Serbia 2001 (no HDI 1998 available), 
Venezuela 2000 (no question on work ethic).

appenDIx 11.b

Work ethic
between

Work ethic
within

Humiliating Lazy Duty Work first

Humiliating Lazy Duty Work first

Respondent
level:
Within

Country
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Between

σ 21 σ 22 σ 23 σ 24
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fIGuRe 11.b.1
Model of the Two-Level CFA for Work Ethic.
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12.1 IntRoDuCtIon

Cross-cultural research often deals with hierarchical data structures, 
either due to the sampling procedure, or to characteristics of sampled 
units that are related to a grouping variable. Multilevel models offer the 
possibility to take the resulting dependency between group and individual 
characteristics into account. In addition to the more traditional technique 
to deal with hierarchical or nested data, which is multilevel regression 
analysis, both multigroup structural equation models (SEM) and multi-
level SEM are available to analyze such data. Both of these approaches 
share the well-known advantages of SEM. Among others this means that 
latent variables can be included in the analysis and that variables can be 
endogenous (outcomes) as well as exogenous  (predictors). This provides 
very flexible model building possibilities, for instance to model media-
tion or moderation processes. Multilevel SEM combines the advantages of 
multilevel analysis and SEM. Compared to multigroup SEM, the sample 
size of the grouping variable is not limited, and it is possible to include 
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group level variables in the model. An example of a multigroup SEM can 
be found in Chapter 7 of this book.

Multilevel SEM assumes that a given set of countries is a sample from a 
larger population. Therefore it does not estimate a unique single parameter 
value for each country, but instead it assumes a distribution of parameter 
values. On the other hand, multigroup SEM is a fixed model, generally 
resulting in a large model with many unique parameter values, one set 
for each country. For this reason, multilevel SEM is more parsimonious 
compared to multigroup SEM when the number of countries increases. 
At the same time, a major drawback of multilevel SEM is that the require-
ment of a sufficiently large sample size at the group level is often not met. 
If the sample size at the group level is small, the standard errors of param-
eters at the group level are likely to be underestimated, which compro-
mises hypothesis testing (Busing, 1993; Hox, 1998). Meuleman and Billiet 
(2009) show using Monte Carlo simulation studies that multilevel SEM 
with 20 groups leads to inaccurate estimation of model parameters. In 
particular, standard errors of between-level parameters tend to be seri-
ously underestimated. Depending on the model complexity they recom-
mend group level sample sizes ranging from 40 to 100. This fits with the 
conclusions that Hox and Maas (2001) draw from a large simulation study 
on sample sizes in multilevel SEM. They conclude that for accurate esti-
mation and testing, the group level sample size should be at least 50. Most 
cross-sectional surveys are, however, limited in the number of participat-
ing countries. For instance, the well-known European Social Survey (ESS) 
now includes 31 participating countries. To overcome this problem of too 
few cases at the group level while using multilevel SEM, we will investi-
gate the use of resampling methods in order to obtain accurate estimates 
and standard errors. Resampling methods are frequently used in small 
sample size research (cf. Yung & Chan, 1999). The bootstrap approach, 
a popular statistical resampling method is often suggested to deal with 
the problem of obtaining accurate estimates of errors with small sample 
sizes. Throughout this chapter we will focus on standard errors as they 
are the simplest measure of accuracy. As will become clear throughout 
this chapter—to our knowledge—currently no popular software can gen-
erate resampled standard errors in multilevel SEM. In order to assess the 
accuracy of standard errors in a small group sample multilevel SEM, we 
will compare these standard errors with combined standard errors from a 
multigroup analysis.
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12.2  usInG ResaMplInG MethoDs to obtaIn 
aCCuRate stanDaRD eRRoRs

As described above, often datasets used for multilevel analysis do not 
have a sufficiently large sample size, which may lead to unstable or biased 
estimates. In order to obtain robust estimates of standard errors and con-
fidence intervals of population parameters several resampling methods 
can be used to assess the sampling distribution. Rodgers (1999) defines a 
sampling distribution as “the distribution of a statistic across all samples 
of a given size drawn from a specified population” (p. 442). Several differ-
ent approaches have been developed to empirically assess sampling dis-
tributions. Among the most popular are the jackknife and the bootstrap 
procedures. The jackknife technique uses subsets of the available data to 
assess the precision of sample statistics. Typically, some version of “leave 
one out” is used to form N jackknife samples of size N-1 each (N being 
the total sample size). The variability among these N-1 samples is used as 
an indication of the sampling variability. The bootstrap generalizes the 
jackknife by using random subsets of the dataset, typically by drawing 
with replacement a large number of samples of size N from the original 
dataset. In this chapter we will use the bootstrap method as a tool to 
evaluate the precision of multilevel estimates in situations with a small 
sample size at the group level. In this chapter we will explicitly focus on 
the bootstrap procedure.

12.2.1 bootstrap

Introduced by Efron (1979) and expanded upon by Efron and Tibshirani 
(1993) and Davison and Hinkley (1997), the bootstrap is a computer-based 
method for estimating the standard errors of a parameter. Assuming 
that the population and empirical distributions converge with an infi-
nite sample size, it resamples from the sample data in order to obtain 
a bootstrapped sampling distribution of the parameters of interest. In 
addition to generating bootstrapped standard errors, the bootstrap pro-
cedure can also generate other measures of accuracy, such as bias of 
estimates. In this chapter we do not investigate parameter bias, since 
simulations (Hox & Maas, 2001) generally show that these are small, 
especially when regression coefficients are estimated. Instead, we focus 
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on the standard errors, which are a determinant of the width of the con-
fidence intervals, and in the absence of bias indicative of the coverage. 
In traditional analyses, estimates of the standard errors heavily lean on 
the underlying assumptions of the central limit theory. Asymptotically, 
the standard errors are accurate; with large sample sizes, they are accu-
rate enough to be used for testing. With small sample sizes, however, the 
asymptotic properties are not reached, and sufficient accuracy is often 
not met. The bootstrap procedure is less dependent on the assumptions 
of the central limit theory and provides an alternative for the estimation 
of standard errors.

Yung and Chan (1999) summarize the bootstrap procedure as follows: 
(1) Define a pseudopopulation distribution for resampling, usually defined 
as the distribution of the sample data. (2) Resample with replacement N 
independent observations, this is called the bootstrap resample, compute 
the parameters of interest. (3) Repeat Step 2 several times, the generated 
sets of values form the bootstrap sampling distribution.

In general, it holds that with more observations, it will be more likely 
that the distribution of a random sample resembles the population distri-
bution. Ideally, the number of observations will go to infinity. This ideal 
bootstrap has the smallest possible standard deviations among nearly 
unbiased estimates of the standard error (Efron & Tibshirani, 1993). Of 
course, practical issues limit the number of observations and Efron and 
Tibshirani provided the following rule of thumb for a satisfactory number 
of replications: “very seldom are more than 200 replications needed for 
estimating a standard error” (p 52).

12.2.2 Jackknife

Just like the bootstrap, the jackknife is a resampling method to estimate 
bias and standard error of a statistic. In fact, both methods yield the 
same results in many applications. The jackknife computes a statistic 
several times by leaving out one observation at each sample moment. 
The jackknife was originally invented by Quenouille (1956) and devel-
oped further by Tukey (1958). Its name introduced by Tukey (1958) 
is referring to its methodological usefulness and flexibility. Contrary 
to this methodological advantage, the jackknife is computationally 
demanding. It does make use (just like the bootstrap method) of the 
variability between subsamples to estimate bias and standard errors. 
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Both methods differ in their  sampling method: the bootstrap method 
requires resampling with replacement, whereas the jackknife requires 
resampling without replacement (Rodgers, 1999). They also differ in 
the sample size. The bootstrap uses the full sample size of the origi-
nal data; the jackknife only uses a part of that, which requires adjust-
ments at a later stage when jackknifed standard errors are determined. 
Furthermore, Efron and Tibshirani (1993) show that the jackknife is a 
linear approximation of the bootstrap. For linear statistics this is not 
a problem, but compared to the bootstrap, the jackknife will lead to a 
loss of information if nonlinear statistics are involved. For these rea-
sons, the bootstrap has replaced the jackknife as the standard resam-
pling method to determine bias and standard errors of estimates when 
asymptotic statistics are either not available or their assumptions are 
assumed to be violated.

12.3 applICatIon exaMple

We will apply the bootstrap method as a tool to obtain accurate standard 
errors on a small multilevel SEM model using the ESS data. Started in 
2001 the ESS is a biannual returning survey, monitoring attitude and 
value changes in European countries. The fifth round of the survey is 
officially planned to start in June 2009. We perform this application on 
ESS data, because the structure of the ESS data illustrates very well the 
problem of multilevel SEM, a small sample size at the group level (here 
a limited number of countries). Above that, with already around 24,500 
registered users worldwide, the ESS is also a much used database by sub-
stantive researchers.

A total of 22 countries participated in the first round (2001–2003), 26 
countries took part in round 2, and 25 countries in the third round.* 

* The following countries participated in the first round: Austria, Belgium, Czech Republic, 
Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Israel, Italy, Luxemburg, the 
Netherlands, Norway, Poland, Portugal, Slovenia, Spain, Sweden Switzerland, and the United 
Kingdom. The same countries, except Israel, participated in the second round of the ESS, and 
Estonia, Iceland, Slovakia, Ukraine, and Turkey participated for the first time. In the third round 
Czech Republic, Greece, Iceland, Israel, Italy, Ireland, Luxemburg, and Turkey did not partici-
pate, where Bulgaria, Cyprus, Estonia, Latvia. Romania, Russia participated in this round for the 
first time.
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A record of 31 countries has confirmed their participation for round 4. 
We will use the available data from the first three rounds to illustrate 
the bootstrap method. A total of 115,862 responses have been collected 
during the three rounds. This data has been retrieved from the ESS Web 
site (January 2009) and consists of data from the following countries: 
Austria, Belgium, Bulgaria, Cyprus, Czech Republic, Denmark, Estonia, 
Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, the 
Netherlands, Norway, Poland, Portugal, Russia, Slovakia, Slovenia, 
Spain, Sweden, Switzerland, and the United Kingdom. So the total data-
set contains responses of a total of 26 countries. This number of partici-
pating countries illustrates the dilemma for the analyst. Carrying out a 
multigroup analysis with a complex SEM on 26 groups is well within the 
capabilities of current SEM software, but interpreting the output that 
produces a potentially different set of parameter estimates for each or any 
of these 26 countries is a daunting challenge. The multilevel approach is 
more parsimonious, and therefore less intimidating, but a group level 
sample size of 26 is too small to feel confident about the resulting esti-
mates, and especially about the corresponding standard errors.

Our application example makes use of the following simple multilevel 
SEM, where the main substantive question is to what degree does the age 
and educational level of the respondents have an impact on the attitude 
toward immigration. Figure 12.1 shows a graphical display of the model.

The latent variable “attitude toward immigration” is measured by three 
manifest variables all about respondents’ perceptions of allowing immi-
gration.* These three variables are all questions with a four point answer 
scale. At the individual level attitude toward immigration is regressed on 
education level and age. For convergence purposes, age (with by far the 
largest variance) has been divided by 10. At the country level, attitudes 
toward immigration are regressed on relative inflow of immigrants. For 
simplicity, the residual disturbances and measurement errors are omitted 
from Figure 12.1.

* The exact wording of the questions was: “To what extent do you think [country] should allow 
people of the same race or ethnic group as most [country’s] people to come and live here,” “How 
about people of a different race or ethnic group from most [country] people?” and “How about 
people from the poorer countries outside Europe?” for items allow 1, 2, 3, respectively. All answer 
categories are coded as 1 = Allow many to come and live here; 2 = Allow some; 3 = Allow a few; 4 = 
Allow none. Age is measured in years, divided by 10.
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First we have tested if there is a statistically significant time-effect over 
the three rounds. This was not the case and therefore we have decided to 
continue our analysis with a model where all respondents over the differ-
ent round are pooled together. First we conduct a simple one-group SEM 
analysis, ignoring the hierarchical structure of the sample data. Results 
are found in Table 12.1.

Since the sample size is very large, the assessment of model fit is mainly 
based on two goodness-of-fit indices that are less sensitive to sample size: 
Bentler comparative fit index (CFI; see Bentler, 1990) and the root mean 
square error of approximation (RMSEA) value (Browne & Cudeck, 1993). 
The CFI value indicates the proportion in the improvement of the over-
all fit of the specified model relative to an independence model in which 

Between model

Within model

Allow 1 Allow 2 Allow 3

Attitude toward
immigration

Attitude toward
immigration

Allow 2Allow 1 Allow 3

Educational
level

Age/10

Age/10

Educational
level

fIGuRe 12.1
Illustration of the multilevel structural equation model.
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the variables are assumed to be uncorrelated (Kline 2005). The RMSEA 
fit index is an exact fit in which the null hypothesis states that the model 
corresponds to the data (RMSEA = 0.00). In this case, both the CFI and 
RMSEA support the data by showing a good model fit, the CFI is 0.998 
and the RMSEA is 0.021, which is well within accepted limits for close fit. 
The standardized root mean square residual (SRMR) value is also satisfac-
tory. This analysis does not take into account that individual responses are 
nested within countries. The intraclass coefficient (ICC) is an important 
measure in order to determine to which degree variation at the individual 
level can be attributed to variation to the national level. In this case the 
ICC for the dependent variables are 0.073, 0.108, and 0.127 for allow 1, 
allow 2, and allow 3, respectively. These values are usually not in cross-
national research and they indicate that the group structure should be 
included in the model. Multiple group confirmatory analysis shows that 
partial measurement equivalence holds, so we can safely continue our 
multilevel SEM analysis. This claim is supported by earlier research by 
Davidov, Meuleman, Billiet, & Schmidt (2008) and Meuleman, Davidov, 
and Billiet (2009).

We have estimated random coefficients in the model, to accommo-
date the partial measurement equivalence using a random loading, but 
none of the associated variance components appeared to be statistically 
significant. For identification reasons we had to constrain the residual 
variance of allow 2 to zero. This was done in order to prevent that due 
to the small size at the group level this variance would be estimated as a 
(small) negative value. Results of the multilevel SEM model can be found 
in Table 12.2.

table 12.1

Simple SEM Results

Estimates S.E.
Allow 1 1.000 —
Allow 2 1.260 0.005
Allow 3 1.144 0.005
Age 0.023 0.001
Education –0.033 0.002

Chi-square test of model fit (chi-square = 159.694, df = 4, 
P-value = .0000).
CFI = 0.998; RMSEA = 0.021; SRMR = 0.006.
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Model fit indices values are excellent again, confirming the model. If we 
look at the standard errors, we see that these are much larger than the stan-
dard errors in the model that does not account for the hierarchical struc-
ture of the data. However, these standard errors may still be biased due to 
small group level size. Here resampling methods can provide a solution.

Our aim is to implement the bootstrap procedure in this multilevel SEM 
example. Wang, Carpenter, and Kepler (2006, 2007) show how to  conduct 
nonparametric residual bootstrap multilevel modeling. They transform 
centered level 1 and 2 residuals in such a way that their  variance/cova-
riance matrix resembles the original model residual variance/covariance 
matrix. Bootstrap resamples are drawn from these transformed residuals. 
Together with the original independent variable they form the bootstrap 
samples. A multilevel model is then fitted to each of the bootstrap datasets, 
and the standard deviation from the bootstrapped model is used to esti-
mate a bootstrapped standard error (Wang et al., 2006). In their illustra-
tion model they find a modest downward-bias in standard errors. Another 
approach is introduced by Stapleton (2008). She shows how to implement, 
among others, the bootstrap procedure in aggregated SEM models using 

table 12.2

Multilevel SEM Results

Within Level

Estimates S.E.
Allow 1 1.000 —
Allow 2 1.238 0.030
Allow 3 1.110 0.021
Age 0.036 0.005
Education –0.037 0.017

Between Level

Estimates S.E.
Allow 1 1.000 —
Allow 2 1.692 0.306
Allow 3 1.832 0.375
Age 0.016 0.014
Education –0.080 0.042

Chi-square test of model fit value (31.434, df = 9, P-value = .0002).
CFI = 0.994, RMSEA = 0.005; SRMR = value for between model 0.093; 
value for within model 0.005.
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complex sample data. In these aggregated models the researcher is pri-
marily looking for theoretical models at the individual level. Multilevel 
modeling on the contrary involves the assessment of theoretical models 
with components at different levels. She estimates standard errors using 
the original parameter estimates and bootstrapped weights (see Stapleton, 
2008). Her application model shows that conventional analysis suffers from 
a downward bias of standard errors as well. Integrating the approaches of 
Wang et al. (2006, 2007) and Stapleton (2008) should lead to our goal of 
bootstrapping standard errors in multilevel SEM. Unfortunately, this is 
currently not supported in popular SEM software. Multilevel bootstrap-
ping is more complex than single-level bootstrapping. The naïve procedure 
of resampling groups, followed by resampling subjects within groups does 
not apply, because it does not correctly preserve the multilevel correlation 
structure (Goldstein, 2003). Bootstrapping standard errors is therefore, at 
the moment, not a feasible solution to overcome small sample size at the 
group level. In order to assess the potential bias in standard errors we have 
continued our analyses by returning to a multigroup analysis SEM model. 
Multigroup SEM is contrary to multilevel SEM in a fixed model. With an 
increasing number of groups, multigroup SEM results in a large model, 
because it estimates a unique set of parameter values for each group. But, 
bootstrapping is a technique that is feasible to conduct in  multigroup 
SEM. The bootstrapped standard errors are generated by group, preserv-
ing the sample size in each group. Following the rule of thumb of Efron 
and Tibshirani (1993), 200 bootstrap replications are performed to gener-
ate the standard errors. We use the same substantive model to further 
illustrate this point. As mentioned above, partial measurement invariance 
was found for the construct attitude toward immigration. The multilevel 
model did not produce significant variances for the random coefficients of 
the loadings, and therefore the default Mplus procedure is followed, which 
constrains factor loadings to be equal across all groups. This results in 
acceptable model fit measures as shown in Table 12.3.

The multigroup SEM shown in Table 12.3 produces separate parameter 
estimates for each group, which complicates assessing the amount of bias 
in standard errors in multilevel SEM. To address this, we use a proce-
dure developed by Rubin (1987) in the context of multiple imputation for 
combining independent standard errors. By applying this formula we can 
compare the combined bootstrapped standard errors from the multigroup 
SEM with the potentially biased standard errors of the multilevel SEM.
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table 12.3

Bootstrapped Multigroup Results
Estimates S.E.

All countries Allow 1 1.000 0.000
Allow 2 1.199 0.005
Allow 3 1.096 0.004

Age Estimate S.E. Education Estimate S.E.
Austria 0.048 0.009 0.006 0.002
Belgium 0.052 0.006 –0.107 0.006
Switzerland 0.051 0.006 –0.125 0.007
Czech Republic 0.053 0.008 –0.121 0.018
Germany 0.069 0.005 –0.115 0.009
Denmark 0.088 0.007 –0.146 0.008
Spain 0.025 0.01 –0.098 0.008
Finland 0.075 0.005 –0.077 0.006
France 0.062 0.006 –0.109 0.006
Great Britain 0.032 0.008 –0.007 0.004
Greece 0.064 0.015 –0.09 0.008
Hungary 0.036 0.007 –0.096 0.008
Ireland 0.018 0.005 –0.094 0.007
Italy 0.014 0.008 –0.142 0.013
Luxembourg 0.007 0.006 –0.09 0.011
Netherlands 0.014 0.005 –0.105 0.007
Norway 0.044 0.006 –0.125 0.006
Poland 0.052 0.006 –0.078 0.007
Portugal 0.017 0.005 –0.111 0.007
Sweden 0.031 0.006 –0.072 0.005
Slovenia 0.024 0.006 –0.12 0.009
Bulgaria 0.154 0.043 –0.119 0.032
Cyprus 0.055 0.025 –0.019 0.005
Estland 0.013 0.029 –0.039 0.023
Russia 0.109 0.024 –0.05 0.02
Slovakia 0.011 0.004 –0.044 0.023

Chi-square test of model fit (1999.005, df = 154, P-value = .0000).
CFI = 0.998; RMSEA = 0.061; SRMR = 0.038.
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Average parameter estimates are calculated as follows:
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The between component of the variation in parameter estimates:
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And combining these components:
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As Equations 12.1 through 12.4 show, Rubin’s method uses the average of 
the asymptotic sampling variances in each (bootstrapped) sample, and 
adds a variance component that reflects the resampling variance. Thus, 
if the sampling variance is larger than expected by asymptotic methods, 
the added variance becomes evident in the variance of the bootstrapped 
samples, and is added to the asymptotic variance using Equation 12.4.

The combined bootstrapped multigroup SEM results show that the stan-
dard error of the structural estimates of age and education to the latent 
variable “attitude toward immigration” are both 0.012 (see Table 12.4). 
Compared to the standard errors of the same between-model estimates 
they are somewhat smaller. In the multilevel SEM model these standard 
errors are 0.014 and 0.042, respectively (see Table 12.2). Inspecting the 
structural effects of the between-model part of the multilevel SEM show 
that both paths are underestimated: 0.016 compared to 0.047 and –0.080 
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compared to –0.088 for age and education, respectively. These differ-
ences are consistent with the literature on SEM with small sample sizes 
(e.g., Bentler & Yuan, 1999).

12.4 ConClusIons

Cross-national research often deals with hierarchical data and the most 
often used statistical technique to deal with such data is multilevel model-
ing. Structural equation modeling (SEM) provides a more flexible modeling 
approach, such as including latent constructs in a model. The conventional 
approach in the context of SEM is to apply a multigroup model, with coun-
tries as groups. This is a powerful model, especially when the number of 
countries is relatively small, and when the theoretical focus is on pairwise 
comparisons between countries. When the number of countries increases, 
multigroup models become unwieldy, and multilevel approaches prevail. 
Combining SEM with multilevel modeling has gained increased attention 
in cross-national research. The sample size at the group level is, however, 
often limited and this can lead to incorrect standard errors estimates and 
therefore untrustworthy hypothesis testing. Resampling procedures can 
theoretically help here to obtain robust standard errors. In this chapter we 
have focused on the bootstrap procedure. In order to assess the potential 
bias in multilevel SEM dealing with a small group level sample size we have 
used a small illustrative model from the ESS. The ESS is a frequently used 
database and has currently a potential group sample size of 31. Although 
Stapleton (2008) and Wang and colleagues (2006, 2007) provide promis-
ing approaches to implement a bootstrap procedure for standard errors 
in, respectively, SEM models and multilevel models, combining these 

table 12.4

Bootstrapped Combined Multigroup Results

Estimates S.E.
All countries Allow 1 1.000 0.000

Allow 2 1.199 0.005
Allow 3 1.096 0.004
Age 0.047 0.012
Education –0.088 0.012
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procedures is currently supported in popular statistical software. Given the 
added  complexity of multilevel bootstrapping, multilevel bootstrapping in 
the context of SEM is not a simple procedure to implement outside cur-
rent software, for example, by generating the required bootstrap samples 
in a computing environment such as R. In order to establish the potential 
bias in variance components, we have used bootstrapping in a multigroup 
model. This produces, for each country, estimates and bootstrapped stan-
dard errors. Combining the bootstrapped country level standard errors 
using Rubin’s rule results in one set of country level bootstrapped standard 
errors that can be compared to the corresponding asymptotic standard 
errors in the multilevel SEM. This comparison shows that in this case the 
bootstrapped standard errors are smaller compared to the multilevel SEM 
results. The small group level sample size apparently results in inflated 
standard errors. Although this does not threaten the statistical validity of 
the null hypothesis tests, it does result in a decrease in statistical power. 
One way to deal with this is to argue, based on the comparison between 
the bootstrapped and the asymptotic standard errors that the criterion for 
significance can be increased to an alpha level of 0.10 instead of the more 
usual 0.05.

Although in this example bootstrapped standard errors from the multi-
group model were substantially lower compared to the asymptotic standard 
errors from the multilevel SEM, this does not need to be the case in all situa-
tions. Following Meuleman and Billiet (2009), we recommend that substan-
tive researchers interpret the asymptotic estimates with caution. A bootstrap 
procedure, or if the number of countries is very small, a jackknife, provides 
an effective method to assess the potential for bias. The bootstrap can also 
be used to assess whether the standard errors are inflated, as in our case, 
or whether they are too small. Such bootstrap analyses is a guide when an 
adjustment to the standard alpha level is considered, as mentioned before.

It should be noted that the accuracy of parameter estimates and stan-
dard errors in SEM does not only depend on the sample size, but also 
on the complexity of the model (Bandalos, 2006). More complex models 
require larger sample sizes, which in the context of multilevel SEM means 
that the second level model must be simple unless the second level sample 
size is large (100–200, cf. Meuleman & Billiet, 2009). A  limitation of our 
study is that we do not address the issue of statistical power. At the coun-
try level, where the sample sizes are small, we would expect power to be 
an issue. Meuleman and Billiet (2009) find exactly that. An analysis by 
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Hox, de Leeuw, and Brinkhuis (in press) shows that power in intercul-
tural comparisons may depend not only on the second level sample size, 
but also on the analysis technique employed. Their research suggests 
that multigroup comparisons have a higher power to detect differences 
between countries than multilevel modeling of the same data. However, 
this issue has not been addressed systematically in comparative multilevel 
research.
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13.1 IntRoDuCtIon

There are three important reasons why latent class (LC) analysis offers a 
valuable approach for testing measurement invariance in cross-cultural 
survey research. First, LC analysis can be used to identify latent structures 
from the relationships among sets of discrete observed variables, and the 
questions used in survey research have almost always discrete (ordinal or 
nominal) response categories. Second, different from, for instance, the 
more popular multigroup confirmatory factor analysis (MCFA), which has 
been elaborated on in Chapters 2–10, LC models can treat latent variables 
as nominal, to identify a typological classification from a given set of cat-
egorical indicators, as well as ordinal, to investigate the scalability of a set 
of categorical indicators. These two specifications are sometimes referred 
to as LC cluster and LC factor models, respectively. Third, multigroup LC 
analysis offers a flexible alternative to the more commonly used MCFA 
and multigroup item response theory (IRT) approaches, which both rely 
on stronger distributional assumptions than LC analysis.
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This chapter is organized as follows. We first introduce the basic multi-
group LC model, where attention is paid to three possible parameteriza-
tions of the model, and subsequently discuss two important extensions of 
the basic model, that is, an extension for dealing with ordinal indicators 
and for modeling the latent variables as ordinal variables. We then turn 
to the analysis of measurement invariance using multigroup LC models, 
discussing the general procedure as well as methods for parameter esti-
mation and evaluation of model fit. Finally, two examples are presented 
in which multigroup LC cluster and LC factor models are applied to a set 
of nominal and ordinal observed variables, respectively, with the aim to 
assess measurement invariance in a cross-cultural comparative setting.

13.2 MultIGRoup latent Class MoDels

The multigroup extension of the standard LC model has been developed for 
the analysis of latent structures of observed categorical variables across two 
or more groups (Clogg & Goodman, 1984, 1985). When comparing latent 
structures across groups, a number of possible outcomes can occur: they 
may turn out to be completely different (heterogeneous model), partially 
different (partially homogeneous model), or completely the same (homo-
geneous model). In this section we focus on the heterogeneous model, in 
which all of the model parameters are group-specific. We will discuss the 
classical probabilistic parameterization of the multigroup LC model, as well 
as its log-linear and logistic parameterizations. We also pay attention to 
multigroup LC models for ordinal responses and with ordinal latent vari-
ables. The next section, which deals with the application of the multigroup 
LC model in cross-cultural research, discusses models in which some or all 
parameters are restricted to be equal (invariant) across groups.

13.2.1 the heterogeneous lC Model

Multigroup LC models assume the presence of three types of categorical 
variables: observed (indicator) variables; an unobserved (latent) variable 
that accounts for the relationships between the observed variables; and a 
grouping variable G, which is a categorically scored, manifest variable that 
can be associated with both the indicators and the latent variable.
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Let us assume an LC model with four observed polytomous variables A, 
B, C, and D having I (i = 1, 2, …, I), J (j = 1, 2, …, J), K (k = 1, 2, …, K), and 
L (l = 1, 2, …, L) categories, respectively; one latent polytomous variable X 
with T classes (t = 1, 2, …, T); and one grouping variable G with S groups 
indexed by s = 1, …, S. The variables A, B, C, and D are observed in each 
of these S groups. Thus, we have a set of S four-way (I × J × K × L) observ-
able contingency tables, or one five-way table (I × J × K × L × S). Then the 
multigroup LC model takes the following form:

 π π π π π πijklts
ABCDX G

ts
X G

its
A XG

jts
B XG

kts
C XG

lt= ss
D XG .  (13.1)

Here, πijklts
ABCDX G  denotes the conditional probability that an individual 

who belongs to the sth group will be at level (i, j, k, l, t) with respect to 
variables A, B, C, D, and X. The conditional probability of X taking on 
level t for a member of the sth group is denoted by πts

X G, which determines 
the LC proportion for the sth group. πits

A XG is the conditional probability 
of an individual taking level i of variable A, for a given level t of the latent 
variable X and for a given group membership s of the grouping variable 
G. Parameters π π πjts

B XG
kts
C XG

lts
D XG, ,  and  are similarly defined conditional 

probabilities.
It should be noted that Equation 13.1 implies that indicator variables A, 

B, C, and D are independent from each other, given the value of the latent 
variable X. This is usually referred to as the assumption of local inde-
pendence (Lazarsfeld & Henry, 1968). The LC and  conditional response 
probabilities are constrained to a sum of 1: Σt

X Gπts =1, Σi its
A XGπ =1, and 

so on.
The model presented in Equation 13.1 can be called a heterogeneous 

model since all model parameters differ across groups. In fact, it is equiva-
lent to applying a standard LC model (see Equation 13.2) for each group 
separately (Clogg & Goodman, 1985). Or alterably, the standard LC model 
can be viewed as a special case of the more general multigroup LC model 
(Equation 13.1) with the number of groups S = 1:

 π π π π π πijklt
ABCDX

t
X

it
A X

jt
B X

kt
C X

lt
D X= .  (13.2)

The probabilistic LC model presented in Equation 13.1 can also be 
parameterized using log-linear terms (Goodman, 1974; Haberman, 1979; 
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McCutcheon, 2002). The conditional response probabilities from the 
probabilistic parameterization can be obtained from log-linear terms as 
follows (Haberman, 1979; Heinen, 1996):

 π λ λ λ λ
λ

its
A XG i

A
it
AX

is
AG

its
AXG

i

| ( )
exp(

= + + +exp
AA

it
AX

is
AG

its
AXG

i

+ + +∑ λ λ λ )
, etc.  (13.3)

While λi
A and λit

AX represent the parameters of the standard, single-group 
LC model, λis

AG and λits
AXG are the log-linear parameters that depict the inter-

group variability of the two former parameters. Parameter λits
AXG is some-

times referred to as an interaction effect as it indicates that the latent and 
grouping variables interact with each other in their effect on the indicator 
variable. In other words, the relationship between item responses and latent 
variables is modified by the group membership. In a similar manner, λis

AG 
refers to a direct effect of the grouping variable G on the indicator A. Such 
direct effects are present when group differences in item responses cannot 
be fully explained by group differences in the latent factors, that is, when the 
group variable influences indicators independently of the latent variable.

Not only the response probabilities, but also the class membership prob-
abilities πts

X G  can be defined in terms of log-linear parameters; that is,

 
π γ γ

γ γ
ts
X G t

X
ts
XG

t
X

ts
XG

t

T
| exp( )

exp( )

,= +

+
=

∑
1

 (13.4)

where the symbol γ denotes a log-linear parameter of the marginal distri-
bution of the latent variable X (Magidson & Vermunt, 2001).

Above, we presented two possible parameterizations of the multigroup 
LC model, which we called the probabilistic and the log-linear parameter-
izations. A third way of specifying a multigroup LC model is by using a 
logistic regression-type equation for the item response probabilities. In 
this logistic parameterization, the model for indicator item A takes on the 
following form:

 π α β
α β

its
A XG is

AG
its
AX G

is
AG

its
AX

| exp( )
exp(

= +
+ GG

i

)
, .,

∑
etc  (13.5)
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where αis
AG represents the group-specific intercepts and βits

AX G the group-
specific slope parameters. The slope parameters βits

AX G indicates the 
strength of the relationships between the latent variable and the indicator 
variable and can thus be interpreted as a factor loading expressed in log-
linear terms (Vermunt & Magidson, 2005). Note that there is a straightfor-
ward connection between the log-linear and the logistic formulations of 
the multigroup LC model presented in Equations 13.3 and 13.5:

 α λ λis
AG

i
A

is
AG= +  (13.6)

and

 β λ λits
AX G

it
AX

its
AXG= + .  (13.7)

In their unrestricted forms, the three parameterizations of the multi-
group LC model are essentially equivalent, estimating the same number 
of parameters and producing identical expected values. However, they 
allow for slightly different types of model restrictions that have important 
implications for the procedures to test measurement equivalence. First, in 
the probabilistic parameterization, equivalence is studied by restricting 
probabilities to be group invariant, in the log-linear parameterization by 
eliminating interaction and direct effects, and in logistic formulation by 
restricting intercepts and slopes to be invariant. Second, the latter two 
parameterizations are needed to formulate models in which indicator or 
latent variables are treated as discrete-ordinal. The next two sections focus 
on ordinal indicators and ordinal latent variables.

13.2.2 Multigroup lC Models with ordinal Indicators

As noted previously, the log-linear and logistic parameterizations of the 
LC model allow for the formulation of restricted LC models for ordinal 
observed and ordinal latent variables. This is achieved by introducing 
linear restrictions among the parameters for the different categories of 
the same variable. When applied to the observed variables, these linear 
restrictions define them as discrete-ordinal variables. This is an important 
extension of the LC model since in many areas of social sciences, includ-
ing cross-cultural comparative research, indicator items are often of a dis-
crete-ordinal form (e.g., rating scales).
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One straightforward way to define ordinal indicator variables is to 
assume equidistance between their categories and to modify the log-linear 
and logistic models for nominal items defined in Equations 13.3 and 13.5 
by using equidistant category scores. The resulting response model takes 
on the form of an adjacent-category ordinal logit model. For example, in 
the case indicator item A is a five-point rating scale (i = 1, 2, …, 5), these 
scores could be

 υi
A i i i= = = … ={ , , , }.1 1 2 2 5 5if if if  (13.8)

In the log-linear specification of Equation 13.3, the υi
A is used to restrict 

λit
AX, as well as the direct and interaction effects (see, e.g., Heinen, 1996)

 λ υ λ λ υ λ λ υit
AX

i
A

t
AX

is
AG

i
A

s
AG

its
AXG

i= = =* *, , and AA
ts

AXGλ* ,  (13.9)

and the intercepts and slopes of the logistic model defined in Equation 
13.5 as

 β υ βits
AX G

i
A

ts
AX G= * .  (13.10)

Depending on the parameterization, the conditional response probabil-
ity for ordinal indicator A becomes

 π λ υ λ υ λ υ λ
its
A X i

A
i
A

t
AX

i
A

s
AG

i
A

ts
AX

| * * *exp(= + + + GG

i
A
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t
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i
A

s
AG

i
A

ts
AXG

i

)
exp( )

,
* * *λ υ λ υ λ υ λ+ + +∑

 (13.11)

or

 π α υ β
α υ

its
A XG is

AG
i
A

ts
AX G

is
AG

i
A

| *exp( )
exp(

= +
+ ββ* )

.
ts

AX G

i
∑

 (13.12)

In Equation 13.11, the loading for variable A on the latent variable X is given 
by λ*t

AX, and λ*ts
AXG indicates how it differs across groups. In Equation 13.12, 

β*ts
AX G is the group-specific loading parameter, where β λ λ* * *ts

AX G
t

AX
ts

AXG= + . It 
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can easily be observed that for ordinal indicators the two parameterizations 
are no longer equivalent with respect to the part concerning the intercepts 
and the direct effects. This can be seen by writing α λ υ βis

AG
i
A

i
A

s
AG= + * . The 

log-linear model is more parsimonious than the logistic model because 
it restricts the way in which the intercepts differ across groups by taking 
the ordinal nature of the response variable into account. As a result, there 
is only one direct effect parameter in Equation 13.11 (λ*s

AG) per additional 
group, whereas there are I – 1 intercept parameters in Equation 13.12 (αis

AG) 
per additional group.

Above we showed how to define multigroup LC models for ordinal items 
by restricting the log-linear and logistic parameters of the model for nom-
inal items using the category scores for the indicators. This amounts to 
using an adjacent category ordinal logit specification. Alternative ordinal 
specifications are, among others, cumulative logit and cumulative probit 
models. Multigroup LC models using such response models could also be 
specified either with direct effects and interactions or with group-specific 
intercepts and slopes.

13.2.3 Multigroup lC Models with ordinal latent variables

LC models with discrete-ordinal latent variables are called LC factor mod-
els since they in many ways resemble linear factor analysis (Magidson & 
Vermunt, 2001; Vermunt & Magidson, 2005). In most aspects multigroup 
LC factor analysis is equivalent to standard multigroup LC analysis, with 
the main difference being that instead of comparing typologies it compares 
latent dimensions of observed discrete variables across groups (KankaraŠ & 
Moors, 2009; Moors, 2003).

Let us restrict ourselves to the situation in which there is a single latent 
variable. The latent variable is modeled as ordinal by using equidistant cat-
egory scores υt

X  between 0 and 1 for the levels of the latent variable X in its 
relationship with the indicators. For example, in the case of a three-level 
latent variable X (t = 1, 2, and 3) these scores are

 υt
X t t t= = = ={ , . , },0 1 0 5 2 1 3if if if  (13.13)

with the following constraints in the log-linear specification:

 λ υ λ λ υ λit
AX

t
X

i
AX

its
AXG

t
X

i s
AXG= =* * ,and  (13.14)
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and in the logistic specification:

 β υ βits
AX G

t
X

i s
AX G= * .  (13.15)

Note that the two parameterizations are equivalent because
β λ λi s

AX G
i
AX

i s
AXG

* * *= + . It is also possible to define both the latent variable and 
the indicators to be ordinal, which yields

 λ υ λ λ υ υ λ λis
AG

i
A

s
AG

it
AX

i
A

t
X AX

its
AXG= =* **, , and == υ υ λi

A
t
X

s
AXG
** ,  (13.16)

and

 β υ υ βits
AX G

i
A

t
X

s
AX G= ** .  (13.17)

Similar to the multigroup LC models with ordinal indicators and a 
nominal latent variable described in the previous subsection, the log-linear 
and logistic formulations are not completely equivalent anymore, as direct 
effects and intercepts contain different numbers of parameters. Although 
LC factor models are typically used with ordinal indicators, multigroup 
LC factor models with nominally defined indicators can be very useful 
in cross-cultural research as it allows for simultaneous analysis of mea-
surement invariance and various response styles that can occur in survey 
responses (Moors, 2004).

13.3 analyzInG MeasuReMent InvaRIanCe

In the multigroup LC models presented in the previous section, all model 
parameters were assumed to differ across groups, which makes it difficult 
to compare the results across groups. However, these are not the types of 
models a cross-cultural researcher is aiming at since he or she wants to be 
able to compare results across groups. To determine whether this is pos-
sible, the researcher has to check whether LCs have the same meaning in 
all groups (i.e., whether measurement invariance can be established). In 
the context of LC analysis measurement invariance is established when 
the class-specific conditional response probabilities are equal across 
groups. This implies that it is necessary to impose  across-group equality 
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restrictions on these conditional probabilities in order to test for meas-
urement equivalence. As is shown below, using a multigroup LC analysis 
approach, various levels of homogeneity (i.e., measurement invariance) 
can be tested, each of which involves restricting specific sets of model 
parameters to be equal across groups.

13.3.1  the General procedure of analyzing 
Measurement Invariance

The ideal situation for an applied researcher who wishes to compare groups 
occurs when all measurement model parameters can be set equally across 
groups. From this perspective, the objective of researching measurement 
invariance is to find the model with the lowest level of inequivalence pos-
sible that fits the data well. The model selection procedure usually starts by 
determining the required number of LCs or discrete latent factors for each 
group. How this is determined will be explained later on. If the number of 
classes is the same across groups, then the heterogeneous model is fitted 
to the data, followed by a series of nested, restricted models that are evalu-
ated in terms of model fit (Eid, Langeheine, & Diener, 2003; Hagenaars, 
1990; McCutcheon, 2002).

Graphical representations of the four prototypical models that differ in 
the assumed level of measurement invariance are provided in Figure 13.1 

(a)

Heterogeneity (complete inequivalence)

(b)

Partial homogeneity

(c)

Structural homogeneity

(d)

Complete homogeneity

X

G

M

X

G

M

X

G

M

X

G

M

fIGuRe 13.1
Relationships between latent variable (X), manifest variable (M), and group variable (G) 
in four different multigroup LC models.
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and explained in the remainder of this section of the chapter. The hetero-
geneous, unrestricted multigroup LC model, as we have described in the 
first section of this chapter (cf. Equations 13.1, 13.3, and 13.5) is graphi-
cally presented in Figure 13.1a, in which X represents the latent variable, 
M is the set of manifest variables, and G is the group variable.

The model in Figure 13.1a represents the situation of complete lack of 
comparability of results across groups as all measurement model parame-
ters are group specific. Comparability is only established if we can impose 
across-groups restrictions on the model parameters without deteriorating 
the fit with the data. Imposing restrictions create various nested homoge-
neous models. If some, but not all, of the model parameters are restricted 
to be equal across groups; the model is called partially homogeneous 
(Clogg & Goodman, 1984, 1985).

Among the various possible partially homogeneous models, the one 
presented in Figure 13.1b with no group-latent variable interaction terms 
is especially important. This model implies the following restrictions:

 λ λ λ λits
AXG

jts
BXG

kts
CXG

lts
DXG= = = = 0,  (13.18)

or

 β βits
AX G

it
AX= , etc.,  (13.19)

which results in the following equations for the group-specific conditional 
response probabilities:

 π λ λ λ
λ λ

its
A XG i

A
it
AX

is
AG

i
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it
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| exp( )
exp(
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i

)
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∑
etc  (13.20)

or

 π α β
α β

its
A XG is

AG
it
AX

is
AG

it
AX

i

| exp( )
exp( )

= +
+∑

,, .etc  (13.21)

Thus, this model still allows for direct effects of the grouping  variable on the 
indicator items (λis

AG) or, in second formulation, it allows for  group-specific 
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intercept parameters (αis
AG). This means that the values of the conditional 

response probabilities (i.e., their difficulties) are different across populations. 
However, as there are no group-latent variable interaction effects in the model 
(as slope parameters are assumed to be equal across groups), relationships 
between the latent variable and the responses are the same across groups, 
which makes it possible to compare group differences in LC memberships 
(McCutcheon & Hagenaars, 1997). It should be noted the partially homoge-
neous model presented in Equations 13.20 and 13.21 can only be specified 
with log-linear and logistic parameterizations—distinguishing direct and 
interaction effects and intercepts and slope parameters, respectively—and 
thus not with the probabilistic parameterization. This is conceptually similar 
to the metric equivalence model in MCFA in which factor loadings are equal 
across groups, but item intercepts may be unequal. Likewise, it resembles 
the situation of uniform differential item functioning (DIF) in IRT model-
ing. The partially homogeneous model can be tested against the unrestricted 
heterogeneous model. If the difference in fit between two models is not sig-
nificant, a researcher can conclude that interaction effects are not needed in 
the model and can proceed with the next step in the analysis.

In comparative social research, researchers are typically interested in 
establishing full comparability of the measurement across groups; that is, 
they want to attain complete measurement invariance. In order to do so in 
the context of LC models, it is necessary to establish structural equivalence 
(McCutcheon, 2002). In a structurally equivalent (homogeneous) model 
(Figure 13.1c) both direct and interaction effects are excluded from the log-
linear model (set to zero), or in the alternative logistic formulation both 
intercept and slope parameters are set to be equal across groups. This means 
that the conditional probabilities of items are restricted to be equal across 
groups (e.g., π π πit

AX G
it
AX G

itS
AX G

1 2= =…= ), making the indicator  variables 
independent of the group variable, when controlled for the latent variable. 
The structurally equivalent LC model then takes the following form:

 π π π π π πijklts
ABCDX G

ts
X G

it
A X

jt
B X

kt
C X

lt
D X= ,  (13.22)

or, in log-linear form:

 π π λ λ
λ λ

its
A XG

it
A X i
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ii
∑
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and in logistic terms:

 π π α β
α β

its
A XG

it
A X i

A
it
AX

i
A

it
AX

| exp( )
exp( )

= = +
+

ii
∑

, .etc  (13.24)

Thus, in the structurally equivalent model the relationships between 
indicator items and the latent variable are identical across groups so that 
the class memberships have the same meaning in all groups. In other 
words, measurement invariance is established if this model does not fit 
the data significantly worse than the partially homogenous and hetero-
geneous models. The homogeneous model is comparable with the scalar 
equivalent model in MCFA that defines both factor loadings and item 
intercepts to be the same across groups. In the IRT approach, it is similar 
to the model with both difficulty and discrimination parameters invariant 
across groups.

Finally, if all parameters are restricted to be equal across groups, that is, 
if aside from conditional response probabilities, LC probabilities are also 
independent of group membership (π π πt

X G
t
X G

tS
X G

1 2= = =… ), then we have 
the case of a completely equivalent (homogeneous) model (Figure 13.1d):

 π π π π π πijklts
ABCDX G

ijklt
ABCDX

t
X

it
A X

jt
B X

kt
C= = XX

lt
D Xπ ,  (13.25)

or, in the log-linear parameterization:

 π γ
γ

ts
X G t

X

t
X

t

=
∑

exp( )
exp( )

.  (13.26)

For researchers in comparative social research, the latter model is of less 
practical relevance, since the very aim of cross-cultural research is typi-
cally to describe country differences in LC membership probabilities or 
factor means and, hence, to illustrate cross-cultural diversity.

Research is not by definition restricted to comparing the four models 
described in Figure 13.1. Various combinations of within- and across-
groups restrictions and different parameterizations are possible. One of 
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these possibilities is, for instance, to test for equal error rates of the indi-
cator variables by restricting the corresponding conditional probabilities 
within a group to be equal (McCutcheon & Hagenaars, 1997).

The procedure we just explained includes an analysis at the scale level; 
that is, all indicator variables in the model are simultaneously modeled 
with the same set of restrictions. However, multigroup LC analysis of 
measurement invariance can be conducted at the item-level as well. This is 
particularly relevant when the scale level analysis indicates inequivalence 
either in the interaction or in the direct effects. In that case the analysis 
continues with item-level comparisons in order to check whether all items 
cause inequivalence. More specifically, equivalence in the slope param-
eter (presence of interaction effect) for a particular item A is assessed by 
comparing the unrestricted, heterogeneous model with a model in which 
this parameter is equated across groups for this item. In order to test for 
equivalence in intercept parameters (presence of direct effects) at the item-
level we need to assume equivalence in the slope parameters. Therefore, 
testing equivalence of the intercept parameters of item A is based on the 
comparison of the partially homogeneous model with equal slope param-
eters for all items (Equations 13.20 and 13.21) with the model, which in 
addition assumes equal intercept parameters for item A. This procedure 
is very similar to the one used in MCFA, where it is referred to as par-
tial equivalence (Steenkamp & Baumgartner, 1998; for a discussion on the 
MCFA approach to partial invariance; see also Chapter 3 in this book). 
It should be noted that multiple LC analysis differs from MCFA in that 
it does not require the use of an invariant marker item for identification 
purposes.

As we have noted before, the first step in a multigroup LC analysis is to 
determine whether the number of LCs or the number of discrete factors is 
the same across groups (McCutcheon, 1987; McCutcheon & Hagenaars, 1997). 
However, it might very well be that a model with an acceptable fit in one 
group has more LCs than the best-fitting model in another group; and in 
an LC factor model the best-fitting model in one country may have more 
factors than in other countries. In MCFA, the latter situation is referred 
to as a violation of the configural invariance assumption (Steenkamp & 
Baumgartner, 1998), which limits the possibility of group comparisons. 
However, multigroup LC analysis with a nominal latent variable is rather 
flexible in the sense that it can be used to accommodate different num-
bers of LCs across groups while still assuming measurement invariance. 
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This involves specifying a model with the same number of classes in each 
group, but in which are some of the classes are empty (having propor-
tions of 0) in certain groups. An example could be a three-class model 
with class proportions of 0.2, 0.3, and 0.5 for one group and of 0.4, 0.6, 
and 0.0 for the other group. The analysis of measurement invariance can 
proceed as described above.

The flexibility of the multigroup LC approach is also reflected in the fact 
that not all LCs need to be equivalent in order to validly compare results 
across groups. In other words, there may be a situation in which only some 
of the LCs have the same conditional response probabilities across groups, 
while other LCs in a model do not. If this is the case, it is still possible to 
compare class sizes of equivalent classes while treating other classes in 
the model as group-specific and noncomparable. Models of this type can 
be defined using the probabilistic parameterization of the multigroup LC 
model.

13.3.2 parameter estimation and assessment of Model fit

LC models are usually estimated by means of maximum-likelihood (ML) 
under the assumption of a multinomial distribution for the indicator vari-
ables in the model. Maximization of the likelihood function is performed 
by the use of an expectation-maximization (EM) or a Newton–Raphson 
algorithm, or a combination of these two.

There are several model fit criteria that are commonly used for model fit 
evaluation in multigroup LC analysis. The likelihood-ratio chi-square (L2) 
statistic is used as a standard measure of discrepancy between observed 
and expected frequencies in the model. This statistic has one important 
advantage over the Pearson chi-square (χ2) test that lays in its partitioning 
ability. In particular, when two models are nested and the less restricted 
model fits the data well, then the difference in the likelihood ratios between 
the two models represents a conditional likelihood ratio (L2) test on its 
own, following a chi-square distribution with a number of degrees of free-
dom equal to the difference between the degrees of freedom of the two 
nested models. Thus, this conditional likelihood test can be used to com-
pare the fit of successive, nested models and so to investigate the plausibil-
ity of (measurement invariance) restrictions included in nested models.

However, the likelihood ratio chi-square test, although extensively used 
in statistical literature, has a number of important limitations. The major 
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one is its limited use when dealing with sparse tables, that is, when the 
number of possible response patterns is large and the sample size is small, 
creating contingency tables with many small and zero observed frequen-
cies. In these cases p-values of the chi-square tests cannot be trusted as 
they might not follow the theoretical chi-square distribution. On the other 
hand, when sample sizes are large, likelihood-ratio tests tend to be too 
conservative, indicating misfit even for minimal differences between two 
models. In addition, the likelihood-ratio statistic does not provide enough 
control for the number of parameters in a model that can sometimes be 
very large even for models of modest size (McCutcheon, 2002).

These limitations prompted the recent development and use of several 
information criteria, such as the Akaike information criterion (AIC), the 
Bayesian information criterion (BIC), the modified AIC (AIC3), and the 
consistent AIC (CAIC), each of which is designed to penalize models 
with larger numbers of parameters. Since more parameters in a model 
increase its likelihood, the information criteria reduce that likelihood 
by a certain amount that is a function of the increased number of esti-
mated parameters. They differ in the specific function with which they 
calculate the penalizing value for each additional parameter in a model. 
Specifically, AIC and AIC3 rely solely on the number of parameters in 
the model:

 AIC = L2 – 2df and AIC3 = L2 – 3df, (13.27)

while BIC and CAIC also take into account the sample size:

 BIC = L2 – df*[ln(N)] and CAIC = L2 – df*[ln(N) + 1], (13.28)

where N is the sample size. Thus, models with lower values of information 
criteria have a better fit to the data, for a given number of parameters. 
Since they also control for sample size, BIC and CAIC are preferred fit 
statistics in situations when the sample size is large. For small to medium 
sample sizes, the AIC statistic is most commonly used.

Software packages that can be used to obtain ML estimates and model 
fit statistics of the LC models are LEM (Vermunt, 1997), Latent GOLD 
(Vermunt & Magidson, 2005, 2008), Mplus (Muthén & Muthén, 2006), 
and GLLAMM (Rabe-Hesketh, Skrondal, & Pickles, 2004).
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13.4 eMpIRICal exaMples

In this section we present two examples of the use of LC models for the 
analysis of measurement invariance. The first example involves a standard 
multigroup LC analysis as both latent and indicator variables are treated 
as nominal. Multigroup LC factor analysis is illustrated in the second 
example with latent and indicator variables defined to be discrete-ordinal. 
In both examples we used equal size weighting of the samples to a sam-
ple size of 1000 per country, which was the size of the smallest country 
sample. This procedure is often used in cross-cultural research to prevent 
countries with larger sample sizes to dominate the results.

The analyses of measurement invariance follow the procedures outlined in 
Section 13.2.1, by first selecting the best-fitting model at the scale level and 
then testing the invariance of the individual items at the item-level. We use 
the BIC statistic as our main model selection fit criterion since both the  con-
ditional L2 test and AIC do not provide control mechanisms for sample size 
and are thus too conservative in their model fit evaluation with sample sizes as 
large as the ones used in the presented examples. Models were estimated with 
the syntax version of the Latent Gold 4.5 program (Vermunt & Magidson, 
2008). The syntax used in the two examples is reported in Appendix 13.A.

13.4.1 example 1: standard Multigroup lC analysis

The first example involves the analysis of four categorical items on prefer-
ences with respect to social developments in different spheres of life taken 
from the 1999/2000 European Value Survey. Respondents were asked 
whether it would be a good thing, a bad thing, or whether they didn’t 
mind if in the near future emphasis would be placed on the development 
of: (1) technology, (2) the individual, (3) family life, and (4) natural life-
style. Though it is hard to imagine that these four issues refer to a single 
dimension, it can be that groups of respondents can be identified with 
different preferences, which is why a traditional LC analysis approach is 
used. Models are defined using the logistic parameterization presented 
in Equation 13.5. We compare results between four countries: Belarus, 
Romania, Luxembourg, and Austria. These countries were chosen because 
this particular selection allowed us to demonstrate a number of important 
features of the method.
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Separate analyses for each country indicated that a two-class model pro-
vides the best fit in terms of BIC statistics. Whether a common two-class 
structure emerges from the data, that is, whether the data are measure-
ment invariant, can be tested by fitting a two-class model with the pooled 
dataset. The level of measurement invariance present in data is indicated 
by the degree of homogeneity in the model that fits the data best. The more 
homogeneous the best-fitting model is, the more equivalent the data are.

In Section a of Table 13.1, we report the fit statistics for the various mul-
tigroup two-class models that were estimated. As can be seen, the par-
tially homogeneous model with equal loadings but different intercept 

table 13.1

Fit Statistics of the Estimated two- and three-Class Multigroup LC Models

npara L² BIc(L²) df
a. H1: Heterogeneous two-class 68 402.5 –1642.4 252
H2: Partial homogeneity (Figure 13.1b) 44 481.2 –1758.4 276
H3: Structural homogeneity 20 822.7 –1611.7 300

b. H4: Heterogeneous three-class 104 241.5 –1511.2 216
H5: Partial homogeneity (Figure 13.1b) 56 352.6 –1789.6 264
H6: Structural homogeneity 32 512.4 –1824.6 288

c. H4: Heterogeneous three-class 104 241.5 –1511.2 216
H4a: Technology 92 276.8 –1573.4 228
H4b: Individual 92 265.4 –1584.7 228
H4c: Family 92 274.2 –1575.9 228
H4d: Natural lifestyle 92 283.3 –1566.8 228

d. H5: Partial homogeneity three-class 56 352.6 –1789.6 264
H5a: Technology 50 395.7 –1795.3 270
H5b: Individual 50 409.1 –1781.9 270
H5c: Family 50 373.6 –1817.3 270
H5d: Natural lifestyle 50 365.1 –1825.9 270

e. H7: Selected three-class 38 439.3 –1849.1 282
H7: H6 with 1 direct effect
H7a: H7 with equal class sizes 32 729.3 –1607.8 288

a Number of parameters for heterogeneous models with nominal indicators is calculated in the following 
way: Npar = (A−1) + [(A−1) × (B−1)] + B × [C + D], with C = (E−1) × F and D = (A−1) × (E−1) × F, 
where A is number of clusters, B is number of items, C is number of intercept parameters, D is num-
ber of loadings parameters, E is number of response categories, and F is number of countries. For 
partially homogeneous models, D changes to D = (A−1) × (E−1); for structurally homogeneous 
models, C additionally changes to C = E−1.
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parameters across countries (depicted in Figure 13.1b) fits the data best 
(BIC = –17,584). This indicates that the estimated class-specific response 
probabilities for the two classes are not exactly the same across countries.

There is a second route to be explored. It is possible that some LCs can be 
observed in all countries, whereas other LCs are country specific. In that 
case, a two-class model for the pooled dataset would not be the best choice, 
but instead a model with more classes would be better. Hence, an alterna-
tive way to investigate the source of invariance is by checking whether the 
inclusion of (an) additional class(es) improves the model fit. In Section b 
of Table 13.1, we report the fit statistics of the same three multigroup LC 
models but now with three instead of two classes. As we can see, the best 
fitting three-class model is the structurally homogeneous (measurement 
invariant) model. Obviously, the addition of the third class has accounted 
for a substantial part of the inequivalence encountered in the two-class 
model. This indicates that the partial inequivalence found in the two-class 
model can, at least partially, be explained by selecting a model with too 
few classes. Once the third class is included in the model, the LCs turn out 
to be equivalent and comparable.

Whereas the analyses presented so far were at the scale level, it is also 
useful to perform an item-level analysis to check the invariance of indi-
vidual items. It could be that some items may turn out to be noninvariant 
even if the scale-level analysis selects the homogeneous three-class model. 
In Sections c and d of Table 13.1, we present the fit measures obtained with 
the item-level analysis for the four items, both in terms of absence of inter-
action effects or invariance in slope parameters (Section c of Table 13.1) 
and in terms of absence of direct effects or invariance in intercept param-
eters (Section d of Table 13.1). As could be expected, all items have invari-
ant slopes as BIC values of models without interaction effects for one item 
at a time (H4a – H4d) are smaller than that of the heterogeneous model H4. 
However, one of the items, that is, “assessing the preferred development of 
the individual,” turns out to be inequivalent in terms of its intercept, as is 
indicated by a higher BIC for model H5b compared to the partially homo-
geneous model H5. In other words, respondents’ differences in answer-
ing this question were not only determined by membership to given LCs 
but also by additional group-specific factor(s) that are unrelated to class 
membership. Therefore, in order to validly compare the class proportions 
across countries, we will need to include the direct effect of countries on 
this indicator in the measurement model, that is, to allow the intercept of 
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this indicator to vary across countries. Thus, the final measurement model 
is the model H7 (Section e of Table 13.1) that is equal to the structural 
homogeneous model H6 modified by adding the direct effect of the group-
ing variable “country” on the item “individual.” All other parameters in 
the model are invariant across countries.

Having selected a measurement model that allows for comparison of 
countries, the next two questions refer to (a) a substantive interpreta-
tion of the LCs and (b) the comparison of class sizes across countries. In 
Table 13.2 we report the item response probabilities and class proportions 
obtained for the selected H7 model.

table 13.2

Item Response and Class Probabilities for Preferences of Social Development

class 1 class 2 class 3

a. Response probabilities
technology
Good 0.947 0.369 0.541
Bad 0.023 0.312 0.027
Don’t mind 0.030 0.319 0.432

Individual (average across countries)
Good 0.985 0.734 0.488
Bad 0.008 0.089 0.032
Don’t mind 0.006 0.176 0.480

family
Good 0.972 0.917 0.506
Bad 0.003 0.041 0.025
Don’t mind 0.025 0.042 0.469

natural lifestyle
Good 0.884 0.868 0.235
Bad 0.048 0.073 0.096
Don’t mind 0.068 0.059 0.669

b. latent Class proportions
Belarus 0.753 0.134 0.114
Romania 0.843 0.103 0.054
Luxembourg 0.467 0.458 0.075
Austria 0.336 0.578 0.086
total 0.588 0.329 0.083



378 • Miloš Kankaraš, Guy Moors, and Jeroen K. Vermunt

Class 1 comprised 58.8% of respondents with an overwhelmingly positive 
preference toward all four social developments; 32.9% of people belong-
ing to Class 2 had somewhat more negative and less involved preferences 
toward the development of technology; 8.3% of respondents belonging to 
Class 3 were rather indifferent in respect to the given subject (have high 
percentage “don’t mind” answers).

Class sizes differ substantially across countries. Most of the respon-
dents in Belarus and Romania belong to class 1 and have positive prefer-
ences for all social developments, whereas in Luxembourg and Austria 
there is also a considerable number of people belonging to Class 2 with 
more reserved views on the development of technology. The third class 
containing the less concerned respondents, is the smallest in all four 
countries. To test whether class sizes differ significantly across coun-
tries we compare the selected model H7 with a model in which equal 
class sizes are assumed (model H7a). The fit statistics of this model (H7a), 
presented in Section e of Table 13.1, shows that it fits much worse than 
model H7, which indicates that the obtained differences in class sizes 
across countries are statistically significant.

13.4.2 example 2: Multigroup lC factor analysis

In this second example we illustrate multigroup LC factor analysis with 
an application to a set of discrete-ordinal indicators from the 2006/2007 
European Social Survey (ESS), which contains information on 23 European 
countries. The records were weighted in order to yield an equal number of 
1000 cases per country. We investigated the measurement invariance of 
a four-item scale measuring interpersonal feelings that assesses to what 
extent respondents: (a) feel that people in their local area help one another, 
(b) feel that people treat them with respect, (c) feel that people treat them 
unfairly, and (d) feel that they get the recognition they deserve. Answers 
are given on a seven-point rating scale ranging from “Not at all” to “A 
great deal.” We modeled the indicators and the latent variable (three-
 levels) as discrete-ordinal, using the logistic parameterization of the LC 
factor model presented in Equation 13.17.

In Table 13.3, we report the likelihood ratio (L2) and BIC statistics for 
various LC factor models. On the scale level (Section a of Table 13.3), we 
compared three basic LC models: the heterogeneous model H1; the partially 
homogeneous model H2 without interaction effects between the latent and 
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grouping variable (with equal slope parameters); and the measurement 
invariant, homogeneous model H3 with neither direct nor interaction 
effects (with equal intercept and slope parameters). As we see, the BIC sta-
tistic indicates that the homogeneous H3 model fits the data that best takes 
into account the number of parameters and the sample size. However, 
before drawing a final conclusion about measurement invariance, we need 
to check whether all individual items are measurement invariant.

In the item-level analysis, we first compare the heterogeneous model H1 
with four models (H1a – H1d) in which the interaction effect between the 
latent and grouping variable is excluded for one item at a time (Section b 
of Table 13.3). Since the four models excluding a single interaction term 
do not fit worse than the unrestricted model H1, we can conclude that 
there are no significant interaction effects and the relationship between 
the latent variable and indicators can be assumed to be the same across 
countries, which confirms what we found in the scale-level analysis.

The next step involves testing of the need for direct effects at the item-
level comparison the four models H2a–H2d that exclude the direct effects of 
the grouping variable on a single item with the partially homogeneous H2 
(Section c of Table 13.3). The fit measures show that none of these restricted 
models fits worse than the partially homogeneous model H2, which indi-
cates that the conditional response probabilities can be assumed to be 

table 13.3

Fit Statistics for the Estimated Multigroup LC Factor Models

Model npar L² BIc(L²) df
a. H1: Heterogeneous model 668 27511.0 –179865.0 20792
H2: Partial homogeneity (Figure 13.1b) 580 28146.1 –180107.6 20880
H3: Structural homogeneity 52 32336.1 –181183.8 21408

b. H1: Heterogeneous model 668 27511.0 –179865.0 20792
H1a: Item 1 646 27698.6 –179896.7 20814
H1b: Item 2 646 27559.8 –180035.6 20814
H1c: Item 3 646 27691.9 –179903.5 20814
H1d: Item 4 646 27674.6 –179920.7 20814

c. H2: Partial homogeneity 580 28146.1 –180107.6 20880
 H2a: Item 1 448 28961.3 –180608.9 21012
 H2b: Item 2 448 29362.1 –180208.2 21012
 H2c: Item 3 448 29114.0 –180456.3 21012
 H2d: Item 4 448 29228.4 –180341.8 21012
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equal across countries for each of the four items. Thus, our analysis shows 
that the scale designed to measure interpersonal feelings is measurement 
invariant. This means that the four indicator items are measuring one 
latent variable in all of the 23 countries and that the meaning of this latent 
variable is the same across countries. Having established measurement 
invariance, a researcher can now proceed with the analysis of substantive 
differences in latent variables across countries.

Class proportions and discrete factor means for each country are 
reported in Table 13.4. The latter are calculated by multiplying class pro-
portions with predefined fixed scores 0, 0.5, and 1 of each factor level. The 
level of positive feelings increases with class number.

table 13.4

Latent Class Proportions and Latent Means for the 23 Countries

country

Proportions

Meansclass 1 class 2 class 3
Austria 0.314 0.538 0.147 0.417
Belgium 0.314 0.578 0.108 0.397
Bulgaria 0.388 0.441 0.169 0.391
Switzerland 0.134 0.625 0.240 0.553
Cyprus 0.296 0.534 0.169 0.436
Germany 0.321 0.566 0.112 0.395
Denmark 0.088 0.641 0.270 0.591
Estonia 0.345 0.518 0.136 0.395
Spain 0.192 0.586 0.221 0.515
Finland 0.272 0.603 0.123 0.426
France 0.313 0.552 0.134 0.410
United Kingdom 0.419 0.487 0.093 0.337
Hungary 0.219 0.462 0.318 0.550
Ireland 0.215 0.520 0.263 0.524
Netherlands 0.245 0.608 0.145 0.450
Norway 0.106 0.639 0.253 0.574
Poland 0.406 0.495 0.097 0.345
Portugal 0.221 0.571 0.207 0.493
Russian Federation 0.387 0.499 0.113 0.363
Sweden 0.140 0.655 0.203 0.532
Slovenia 0.350 0.512 0.137 0.393
Slovakia 0.550 0.392 0.057 0.253
Ukraine 0.466 0.433 0.100 0.317
total 0.290 0.543 0.166 0.437



Testing for Measurement Invariance With Latent Class Analysis  •  381

The estimates reported in Table 13.4 indicate that respondents from 
Denmark, Norway, and Switzerland have the most positive, and those 
from Slovakia, the Ukraine, and United Kingdom the most negative feel-
ings about their relationship with other people.

13.5 ConClusIons

In this chapter we discussed the use of multigroup LC analysis as a tool 
for investigating measurement invariance. Three parameterizations of the 
multigroup LC models were presented (i.e., probabilistic, log-linear, and 
logistic parameterizations). The latter two are used to define the LC model 
with ordinal indicator variables and the LC factor model. An additional 
benefit of the log-linear and logistic parameterizations is that they are bet-
ter suited for testing measurement invariance, as they allow a researcher 
to test a whole range of partially homogeneous models that are not possi-
ble to formulate using probabilistic parameterization. It was shown how to 
test for strict and less strict forms of measurement invariance by gradually 
imposing restrictions on the fully heterogeneous unrestricted multigroup 
LC model and comparing the resulting model fit statistics.

The LC approach is an obvious choice when a researcher wishes to 
compare typological structures across countries, that is, when analyzing 
whether there are cross-cultural differences in the frequencies of the dif-
ferent types, taking into account issues of measurement equivalence. With 
the possibility to define the latent variable as discrete-ordinal, it is shown 
that the LC approach can also be used for cross-cultural comparisons of 
dimensional structures, thus presenting an alternative to the more fre-
quently used MCFA and IRT approaches. This is especially true in those 
situations when some of the modeling assumptions of MCFA and IRT do 
not hold. With its flexible set of tools, combined with recent developments 
in software for multigroup LC modeling, the presented approach is a very 
attractive option for studying measurement invariance in any situation in 
which the indicators are discrete variables.*

* This work was partially supported by a grant No. BFR06/040 from the “Fonds National de la 
Recherche” (Luxembourg).
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appenDIx 13.a latent GolD syntax 
fIles useD In the tWo exaMples

In this appendix we present the “variables” and “equations” sections of the 
Latent GOLD 4.5 syntax files used for the two examples in this chapter. 
The logistic parameterization of the heterogeneous multigroup LC model 
with a 3-class nominal latent variable and four nominal indicator vari-
ables as used in example 1 is as follows:

 variables
 caseweight weight;
 dependent item1 nominal, item2 nominal, item3 nominal,
 item4 nominal;
 independent country nominal;
 latent Cluster nominal 3;
 equations
 Cluster < - 1 | country;
 item1 < - 1 | country + Cluster | country;
 item2 < - 1 | country + Cluster | country;
 item3 < - 1 | country + Cluster | country;
 item4 < - 1 | country + Cluster | country;

In the “variables” section, one provides the relevant information on the 
dependent (items), independent (here the grouping variable), and latent 
(here the latent classes) variables to be used in the analysis. In this analy-
sis, these are all nominal variables, where for the latent variable called 
“Cluster” one also has to indicate how many categories it has.

The first “equation” defines the logistic model for the class proportions 
(“1” indicates the intercept), which are assumed to be different across 
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countries (indicated with “| country”). The next four equations define the 
logistic regression models for the four items. These contain the term “1” 
referring to the intercept and the term “Cluster” referring to the slope. 
Both are indicated to differ across countries.

Other more restricted models are obtained with slight modifications of 
the equations. A model assuming invariant item intercepts and/or slopes 
across countries is obtained by removing “| country” from the term(s) 
concerned. Thus, a partially homogeneous model is defined by equations 
of the form:

 item# < - 1 | country + Cluster;

and the homogeneous model by:

 item# < - 1 + Cluster;

A log-linear parameterization of these models can be defined by writing 
“ + country” instead of “| country” for intercepts and “ + Cluster country” 
instead of “| country” for slope parameters. The item equations of the het-
erogeneous model would then be as follows:

 item# < - 1 + country + Cluster + Cluster country;

Finally, the only modification needed to obtain a multigroup LC factor 
model for ordinal items (our second example) is that the dependent and 
latent variables should be defined to be ordinal instead of nominal:

dependent item1 ordinal, item2 ordinal, item3 ordinal,
 item4 ordinal;
latent factor ordinal 3;

The “equations” remain exactly the same as with nominal dependent and 
latent variables, though it should be noted that the log-linear and logistic 
parameterizations are no longer equivalent with ordinal indicators.



385

14
A Multiple Group Latent Class Analysis 
of Religious Orientations in Europe

Pascal Siegers
University of Cologne

14.1 IntRoDuCtIon

Since 1950, empirical research on religion in Europe was framed in terms 
of secularization theory. Consequently, the question of whether religion 
gradually disappears in modern European societies prevailed in the soci-
ology of religion. More recently, proponents of individualization theory 
have challenged the conclusion from secularization theory that modern-
ization mechanically decreases the individual and social significance of 
religion. Instead, they argue that contemporary European societies are 
characterized by increasing pluralism of religious orientations. The main 
argument of individualization theory is that in modern societies individu-
als can choose from more religious options than in traditional societies 
(Taylor, 2007) and that a growing number of Europeans opt for religious 
beliefs outside the traditional churches.

Numerous studies provide evidence for the existence of alternative beliefs 
in Europe. According to these authors, one of the most significant alterna-
tives to church religiosity is what they call holistic spiritualities (Heelas 
& Woodhead, 2005) or spirituality tout court (Knoblauch, 2005, 2006). 
Because of the wide range of different beliefs and practices referred to by 
this notion, I will use the plural “alternative spiritualities” throughout this 
text when addressing these beliefs. Two aspects particularly distinguish 
alternative spiritualities from church religiosity: (1) the emphasis on reli-
gious emotions and (2) the explicit distance to religious organizations and 
authorities (i.e., the churches).
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Studies on alternative spiritualities somehow challenge the validity of 
conclusions drawn from studies on European secularization. If alterna-
tive spiritualities replace church religiosity in Europe, the link between 
modernization and decreasing importance of religion does not hold. The 
evidence provided for the growing importance of alternative spirituali-
ties, however, is mainly based on qualitative research. Hence, there is an 
ongoing debate about the quantitative importance of alternative spiritu-
alities in Europe. Knoblauch, for example, argues that since the 1990s, 
New Age beliefs have diffused into mainstream culture and thus unfold 
direct influence on attitudes and behavior of individuals (Knoblauch, 
2005, p. 128). On the other hand, Pollack states that “the scope of extra-
church religiosity tends to be hugely overestimated due to excessive media 
coverage” (Pollack, 2008, p. 16).

The evidence supporting the secularization argument, in turn, does not 
cover the realm of alternative spiritualities because social science surveys 
only include indicators for church religiosity (e.g., belief in God, Church 
attendance). However, it is known that a large share of Europeans can 
be classified neither as highly church religious nor as convinced atheists 
(Voas, 2009). Hence, the empirical knowledge about religious orientations 
in Europe is still fragmentary.

It is the aim of this chapter to contribute to the debate about the 
importance of different religious orientations in Europe by suggest-
ing a  measurement model that allows us to distinguish church religios-
ity,  unbelief, and alternative spiritualities, and to compare the relative 
importance of each religious orientation across 11 European countries. 
To  examine if spiritual beliefs are a significant option for Europeans, the 
question of how alternative spiritualities can be operationalized for survey 
research requires particular attention.

The following descriptive questions will guide the research: (1) Which 
are the relevant religious options for Europeans? (2) Are the patterns of 
religious orientations comparable across countries? (3) Are alternative 
spiritualities a significant option for Europeans?

To answer these questions, two challenges for empirical research need 
to be tackled: (1) A meaningful measurement model for religious orien-
tations has to be devised, and (2) to allow for valid comparisons across 
countries, it will be necessary to establish the equivalence of the mea-
surement across the countries included in the analysis. To do so, I apply 
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multiple group latent class analysis (MGLCA) to data from 11 European 
countries.

This chapter is composed of four sections. In the first section, I will 
introduce the most important religious options available to Europeans. 
Some expectations about the results of the measurement model will be 
formulated that will help to guide the process of model selection. In the 
second section, I will describe the dataset and the operationalization of 
the concepts. The third section presents the results of the MGLCA-model. 
In the fourth section, I will discuss the implications of my findings for the 
discussion about religious orientations in Europe.

14.2  RelIGIous oRIentatIons 
In ConteMpoRaRy euRope

Studies on religious orientations implicitly or explicitly assume that his-
torically in Europe church religiosity was dominant. Although different 
denominations coexisted, unbelief, atheism, or alternative religiosities did 
not constitute a significant religious option.

Within traditional societies, religion is considered to be an important 
vector of social integration. This view is highly influenced by Durkheim’s 
functionalist approach to religion that assumes religion to be the funda-
ment of social integration. Charles Taylor argues that this functionalist 
approach to religion does not hold anymore for secular European societies 
(Taylor, 2007, p. 514). Secularity, he argues, does not mean that religion 
withers away. It only means that individuals can freely choose whether 
they have any religious beliefs and what kind of belief they adopt. It is this 
shift from the societal to the individualistic model of religion that charac-
terizes the modern religious landscape in Europe.

However, the relevance of individual religious choices may diverge 
across European societies. It is one aim of this chapter to evaluate how 
heterogeneous the European societies really are with respect to religious 
orientations. Denominational differences within the broad field of church 
religiosity are not addressed. My approach is located at the abstract level 
of different ways to believe, or to put it more technically, I am studying 
different social forms of religion (see Luckmann, 1991). But which social 
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forms of religion can be expected to be relevant options for individuals in 
modern Europe?

The increasing importance of individual choices for religious orienta-
tions has frequently been raised when referring to the concept of “religious 
bricolage” (Hervieu-Léger, 2005). This argument suggests that individuals 
recombine many elements from the most diverse religious traditions to 
form their own new and syncretistic beliefs. Although this argument is 
very appealing if one considers the impressive diversity of spiritual groups, 
centers, and publications, there is no mechanical link between individual 
choices and individualized contents of nontraditional beliefs (Aupers & 
Houtman, 2006; Taylor, 2007, p. 516). Qualitative research has identified 
some leitmotivs of alternative spiritualities that are present for all of the 
different branches of the “spiritual movement.”

The core argument of the spirituality literature is that the social locus of 
religion has moved from the group to the individual. This has important 
implications for one of the central problems that each religion has to deal 
with: how to validate the truth and authenticity of their teachings.

The Christian churches in Europe validate their religious truth through 
the longstanding tradition of religious teachings and religious institutions. 
Churches are the traditionalized form of the religious charisma that stems 
from an original experience of transcendence (Hervieu-Léger, 1990). They 
claim to be the only legitimate guardians of the religious truth derived from 
this religious charisma (institutional mode of belief validation). This does 
not mean that individuals within the church context do not experience the 
transcendental personally. Rather, these experiences of transcendence are 
moderated through the church’s interpretation of transcendence.

Alternative spiritualities, in contrast, validate religious authenticity only 
through individual (direct, unmediated) transcendental experiences. The 
fact that individuals experience the transcendental order allows them to 
consider the transcendent as real. This is what Danièle Hervieu-Léger 
calls the mode of auto-validation of religious beliefs (Hervieu-Léger, 1999, 
p. 187). The validation of religious truth is entirely subjective within this 
mode of validation, and this has two important implications for distin-
guishing church religiosity and alternative spiritualities:

The mode of auto-validation of beliefs emphasizes personal expe-•	
riences of transcendence. Institutional validation, in contrast, 
stresses the coherence of religious teachings. To put in other 
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terms: individualized beliefs emphasize the emotional dimen-
sion of religion, while church religiosity emphasizes the cognitive 
dimension.
Auto-validation strongly emphasizes autonomy of the individual. •	
The mediation of religious truth through religious institutions or a 
specialized clergy is rejected. Religious authorities cannot be legiti-
mate because the subject is the only relevant instance to judge reli-
gious authenticity. This implies that individualized beliefs are to be 
found first of all, outside of the churches.

The strong emphasis on subjectivity implies that very different spiritual 
paths are equally legitimate, and this means that a measurement of alter-
native spiritualities along some beliefs (e.g., reincarnation) or practices 
(e.g., Yoga, Ayuverda, and Zen meditation) is not possible. Hence, it seems 
more promising to capture alternative spiritualities based on the very 
abstract principles that structure this religious orientation.

Despite the diversity of practices within the spiritual movement, a 
monistic worldview structures spiritual beliefs (Knoblauch, 2006). The 
conception of the personal God—crucial for all monotheistic traditions—
has lost its relevance for spiritual beliefs. The divine is conceived as an 
impersonal force omnipresent in the world.

In sum, three aspects characterize alternative spiritualities in oppo-
sition to church religiosity: (1) Alternative spiritualities emphasize the 
direct and primarily emotional experience of transcendence, while 
church religiosity concedes greater significance to religious teachings 
and tradition; (2) Church religiosity is bound to membership to religious 
organizations. Alternative spiritualities, in contrast, reject religious 
authorities. Each individual is responsible for his or her spiritual devel-
opment; and (3) Alternative spiritualities reject a dualistic perception of 
transcendental powers.

Church religiosity and alternative spiritualities, however, are only two 
religious options among others. A large body of evidence shows that 
unbelief has become a very common religious orientation for Europeans 
(Voas, 2008). Reasons for the decline of church religiosity are extensively 
 discussed by proponents of secularization theory (for a summary see 
Bruce, 2002). A detailed discussion of secularization theory is not neces-
sary for the aim of this study. It is useful, however, to point to an impor-
tant differentiation within the field of unbelief, where strong and weak 
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forms of unbelief coexist (Barker, 2005). The strong form of unbelief in its 
ideal-typical representation is atheism; that is, the denial of the existence 
of any metaphysical reality (Pollack, Wohlrab-Sahr, & Gärtner, 2003). 
Weaker forms of unbelief probably have greater importance for religious 
orientations in Europe. These embrace agnosticism as well as religious 
indifference. The latter means that individuals simply have no opinion on 
religious questions. They do not feel concerned with religious issues and 
questions, and religion has no relevance for their lives. But this group does 
not exclude the possibility that a metaphysical reality exists (Pollack et al., 
2003, p. 12).

Empirical evidence from the sociology of religion shows that a large 
share of Europeans can be classified neither as church religious nor as 
unbelievers (Strom, 2009). Voas (2009) suggests the term “fuzzy fidelity” 
to address a loose form of identification with a religious tradition (i.e., mostly 
Christianity in the European context). But, as Voas emphasizes, fuzzy fidel-
ity generally has only a little impact on attitudes and behavior, and the 
fuzzy beliefs do not have high salience. Consequently, fuzzy fidelity is 
close to religious indifference.

Grace Davie suggests that although many people turn away from the 
churches, they do not completely abandon their religious beliefs. This 
believing without belonging form of religiosity is likely to be less coherent 
because a continuous contact with religious organization is lacking (Davie, 
2008). But the religious beliefs in this group should be largely inspired by 
Christianity. Thus, within the realm of church religiosity, two different 
patterns of religious orientations emerge: the first is made up of individu-
als who are fully integrated into the churches, and the second is comprised 
of individuals who are somehow religious, even though their religiosity is 
not closely linked to the churches.

To summarize: overall, five forms of religious orientations are expected 
to be relevant for religious choices in contemporary Europe: church reli-
giosity, believing without belonging, atheism, religious indifference, and 
alternative spiritualities.

It is challenging to assume that these five groups are present in all coun-
tries included in the analysis especially because cross cultural compari-
sons require conceptual equivalence across countries. In each case, I do 
not expect equal distribution of the five groups across countries because of 
the differences in cultural legacies and socioeconomic development across 
European societies.
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14.3 Data, opeRatIonalIzatIon, anD MethoD

Standard indicators for religiosity in social science surveys are mostly 
designed with reference to traditional religions in Europe. Hence, these 
indicators are useful to discriminate church religiosity and unbelief.* 
Additional questions about respondent’s beliefs are scarce, and thus it is 
rarely possible to assess the significance of alternative spiritualities. The 
dataset from the Religious and Moral Pluralism Project (RAMP)† included 
some questions to measure church religiosity, unbelief, and alternative 
spiritualities. Therefore, the dataset offers a unique possibility to describe 
religious orientations in Europe and to evaluate if the patterns of religious 
orientations are conceptually equivalent across countries. The RAMP sur-
vey was conducted in 1999 in 11 European countries as a face-to-face inter-
view with a random sampling. Samples from Belgium (N = 1662), Denmark 
(N = 606), Finland (N = 786), Great Britain (N = 1466), Hungary (N = 2149), 
Italy (N = 2020), the Netherlands (N = 1004), Norway (N = 503), Poland 
(N = 1134), Portugal (N = 986), and Sweden (N = 1032) are available.

Although the RAMP questionnaire includes a large number of items 
on religious beliefs, a direct measure of alternative spiritualities is not 
included. Therefore, it is necessary to combine the available indicators in a 
way that discriminates the five expected patterns of religious orientations. 
For this purpose, five items are particularly suited. The first item is reli-
gious self-assessment. The respondents are asked whether they consider 
themselves to be a religious person. Responses are given on a 7-point scale. 
This item has to be interpreted with reference to the everyday life under-
standing of the term religious: the identification with a religious tradition 
in a narrow sense (i.e., referring to a traditional church).

The second item is the frequency of church attendance. Church atten-
dance is generally considered to measure religious participation. In the 
latent class (LC) model that I will present subsequently, I suggest to inter-
pret church attendance as an indicator for integration into the churches. 
Integration into churches implies sharing the values and norms of the 

* The items frequently included in surveys are: frequency of church attendance, the importance of 
God for respondentís life, religious self-assessment, denominational membership, and frequency 
of prayer.

† RAMP was coordinated by Wolfgang Jagodzinski (University of Cologne) and Karel Dobbleaere 
(Catholic University of Leuven). I am grateful to Wolfgang Jagodzinski for providing me the 
dataset.
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religious community. Church attendance thus reflects the belonging part 
of church religiosity.

The third item included in the model is a forced choice item that asks 
for respondent’s conception of transcendental powers. This item offers five 
different views: The first is the personal God (“I believe in a God with 
whom I can have a personal relationship”) from the Christian, Muslim, 
and Jewish traditions (i.e., expressing church religious beliefs). The second 
and the third options suggest more impersonal views of transcendental 
power: “I believe in a spirit or life force” and “I believe God is something 
within each person rather then something out there.” Both views reflect 
an impersonal conception of transcendence typical for alternative spiri-
tualities (Heelas & Houtman, 2009). A fourth option reflects the atheist 
position (“I don’t believe in God or any kind of spirit or life force”) and the 
fifth offers the agnostic view (“I really don’t know what to believe”).

The three items mentioned so far are particularly suited to distinguish 
church religiosity and unbelief. They do not provide sufficient informa-
tion to distinguish between unbelief and alternative spiritualities. Hence, 
two additional items are included in the model: The first asks respondents 
whether they have a “spiritual life” (7-point scale). Like the religious self-
assessment item, the spiritual life item has to be interpreted with reference 
to the everyday life meaning of spirituality. Some ambiguity results from 
the fact that the meaning of religiosity and spirituality is not mutually 
exclusive. Several empirical studies were conducted in the United States 
to disentangle the meaning attributed to the terms religiosity and spiri-
tuality, respectively. These studies show that there is substantial overlap 
between both notions (i.e., the reference to a metaphysical reality) though 
each has its particular emphasis. Religiosity refers to the realm of orga-
nized religion, while spirituality grasps the individual connectedness with 
the divine and/or transcendent (i.e., the subjective element of religion; 
Hill & Pargament, 2003; Schlehofer, Omoto, & Adelman, 2008; Zinnbauer 
et al., 1997). Therefore, I argue that the spiritual life item is an adequate 
measure for the emphasis of religious emotions. In the RAMP dataset, 
the religious self-assessment and the spiritual life items are moderately 
correlated. The correlation is highest in Finland (r = 0.473) and lowest in 
Norway (r = 0.316).

Alternative spiritualities are expected to be characterized by an emphasis 
of the spiritual life without being highly religious. But because the bound-
aries between both terms are fuzzy, it seems not appropriate to measure 
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alternative spiritualities by simply selecting those respondents from the 
dataset that indicate to have a spiritual life but do not describe themselves 
as religious. Using this simple classification, Barker finds about 15% of 
alternative spirituals in the pooled RAMP dataset (Barker, 2005). A num-
ber that seems quite high especially when compared to the 1.6% of obser-
vant spirituals that Heelas and Woodhead counted (Heelas & Woodhead, 
2005).

From a methodological point of view, a LC model is better suited to 
disentangle both forms of religious orientations. The overlap between the 
everyday life meanings of religiosity and spirituality implies that items 
referring to spirituality have to be considered together with indicators for 
church religiosity to be interpretable. LC analysis is suited to do this with-
out setting arbitrary thresholds on the scales.

Finally, an item is included in the model that asks respondents for the 
frequency they have transcendental experiences: “Have you ever had an 
experience of something that exists, but transcends (goes beyond) everyday 
reality, and which you may or may not call God?” Personal transcenden-
tal experiences are of crucial importance for the mode of auto-validation 
of religious beliefs. Hence, alternative spiritualities should be character-
ized by relatively high levels of openness for transcendental experiences. 
Because the wording of the item mentions God, there will be a consider-
able bias toward church religiosity because experiences of God probably 
are the most common form of transcendental experience for church reli-
gious individuals.

Table 14.1 summarizes the expected outcome of the LC model. The dif-
ferent patterns of religious orientations will not be ordered along a single 
dimension because on the one hand, atheism and alternative spiritualities 
share the distance to the churches. On the other hand, alternative spiritu-
alities and church religiosity share the belief in a metaphysical reality. But 
concrete representations of transcendental power differ for church religi-
osity and alternative spiritualities. For this reason, again, a LC analysis is 
more appropriate than dimensional techniques to set up the measurement 
model.

Before running the analysis, the items have been recoded to reduce the 
number of categories. This is necessary because some categories gather 
only very few respondents, and reducing the number of categories eases 
the interpretation of the model. For the religious self-assessment and the 
spiritual life items, the extreme points of the scales were collapsed so that 
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the items have five categories each. The seven categories of the church 
attendance item were recoded into four categories: (1) never attending, (2) 
irregular attendance (several times a year/specific holidays), (3) regular 
attendance (at least once a month), and (4) frequent attendance (once a 
week and more often). Similarly, the transcendental experience item was 
recoded into three categories: (1) No transcendental experiences, (2) some-
times experiences, and (3) frequent transcendental experiences.

The LC model presented in this chapter in its simple form can be 
expressed through Equation 14.1 (McCutcheon, 1987, p. 33):
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X  (14.1)

A, B, C, D, and E refer to the observed variables, I, J, K, L, and M to the 
categories of the observed variables [A = Perceptions of the transcendent 
(I = 5), B = Religious self-assessment (J = 5), C = Spiritual life (K = 5), 
D = Frequency Transcendental Experiences (L = 3), and E = Church 
attendance (M = 4)]. X refers to the latent variable (with T latent classes). 
The single sample LC model thus describes the joint distribution of the 
observed variables of a 5 × 5 × 5 × 3 × 4 five-way contingency table (i.e., a 
table with 1500 cells).

table 14.1

Expected Outcome of the Latent Class Model

Expected Religious Orientation (Expected Latent classes)

Indicator
church 

Religious

Believing 
Without 

Belonging
Alternative 

Spiritualities
Religious 

Indifference Atheism
Church 
attendance

+ – – – –

Religious 
self-assessment

+ О/+ О/- О –

Perceptions 
of the 
transcendental

Personal 
God

Personal 
God

Impersonal 
force

Personal or 
Impersonal

None

Spiritual life + О + – –
Experiences of 
transcendence

+ – + – –

+ = high level expected, О = medium level expected, – = low level expected.
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In Equation 14.1, πijklmt
ABCDEX expresses the probability of a particular 

response profile for individuals (e.g., i = 1, j = 3, k = 2, l = 2, m = 1) given 
class membership in a particular class (t; e.g., the church religious class) 
of the latent variable X (i.e., religious orientations). Consequently, πit

AX is 
the conditional probability that an individual is located on a particular 
level (i) of the observed variable (A) given his membership in a particular 
LC (t) of the latent variable (X). For instance, we expect a high condi-
tional probability (e.g., 0.700) of frequent church attendance within the 
church religious class of the latent variable religious orientations. In other 
words: a respondent being in the LC “church religiosity” has a 70% prob-
ability to report frequent church attendance. The conditional probabili-
ties define the substantial meaning of the LCs. They indicate whether a 
category of the observed variables is likely to be reported by members of 
a class. Hence, the conditional probabilities indicate the strength of the 
association between each of the LCs and each of the indicator variables. 
They can be interpreted in analogy to factor loadings in factor analysis 
(McCutcheon, 1987, p. 33).

It is important to note that LC models assume that at a particular level of 
the latent variable no further associations between the observed variables 
persist. This assumption of conditional or local independence means that 
the classes of the latent variables account for the variation of the observed 
variables.

Within each of the LCs (t) of the latent variable (X), the conditional 
probabilities for the categories of the observed variables (e.g., I, with i = 1, 
i = 2, i = 3, i = 4, i = 5) sum up to 1. Thus, for an indicator variable with 
five categories, only four conditional probabilities have to be estimated per 
class. Analogously, the LC probabilities for each group sum to 1 because 
each individual is classified into one of the LCs based on the LC that has 
the highest (posterior) probability for the particular response profile of the 
individual.

Extending the model to a multiple group LC model means to analyze the 
associations in the contingency table for each group separately. Formally, 
this means adding a grouping variable (G) to Equation 14.1 where S is the 
number of groups. Equation 14.2 expresses the formal multiple group LC 
model (McCutcheon, 1987):

 π π π π πijklmt
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The interpretation of the conditional probabilities is the same as for 
Equation 14.1. But now, the probability of LC membership is conditional 
on group membership (πst

G X). In its less restrictive form, each conditional 
probability is estimated for each group separately. This type of model 
is generally called the heterogeneous model because no similarities are 
assumed to exist across groups. For the model presented in this example, 
this means that for each LC in each country, 17 conditional probabilities 
are estimated. Consequently, the comparative interpretation across groups 
rapidly turns out to be difficult.

Comparative analyses, hence, trying to minimize heterogeneity in 
the model by testing whether equality constraints can be imposed on 
the model. This is important not only to facilitate the interpretation of 
coefficients but also to test for measurement invariance; that is, whether 
the meaning of the LCs is equivalent across groups (Chapter 13 in this 
volume).

Measurement invariance for LC models means that the conditional 
probabilities are equal for all groups under consideration (McCutcheon, 
2002). In the terminology of LC analysis, these models are called structur-
ally homogeneous models (McCutcheon, 2002). These models are much 
more parsimonious than heterogeneous models because conditional prob-
abilities are estimated only once for all groups.

Sometimes, distributional homogeneity (or complete structural homo-
geneity, see KankaraŠ et al. in this volume) is discussed in the literature, 
which means that the sizes of the LCs (i.e., the LC probabilities) are the 
same across groups. The assumption of distributional homogeneity is 
unrealistic for religious orientations and hence will not be addressed in 
this chapter.

Besides heterogeneous and homogeneous models, there is also a broad 
range of possibilities to test for partially homogenous models. These 
models are present when some of the measurement parameters are equal 
across countries, while others are not. Partially homogeneous models are 
useful to minimize heterogeneity when homogeneous models do not fit 
the data.

There are various ways to specify partially homogenous LC models 
(here I refer only to the probabilistic parameterization; see KankaraŠ et 
al. in this volume): (1) by fixing the conditional probabilities for some 
observed variables to be equal across groups while conditional probabili-
ties for other indicators are estimated freely across groups or (2) by fixing 
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conditional probabilities for some classes while estimating parameters for 
other classes free across countries. For the latter case, the measurement of 
classes estimated with equal conditional probabilities across countries is 
invariant and the classes can easily be compared.

The strategy to select an appropriate multiple group LC model suggested 
in textbooks (McCutcheon & Hagenaars, 1997) is to determine, first, the 
number of classes required for each of the groups separately. If the num-
ber of classes is the same for all groups, in a second step, measurement 
invariance can be tested. This procedure, however, might be inappropriate 
for the comparison of religious orientations because the countries can be 
expected to differ with respect to the diversity of religious orientations. 
While in countries like Poland and Italy, which are known to be highly 
integrated with respect to religious orientations, only a few classes might 
be sufficient to describe religious orientations, other countries (e.g., the 
Netherlands, Great Britain, and the Scandinavian countries) might show 
greater diversity of religious orientations (i.e., secular attitudes and alter-
native spiritualities coexist with church religiosity). Although a different 
number of LCs are needed to describe the religious orientations, measure-
ment invariance can be tested for the classes in the model (KankaraŠ et al. 
in this volume). For instance, the church religious and the atheistic classes 
could be present in all countries and be invariant. At the same time, in 
some of the countries an alternative spiritualities class might be added, 
while in other countries this class does not exist.

Several criteria are available to guide model selection: (1) Chi-square 
based tests for model fit, such as the likelihood ratio or the Pearson’s chi 
square, statistics are available. In complex models like the one presented in 
this study, the use of chi-square based tests is not recommended because 
in contingency tables with sparse cells, the test statistics are not chi-
square distributed and cannot be used to evaluate the model fit (Nylund, 
Asparouhov, & Muthen, 2007); (2) Descriptive information criteria are 
very common for model selection. They allow comparing the relative fit 
of different models against each other (Eid, Langheine, & Diener, 2003). 
According to a simulation study by Nylund et al. (2007), the Bayesian 
Information Criterion (BIC) and the sample-size-adjusted BIC (adj. BIC) 
perform best to identify the appropriate number of classes, while the 
Akaike Information Criterion tends to overestimate the number of classes 
(Nylund et al., 2007). Consequently, the model selection will be based on 
BIC and adj. BIC; and (3) LC models can be evaluated on the classification 



398 • Pascal Siegers

quality (entropy). This measure is based on the posterior probabilities of 
each respondent for each class. The sharper the posterior probabilities dis-
tinguish the different LC memberships, the better the value for the entropy 
of the model. I will rely on a measure of relative entropy that is reported by 
Mplus and takes a value of 0 when classification is highly uncertain and 1 
if classification is certain.

Experience shows that the different criteria often contradict each other. 
For this reason, substantial considerations always have to guide the process 
of model selection. Models that are clearly interpretable and correspond to 
theoretical expectations might be preferred, although other models show 
a better fit to the data.

14.4 Results

The model selection proceeds in three steps; (1) I run heterogeneous mod-
els to determine the number of classes needed to appropriately describe 
the data if no equality constraints are imposed across countries; (2) I com-
pare heterogeneous models with homogenous models to test whether it is 
appropriate to fix estimates to equality across countries; and (3) I examine 
whether partially homogeneous models are better suited to describe reli-
gious orientations in Europe than homogeneous or heterogeneous mod-
els. In the following, I will concentrate on BIC and adj. BIC because the 
entropy values from Table 14.2 show that classification quality is satisfying 
(around 0.9) for all models.

The BIC and adj. BIC values for the heterogeneous models, reported 
in the first block of Table 14.2, indicate that a 3-class model should be 
selected (M2 in Table 14.2).* This is only partly in line with results from 
single group LC models run for each country separately (not reported 
here). Here, the BIC values also point to 3-class models, but adj. BIC shows 
that for most of the countries, 4- or 5-class models should be selected.

When running the homogeneous models, I explicitly considered the 
possibility that some LCs are present in some countries, but not in all 
countries. Technically, a class does not exist in a country when the LC 

* All models reported here are estimated with Mplus Version 5.2. Missing cases were excluded list-
wise. Overall, 10,809 cases are included in the analysis.
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probability is 0. If during model estimation the LC probabilities turned 
out to be zero or very close to 0, I fixed them to 0 upon the condition 
that fixing the parameter decreased BIC and adj. BIC values because this 
indicates that the restricted model is more appropriate. For example, 
altogether 14 LC probabilities of the 6-class homogeneous model (M7 in 
Table 14.2) can be fixed. This results in a 4-class model for 7 countries, 
whereas for 3 countries I estimated a 6-class model.

The information criteria for homogeneous models (second block in 
Table 14.2) reveal that more classes are needed to attain data fit equiv-
alent to the heterogeneous models. The 3-class heterogeneous model 
(M2) fits  better than the 3-class homogeneous model (M4). The homo-
geneous 4-class model (M5), however, should be preferred to the 4-class 

table 14.2

Fit Measures for Latent Class Models

BIc Adj. BIc Entropy
number of 
Parameters

Fixed Latent 
class 

Probabilities

heterogeneous models
M1: 2 classes 1,82,513 1,81,258 0.951 395 0
M2: 3 classes 1,81,521 1,79,637 0.923 593 0
M3: 4 classes 1,82,257 1,79,744 0.902 791 0

homogeneous models (no distributional homogeneity assumed)
M4: 3 classes 1,81,855 1,81,591 0.921 83 0
M5: 4 classes 1,80,173 1,79,833 0.914 107 4
M6: 5 classes 1,79,266 1,78,844 0.909 133 6
M7: 6 classes 1,79,011 1,78,525 0.899 153 14

partially homogeneous models
M8: 5 classes with 
experience and 
attendance free 
across countries for 
class I

1,79,113 1,78,535 0.898 182 7

M9: 5 classes with 
experience and 
attendance free for 
class I and 
experience free for 
class III across 
countries

1,79,001 1,78,359 0.896 202 7
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heterogeneous model (M3). Four LC probabilities of M5 are fixed to 0 
resulting in a 4-class model for eight countries and a 3-class model for 
four countries. The 5-class homogeneous model (M6, with six 0 LC prob-
abilities) has lower BIC and adj. BIC values than the heterogeneous 3-class 
model (M2). This means that if we allow the number and meaning of 
classes to differ across countries, the homogeneous models do better than 
the heterogeneous models because differences in the LCs absorb some of 
the heterogeneity across countries.

The homogeneous 6-class model (M7, with fourteen 0 LC probabili-
ties) fits even better than the homogeneous 5-class model (M6). As men-
tioned earlier, M7 is in fact a 4-class model for seven countries (Denmark, 
Finland, Hungary, Italy, Norway, Poland, and Sweden) and a 6-class 
model for four countries (Belgium, Great Britain, the Netherlands, and 
Portugal). A detailed comparison of models M6 and M7 reveals that at 
least two different classes cover the realm of church religiosity: One class 
gathers respondents that are frequently attending but report no tran-
scendental experiences. This class has a 0 LC probability in Denmark, 
Finland, Hungary, Norway, and Sweden. The other is marked by fre-
quent experiences but only moderate church attendance. This class is 
important in Scandinavian countries and Hungary but absent in Poland 
and Italy (conditional probabilities not reported). It is plausible to argue 
that theological differences between Protestantism and Catholicism 
cause differences in the profile of church religiosity. Nevertheless, both 
can be assigned to the church religious type of religious orientations. 
As the chapter has the primary descriptive aim to distinguish different 
basic forms of religious orientations, it is not necessary to include further 
distinction of subtypes of church religiosity. To collapse both classes, 
I run a partially homogeneous 5-class model where the conditional 
probabilities for church attendance and transcendental experiences are 
estimated freely across countries for the church religious class (M8 in 
the third block of Table 14.2). This procedure allows collapsing the two 
church religious classes without losing information about its country-
specific characteristics. Seven LC probabilities can be fixed to 0 resulting 
in a 4-class model for Denmark, Finland, Hungary, Norway, Sweden, 
Italy, and Poland and a 5-class model for Belgium, Great Britain, the 
Netherlands, and Portugal. According to adj. BIC, the models M7 and 
M8 are rather equivalent in model fit. But BIC shows that M7 fits better 
than M8.
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From a substantial point of view, M8 is a less convincing model because 
two classes for religious indifference emerge that differ only with respect to 
the frequency of transcendental experiences (conditional probabilities not 
reported here). An alternative spiritualities class that was evident in M7 
disappears in M8. For the aim of this research, it is not crucial to distin-
guish among different forms of religious indifference but highly relevant 
to identify the alternative spirituality class. Consequently, an additional 
partially homogeneous model is estimated where the conditional prob-
abilities for frequency of church attendance and transcendental experi-
ences in the church religious class and the conditional probabilities for the 
frequency of transcendental experiences in the religious indifference class 
are estimated for each country separately (M9 in Table 14.2). M9 has lower 
BIC and adj. BIC values than M7. Although two classes of the model are 
not invariant, it is appropriate to interpret this model because it uncovers 
interesting country-specific characteristics of religious orientations across 
European countries.

The conditional probabilities for model M9 are reported in Tables 14.3 
and 14.4. Table 14.3 shows the homogeneous part of the model; that is, the 
conditional probabilities that are fixed for all countries. Table 14.4 shows 
the heterogeneous part of the model (i.e., the country-specific conditional 
probabilities).

The first class in Table 14.3 is the church religious class. The pattern that 
appears is rather clear: this class is characterized by the Christian tradi-
tion of the personal God (0.750) and a strong religious self-assessment. 
Respondents in this class also have a high probability to report an intense 
spiritual life.

The two remaining indicator variables were not invariant for the church 
religious class. The transcendent experiences item reveals particularly 
interesting differences (see the first block of Table 14.4): in the Scandi-
na vian countries the church religious class is characterized by frequent 
experiences of transcendence, whereas in the Catholic countries church 
religious respondents report less frequent experiences of transcendence. 
The remaining countries are in between. With respect to the frequency of 
church attendance, the pattern is inversed (see second block of Table 14.4): 
frequent church attendance is much stronger in Catholic countries than in 
Protestant countries. Here again, the mixed countries are in between. At 
least, irregular church attendance is evident for the church religious class 
in Protestant countries, suggesting that a link to the churches persists.
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table 14.3

Conditional Probabilities for M9 (Homogeneous Part)

conditional Probabilities

Latent class 
Indicator

class I
church 

Religious

class II
Moderate 
Religious

class III
Atheism

class IV
Religious 

Indifference

class V
Alternative 

Spiritualities

perceptions of transcendence
Personal God 0.750 0.500 0.008 0.189 0.078
Spirit or life 
force

0.035 0.129 0.144 0.232 0.471

God within 
each person

0.212 0.346 0.177 0.464 0.378

No God 0.001 0.003 0.412 0.008 0.017
Don’t know 
what to believe

0.002 0.021 0.258 0.107 0.057

Religious self-assessment
Not religious at 
all (1)

0.010 0.003 0.902 0.151 0.256

(2) 0.007 0.053 0.066 0.208 0.129
(3) 0.079 0.317 0.028 0.395 0.240
(4) 0.264 0.409 0.001 0.197 0.265
Very religious 
(5)

0.640 0.218 0.003 0.048 0.110

having a spiritual life
No spiritual 
life (1)

0.070 0.254 0.679 0.380 0.000

(2) 0.028 0.151 0.075 0.156 0.021
(3) 0.105 0.361 0.099 0.233 0.150
(4) 0.208 0.187 0.066 0.143 0.243
Very spiritual 
life (5)

0.589 0.047 0.081 0.087 0.587

transcendental experiences
No experiences Free across 

groups
0.790 0.839 Free across 

groups
0.055

Sometimes Free across 
groups

0.143 0.127 Free across 
groups

0.330

Often Free across 
groups

0.067 0.034 Free across 
groups

0.615

(Continued)
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This pattern suggests that the mechanisms of integration into church 
religiosity operate in different ways depending on the religious context: in 
Catholic countries, integration into church religiosity proceeds through 
integration into the religious community, whereas in Protestant countries 
individual experiences of transcendence are of greater importance for the 
maintenance of individuals beliefs.

Although measurement invariance could not be established, I argue 
that the church religious class covers equivalent concepts in Catholic and 
Protestant countries. The particular shape of church religiosity, however, 
differs somewhat across countries with different religious traditions. In 
so far, it is justified to interpret the partial homogeneous class instead of 
opting for a 6-class model with different classes for church religiosity in 
Protestant and Catholic countries.

The second class from Table 14.3 is best described as a moderate reli-
gious class (Strom, 2009). This class was not expected in Table 14.1 and 
is nonexistent in Denmark, Finland, Hungary, Norway, and Sweden. 
Overall, this class is characterized by a firm self-description as religious 
and a medium-level intensity of the spiritual life, both, however, at lower 
levels than that of the church religious class. Individual experiences of 
transcendence do not play a role for this class (the conditional probability 

table 14.3 (Continued)

Conditional Probabilities for M9 (Homogeneous Part)

conditional Probabilities

Latent class 
Indicator

class I
church 

Religious

class II
Moderate 
Religious

class III
Atheism

class IV
Religious 

Indifference

class V
Alternative 

Spiritualities

frequency of church attendance
No attendance Free across 

groups
0.009 0.946 0.596 0.714

Irregular 
attendance

Free across 
groups

0.290 0.046 0.353 0.250

Regular 
attendance

Free across 
groups

0.310 0.005 0.045 0.035

Frequent 
attendance

Free across 
groups

0.390 0.003 0.006 0.000
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of reporting no experiences of transcendence is systematically higher 
than for the church religious class). This expresses the lower extent of 
individual involvement into religion. In the same vein, the conditional 
probabilities of church attendance confirm the lower level of integration 
into the churches but regular or frequent church attendance are still obvi-
ous for this class.

It is interesting to note that two conceptions of transcendental powers 
characterize the moderate religious class: the personal God (0.500) and 
the God within (0.346). The personal God expresses the link to traditional 
core beliefs of the churches. Thus, it is somewhat surprising that the God 
within has a substantial share for this group. According to Heelas and 
Houtman (2009), the God within category is not a priori in conflict with 
church religious convictions in southern European countries.

It is the church attendance item that defines the difference between the 
moderate religious pattern found here and the believing without belong-
ing pattern expected in Table 14.1. The moderate religious class represents 
a subtype of the more general realm of church religiosity as a social form 
of religion.

The third class from Table 14.3 corresponds to the expected atheist class. 
This class reflects great distance of religion and spirituality for all the indi-
cator variables included in the model. Only the item on transcendental 
consciousness indicates that this group not only gathers convinced athe-
ists who answer that there is no God or any transcendental power but also 
the agnostic answer category (0.258). Hence, this class gathers not only 
individuals who reject all metaphysical realities but also weaker forms of 
unbelief characterized by a strong distance to any religious concerns. The 
atheist class is invariant across all countries.

With respect to the transcendental consciousness, the fourth class is 
characterized by impersonal conceptions of transcendence with a clear 
preference for the God within (0.464), which is the most metaphorical cat-
egory of this item. In each case, the zero conditional probability for the 
no God category shows that respondents in this class do not exclude the 
existence of transcendental realities. In addition, individuals in this class 
describe themselves as at least somewhat but not highly religious (catego-
ries 2, 3, or 4 of the self-assessment scale). Obviously, respondents in this 
class consider their spiritual life to be less intense than their religious self-
assessment; that is, the no spiritual life category has the highest condi-
tional probability (0.380).



406 • Pascal Siegers

Conditional probabilities for church attendance show that respondents 
worship only irregularly (if at all), which expresses a much greater distance 
to the churches than the moderate religious or church religious class.

The freely estimated conditional probabilities for the frequency of tran-
scendental experiences (third block in Table 14.4) reveal great differences 
across countries: For Belgium, Italy, the Netherlands, and Portugal the 
no experiences category best describe this class. In Denmark, Finland, 
and Sweden, the sometimes and no experiences categories taken together 
describe the pattern fairly well. In Norway and Hungary, the conditional 
probabilities for the often category exceed 0.300 and thus point to a stron-
ger spiritual involvement within this class. A similar statement is true for 
Poland where the often category has a probability of 0.207 to occur and 
where the no experiences category has only a 0.552 probability. To interpret 
these level differences, it is useful to compare the importance of transcen-
dental experiences with those of the church religious and, if applicable, to 
the moderate religious class. A fairly consistent pattern emerges for eight 
out of 11 countries: the respondents are most likely to report frequent tran-
scendental experience for the church religious class followed by the moder-
ate religious class (that is absent in Denmark, Finland, Hungary, Norway, 
and Sweden) and then the fourth class. In Portugal, there are no differences 
between the moderate religious and the fourth class. Only two countries 
deviate from this pattern: in Great Britain and Poland, the probabilities of 
reporting some or frequent experiences of transcendence are higher than 
for the moderate religious group but still lower than for the church religious 
group. These differences, obvious in Table 14.4, complicate the interpreta-
tion of the fourth class in the cross country comparison. For the Catholic 
countries (with the exception of Poland) and the Netherlands, the combina-
tion of an impersonal conception of the transcendent, a medium strength 
of religious self-assessment, no spiritual life, irregular or no church atten-
dance, and the absence of any transcendental experience leads to the con-
clusion that this class is best described as the religious indifference class.

In the Protestant countries, Poland and the United Kingdom, the tran-
scendental experience item expresses higher probabilities for individu-
als to report emotional involvement into religion, although outside the 
churches. This class could stand for the Protestant version of moderate 
religiosity because experiences of God are an important vector of inte-
gration into church religiosity. Consequently, the class is not comparable 
across Protestant and Catholic countries.
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The overall pattern of the fifth class from Table 14.3 fits the expectations 
about the shape of alternative spiritualities drawn from the literature in 
the first section. This picture is manifest in the conditional probabilities: 
(1) Individuals in the fifth class have an impersonal perception of the tran-
scendent with a slight preference for the spirit or life force (0.471), which 
is less metaphorical than the God within. (2) The conditional probability 
for never attending church is around 0.760 indicating that individuals in 
this class do not worship regularly or even frequently. (3) Not surprisingly, 
the conditional probabilities indicate an emphasis of the spiritual life. The 
probability to be located on the very spiritual life pole of the scale is about 
0.600. (4) The probability to report frequent experiences of transcendence 
is around 0.600 and for sometimes it is 0.330. Hence, individuals in the 
alternative spiritualities class have a probability higher than 0.900 to 
report experiences of transcendence. (5) This said, it is interesting to note 
that the religious self-assessment scale does not fit the expectation formu-
lated in Table 14.1. The conditional probabilities indicate that individuals 
in the alternative spirituality class are equally likely to describe themselves 
either as religious or not religious. This finding confirms that being reli-
gious and being spiritual is not mutually exclusive even from the perspec-
tive of the spiritual milieu. It is not implausible that a significant share of 
alternative spirituals claim to be religious because they might consider 
spirituality as an equivalent of church religiosity. Consequently, the mea-
surement of alternative spiritualities through classification of respondents 
that describe themselves as spiritual but not religious is inappropriate. 
Latent class analysis is a better method to identify alternative spirituals. 
Further research on this point is needed to improve the measurement of 
alternative spiritualities. The alternative spirituals class is absent in Italy 
and Poland.

Finally, Table 14.5 shows the LC distributions across countries obtained 
from M9. Several elements are noteworthy: (1) Poland, Italy, and Portugal 
are the only countries where church religiosity (Classes I and II) gath-
ers the largest proportion of the sample and hence can be considered the 
reference model for religious orientations. Less than 10% of the popula-
tion are atheists; (2) In most countries, religious indifference is the modal 
class. The only exceptions are Italy, Poland, and the Netherlands. The 
Netherlands is the only country where atheists outnumber indifferents; 
and (3) Overall, it turns out that about 60–70% of Europeans do not have 
firm religious beliefs (Classes III and IV). (4) Finally, the model shows 
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that alternative spiritualities are indeed a significant religious option for 
Europeans. Although they are not relevant in the highly religiously inte-
grated Catholic countries, the share of alternative spirituals exceeds 10% 
of the sample in Denmark, Great Britain, and Sweden.

14.5 ConClusIons

This chapter aims to draw a comprehensive picture of religious orienta-
tions in Europe. Five patterns of religious orientations were expected to be 
found in the data: church religiosity, believing without belonging, atheism, 
religious indifference, and alternative spiritualities. The question whether 
alternative spiritualities are a significant religious option for Europeans 
guided the construction of the measurement model. A multiple group LC 
model was chosen for measurement of religious orientations. This allowed 
testing for measurement invariance across groups. It emerged that a par-
tially homogeneous 5-class model appropriately describes religious orien-
tations in Europe when the number of classes is allowed to differ across 
countries.

Some interesting conclusions can be drawn from the analysis. 

 1. Integration into church religiosity operates through different 
mechanisms in Protestant and Catholic countries. Protestants 
emphasize experiences of transcendence, while Catholics empha-
size church attendance. This means that the institutional mode 
of beliefs validation is stronger for Catholic countries and church 
attendance is not an equivalent measurement for church religios-
ity across countries. The church religious class was found to be not 
invariant.

 2. A believing without belonging form of religious orientations is not 
evident in the data analysis. Individuals in Catholic countries tend to 
be in the moderate religious class, while in Protestant countries they 
tend to be indifferent.

 3. Alternative spiritualities are a significant religious option for 
Europeans. As expected by the theory, this class is characterized by 
a strong emphasis on personal experiences of transcendental pow-
ers, big distance to the churches, and impersonal perceptions of 
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transcendental powers. The LC distributions show that about 10% of 
the  samples can be classified as alternative spirituals. In the Catholic 
countries, alternative spiritualities are not relevant. The development 
of alternative spiritualities thus might be conditional on religious 
individualism that has a stronger tradition in Protestant countries. 
The measurement of alternative spiritualities by simply classify-
ing individuals that are spiritual but not religious is inappropriate 
because both terms have huge intersections from the perspective of 
the spiritual movement.

Further research is needed to validate the findings from the MGLCA 
model. As a first step, it is necessary to improve the indicators for dif-
ferent forms of religion. Particularly, the emotional aspects of religion 
are underdeveloped in survey research but will gain increasing atten-
tion. Second, it has to be tested if alternative spirituals develop in place of 
church religiosity or in place of unbelief. Only if this question is answered 
it is possible to say whether the existence of alternative spiritualities chal-
lenges secularization theory. The study shows that in each case, alterna-
tive spiritualities have to be considered by empirical research on religion 
in Europe.
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Measurement Invariance
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15.1 IntRoDuCtIon

As an illustration of the topic of the present chapter, consider a question-
naire on depression in which respondents are asked to indicate whether 
they experienced certain emotions or performed certain behaviors dur-
ing the last week. For example, it is asked whether the person felt lonely, 
experienced lack of energy, suffered somber thoughts, had trouble in fall-
ing asleep, and failed to work efficiently. Suppose further that it is also 
asked whether the respondent cried or felt like crying. A depression score 
is obtained by the sum of all the items endorsed. If one would find that the 
average sum score is higher for women than for men, the interpretation 
would be that in the studied sample, women are more depressed than men. 
However, generally speaking, crying has a lower threshold for women than 
for men (e.g., Schaeffer, 1988). This implies that if you have a man and a 
woman of a comparable level of depression, the probability of crying is 
higher for the woman than for the man. Consequently, if crying items are 
included in a depression questionnaire, the average sum score for women 
may turn out to be higher than for men. However, this finding may be due 
to fact that crying items function differently for both genders and not to 
the fact that women are more depressed than men. Hence, when compar-
ing test scores between groups, it seems necessary to investigate whether 
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or not the test items function in the same way across the groups. This 
screening of items is called the study of differential item functioning or 
shortly DIF. 

The present chapter discusses basic models from item response theory 
(IRT) to investigate DIF among different groups taking the test. These 
psychometric models are able to disentangle DIF from the main effect 
of group on the variable measured by the test (e.g., the effect of gender 
on depression). DIF in itself can be seen as an interaction effect of group 
and specific items in the test, as was illustrated in the crying example. 
Figure 15.1 gives a graphical representation of the crying example and 
illustrates the difference between a main effect and an interaction effect 
of a group. The depression test is represented with seven items with Item 
6 being the crying item. All items are assumed to measure the latent vari-
able depression (labeled W), which is represented by the arrows from the 
observed item responses to W. Gender is represented as a possible viola-
tor V. First, the arrow from V to W indicates the main effect of gender on 
depression. Second, the arrow from V to Item 6 indicates the interaction 
effect of gender on crying. 

In the following, the basic IRT models are presented first. Afterward, 
the IRT definition of DIF is introduced and it is shown how DIF can be 
modeled within an IRT framework. In the next section, different meth-
ods for the detection of DIF are presented, followed by an example of 

Item 1

Item 2

Item 3

Item 4

Item 5

Item 7

Item 6

V

W

fIGuRe 15.1
Graphical representation of DIF in the crying example.
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application. A discussion of the DIF approach to measurement invariance 
concludes the chapter.

In the following, DIF will be presented for the case of comparing the 
performance on an item by members of some focal group compared to the 
members of some reference group. This is just for conceptual simplicity, as 
the study of DIF is certainly not restricted to two groups only. 

15.2 basIC IRt MoDels

15.2.1 the IRt approach

IRT models belong to the family of the so-called latent variable models. 
These models assume that discrete item responses on a test are the observ-
able manifestations of a hypothesized trait, which is not directly observed, 
but which is assumed to be behind the response process. The latent trait 
may refer to various kinds of underlying person attributes, such as a cog-
nitive ability (e.g., intelligence), a personality trait (e.g., verbal aggression), 
a state (e.g., emotional distress), or the severity of a disorder (e.g., depres-
sion). Characteristic for IRT models is that they model the relationship 
between the latent variable and the response behavior at the level of the 
item responses themselves, and not at the level of the aggregated test score. 
More specifically, IRT models describe the probability of endorsement of 
a person on each item in the test. For a comparison of IRT and structural 
equation modeling see, for example, Glöckner-Rist and Hoijtink (2003).

In the present chapter we focus on a subset of IRT models only. Firstly, 
we discuss IRT models where the relationship between a positive response 
on the item and the latent variable is strictly monotonously increasing. 
This implies that one can expect that the higher the person scores on the 
latent variable, the higher the probability of a positive response is on the 
item. These IRT models are not suitable for measuring for attitude items 
that are of the proximity type and not of the dominance type. For exam-
ple, when asking a respondent the proximity item, “Are you in favor of 
the present regulations concerning smoking in public places?” a nega-
tive response is ambiguous with respect to the position of the person on 
the latent variable as it could indicate that the person finds the present 
regulations either too prohibitive or not prohibitive enough. For such 
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proximity items other IRT models exist (e.g., Hoijtink, 1991), which can 
also be tested on DIF (Hoijtink & Molenaar, 1992). If one would rephrase 
the above item into a dominance item (e.g., “Are you in favor of banning 
smoking in public places?” and/or “Are you in favor of allowing smoking 
in public places?”), then the attitude item can be modeled with standard 
IRT models. Secondly, the present chapter is confined to parametric IRT 
models where the relationship between the latent variable and the response 
probability is described by a specific mathematical function. In nonpara-
metric IRT (see, e.g., Sijtsma & Molenaar, 2002) item response data are 
studied in a more flexible way without fully committing to a particular 
functional form. Finally, only IRT models for dichotomously scored items 
or dichotomized item scores are discussed. In IRT models for polytomous 
items (see, e.g., Ostini & Nering, 2005), the probability of choosing a cer-
tain score given the latent variable is modeled. For these polytomous IRT 
models, Thissen, Steinberg, and Wainer (1988) presented a methodology 
to study patterns of differential response among the item’s response alter-
natives, hence, generalizing the concept of DIF to the investigation of dif-
ferential alternative functioning (DAF).

15.2.2 the Rasch Model

15.2.2.1 Model 

The Rasch model or one-parameter logistic (1PL) model is the simplest 
IRT model (see, e.g., Fischer & Molenaar, 1995). In this model, the prob-
ability of endorsement for a person j on an item i is modeled on the basis 
of a person parameter θj and an item threshold or difficulty parameter βi. 
More specifically, the probability of a correct response is function of the 
difference between θj and βi: 

 P(Xij =1)= f (θj–βi), (15.1)

where θj and βi are rational numbers. In the original formulation of the 
model by Rasch (1960), the function f was the logistic function. This 
S-shaped function transforms any value on the real line into a value 
between 0 and 1. Also a probit link function can be used, where f equals 
the cumulative normal distribution. Parameter equivalence among logis-
tic and normal ogive IRT models can be ensured by including a scaling 
parameter (see, e.g., Camilli, 1994). In order to identify the model in 
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Equation 15.1, the origin of the scale has to be fixed. This can be done by 
restricting the mean of the item or person parameters to zero. Another 
way of identifying the model is to set β1 = 0.

One can infer from Equation 15.1 that the higher the value of θj, the 
higher the probability of success, and the higher βi, the lower the probabil-
ity of success. When θj equals βi, the probability of success is .50. The per-
son and item parameters refer to the same latent continuum. This latent 
continuum is thus defined in two ways: as the dimension on which the 
persons are located in increasing order and as the dimension on which 
the items are located in increasing order of their threshold. Hence, indi-
vidual differences in the probability of a correct response are reflected in 
the θ-parameter and differences in the probability of a correct response 
among the items are reflected in the β-parameter. 

A distinguishing characteristic of the Rasch model in comparison to 
other IRT models is that it has the feature of specific objectivity (Rasch, 
1960). This feature implies that comparisons among individuals are inde-
pendent of the set of items that were used to estimate their ability (given 
that these items refer to the same measurement scale). In a symmetri-
cal way, the feature of specific objectivity also implies that comparisons 
among items are independent of the particular sample of individuals who 
took the items (given that the same Rasch model holds in all samples). 
From a practical point of view, the characteristic of specific objectivity is 
attractive as one can obtain the estimates of the item parameters βi even 
in nonrepresentative samples of the population. However, not all samples 
may contain the same information about the items’ position on the latent 
scale, and, hence, the standard error of estimation of the item parameters 
may differ across different samples.

15.2.2.2 Example of Application

De Bonis, Lebeaux, De Boeck, Simon, and Pichot (1991) developed a Rasch 
scale for measuring the severity of depression. The θ-parameter refers to 
the individual’s level of depression. The higher the score of a person on 
the scale, the more severe the experienced depression is. The β-parameter 
refers to the severity of the symptoms of depression expressed in the items. 
At the lower end of the scale were items like “I work less easily than before” 
and “I feel blue.” At the higher end of the scale were items like “I feel use-
less” and “I have had enough of life and wish it were ended.” Hence, the 
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IRT model can be used at the level of the persons as a measurement device 
to assess the position of a person on the latent variable of depression. 
Likewise, at the level of the items, the IRT model indicates which items are 
symptoms of severe depression (as only persons high on the measurement 
scale tend to endorse the item), and which items are indicators of mild 
forms of depression (as also persons low on the measurement scale tend to 
endorse the item).

15.2.2.3 Graphical Representation

Figure 15.2a gives a graphical representation of the Rasch model. For three 
items the probability of a correct response expressed in Equation 15.1 is 
plotted as a function of the latent trait. Such a graph is called the item 
characteristic curve (ICC) of an item. The three ICC in Figure 15.2a differ 
only in location, which corresponds to their different threshold values. 

Given the ICC for each item, also a test characteristic curve (TCC) can 
be constructed. This curve gives the expected test score result as a func-
tion of θ. It is calculated by taking the sum of the item probabilities of the 
items in the test:

 T P Xj ij
i

I

= =( )
=

∑ 1
1

.  (15.2)

Within the framework of classical test theory, Tj refers to the true score 
for examinees with ability level θj. Figure 15.2b shows the TCC for the 
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three example items. The relationship between the latent trait θ and the 
expected test score is curvilinear. 

15.2.3 the two-parameter logistic Model 

15.2.3.1 Model 

The Rasch model assumes that all items differentiate equally well among 
persons. This assumption is commonly too strong for a set of items. In the 
two-parameter logistic (2PL) model a second item parameter is therefore 
included, namely, an item discrimination parameter. Formally, the 2PL 
reads as:

 P(Xij = 1) = f(αi(θj–βi)), (15.3)

where αi refers to the item discrimination. Like in the Rasch model, the 
threshold parameter βi is the point where the probability of endorsement 
equals .50. The parameter αi is a quantitative index of the degree to which 
the item is related to the latent continuum. It can therefore be compared to 
the value of a factor loading on a common factor in classical factor analy-
sis (Takane & de Leeuw, 1987). In order to identify the model, one needs 
to fix the origin and scale of the latent dimension. The latter is commonly 
accomplished by fixing the αi of one particular item. Another way to iden-
tify the scale is to set the variance of the person parameters to a constant 
when adding a model for the θj to the 2PL, for example, by stating that the 
person parameters come from a standard normal distribution.

15.2.3.2 Graphical Representation 

Figure 15.3a presents the ICC of three items according to a 2PL. Items a 
and b have the same threshold, but they differ in discrimination. Given its 
higher discrimination, Item a has an ICC with a steeper slope than Item 
b. Item c has the same slope as Item a, but it has a higher threshold. Note 
that due to the inclusion of the discrimination parameter, the ICC of dif-
ferent items cross each other. This implies that the ordering of the items 
according to their probability of endorsement switches across the latent 
continuum. For example, although Items a and b have the same threshold 
parameter, respondents with an ability lower than the corresponding βi 
value have a higher probability of endorsement to Item b than to Item a, 
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while respondents with an ability higher than βi have a higher probability 
of endorsement to Item b than to Item a. 

Also for the 2PL, a TCC can be constructed. Figure 15.3b shows the TCC 
for the three 2PL items shown in Figure 15.3a. Like for the Rasch model, the 
shape of the TCC for a test that is modeled with the 2PL is always monotoni-
cally increasing, but its specific form depends on a number of factors, like 
the number of items and the values of the item parameters. In the present 
example, the TCC levels off a bit for the persons in the ability region where 
the expected score on the test equals between 1.5 and 2. This is because of 
the interplay of the difference in discrimination and of the fact that the third 
item has a higher threshold. Consequently, a score larger than 2 can only be 
expected for persons with a high level of the latent trait. 

15.2.4 the three-parameter logistic Model

In educational measurement also a three-parameter logistic model 
(3PL) has been proposed. In this model, the possibility of getting a cor-
rect response through guessing is taken into account. More specifically, a 
guessing parameter gi is added to the 2PL:

 P X g g fij i i i j i=( ) = + −( ) −( )[ ]1 1 α θ β .  (15.4)

The parameter gi functions as the lower bound of the ICC. Through the 
inclusion of gi persons with a low value on the latent dimension have a cer-
tain probability to give a positive response. The 3PL was especially devised 
to model response behavior on multiple-choice items.
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15.3 MoDelInG DIf

15.3.1 IRt Definition of DIf

Lord (1980) provided an IRT definition of DIF:

If each test item in a test had exactly the same item response function in 
every group, then people of the same ability or skill would have exactly the 
same chance of getting the item right, regardless of their group member-
ship. Such a test would be completely unbiased. If on the other hand, an 
item has a different item response function for one group than for another, 
it is clear that the item is biased. (p. 212)

Lord’s definition of DIF is frequently translated formally. If the different 
groups are categories of the variable V, then for a DIF item the following 
inequality holds:

 P(Xij =1|θj , Vj = v) ≠ P (Xij =1| θj). (15.5)

Three important implications can be drawn from the definition if DIF. 
First, Lord’s formulation of DIF indicates that DIF can be discerned from 
the fact that the ICC of the item for the focal and the reference group dif-
fer. Mellenbergh (1982) distinguished between two types of DIF. Figure 15.4a 
shows an item that has a higher threshold for the focal group in comparison 
with the reference group. This type of DIF is called uniform DIF, as it only 
involves a difference in item location between the focal and the reference 
group. In the case of uniform DIF, the sign and approximately the size of the 
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differences in success probability between the two groups is the same within 
a certain range of the latent continuum. Figure 15.4b shows an item that dis-
criminates less in the focal group. This type of DIF is called nonuniform DIF, 
as it involves the slope and possibly the location of the ICC. If an item shows 
nonuniform DIF, the sign and size of the difference in probability of endorse-
ment between the focal and the reference group varies across the latent trait.

A second implication from Lord’s definition of DIF was already pointed 
out in the introductory example. DIF refers to a difference in item perform-
ance between groups after the members of the groups have been matched 
with respect to the dimension that the test purportedly measures. Therefore, 
Equation 15.5 is conditional on the ability level. DIF does not refer to a dif-
ference in the ability distribution of θ between the focal and reference group. 
Such a difference is called the impact (Dorans & Holland, 1993). Of course, a 
difference in mean ability between the two groups may lead to overall differ-
ences in item performance across groups. However, in such cases, if there is 
no DIF, the item will still have the same ICC for focal and reference group.

A final implication of the IRT approach to DIF is that by looking at 
the TCC one can see the cumulative effect of DIF at the item level on the 
expected test score. As Shealey and Stout (1993) observed, “small and per-
haps undetectable amounts of bias at the item level can be translated into 
a substantial amount of bias expressed at the test level” (p. 238). Hence, the 
study of DIF may end up in finding differential test functioning (DTF). 
Like for DIF, DTF may be either uniform across the ability range, advan-
taging one group above the other, or nonuniform, when the expected test 
score may be higher for the focal group for a certain range of θ, but lower 
for another part of the continuum. However, finding DIF items does not 
necessarily imply that DTF will be found. It may be the case that the DIF 
works in two directions: advantaging the reference group over the focal 
group on some items, while the opposite is the case for other items. In such 
cases the DIF at the item level cancels out at the expected test score level.

15.3.2 formal Modeling of DIf and Impact

Given the one-to-one relationship between the ICC and the item parameters, 
differences in the ICC between the focal and the reference group can be trans-
lated into a change in the model parameters, as is shown in Table  15.1. Uniform 
DIF corresponds to a change in the location parameter of the item. In particular, 
the item location of the focal group is obtained by adding the parameter δβ

i  to 
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the location parameter of the reference group. In the 2PL-model, also nonuni-
form DIF can be detected. In this case, the slope parameter of the focal group is 
obtained by adding the parameter δα

i  to the slope of the reference group. In the 
2PL model, both δα

i  and δβ
i  can be nonzero. Note that when the slopes are not 

equal, the ICC of the focal and reference group must cross. The value of δβ
i  then 

indicates whether the crossing is near βi (in which δβ
i  is approximately zero) or 

not (in which case δβ
i > 0 ). Modeling of DIF in the 3PL is commonly restricted 

to looking at the differences in item location and slope. In principle, it is possible 
to model differences in the guessing parameter as well. 

Impact can be modeled by including assumptions about the distribution 
of θ. For example, in the 2PL one may assume that θ ~ N (0,1) for the refer-
ence group and that θ ~ N (µ,σ2) in the focal group. In the Rasch model the 
variance of θ can be estimated for both the focal and the reference group. 

15.4 DIf DeteCtIon

Given the parametric approach to DIF presented in Table 15.1, the detec-
tion of DIF corresponds to testing hypotheses about parameters in a 
model. In particular, presence of DIF corresponds to rejecting the null 
hypotheses that the DIF parameters δβ

i  and/or δα
i  equal zero against the 

alternative hypotheses that they differ from zero. For individual items, 
presence of DIF can be tested with a Wald test comparing the value of 
the estimate of the DIF parameter ( δα

i  or δβ
i ) to its standard error. For 

a set of items, Thissen and his colleagues (Thissen, Steinberg, & Gerrard, 
1986; Thissen, Steinberg, & Wainer, 1988, 1993) proposed to test the null 

table 15.1

Logit of the Success Probability on Anchor Items and DIF Items for the Rasch 
and 2PL Model

Model Group G Anchor Items DIF-Items
Rasch Reference 0 θ βp i− θ βp i−

Focal 1 θ βp i− θ β δβ
p i i− +( )

2PL Reference 0 α θ βi p i−( ) α θ βi p i−( )
Focal 1 α θ βi p i−( ) α δ θ β δα β

i i p i i+( ) − +( )[ ]
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hypothesis of jointly having no DIF with a likelihood ratio (LR) test that 
compares a compact model without DIF parameters to an augmented 
model that includes DIF parameters for the set of items under considera-
tion. If the LR test turns out to be significant, it is concluded that the stud-
ied items show DIF. 

However, as Table 15.1 indicates, the testing of DIF for items suspected of 
DIF presupposes a set of so-called anchor items where the location and slope 
parameters are forced to be equal between focal and reference groups. In 
fact, the models in Table 15.1 are only identified if there is at least one anchor 
item in the test. When an a priori set of unbiased or anchor items is not 
available, one can follow an exploratory approach to detect DIF. Meulders 
and Xie (2004) distinguished between a forward and a backward approach. 
In a forward approach, DIF is first estimated for each single item separately 
with the other items as anchor items. Afterward, all significant DIF param-
eters are included in one model. In a backward approach, DIF is allowed 
simultaneously for all items but one, and subsequently nonsignificant DIF 
parameters are dropped from the model. The soundness of starting with a 
particular item as anchor item can be investigated by carrying out a second 
DIF detection procedure that starts with another anchor item.

Other approaches to screen the items on possible DIF (and to select anchor 
items) use the sum score on all the items as a proxy for the latent variable. 
Holland and Thayer (1988) proposed the Mantel–Hanszel approach to the 
detection of uniform DIF. In this approach, an item is flagged as a DIF-
item if the odds of getting an item correct across different levels of the sum 
score differs between the focal and the reference group. A related method is 
the standardization approach to DIF detection (Dorans & Holland, 1993; 
Dorans & Kulick, 1986) that is based on the (weighted) average difference 
between the expected item scores (proportion endorsed) across score levels. 
A variation of the standardization approach is the simultaneous item bias 
test (SIBTEST) of Shealy and Stout (1993) that uses an adjusted estimate of 
the difference between the expected item scores, weighted by the distribu-
tion of scores in the reference group or the focal group or a combination. 
Finally, Swaminathan and Rogers (1990) suggested using a logistic regres-
sion of the binary item responses on the sum score, group membership, 
and the interaction between those two variables to detect DIF. 

The selection of anchor items is the Achilles’ heel of the current DIF meth-
ods. One needs to choose at least one anchor item for which one is sure that 
it is DIF-free before being able to apply a DIF procedure. Defining items 
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as DIF-free when they actually contain DIF is not without consequences. 
Finch (2005) showed that the type-I error of the Mantel–Haenszel pro-
cedure and the LR approach increases when the chosen anchor items are 
not completely free of DIF. Navas-Ara and Gomez-Benito (2002) showed 
that when there are items exhibiting DIF in the anchor set, the estimates 
of the persons’ position on the latent variable are biased. In their review 
of DIF procedures, Millsap and Everson (1993) also warned that the use 
of observed scores may not always be adequate proxies for the latent trait, 
and may result in false DIF detection, particularly in shorter scales. 

15.5 exaMple of applICatIon

Chapter 16 in the current volume describes an application of DIF in the 
analysis of comparative social science data. In this application, the differ-
ent groups refer to people belonging to different nations. In the present 
chapter, a short example of DIF research is given coming from research 
on the equivalence of a paper-and-pencil test and a computerized ver-
sion of it. This kind of DIF research is comparable to comparing inter-
view mode groups, and it is maybe a somewhat atypical application of 
DIF detection. Another difference of the present application with applica-
tions on cross-cultural comparisons is that social surveys usually work 
with larger population samples, but with much shorter tests. Finally, the 
current application illustrates a global DIF-detection procedure, whereas 
more analytical (item by item) procedures are more common in cross-
cultural comparison research.

Empirical research sometimes found a mode effect when comparing 
a paper-and-pencil test to a computerized test administration, but not 
always (e.g., Clariana & Wallace, 2002; Parshall, Spray, Kalohn, & Davey, 
2002). Volckaert and Janssen (2005) investigated the mode effect for a test 
on biology for pupils from Grade 8. The test consisted of 70 items, which 
were split in two parallel halves. When the items were prepared for the 
computer mode, care was taken that no scrolling was needed within one 
item. The test was administered to 436 pupils according to an incom-
plete design presented in Table 15.2. Each pupil answered to the full set 
of items, which were presented either all on paper, all on computer, or 
partly on paper and on computer. The design has the advantage that a 
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pupil never received the same item twice and that the items adminis-
tered on computer and on paper can be put on the same scale. One of the 
strengths of IRT models is indeed that they are applicable for incomplete 
designs.

Various specialized software packages exist for estimating IRT models 
and doing DIF research (e.g., Bilog, Multilog, OPLM). However, given 
that IRT models can be seen as nonlinear mixed models (e.g., Rijmen, 
Tuerlinckx, De Boeck, & Kuppens, 2003), these models can also be esti-
mated with general statistical software. For example, De Boeck and Wilson 
(2004) provide computer commands from the SAS package to estimate 
various kinds of IRT models, including DIF models. They also give sample 
commands for other major computer packages. 

The current DIF-analyses were performed with the procedure 
NLMIXED of SAS. A 2PL IRT model was used. Its scale was fixed by 
assuming that the pupils’ abilities came from a standard normal distribu-
tion. The impact of the test mode was modeled by including a main effect 
for the items in the computer mode. One item was chosen as an anchor 
item. All other items were considered as potential DIF items. Table 15.3 
gives an overview of the different models that were estimated with their 
corresponding AIC-value. Judging from the AIC-values there was no 
clear evidence for uniform or nonuniform DIF, given that the AIC was 
the smallest for the model with no DIF. However, inspection of the model 
with equal βi and unequal αi showed that three items had a significant 
DIF for the discrimination parameter. Including DIF for these three items 
resulted in the best fitting model. It was difficult to see a common feature 
in these three items, but they all used a graphical presentation in the item 
stem (like other items), and for two of the three items the test taker also 
had to scroll down in the computer-based version to see the multiple-

table 15.2

Schematic Representation of the Design of Administration of the Computer 
and Paper-and-Pencil Tests

Paper computer

Group Version A Version B Version A Version B

1 (N = 113)
2 (N = 111)
3 (N = 114)
4 (N = 109)
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choice question, whereas the full item was on one page in the paper test. 
The effect of these three items on the TCC was negligible. There was also 
no main effect of the test mode. Hence, for the test under investigation 
there was no evidence for a mode effect between a paper-and-pencil and 
a computer test.

15.6 ConClusIons

The investigation of DIF is concerned with the investigation of measure-
ment invariance in a rather analytical way. In the DIF approach, measure-
ment invariance is studied at the item level, and not at level of a composite 
score. DIF corresponds to a lack of constancy of the item threshold and/
or the item discrimination parameters across groups. Despite these differ-
ences in item functioning, it is assumed that the test as a whole measures 
the same latent variable in the different groups. However, multidimen-
sionality of the items is frequently proposed as an explanation for the 
occurrence of DIF (e.g., Ackerman, 1992). In this view, DIF is caused by a 
nuisance dimension in the test on which the different groups of respond-
ents differ in ability. For example, a test on general reasoning ability may 
show DIF for gender on items that can also be solved by using a strat-
egy based on spatial representations. As men are on the average better in 
spatial orientation, they have an advantage over women on these items, 
regardless of the gender differences in general reasoning ability. Apart 
from multidimensionality, DIF may also be caused by a common feature 
in the DIF items. In such a case, one may summarize the DIF of several 
items, by including an interaction between an item property or item facet 

table 15.3

Results of the Different DIF-Models

Model AIc

Equal βi, equal αi 34,591
Equal βi, unequal αi 34,628
Equal βi, equal αi except for three items 34,575
Unequal βi, equal αi 34,628
Unequal βi, unequal αi 34,649
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and a group parameter (Meulders & Xie, 2004), which is called differential 
feature functioning (DFF).

DIF research has a long tradition in educational measurement where 
matters of fairness and equity were paramount. In this context, DIF was 
commonly referred to by the notion of item bias. Concerns about test bias 
typically centers around the differential performance by groups based on 
gender or race. Currently, the scope of DIF research is much wider. Apart 
from issues on equity and fairness and apart from investigating lack of 
invariance, Zumbo (2007) discerned other general uses of DIF, such as the 
investigation of the comparability of translated or adapted measures, or 
the use of DIF as a method to help understand the cognitive and/or psy-
chosocial process of item responding and test performance. 
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16
Using the Mixed Rasch Model in the 
Comparative Analysis of Attitudes

Markus Quandt
GESIS, Leibniz Institute for the Social Sciences

16.1 IntRoDuCtIon

When the comparability of social science scales in international surveys is 
to be assessed, current survey researchers almost habitually think of multi-
group confirmatory factor analysis (MGCFA) as the method of choice (He, 
Merz, & Alden, 2008; Schmitt & Kuljanin, 2008). Alternative methodologi-
cal approaches do however exist, with conceptual and practical advantages 
of their own. Recently, international educational attainment testing surveys 
such as the Program for International Student Assessment (PISA; OECD, 
2005) have given some visibility to models collectively known under the 
name of item response theory (IRT), which have their origin in educational 
testing research.* Among these, the Rasch model (Rasch, 1960) is the most 
basic, but due to its parsimony perhaps also the most elegant approach. 
Originally designed for dichotomous questions, it has long been extended 
to also handle the polytomous ordinal response formats more common in 
attitude research (Andrich, 1978; Masters, 1982). The present chapter will, 
from an applied perspective, explore the use of a particular version of the 
polytomous Rasch model to investigate measurement equivalence in com-
parative research settings. This particular version is the combination of the 
polytomous Rasch model with latent class analysis in the so-called mixed 
Rasch model (von Davier & Rost, 1995).

* IRT modeling has rapidly followed the statistical advances of the last decades, among them 
Bayesian methods and hierarchical or multilevel modeling. Chapter 17 demonstrates an elaborate 
hierarchical IRT approach with PISA data.
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16.2 the polytoMous RasCh MoDel

To understand the potential benefits of the mixed Rasch model for com-
parative analysis, it is necessary to understand the type of information 
that Rasch models provide on the individual items of a multiitem mea-
surement instrument. In the dichotomous Rasch model, the probability 
of choosing either the response x = 0 or x = 1 is a function of the person 
ability parameter θj and an item difficulty parameter βi, for person j and 
item i, both parameters being on the same logit scale:

 P X x
x

ij
ij j i

j i
=( ) =

−[ ]
+ −

exp ( )
exp( )

.
θ β
θ β1

 (16.1)

To arrive at the most general polytomous Rasch model for ordinal items, 
the partial-credit model (Masters, 1982), the perspective is changed in a 
simple way. The difficulty parameter βi is now understood to be a param-
eter for passing the threshold between two adjacent categories. These cat-
egories happen to be 0 and 1 in the dichotomous case, but they can be any 
pair of adjacent categories of a multicategory item. For better distinction 
from the dichotomous model, βi is exchanged against τit, with an index 
x for the category of item i, index m for the number of categories of item 
i, and index t for the number of thresholds separating these categories. 
Taking into account that the probability of choosing category x reflects 
the cumulated difficulty of all previously passed category thresholds of 
the item, which condensates to σ τix its
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Note that, in order to reflect the postulated ordinality of the item cat-
egories, the estimated item thresholds should be ordered; that is, passing 
the threshold between categories 1 and 2 should be easier than passing 
the threshold between categories 2 and 3. In the partial-credit model, 
there is however no restriction that mathematically enforces such an 
ordering.
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Empirically, disordered thresholds can occur, pointing to problems of 
the item—or more precisely, problems of certain of its category pairs—to 
discriminate between different positions of the respondents on the latent 
trait. The other aspect of item ordinality is that there need not be a con-
stant latent trait interval between pairs of adjacent items. So, not only 
the positions of the thresholds, but also the distances between thresh-
olds can vary freely, reflecting the lack of interval scale quality of the 
manifest item.*,†.

A good way to study the relationship of the latent trait held by the 
respondents and the observed item responses is therefore to look at the 
threshold profile of an item. Figure 16.1 shows the threshold profile of a 
well-behaved item with five categories. The categories are separated by four 
ordered thresholds. This example shows an item for which most categories 
are below the average difficulty of all the item parameters in the model 
(this is the zero line), but the difficulty of switching to a higher category 
increases progressively, in a more-than-linear fashion.

* In turn, restricting the threshold distances of the same item to be equal can serve to actually test 
the interval scale quality of items (Andrich, 1978; Rost, 2004).

† One consequence of this is that the concept of differential discriminatory power of different items 
indirectly appears in the Rasch model, although the individual logistic item characteristic curves 
(ICC) are still estimated with constant slope, and a single location parameter per ICC. This often 
goes unnoticed, because no explicit discrimination parameter is used as, for example, in the 
two parameter logistic model.
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Partial-credit category thresholds for a five-category item.
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16.3  RasCh speCIfICs Relevant foR 
CoMpaRatIve analysIs

Beyond the general aspect of IRT models being theoretically most appro-
priate for manifest indicators with ordinal response categories, the Rasch 
model has some features that make it attractive for comparative analyses 
from a methodological point of view (Salzberger, Holzmüller, & Souchon, 
2009). First, the Rasch model being a unidimensional model, its latent 
variable yields person scores that are unambiguous, easily interpretable, 
and can be readily saved for manipulation and analyses outside the latent 
variable model. Second, these scores have a scale level equivalent to inter-
val scaling: The difference scale that Rasch models produce for the latent 
trait has constant intervals. While not having a natural origin, it has, by 
virtue of the model’s construction on item characteristic curves, respec-
tively, category probability functions with identical slopes for all items, 
and a common zero point for all subsets of a population for which a given 
Rasch model holds. Third, as a result of the first two features, once that a 
measurement instrument (a set of items) has been shown to have Rasch 
properties for a given population, a measurement performed with that 
instrument on any subsample of the same population will yield scores that 
can be validly compared to any other subsample with regard to levels of 
the trait measured. This property of specific objectivity can be understood 
to be the Rasch equivalent to scalar invariance (Salzberger et al., 2009). It 
is unique to Rasch models, also in contrast to other IRT models such as 
the two or three-parameter logistic IRT models (Bond & Fox, 2001, p. 195; 
Chapter 15 in this volume describes 2PL and 3PL models). In other words, 
the Rasch model achieves for testing measurement invariance what only 
the most restricted MGCFA models achieve.

16.4  basIC stRateGIes foR (In-)equIvalenCe 
testInG usInG the RasCh MoDel

As mentioned above, one way of establishing measurement invariance 
across samples is to show that the data from different samples fit the same 
Rasch model. This can be approached from two angles: One is to test each 
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sample separately for compliance with the Rasch model and then inspect 
the estimated item parameters for differences across samples. Many vari-
ations of this approach lead to analyses of differential item functioning 
(DIF) presented elsewhere in detail (Thissen, Steinberg, & Wainer, 1993; 
Chapter 15 in this volume; see also Zumbo (2007) for a recent review of 
approaches and developments in DIF analysis). A second approach is to 
collect all subsamples into one pooled data file and to run a single Rasch 
analysis over that pooled file, which implies consciously ignoring the 
potential between-sample differences. A well-fitting Rasch model—this 
being a model without violations of the assumptions that the item charac-
teristic curves all follow logistic functions with the same slope, of unidi-
mensionality, and of absence of DIF—should then per assumption provide 
unbiased latent trait estimates for all segments of the sample. Individual 
item misfit can be easily assessed within the Rasch model. Interestingly, 
the same holds for misfit of respondents, or rather, of response patterns 
(Andrich (1988) or Bond & Fox (2001) describe standard Rasch method-
ology for both). Unidimensionality is sometimes also assessed in a pre-
liminary way via principal components analysis or CFA before a battery 
of items is subjected to Rasch scaling for reasons of convenience, and 
clearly problematic items are then removed in advance (Rasch and fac-
tor analytic methods usually come to similar conclusions about lack of 
unidimensionality at the level of data screening, see Wright (1996) for an 
example). Differences between both methods often start to show up only 
after further elaboration, see Salzberger & Sinkovics (2006). However, 
explicit DIF tests are recommended by Rasch analysts anyway as part of 
the fit testing routine. This again involves splitting the pooled sample by 
some criteria, which would typically include the subsample distinction. 
Salzberger et al. (2009) have recently provided a useful primer on how to 
combine the pooled sample approach and the separate samples approach 
to apply Rasch models in a comparative setting.

There is, however, one characteristic of the traditional DIF testing meth-
ods in IRT, which they share with MGCFA that can be seen as a limitation 
from certain viewpoints.* This characteristic is that explicit DIF testing is 
inevitably based on preexisting groups. In many cases, such groupings are 
indeed straightforward: There is an evident interest to test for the absence 

* See Stark, Chernyshenko, and Drasgow (2006) and Ewing, Salzberger, and Sinkovics (2005) for 
overviews of commonalities and differences of IRT and MGCFA.



438 • Markus Quandt

of method effects such as those of interview mode, questionnaire transla-
tion, sample selection, and so on, all of those relating to groups well-de-
fined by application of this or that interview mode, of this or that language 
questionnaire, of being in one or the other sample. The same does apply 
to some extent to cross-national analyses, where the existence of different 
country samples provides an apparently natural grouping criterion. One 
drawback, however, is that such grouping criteria may be used for DIF/
inequivalence testing simply because they are there, similar to the way in 
which gender or age brackets seem sometimes to be used when DIF analy-
ses are routinely performed. Not finding DIF on these criteria may lead 
researchers to conclude that there is no DIF or measurement inequiva-
lence in the sample at all. This need not be true, there can be as many 
reasons for DIF as there are social or psychological reasons for perceiving 
and understanding questions differently for different groups of respon-
dents, but few of them lend themselves to easy observation in clear-cut 
groups. Some of them are considered to be methodological effects, such 
as response sets or response styles, acquiescence, and so on. Others can 
stem from more substantive reasons. If it is, for example, cultural diversity 
that causes respondents from different countries to react differently to the 
same question, then it is easy enough to think of manifold cultural delin-
eations within a country’s population that may have the same power: the 
difference of urban versus rural lifestyles, educational background, or any 
other socialization or cognitive factors that may combine in hard-to-pre-
dict ways. It is not even evident a priori that such factors are less relevant 
than those of nationality and language. Arguably, the within-country het-
erogeneity could sometimes be larger than the between-country heteroge-
neity, and groupings like, for example, respondents with distinct response 
sets, members of a religious group, or an urban life-style group, could be 
comparably homogeneous across country borders in terms of their dis-
tinct understanding of certain items. In brief, DIF need neither follow, nor 
stop at, national borders.

Therefore, proposals to use explorative methods for the detection of DIF 
that operate without predefined grouping criteria seem attractive. One such 
method is the mixed Rasch model proposed by von Davier and Rost (1995).* 
As a discrete mixture model, the mixed Rasch model can distinguish latent 

* A number of related model variations have been proposed before and after that, see for an over-
view of recent developments the volume edited by von Davier and Carstensen (2007).
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classes or subgroups with different item or threshold parameter sets, for the 
same items, in a more or less exploratory fashion. With the index c for a 
latent class, the dichotomous Rasch equation (for the sake of simplicity, only 
this is shown) looks like this (von Davier & Yamamoto, 2007):
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A typical result of a mixed Rasch analysis is that a few different subpopu-
lations are scaled with structurally identical, but not identically param-
eterized Rasch models. The number of latent classes is largely an empirical 
matter and not subject to strong hypotheses. Although the number of 
classes is not a parameter of the mixed Rasch model, the ideal number 
of classes is usually found by sequentially testing nested models in an 
explorative manner, with an increasing number of classes. The differences 
between the class-specific parameter sets thus obtained for each of the 
subpopulations are a very direct expression of DIF. It is then up to the 
researcher to interpret those parameter differences in a meaningful way, 
be that interpretation founded on methodological or on substantive rea-
sons. Ideally, any interpretation would finally be supported by some kind 
of external validation.

Can the mixed Rasch model still fully deliver on the promise of measure-
ment equivalence made by the homogeneous Rasch model? It is tempting to 
just rely on the property of specific objectivity, regardless of having differ-
ently parametrized Rasch models in several classes. For example, Biswas-
Diener, Vittersø, and Diener (2009) and Vittersø, Biswas-Diener, and Diener 
(2005), in their applications of mixed Rasch analysis to comparative data 
on life-satisfaction, explicitly assume that this can be done. Although the 
trait values of independently estimated Rasch models for different samples 
cannot be assumed to be on the same scale and thus cannot be compared 
across samples (Rupp & Zumbo, 2006), inspection of Equation 16.3 shows 
that this is indeed possible for the mixed Rasch model: the θ parameter of 
the latent trait, or the person parameters, is not class specific. In contrast, 
the norming of the scale for the item parameters is determined separately 
in each class, by summing all class-specific item parameters (Rost, 2004, 
p. 242; von Davier & Yamamoto, 2007, p. 103). Therefore, it is not useful to 
compare absolute item difficulties across classes.
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Even the comparison of the person parameters across classes may be risky, 
however. Rost, Carstensen, and von Davier (1997, pp. 331–332) caution that the 
substantive meaning of the scale might change from one class to another, and 
that we can only compare person parameters when we have reason to assume 
that a change of meaning did not happen. One example when comparisons 
remain valid could be that the threshold distances for all items are on average 
narrower and more irregular in, say, class A than in class B, with all else being 
equal across classes. This would indicate a particular response style in terms 
of scale use, members of class A would be distinguishing less well between 
adjacent categories, and we would only know with some certainty what posi-
tion they have on the latent trait if we happened to find them on the extreme 
ends of the response scale. That would usually be considered as a reliability 
problem, but if the induced loss of reliability is not too severe, it would be less 
consequential for the substance of the scale. Rupp and Zumbo (2006) further 
demonstrate that moderate DIF usually has little consequences for the level of 
the latent trait values, even for individual cases.

If, however, the profiles of difficulties of all items assume different 
shapes across classes, this means that respondents from class A find dif-
ferent substantive statements harder to agree with than respondents from 
class B. That points to a differential understanding of the content of one or 
more of the items, in other words, to multidimensionality. In this case, the 
mixed Rasch model would resolve multidimensionality not into group-
ings of items, as done by, for example, principal component analysis, but 
into groupings of respondents.

It must further be noted that the mixed Rasch approach has conceptual 
limitations of its own, compared to DIF analysis with fixed groups. In the 
latter, there is a statistical test for DIF in each individual item. Thus, it can 
be used to detect and then perhaps remove, perhaps modify single problem-
atic items in the phase of measurement instrument design. This cannot be 
done so easily in the more holistic mixed Rasch approach. Identification of 
DIF per distinction of latent classes always works on the full set of items in 
the model, and properties of several items will usually combine to mark out 
the different latent classes, so there is no implied significance test for indi-
vidual item DIF.* On the other hand, using all items simultaneously for DIF 
detection circumvents the issue of having to select one or more, presumably 

* However, it is possible to compute confidence intervals around threshold parameter estimates per 
class, and check whether these overlap across classes.
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nonbiased, anchor items for DIF diagnosis (Chapter 15 of this volume for 
the conventional strategies of DIF identification in IRT. Chapter 17 of this 
volume presents an advanced approach that also obliterates the need to 
define anchor items).

The remainder of this chapter demonstrates an application of the mixed 
Rasch model and discusses its interpretation.

16.5 Data

The data to be analyzed here have been collected for the International Social 
Survey Program (ISSP) of 2003 on national identity, using a battery of items 
on the objects of general national pride. The ISSP is an on-going, high-
quality survey series with annually changing topics, administered in many 
countries around the world (see http://www.issp.org/). The topical module 
for the year 2003 covered aspects of the respondents’ national pride, subjec-
tive identification with the nation state and other entities, attitudes toward 
foreigners, and a number of related topics. The integrated international data 
file of this study contains representative samples from 34 countries and can 
be obtained via the GESIS Data Archive (ZA No. 3910).

The construct of national pride or nationalism describes the positive 
affect toward, and evaluation of, one’s own country (Smith & Kim, 2006), 
including feelings of superiority in relation to other countries. It is, for 
example, relevant to explaining attitudes toward foreigners, of identity, or 
of loyalty toward the country’s institutions (Arts & Halman, 2005). Of the 
seven items of the original battery, the following five items were selected 
for subsequent Rasch analysis:*

citz: •  I would rather be a citizen of [COUNTRY] than of any other 
country in the world.
betw: •  The world would be a better place if people from other coun-
tries were more like the [COUNTRY NATIONALITY].

* The battery has seven items in ISSP 2003. One item was not included because it was not a rep-
lication from a previous application of this instrument in ISSP 1995 (ZA No. 2880), although 
comparison of both ISSP modules over time is not in the scope of this paper. Another item was 
dropped after a principal component analysis. Both items appear to have somewhat lower face 
validity in the judgment of this author, and incidentally, they are the only negatively worded items 
of the battery.

http://www.issp.org/
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betc: •  Generally speaking, [COUNTRY] is a better country than most 
other countries.
ctrw: •  People should support their country even if the country is in 
the wrong.
ctrs: •  When my country does well in international sports, it makes 
me proud to be [COUNTRY NATIONALITY].

All questions were asked in an agree/disagree format with five response 
categories. Responses have been recoded to a range of 0–4 such that high 
scores indicate high-national pride.

Davidov (2009) has used two of these items: “betc: The world would be a 
better place if   ...  ” and “betw:   ...   [COUNTRY] is a better country than 
most other countries,” to test the construct of nationalism (and simulta-
neously, a related construct with four indicators) for invariance over all 
34 countries of the ISSP 2003, using MGCFA. Davidov confirms metric 
invariance, but finds lack of scalar invariance over this large set of coun-
tries. However, his contribution does not look at the reasons of misfit in 
much detail. The present chapter being more focused on methodological 
demonstration than on substantive issues, only five samples (four coun-
tries) from ISSP 2003 are used here. This is done partly for ease of presenta-
tion, partly for limiting the set of factors potentially affecting equivalence 
or DIF: Germany (separate samples for West- and East-Germany, 850 and 
437 cases, respectively), Great Britain (873), Sweden (1186), and the United 
States (1216). This selection is insofar intentional as both German sub-
samples and Sweden rank rather close to the lower end of the list of 34 
ISSP country raw scores over the five national pride items, whereas the 
United States are on the second position of that rank order (the very top is 
held by Venezuela), and Great Britain marks a medium position.* In spite 
of all these countries being wealthy western democracies, and although 
there are only three different languages used in the five (sub)samples, the 
countries’ historical trajectories and cultural backgrounds are certainly 
diverse enough to have effects on how feelings of national pride and iden-
tity develop (Hjerm (1998) analyzes this for three of our four countries; 
Tilley & Heath (2007) specifically address Great Britain). Hence, we can 

* Although we have not yet shown scalar invariance for the battery, we know enough about the qual-
ity of the item battery that it would be a surprise if the country ranks changed by more than a few 
positions when using latent trait estimates instead of raw scores.
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expect very substantial variation in the range of the latent trait to be 
measured, and culturally specific interpretations of individual items, or 
sets of items, are not excluded.* Thus, there is ample room for DIF.

16.6 analyses anD Results

The software used for estimating the (mixed) Rasch model is WinMira 
1.45 (von Davier, 2001). Although the Rasch model generally does not 
require that missing data be dropped (Bond & Fox, 2001), a major draw-
back of this otherwise powerful program is that the data are subjected to 
listwise deletion of cases with missing values. Of the 4562 cases in the full 
sample, 4031 valid cases remain.

The testing strategy applied was this: a first run tried to fit the model under 
the assumption of a homogeneous sample, with the partial-credit approach 
(Masters, 1982) being used for modeling the polytomous responses.† For this 
initial fit test, global Chi² fit statistics were the main criterion. Because the 
observable response pattern table that this fit statistic assesses is very sparse, 
the number of possible response patterns is far higher (3125) than the num-
ber of distinct response patterns observed in our data file (917), the usual 
Chi² statistics cannot be applied and have to be replaced by a bootstrapping 
approach (von Davier, 1997). For each analysis, 150 bootstrap samples were 
drawn, and fit was assessed by looking for (non)significance of the boot-
strapped Pearson Chi² and Cressie-Read statistics.

Although the overall results even for the single class model indicate 
rather good results, with all items having good discrimination, only one 
single and very marginal threshold order reversal, and no individual item 
under-fitting significantly, the global fit statistics show highly significant 
deviations of the observed response patterns from those expected under 

* One reason for selecting this subset of countries is that all used self-administered questionnaires, 
with many other countries using face-to-face interviews for the ISSP survey. Interview mode 
effects could be plausible sources of DIF, which would however mandate a more systematic inves-
tigation than can be provided here.

† Other options for handling polytomous responses available in the software would be the rating 
scale, dispersion, and equidistance models, which pose different additional restrictions on the 
distance of the category thresholds (von Davier, 2001). Being more restrictive, they are less likely 
to fit the data and also less prone to uncover aberrant item category profiles. The relatively poorer 
fit was confirmed by according model runs (not reported).
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the Rasch model. After confirming lack of fit for the homogeneous Rasch 
model, model selection proceeded by sequentially increasing the num-
ber of latent classes until satisfactory fit was reached, indicated by non-
significant p-values of the Cressie-Read and Pearson Chi² statistics. For 
every new model, bootstrapped fit statistics and the BIC statistic (Bayesian 
Information Criterion, cf. Bozdogan, 1987) were recorded (see Table 16.1). 
Already the 2-class model shows a marginal level of fit, as indicated by the 
p-value of .1 (>.05) for the Pearson Chi². However, fit further improves on 
all statistics for the 3-class model, even though the p-value for Cressie-
Read remains below the conventional .05 level. Unfortunately, there is no 
clear methodological rule for deciding between conflicting measures of 
best fit. Such a conflict is found here for the 3-class model, which is to be 
preferred by the higher p-values of the Pearson and Cressie-Read statistics, 
versus the 4-class model, which is to be preferred if we go by the lower 
BIC value and the (just marginally) higher geometric mean likelihood. 
As there may be some risk of over-fitting the data with too high a number 
of classes, the more parsimonious 3-class model was selected here as the 
starting point for interpretation and detailed inspection of scaling results. 
Choosing the boot-strapped Pearson, respectively, Cressie-Read statistics 
over the information criteria is also in line with a recommendation given 
by von Davier (2001).*,†

* A 5-class model did not converge after 1200 iterations and its preliminary estimates showed no 
improvement in fit over the 4-class model.

† The number of parameters is determined by the number of observed response patterns for the 
saturated model. For the Rasch models, every item requires one parameter each for estimating its 
category thresholds, plus two parameters for a logistic function that approximates the distribution 
of response scores. For each additional class, one parameter for the class size has to be included.

table 16.1

Fit Statistics for Homogeneous and Mixed Rasch Models (Partial Credit)

Model
number of 
Parameters BIc

Geom. Mean 
Likelihood

Significance of 
cressie-Read 

(Bootstrapped)

Significance of 
Pearson chi² 

(Bootstrapped)

Saturated 
model

3124 / 0.29,492,014 / /

1 class 21 52,888.84 0.27,043,386 0.000 0.000
2 class 43 52,287.05 0.27,574,806 0.013 0.100
3 class 65 52,118.35 0.27,816,192 0.020 0.153
4 class 87 52,060.16 0.27,982,879 0.013 0.080

Note: BIC = Bayes information criterion.
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The three classes are of rather uneven sizes (cf. Table 16.2). We will first 
look at class-specific patterns of category thresholds, then at the class-spe-
cific item difficulty profiles, and then at country-specific frequency distri-
butions of items. Only then we will begin looking at item contents again 
for a more substantive interpretation.

Beginning with the largest Class 1, which comprises 62.3% of the pooled 
sample, Figure 16.2 reveals an almost ideal set of threshold profiles. No 
threshold disordering occurs, and all items except ctrw show rather regu-
lar intervals between thresholds. Not only does each item cover a sub-
stantial range of the latent variable with five to seven logit units, but also 
do the overall items vary in terms of their average difficulty (this is also 
called item location and is the arithmetical mean of the threshold values 
of each item) by around two logit units. A good spread of the measurement 
instrument’s stimuli over the latent trait increases reliability. Indeed, reli-
ability as assessed by coefficient α (0.679) is acceptable for a scale of five 
items.*

Figure 16.3 shows the threshold profiles found in Class 2, with 24.2% of 
the sample. None of the items covers much of the latent trait range, and all 
except betc show some threshold disordering, but four items show at least 

* To avoid some complexity, the explanation and reporting of certain Rasch-specific measures com-
puted by WinMira, such as Andrichís index of person separability, which is largely equivalent 
to coefficient α (Andrich, 1988, p. 84), is omitted here. Results are available from the author on 
request.
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discrimination between the bottom and the top thresholds. For item citz, 
the last threshold is even below the first one. The likely interpretation of this 
will become transparent when the relative frequency distributions of the 
individual items are shown and discussed below. The general pattern could 
be interpreted to be a case of low-discriminatory power for these respon-
dents, going along with low reliability of the responses. This is in line with 
Alpha reliability, which only assumes the hardly acceptable value of 0.274.

The smallest Class 3 comprises 13.5% of the sample. Again, we observe 
poor discrimination and some disordering between threshold values, but 
here, the final threshold stands out as being clearly higher than all the pre-
ceding ones for four items (cf. Figure 16.4). The exception is once more the 
item citz, where the increase for the final threshold is minimal. Overall, 
reliability remains low at α = 0.296.

Looking at the results for all three classes, we so far have indications 
that class 1 consists of respondents for whom the measurement instru-
ment worked without notable problems. More than 60% of the pooled 
sample clearly appears to be scalable with a Rasch model. How do classes 2 
and 3 differ from that reference class, apart from displaying low-threshold 
spread and low reliability? Figure 16.5 gives the class-specific profiles of 
the item locations.

As noted before, the item location profiles displayed here do not lend 
themselves to judging absolute trait level differences between classes; rather, 
it is the relative difficulty of items within each class that is of interest. The 
location profiles of classes 1 and 2 differ mostly on items citz and betw. Class 
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3 deviates from the other two most clearly in the relative position of ctrw, 
which is relatively easy to agree with in Class 3. For Classes 1 and 3, items 
betw and ctrw are those that respondents find it most difficult to agree with. 
betw is probably relatively difficult because it not only asks respondents 
to express an explicit sentiment of superiority over other countries; this it 
has in common with betc, which is generally rather easy, but additionally 
demands that citizens of other countries should be or become more similar 
to the respondent. ctrw introduces a different kind of hurdle to agreement, 
namely, the possibility that one’s own country’s actions could be morally 
wrong. Its high level of difficulty in Classes 1 and 2 makes its relatively 
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intermediate position in Class 3 appear all the more striking. Further, betc 
is relatively more difficult in Class 3, compared to the other classes.

These somewhat confusing results can be better understood by taking 
the levels of the latent trait in each class into account. In class 1, the aver-
age person parameter is 0.44, which is relatively close to the center (0) of 
the distribution (item raw score 11.38, with a range from 0 to 20). Class 2 is 
in contrast marked by very high levels of national pride (person parameter 
1.08, raw score 15.79), and Class 3 by very low levels (person parameter 
–0.83, raw score 7.17). One possible conclusion could be that Class 2 is 
affected by ceiling effects of the items, with most of the items generally 
being too easy for the members of this class.

The result would be a compression of threshold ranges per item as well 
as of item location ranges, which we indeed have observed above. Class 3 
could likewise be somewhat affected by floor effects. Floor and ceiling 
effects, however, should affect all items of the instrument in a similar way, 
with perhaps reducing the outstanding character of the items that have 
already had more extreme locations in Class 1. Thus, they are not sufficient 
to explain the differential item location profiles of Classes 2 and 3. The 
profiles of Classes 2 and 3 are more distinct from each other than any of 
them is distinct from Class 1. In other words, respondents in Class 2, with 
a very high level of national pride, seem to have a different perception of 
some items than respondents in Class 3, with a low level of national pride. 
If we abandon the option that the segmentation is due alone to floor/ceil-
ing effects, two possible interpretations remain: There could be either a 
substantive relationship between understanding of items and level of trait, 
which would be the most undesirable outcome from a methodological 
point of view; or the segmentation procedure has confounded aspects of 
multidimensionality of the instrument with the methodological problem 
of floor/ceiling effects. Under both interpretations, it would be question-
able to compare scale values across classes.

A way to shed more light on the question of floor/ceiling effects is of 
course to scrutinize the frequency distributions of individual items. Since 
already the ranking of the raw scores induced the conclusion that the trait 
levels are very different across some of our country samples, this will be 
investigated in country-specific displays. This must however be seen on 
the background of the distribution of classes across countries, which is 
displayed in Figure 16.6. Both German subsamples have a very similar 
distribution, with class 2 being far less relevant than in the pooled sample. 
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In Great Britain, it is Class 3 that is hardly of importance. Most striking is 
the distribution observed for the United States, where Class 1 and Class 2 
have the same weight, and Class 3 is even smaller than in Great Britain. 
Sweden is again similar to the German samples.

As far as the small set of country samples used here allows any conclu-
sions, it appears from Figure 16.6 that a country’s position on the rank 
order of raw scores is related to the internal distribution of classes (low 
rank and Class 2 small: DE-W, DE-E, SE; medium rank and Class 2 inter-
mediate: Great Britain; high rank and Class 2 large: United States). That 
picture has to be completed with a look at the class-specific estimated trait 
levels, which should allow a more robust assessment than the raw scores. 
Figure 16.7 shows how the class-specific trait means vary across countries. 
In all cases, Class 2 has the highest average trait level, Class 1 the second 
highest, and Class 3, by a very large margin, the lowest level. Using the 
latent trait estimates, it still appears that, for example, the high average 
U.S. raw score could relate to the very large share of Class 2 in the U.S. 
sample by way of a composition effect. This would still hold despite of the 
trait average of the U.S. Class 2 cases being marginally lower than that of 
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Class 2 in the UK sample. However, in Class 1 the U.S. trait level stands 
out most clearly from the other countries’ levels. In other words, the use of 
class-specific trait estimates does not remove country-specific differences 
in the absolute trait levels, and even within the same class can the trait 
distribution vary massively over countries.

With the country-specific class sizes and trait values in mind, the inspec-
tion of the item frequency distributions can be rather selective. To save 
space, only the distributions for citz and betw are reported in Figures 16.8 
and 16.9 (with the other items lying between the rather distinct general 
pictures provided by these).

The distributions in Class 1 are nicely unimodal for all items, with the 
weight usually being on one of the three central categories. This indicates 
that the items are rather well calibrated to the sample, as was already 
apparent by the reliability values for Class 1.

Figure 16.8 very clearly shows that item citz is indeed affected by ceiling 
effects in Class 2, in particular for the United States and Great Britain. 
The threshold order reversals observed above can obviously be attributed 
to some categories being practically empty: if hardly any respondents 
use the lower categories, there is not enough information to derive stable 
parameter estimates for them. Only for the very few respondents from 
East Germany in this class (39), there also is a weak indication of a general 
tendency to use only extreme responses, per the bimodal distribution seen 
here. Only for the United States, the distribution of citz is heavy on the 
right tail in all classes. In contrast, the distribution in Class 3 shows little 
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structure for any of the countries, so we cannot clearly conclude that a 
floor effect is reducing the quality of this item here.

Item betw, displayed in Figure 16.9, is in all classes one of the two most 
difficult items. Accordingly, its frequency distribution is either far less 
heavy on the right tail (Class 2) than that of citz, or even distinctly skewed 
toward the left tail (Class 3). These tendencies are reflected in Class 1 hav-
ing almost no responses on either of the extreme categories of the item. 
Here, it is Class 2 that shows no particular structure, but the threshold 
reversals were also not very severe for this item.

In summary, the item distributions corroborate the presence of clear 
ceiling and some floor effects in Classes 2 and 3, respectively, but it seems 
unlikely that such effects are the only reason behind the class distinction. 
Going back to Figure 16.7 and Table 16.2, it is apparent that the Rasch esti-
mates have somewhat dampened the extremity of the raw scores in Class 2, 
through estimation of lower threshold parameters for items with extremely 
high degrees of agreement. Apart from the general tendency to high-item 
response categories in the United States, which generally corresponds very 
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well with the high-trait values estimated for that sample, almost no country-
specific particularities have become visible in the raw item data.

16.7 InteRpRetatIon

The interpretation that multidimensionality may be also driving the 
class distinction cannot be fully explored here, as this would require an 
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table 16.2

Overview of Latent Class Descriptives

class 1 class 2 class 3
Size (% of pooled sample) 62.3 24.2 13.5
Mean of latent trait 0.44 1.08 –0.83
Raw score 11.38 15.79 7.17
Reliability (α) 0.68 0.27 0.30
Std. deviation of latent trait 1.13 0.72 0.56
Std. deviation of raw score 2.75 2.46 2.92



Using the Mixed Rasch Model in Comparative Analysis  • 453

in-depth analysis with many potential covariates of the class assignment. 
Still, it should be noted that some multidimensionality in this item bat-
tery is not unlikely, since the strategy for its construction obviously was 
to widen its scope by using different referents in each item: citz uses the 
personal preference for the place of residence; betw uses the notion of an 
ideal world; betc is referring to the quality of a country and therefore the 
most general item; ctrw sets the importance of the nation against that of 
moral virtue; ctrs introduces international sports (with two implied risks: 
that respondents do not necessarily care about sports at all, or not about 
its international varieties, and even if they do, it could be that a country 
rarely figures in international sports).* Thus, the challenge for any scaling 
procedure is to isolate nationalism as the hopefully dominant dimension 
from some expectable nonrandom disturbances; and eventually, the strat-
egy of dropping the majority of the items as chosen by Davidov (2009) 
may be seen as the only route to obtaining an internationally comparable 
subset of the national pride battery of the ISSP 2003 module.

Except for the U.S. sample with its outstanding distribution of latent 
classes, the recommendation could albeit be a different one as well. For 
four out of five subsamples, between 66 and 71% of the respondents fell 
in class 1, which proved to be scalable under the Rasch model with good 
reliability. In such a case, it might be worth considering limiting analyses 
to those cases with validated scalability. Classes 2 and 3 would then be 
regarded as more or less residual categories, which collect cases with prob-
lematic measurement properties. If one included them in further analyses 
at all, one would certainly look at such cases with less confidence in the 
latent trait estimates, and accordingly, in the raw scores. To this author, 
such a differential treatment of cases with low-measurement quality is 
intuitively at least as appealing as dropping items with supposedly poor 
quality. (In the present analysis, no indications of poor quality of individ-
ual items were found that were consistent over all classes.) Both methods 
of excluding sources of misfit from measurement models sacrifice data, but 
the number of individual data points lost is often much higher when full 
columns of the data matrix are dropped than when selected rows of the 
data matrix are dropped. The disadvantage of excluding cases obviously is 

* Together with the distribution of classes over countries, the item location profiles provide one bit 
of information that could be pursued for further interpretation: just by the size of Class 2 in the 
U.S. sample, the higher relative difficulty of items citz and ctrs in that class appears to be almost a 
U.S. specialty.
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that the representativeness of the sample is at stake, but the disadvantage 
of excluding items always is that the theoretical content domain of the 
measurement is reduced or changed, in a possibly arbitrary way.

With the share of Class 2 respondents being so high in the U.S. sample, the 
case-selection strategy does however not look too convincing for the present 
case. Even without further detail analyses, it seems unlikely that nearly half 
of the U.S. sample are of a quality too low to be useful. To the contrary, only 
for this sample, the segmentation into classes in fact decreases the value of 
the consistency coefficient α in every single class, compared to the situation 
without segmentation (α for full U.S. sample: 0.68, U.S. Class 1: 0.62, U.S. 
Class 2: 0.26, U.S. Class 3: 0.47). By separating many cases with extreme 
positive responses into class 2, the segmentation has obviously created a 
class with reduced internal variation, and it has removed some systematic 
variation from the top end of the scale in the other classes.

Even if the present analyses cannot disentangle the probable confound-
ing of substantive and methodological problems in Classes 2 and 3, some 
cautious methodological conclusions about the item battery still seem pos-
sible. The first is that some items display clear ceiling effects in Class 2, while 
the floor effects in Class 3 are less pronounced and Class 3 is much smaller. 
At least one or two of these items: citz, betc, and ctrs, should therefore be 
modified to become more difficult in terms of the latent trait, so that even 
for the samples from populations with an extraordinary high-trait level, 
such as the United States, precise measurement remains possible.

Secondly, another reason for some reversals of category threshold order 
could be that respondents did not use the category distinctions of the five-
point scale very systematically. Using fewer categories might make the 
items easier to handle for many respondents in Classes 2 and 3, without 
noticeable loss of precision for respondents in Class 1. Split-ballot experi-
ments would be required to show that the item battery could work equally 
well if only four or three response categories were offered to respondents.

16.8 ConClusIons

Rasch models are not very popular among survey researchers in sociology 
or political science. In contrast, these models are widely used in educa-
tional attainment testing or physical ability evaluation in medical research. 
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The reasons behind this may be partly of a historical kind, ability test-
ing being the field where the first applications were implemented (Rasch, 
1960), and where most of the terminology comes from. A more profound 
reason could be that those fields provide more homogeneous and con-
trollable settings for measurement. Individual traits can be assessed with 
much longer instruments in the survey practice of those fields. Also, it is 
probably easier to define clear-cut unidimensional latent traits and their 
corresponding indicators for cognitive or physical abilities as for attitudes, 
which are usually held to be composites of cognition, affect, and tenden-
cies to act [for a typical definition from a social psychology textbook, see 
Krech, Crutchfield, and Ballachey (1962, p. 139)].

Further, it is not always clear whether certain attitude items can be 
expected to produce the monotonically increasing item characteris-
tic curves that the Rasch model requires. Some attitude items may be 
answered according to an ideal point process, not according to a domi-
nance relationship between respondent and category threshold (Jacoby, 
1991). Ideal point processes do however produce nonmonotonical item 
characteristics, which should usually not fit the Rasch model. So-called 
unfolding models exist to deal with ideal point-data. Some of these models 
can also reveal response styles [e.g., Javaras & Ripley (2007) analyze the 
national pride data of ISSP 1995], but these are inherently complex and not 
yet readily available in user-friendly software.

A final plausible reason for the popularity of Rasch models in ability 
tests is that such tests often are connected to high stakes for the persons 
tested. Having test results used for, for example, recruiting decisions, or 
for therapeutical measures, puts high demands on the objectivity and reli-
ability of the instrument and its scoring mechanism. Comparing com-
peting persons to each other by some test score certainly requires scalar 
invariance of that test, and it certainly justifies utmost strictness in test-
ing the measurement instrument itself. Whether, however, the absence of 
such high-personal stakes in other social sciences justifies much weaker 
demands on measurements has been fiercely questioned (Michell, 1997). 
The most popular uses of, for example, cross-cultural survey results cer-
tainly are not correlational analyses requiring only metric invariance, but 
comparisons of means. Therefore, testing for scalar invariance should be 
demanded as a matter of course in comparative research.

The Rasch model and its extension to the mixed Rasch model, in prin-
ciple, provide a straightforward approach to this type of problem. In the 
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example used here, it was possible to obtain fit of the multicountry data 
on national pride and the mixed Rasch model, but not of the initial simple 
Rasch model. The outcome that simple Rasch modeling does not confirm 
a high level of measurement quality and equivalence more often than sim-
ilarly demanding methods such as MGCFA do can hardly be surprising. 
If we want to look at the glass as being half-full, a tentative conclusion is 
this: There is one dominant class of respondents that can be measured 
with great validity and reliability across four out of five subsamples. The 
mixed Rasch analysis has allowed distinguishing these respondents from 
a minority of respondents with different measurement problems in a very 
parsimonious way, without even referring to fixed country borders. Of 
course, this preliminary conclusion asks for replications with larger num-
bers of countries and different data.

However, the results of the present mixed Rasch analysis also come with 
some ambiguities and are thus not fully satisfactory. A skeptical interpreta-
tion of the suspicious class distribution in the U.S. sample and the generally 
difficult interpretation of Classes 2 and 3 could be that the segmentation 
of the mixed Rasch model was over-sensitive to response distribution dif-
ferences, such that an extreme response style could not consistently be 
separated from a very skewed distribution of the latent variable. The intro-
duction of new parameters via additional classes potentially gives room to 
the over-fitting of such aberrations, in particular if these concern smaller 
subsets as is the case with class 3. It is obviously desirable to investigate 
whether Classes 2 or 3 of our solution are associated with individual fac-
tors susceptible of driving extreme response behavior, such as low moti-
vation or limited cognitive abilities of respondents. However, the data at 
hand do not contain reliable indicators for such factors.*

What else, then, can be gained by using Rasch models instead of, or 
in addition to, MGCFA? As this contribution has tried to demonstrate, 
the mixed Rasch model invites looking at the item response profiles at a 
very detailed level. While the potential for identifying substantive inter-
group differences or multidimensionality could not be exhausted here, 
this option proved useful for identifying response distribution problems. 

* Analyses with education and (high) age as proxies did not prove useful. One problem is that these 
proxies are also correlated with the substantive scale. Presentation has been omitted for want of 
space. An application of hierarchical IRT methods focused on explicitly estimating respondents’ 
propensity to extreme response styles can be found in De Jong, Steenkamp, Fox, and Baumgartner 
(2008).
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In the present case, these were limited mostly to ceiling effects, but gen-
erally, response sets or styles can equally well be identified [for an appli-
cation, see Rost et al. (1997); for a similar approach using conventional 
Rasch methodology, see Curtis (2004)]. At the least, it could prove to be 
useful to perform mixed Rasch analysis in conjunction with (MG)CFA 
in particular in the phase of developing measurement instruments and 
pretesting surveys.*
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17.1 IntRoDuCtIon

Item response theory (IRT) methods are standard tools for the analysis 
of large-scale assessments of student’s performance. In educational sur-
vey research, the National Assessment of Educational Progress (NAEP) 
is primarily focused on scaling the performances of a sample of students 
in a subject area (e.g., mathematics, reading, science) on a single com-
mon scale, and measuring change in educational performance over time. 
The Organization for Economic Cooperation and Development (OECD) 
organizes the Program for International Student Assessment (PISA). The 
program is focused on measuring and comparing abilities in reading, 
mathematics, and science of 15-year-old pupils in 30  member countries 
and various partner countries every 3 years and started in 2000. Another 
example is the Trends in International Mathematics and Science Study 
(TIMSS) conducted by the International Association for the Evaluation 
of Educational Achievement (IEA) to measure trends in students’ math-
ematics and science performance.

Large-scale (educational) survey studies can be characterized by: (1) the 
ordinal character of the observations, (2) the complex sampling designs 
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with individuals responding to different sets (booklets) of questions, (3) 
booklet effects are present (the performance on an item depends on an 
underlying latent variable but also on the responses to other items in the 
booklet), and (4) presence of missing data. The presence of booklet effects 
and missing data complicates an IRT analysis of the survey data. The anal-
ysis of large-scale survey data for comparative research is further compli-
cated by several measurement invariance issues (e.g., Meredith & Milsap, 
1992; Steenkamp & Baumgartner, 1998), as assessing comparability of the 
test scores across countries, cultures, and different educational systems 
is a well-known complex problem. The main issue is that the measure-
ment instrument has to exhibit adequate cross-national equivalence. This 
means that the calibrations of the measurement instrument remain invar-
iant across populations (e.g., nations, countries) of examinees.

It will be shown that a random item effects model is particularly 
useful for the analysis of cross-national survey data. The random item 
effects parameters vary over countries, which leads to noninvariant 
item characteristics. Thus, cross-national variation in item charac-
teristics is allowed and it is not necessary to establish measurement 
invariance. The random item effects approach supports the use of 
country-specific item characteristics and a common measurement 
scale. Further, the identification of the random item effects model does 
not depend on marker or anchor items. In current approaches to meas-
urement invariance, at least two invariant marker items are needed to 
establish a common scale across countries. In theory only one invari-
ant item is needed to fix the scale, but an additional invariant item is 
needed to be able to test the invariance of this item. Further, a poorly 
identified scale based on one marker item can easily jeopardize the 
statistical inferences. Establishing a common scale by marker items is 
very difficult when there are only a few test items and/or when there 
are many countries in the sample.

The focus of the current study is on exploring the properties and the 
possibilities of the random item effects model for the analysis of cross-
national survey data. After introducing the model, a short description of 
the estimation method will be given. Then, in a simulation study, atten-
tion is focused on the performance and global convergence property of the 
estimation method by reestimating the model parameters given simulated 
data. Subsequently, an illustration is given of a real-data application using 
PISA 2003 data.
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17.2 RanDoM IteM effeCts MoDelInG

IRT methods provide a set of techniques for estimating individual ability 
(e.g., attitude, behavior, performance) levels and item characteristics from 
observed discrete multivariate response data. The ability levels cannot be 
observed directly but are measured via a questionnaire or test. The effects 
of the persons and the items on the response data are modeled by separate 
sets of parameters. The person parameters are usually referred to as the 
latent variables, and the item parameters are usually labeled item difficul-
ties and item discrimination parameters.

Assume a normal ogive IRT model for binary response data for k = 1,…, 
K items and I = 1,…, n respondents. The overall item characteristics are 
denoted as ξk = (ak, bk)t representing item difficulty and item discrimina-
tion parameters, respectively. The individual ability level is denoted as θi. 
The probit version of the two-parameter IRT model also known as the 
normal ogive model is defined via a cumulative normal distribution,

 P Y a b a b z dzik i k k k i k

ak i

( | , , ) ( ) ( ) ,= = − =
−∞

−

1 θ θ φ
θ

Φ
bbk

∫  (17.1)

where Φ(.) and φ(.) are the cumulative normal distribution function and 
the normal density function, respectively. The ak is referred to as the dis-
crimination parameter and the bk as the item difficulty parameter.

In Equation 17.1, the item parameters apply to each country and can 
be regarded as the international item parameters. Without a country-spe-
cific index, cross-national variation in item characteristics is not allowed. 
Following the modeling approach of De Jong, Steenkamp, Fox (2007) and 
Fox (2010), country-specific item characteristics are defined. Let akj  and 
bkj
  denote the discrimination and difficulty parameters of item k in coun-
try j (j = 1, …, J). As a result, the success probability depends on country-
specific item characteristics, that is,

 P Y a b a bijk i kj kj kj i kj=( ) = −1| , , ( ).θ θ   Φ  (17.2)

The country-specific or nation-specific item parameters are based on the 
corresponding response data from that country. When the sample size 
per country is small and response bias (e.g., extreme response style, non-
representative samples) is present, the country-specific item parameter 
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estimates have high-standard errors and they are probably biased. This 
estimation problem can be averted by a random item effects modeling 
framework in which the country-specific item parameters are considered 
random deviations from the overall item parameters. The main advan-
tage of this hierarchical modeling approach is that information can be 
borrowed from the other country-specific item parameters. Therefore, a 
common population distribution is defined at a higher level for the coun-
try-specific item parameters. As a result, a so-called shrinkage estimate 
comprises the likelihood information at the data level and the information 
from the common assumed distribution. Typically, the shrinkage estimate 
of country-specific item parameters has a smaller standard error and gives 
a more robust estimate in case of response bias.

For each item k, assume an exchangeable prior distribution for the coun-
try-specific item parameters. This means that the joint distribution of the 
country-specific item parameters is invariant under any transformation of 
the indices. A priori there is no information about an order of the country-
specific item characteristics. That is, for each k, for j = 1, …, J holds that:

    ∼ ξ ξkj kj kj
t

k k
ta b N a b= ( ) ( ) , , , ,Σ  (17.3)

where (ak, bk) are the international item parameter characteristics of item 
k and Σξ is the cross-national covariance structure of country-specific 
characteristics. This covariance structure is allowed to vary across items. 
Here, a conditionally independent random item structure is defined with 
Σξ  a diagonal matrix with elements σak

2  and σbk
2 .

In most cases there is not much information about the values of the 
international item parameters. Without a priori knowledge to distinguish 
the item parameters it is reasonable to assume a common distribution for 
them. A multivariate normal distributed prior is assumed for the item 
parameters. It follows that,

 ξ µξ ξk k k
ta b N= ( ) ∼ ∑( ), , ,  (17.4)

where the prior parameters are distributed as:

 Σ Σξ ν∼ IW( , )0  (17.5)

 µ µξ ξ ξ| ( , / ),∑ ∑∼N K0 0  (17.6)
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for k = 1, …, K. The multivariate normal distribution in Equation 17.4 is 
the exchangeable prior for the set of K item parameters ξk. The joint prior 
distribution for (µξ, Σξ) is a normal inverse Wishart distribution, denoted 
as IW, with parameters (µ0, Σ0 / K0;ν,Σ0) where K0 denotes the number of 
prior measurements, and ν and Σ0 describe the degrees of freedom and scale 
matrix of the inverse-Wishart distribution. These parameters are usually 
fixed at specified values. A proper vague prior is specified with µ0 = 0, ν = 2, 
a diagonal scale matrix Σ0 with elements 100 and K0 a small number.

To summarize, the random item effects model can be specified as a nor-
mal ogive IRT model with country-specific item parameters, in Equation 
17.2. The country-specific item parameters are assumed to have a common 
population distribution with the mean specified by the international item 
parameters (Equation 17.4). At a higher level, conjugated proper priors are 
specified for the international item prior parameters.

In different ways and for different purposes IRT models with item 
parameters defined as random effects have been proposed. Albers, Does, 
Imbos, and Janssen (1989) defined a Rasch model with random item dif-
ficulty parameters for an application where items are obtained from an 
item bank. De Boeck (2008) also considered the Rasch model with ran-
dom item difficulty parameters. Janssen, Tuerlinckx, Meulders, and De 
Boeck (2000) defined an IRT model where item parameters (discrimina-
tion and difficulty) are allowed to vary across criterions in the context 
of criterion-referenced testing. Glas and Van der Linden (2003) and Glas, 
Van der Linden, and Geerlings (2010) considered the application of item 
cloning. In this procedure, items are generated by a computer algorithm 
given a parent item (e.g., item shell or item template). De Jong, Steenkamp, 
Fox, and Baumgartner (2008) used cross-national varying item parame-
ters (discrimination and difficulty) for measuring extreme response style.

17.3 MoDelInG ResponDent heteRoGeneIty

In large-scale survey research, the sampled respondents are often nested in 
groups (e.g., countries, schools). Subsequently, inferences are to be made at 
different levels of analysis. At the level of respondents, comparisons can be 
made between individual performances. At the group level, mean individ-
ual performances can be compared. To facilitate comparisons at different 
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hierarchical levels, a hierarchical population distribution is designed for 
the respondents.

Common IRT models assume a priori independence between individ-
ual abilities. Dependence of results of individuals within the same school/
country is to be expected, however, since they share common experiences. 
A hierarchical population distribution for the ability of the respondents 
can be specified that accounts for the fact that respondents are nested 
within clusters. The observations at level-1 are nested within respondents. 
The respondents at level-2 are nested within groups (level-3) and indexed 
i = 1,…,nj for j = 1, …, J groups. Let level-2 respondent-specific covariates 
(e.g., gender, SES) be denoted by xij and level-3 covariates (e.g., school size, 
mean country SES, type of school system) by wqj for q = 0, …, Q.

A hierarchical population model for the ability of the respondents con-
sists of two stages: the level-2 prior distribution for the ability parameter 
θij, specified as:

 θ σθij j ij
t

jN| , ,β β∼ x 2( )  (17.7)

and the level-3 prior, specified as:

 β γj jN∼ w t, .( )  (17.8)

An inverse-gamma (IG) prior distribution and an inverse-Wishart prior 
distribution are specified for the variance components σθ

2  and t, respec-
tively. The extension to more levels is easily made.

This structural hierarchical population model is also known as a multi-
level model (e.g., Aitkin & Longford, 1986; Bryk & Raudenbush, 1992; de 
Leeuw & Kreft, 1986; Goldstein, 1995; Snijders & Bosker, 1999).

17.4 IDentIfICatIon anD estIMatIon

The common IRT model (assuming invariant item parameters) with a 
multilevel population model for the ability parameters is called a mul-
tilevel IRT model (MLIRT; e.g., Fox, 2007; Fox & Glas, 2001). In empiri-
cal multilevel studies, estimated ability parameters are often considered 
to be measured without an error and treated as an observed outcome 
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variable. Ignoring the uncertainty regarding the estimated abilities may 
lead to biased parameter estimates and the statistical inference may be 
misleading.

Several comparable approaches are known in the literature. Zwinderman 
(1991) defined a generalized linear regression model for the observed 
responses with known item parameters at the lowest level of hierarchy. 
Adams, Wilson, and Wu (1997), Raudenbush and Sampson (1999), and 
Kamata (2001), defined a generalized linear regression model for the 
observed responses with item difficulty parameters at the lowest level. 
This model consists of a Rasch model for the observed responses and a 
multilevel regression model for the underlying latent variable. Note that a 
two-parameter IRT model extended with a multilevel model for the latent 
variable leads to a more complex nonlinear multilevel model since the con-
ditional density of the responses given the model parameters is not a mem-
ber of the exponential family that seriously complicates the simultaneous 
estimation of the model parameters (Skrondal & Rabe-Hesketh, 2004).

In the MLIRT modeling framework the multilevel population model 
parameters are estimated from the item response data without having 
to condition on estimated ability parameters. In addition, this modeling 
framework allows the incorporation of explanatory variables at differ-
ent levels of hierarchy. The inclusion of explanatory information can be 
important in various situations, this can, for example, lead to more accu-
rate item parameter estimates. Another related advantage of the model is 
that it can handle incomplete data in a very flexible way.

Here, the MLIRT model is extended with a random item effects meas-
urement model. In fact, this is the MLIRT model with noninvariant item 
parameters as the item parameters are allowed to vary across countries. 
This MLIRT model with random item effects is not identified since the 
scale of the latent variable is not defined. When the item parameters are 
invariant, the model is identified by fixing the mean and variance of the 
latent scale. In case of noninvariant item parameters, in each country, 
there is indeterminacy between the latent country-mean (parameterized 
by a random intercept) and the location of the country-specific item dif-
ficulties (parameterized by random difficulty parameters). This indeter-
minacy is solved by restricting the sum of country-specific difficulties to 
be zero in each country. The variance of the latent scale can be defined by 
restricting the product of international item discrimination parameters to 
be one, or by imposing a restriction on the variance of the latent variable.
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The model parameters are estimated simultaneously using a Markov 
chain Monte Carlo (MCMC) algorithm that was implemented in Fortran 
that will be made available in the MLIRT R-package of Fox (2007). The 
MCMC algorithm consists of drawing iteratively from the full conditional 
posterior distributions. The chain of sequential draws will converge such 
that, after a burn-in period, draws are obtained from the joint posterior 
distribution. These draws are used to make inferences concerning the pos-
terior means, variances, and highest posterior density (HPD) intervals of 
parameters of interest.

17.5 sIMulatIon stuDy

The estimation method for the MLIRT model with random item effects is 
evaluated by investigating convergence properties and by comparing true 
and estimated parameters for a simulated data set. Different priors for the 
cross-national discrimination parameter variances are used to investigate 
the prior influence on the estimation results.

17.5.1 Data simulation

A data set was simulated with 10,000 cases, 15 items, and 20 groups of 
500 students. The ability parameters were generated in two steps. First, 
the mean group ability parameters βj were generated from a normal N(0, τ2) 
distribution, with τ2 from an IG(1, 1) distribution. The individual ability 
parameters θij were subsequently generated from a normal N j( , )β σθ

2  dis-
tribution, with σθ

2  equal to 1.
International item parameters ak and bk were sampled independently 

from a lognormal distribution with mean µa = 1 and standard deviation 
σa = 0.15, and a normal distribution with mean µb = 1 and standard devia-
tion σb = 0.30, respectively. Subsequently group specific parameters akj and 
bkj were sampled independently from a lognormal distribution with mean 
ak and between group standard deviation σak

= 0 20. ,  and a normal dis-
tribution with mean bk and between group standard deviation σbk

= 0 40. , 
respectively. As a result the group-specific discrimination parameters 
ranged from 0.32 to 1.79 and the group-specific difficulty parameters from 
–1.16 to 1.32.
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Responses were generated by applying the random effects normal ogive 
IRT model to acquire the success probabilities, comparing this probability 
with a random number r from a uniform distribution on (0,1) and assign-
ing a value 1 when P(Yijk = 1|θij, ξkj) < r and a value 0 otherwise.

17.5.2 procedure

The model was estimated using an MCMC algorithm implemented in 
Fortran that will be made available in the MLIRT Package (Fox, 2007). To 
be able to use an MCMC algorithm, prior distributions and initial values 
for the estimated parameters need to be specified. The initial values were 
generated from a standard normal distribution for the individual abil-
ity parameters and set to zero for the group-specific ability parameters. 
International and country-specific difficulty parameters were set to zero 
and the discrimination parameters were set to one. All initial values for the 
variances were set to one. There were 20,000 iterations run, of which the 
first 1000 were discarded as burn-in period. As an indication of the accu-
racy of the estimation, correlations between true and estimated param-
eters, the mean absolute difference between the true and the estimated 
parameters and the root mean of the squared differences between the true 
and estimated parameters were computed, all over items and countries.

17.5.3  Investigating Cross-national prior 
variance Dependence

The noninformative priors for the variance components should have as 
little impact as possible on the final parameter estimates. It is not desir-
able that cross-national differences in item characteristics are implied by 
the prior settings. In this section, the sensitivity of the prior for the cross-
national item discrimination variances is investigated. Analyses showed 
that prior settings were highly influencing the results.

To examine the prior sensitivity of the cross-national variance of the 
discrimination parameters σak

2 , several IG priors with different scale and 
shape parameters (1, 1; .1, .1; .01, .01; 1, .1; 1, .01) were investigated for this 
parameter. The similar correlations between the true and the estimated 
parameters (ρa = 0.89 – 0.91, ρb = 0.95), the similar root mean squared dif-
ferences (RMSDa = 0.11 – 0.13, RMSDb = 0.17) and the mean absolute dif-
ferences (MADa = 0.09, MADb = 0.13) across different priors show that the 
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choice of prior does not affect the difficulty parameter estimates at all and 
the discrimination parameter estimates only slightly. The cross-national 
item parameter variance estimates are influenced, however. Tables 17.1 and 
17.2 show that an IG(1, 1) prior resulted in estimates of the cross-national 
item parameter variances that were consistently too high, and the IG (1, 
0.01) prior resulted in estimates that were consistently slightly lower than 
the original variances, but within the range of the 95% HPD interval. The 
95% HPD interval is the interval over which the integral of the posterior 
density is 0.95 and the height of the posterior density for every point in 
the interval is higher than the posterior density for every point outside the 
interval. Because the posterior density is the distribution of the estimated 
parameter, the interpretation of this interval is that given the observed 
data this interval contains the parameter with 95% probability. The other 
priors performed almost equally well in this respect. With exception of 
the IG(1, 1) prior, all IG prior settings gave almost equal results, so unless 
a too informative prior is taken the results are not dependent on the choice 
of prior.

table 17.1

True and Estimated Cross-National Discrimination Variances for Different Priors

Item

true IG(1, 1) IG(1, 0.1) IG(1, 0.01)

σak
2

Mean SD Mean SD Mean SD
1 0.03 0.15 0.05 0.05 0.05 0.03 0.01
2 0.04 0.16 0.06 0.05 0.05 0.04 0.02
3 0.04 0.14 0.05 0.04 0.04 0.02 0.01
4 0.03 0.13 0.04 0.03 0.03 0.02 0.01
5 0.02 0.13 0.04 0.03 0.03 0.02 0.01
6 0.04 0.15 0.05 0.05 0.05 0.04 0.01
7 0.06 0.15 0.05 0.05 0.05 0.04 0.01
8 0.05 0.16 0.06 0.06 0.06 0.05 0.02
9 0.03 0.17 0.06 0.06 0.06 0.04 0.02
10 0.06 0.16 0.06 0.06 0.06 0.05 0.02
11 0.05 0.16 0.05 0.05 0.05 0.04 0.02
12 0.03 0.14 0.05 0.04 0.04 0.03 0.01
13 0.07 0.17 0.06 0.07 0.07 0.06 0.02
14 0.05 0.15 0.05 0.05 0.05 0.03 0.01
15 0.04 0.16 0.05 0.06 0.06 0.04 0.02
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17.5.4 Convergence and parameter Recovery

To check whether the MCMC chains have converged, convergence diag-
nostics and trace plots are inspected for both the cross-national item 
parameter variances and the international item parameters. The Geweke 
Z convergence diagnostic is computed by taking the difference between 
the mean of (a function of) the first nA iterations and the mean of (a func-
tion of) the last nB iterations, divided by the asymptotic standard error of 
this difference that is computed from spectral density estimates for the 
two parts of the chain (Cowles & Carlin, 1996). The result is approximately 
standard normally distributed. A large Z means that there is a relatively 
big difference between the values in the two parts of the chain, which indi-
cates the chain is not yet stationary. The autocorrelation is the correlation 
between values in the chain with a certain lag between them.

The traceplots show a homogeneous band around a mean that after a 
burn-in-period stays more or less the same, without trends or large-scale 
f luctuations. The international difficulty parameters and the cross-
national variances of the difficulty parameters showed good convergence, 

table 17.2

True and Estimated Cross-National Difficulty Variances for Different 
Gamma Priors

true IG(1, 1) IG(1, 0.1) IG(1, 0.01)

Item σbk
2

Mean SD Mean SD Mean SD
1 0.19 0.24 0.08 0.14 0.14 0.13 0.05
2 0.17 0.26 0.09 0.17 0.17 0.16 0.06
3 0.13 0.23 0.08 0.13 0.13 0.12 0.04
4 0.12 0.23 0.08 0.13 0.13 0.12 0.04
5 0.11 0.20 0.07 0.10 0.10 0.09 0.03
6 0.12 0.22 0.07 0.12 0.12 0.11 0.04
7 0.13 0.22 0.07 0.12 0.12 0.11 0.04
8 0.12 0.20 0.07 0.10 0.10 0.09 0.03
9 0.17 0.29 0.10 0.19 0.19 0.18 0.06
10 0.15 0.19 0.07 0.09 0.09 0.08 0.03
11 0.15 0.25 0.08 0.15 0.15 0.14 0.05
12 0.11 0.20 0.07 0.10 0.10 0.09 0.03
13 0.13 0.22 0.07 0.12 0.12 0.11 0.04
14 0.19 0.26 0.09 0.17 0.17 0.16 0.05
15 0.13 0.23 0.08 0.13 0.13 0.12 0.04
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with an autocorrelation below 0.15 and Geweke Z values under 3. This was 
similar for most discrimination parameters except for the discrimination 
parameter for item 9, which had an autocorrelation of 0.31. In Figure 17.1, 
examining the traceplot of this parameter some trending is observed, but 
not in an extreme way. The high discrimination parameter corresponds 
with high information in a small region of latent scores. As the latent 
scores in some groups will fall predominantly outside this area, parameter 
estimates for the item are difficult to make for these groups. In similar 
situations higher autocorrelations have been found (e.g., Wollack, Bolt, 
Cohen, & Lee, 2002). In general, estimation is better when the highest item 
information is matched to the latent trait distribution in the sample.

The true item parameters that were used to simulate the dataset were 
recovered well, as is illustrated in Figure 17.2. The correlations between 
the true and estimated country-specific and international item param-
eters were all larger than 0.91. All true values fall into the 95% HPD 
intervals, and all estimated parameters were in the right direction. The 
cross-national item parameter variances and the group means of the abil-
ity parameters were also very accurately estimated.
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fIGuRe 17.1
Traceplots and moving averages for the item parameters of item 3 and 9.
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17.6 pIsa 2003: MatheMatICs Data

In this section the random item effects (MLIRT) model will be applied to 
a data set collected by the PISA in 2003. PISA is an initiative of the OECD. 
Every 3 years PISA measures the literacy in reading, mathematics, and sci-
ence of 15-year-old students across countries, where literacy refers to “the 
capacity to apply knowledge and skills and to analyze, reason and commu-
nicate effectively as problems are posed, solved and interpreted in a variety 
of situations” (OECD, 2004, p. 20). In each data collection round one subject 
area is emphasized. In 2003 this was mathematic literacy, which resulted in 
four subdomains for mathematic performance. In addition to subject-spe-
cific knowledge, cross-curricular competencies as motivation to learn, self-
beliefs, learning strategies, and familiarity with computers were measured. 
Furthermore the students answered questions about their background and 
their perception of the learning environment, while school principals pro-
vided school demographics and an assessment of the quality of the learning 
environment.
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The current practice in PISA for items that show signs of differential 
item functioning between countries is to delete them in all or in some 
countries, or to treat them as different items across countries. Item by 
country interaction is used as an indication for DIF, based on whether 
the national scaling parameter estimates, the item fit, and the point 
biserial discrimination coefficients differ significantly from the interna-
tional scaling values (OECD, 2005). The (international) item parameters 
are then calibrated for all countries simultaneously, in order to create a 
common measurement scale. In practice, cross-national differences in 
response patterns are present, which makes the assumption of invari-
ant item parameters unlikely. Goldstein (2004) argued that the Rasch 
measurement model used for the PISA data is too simplistic for such 
cross-national survey data as the multilevel nature of the data and coun-
try-specific response differences are not acknowledged. The proposed 
random item effects model deals with these problems by simultaneously 
including a multilevel structure for ability and allowing item parameters 
to differ over countries while at the same time a common measurement 
scale is retained. In addition, covariates can be included in the model to 
explain within and between country variance in ability and item param-
eters. We hypothesize that a random item effects model will acknowl-
edge the real-data structure more and therefore will fit the data better 
than the Rasch model.

We chose to use items from the domain that measured skills in quan-
titative mathematics, which consists essentially of arithmetic or number-
related skills applied to real life problems (e.g., exchange rates, computing 
the price of assembled skateboard parts). PISA works with a large item 
pool, from which students receive only limited clusters of items. In this 
way testing time is reduced, while at the same time the full range of topics 
is covered. Fourteen booklets with different combinations of item clus-
ters were used, equally distributed over countries and schools. Due to this 
(linked) incomplete design the test scores can later be related to the same 
scale of estimated ability using IRT. To avoid booklet effects and simulta-
neously keep all countries well represented, we chose to use the first book-
let, in which eight quantitative mathematics items were present. Due to a 
lack of students, the data from Liechtenstein were removed. This resulted 
in test data from 9769 students across 40 countries on eight quantitative 
mathematics items.
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As covariates we used gender, index of economic, social, and cultural 
status, minutes spend on math homework, mathematical self-concept, and 
school student behavior. Gender differences and social economic status 
are generally known to be predictors of mathematical performance. The 
index of economic, social, and cultural status was a combined measure 
of parental education, parental occupational status, and access to home 
educational and cultural resources. A student questionnaire measured 
engagement in mathematics, self-beliefs concerning mathematics, and 
learning strategies in mathematics. As all the latter measures correlated 
strongly with self-beliefs in mathematics, we chose to include self-con-
cept in mathematics (belief in own mathematical competence). A school 
questionnaire was given to the school principals to assess aspects of the 
school environment. From these questions, student behavior (absentee-
ism, class disruption, bullying, respect for teachers, alcohol/drug use) was 
the best predictor for mathematical performance. In addition, from the 
time spent on total instruction, math instruction, and math homework, 
minutes spent on math homework was the best predictor of mathematical 
performance. Missing values in the covariates (ranging from 5 to 22%) 
were imputed by the SPSS missing value analysis regression procedure 
based on 20 variables. This procedure imputes the expected values from 
a linear regression equation based on the complete cases plus a residual 
component chosen randomly from the residual components of the com-
plete cases.

17.6.1 pIsa 2003: Results

Three random item effects models were estimated with the MLIRT pack-
age. The most general model, denoted as M3, allows for random item 
effects and random intercepts and covariates on the ability parameters. 
The other two models are nested in this model. Model M3 is presented as:

 P Y a b a bijk ij kj kj kj ij kj=( ) = −( )1| , ,θ θ   Φ  (17.9)

 a b a bkj kj
t

k k
t

a b
t

k k
 , , ( , ) ,( ) = ( ) + ε ε

where the residual cross-national discrimination and difficulty effects are 
normally distributed with variance σak

2  and σbk
2 , respectively, and
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 θ γ β βij ij ij= + + +00 1 2HOMEWORK BEHAVIOR

 β β β3 4 5 0SELF CONCEPT ESCS FEMALE− + + + +ij ij ij j iu e jj ,  (17.10)

where e Nij ∼ ( )0 2,σθ  and u0j ∼ N(0, τ2). The restricted model M1 only allows 
for random intercepts on the ability parameters and restricted model M2 
allows for country-specific item parameters in addition to M1. Model M1 
is identified by restricting the mean and variance of the latent ability scale 
to zero and one, respectively. Model M2 and M3 are identified by restrict-
ing the variance of the latent ability scale to one and by restricting the sum 
of country-specific item difficulties to zero in each country. There are no 
restrictions specified for the discrimination parameters, since the models 
assume factor variance invariance.

The first 1000 iterations were discarded, the remaining 19,000 iterations 
were used for the estimation of the model parameters. The program took 
approximately 2.5 hours to complete the estimation. To check whether the 
chains reached a state of convergence, trace plots, and convergence diag-
nostics were examined. The diagnostics and trace plots did not indicate 
convergence problems, except for a somewhat high autocorrelation for the 
discrimination parameter of item 2 in both random item effects models, 
model M2 and M3. The high autocorrelation results from the fact that this 
item has both a high discrimination and a high difficulty parameter. Since 
the item information function for this item is very steep and centered on the 
difficulty parameter value, the parameters of this item will be very hard to 
estimate, especially in countries where the ability level is low. In Brazil, for 
example, only 13 out of the 250 selected students had an estimated ability 
that was higher than the difficulty level of the item, which indicates that 
there was very little information to base the estimated parameters on in this 
country. For the three models, the estimated international item parameter 
estimates are given in Table 17.3. For model M2 and M3, the estimated cross-
national discrimination and difficulty standard deviations are also given.

17.6.1.1 Cross-National Variance

The estimated international discrimination parameters of M1 and M2 are 
very similar. The estimated international difficulty parameters of model 
M2 are higher, because the identification rules for the two models dif-
fer. However, the estimated difficulty parameters of model M1 can be 
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transformed to the scale of model M2. For item 1, the transformed esti-
mated item difficulty of M1 resembles the estimated item difficulty of M2 
(0.73⋅0.82⋅0.59 ≈ 0.01). Note that the estimated variances of both ability 
scales are approximately equal.

In Table 17.3, the estimated –2 log-likelihood of the IRT part and the 
structural multilevel part are given. Both terms are used to estimate a DIC 
that also contains a penalty function for the number of model parameters. 
When comparing model M1 with M2, the log-likelihood of the IRT part is 
improved and the log-likelihood of the multilevel part is almost equal. The 
DIC also shows a clear improvement in fit due to the inclusion of random 
item effects. This supports the hypothesis of noninvariant item parameters.

The estimated cross-national variance in item discriminations and item dif-
ficulties supports the hypothesis of cross-national item parameter variance. 

table 17.3

Parameter Estimates of the MLIRT Model and Two Random Item Effects Models

Model M1 Model M2 Model M3

Item âk b̂k âk σ̂ak
b̂k σ̂bk

âk σ̂ak
b̂k σ̂bk

1 0.81 –0.59 0.82 0.09 0.00 0.14 0.78 0.08 –0.02 0.14
2 1.06 0.19 1.10 0.24 0.99 0.12 1.16 0.20 1.03 0.15
3 0.73 –0.04 0.72 0.07 0.48 0.11 0.69 0.06 0.46 0.11
4 0.69 –0.36 0.70 0.12 0.14 0.11 0.70 0.10 0.14 0.11
5 0.56 –0.02 0.58 0.12 0.40 0.08 0.61 0.13 0.41 0.09
6 0.37 –1.51 0.40 0.16 –1.26 0.10 0.38 0.16 –1.26 0.10
7 0.69 –0.78 0.69 0.10 –0.29 0.10 0.66 0.09 –0.30 0.10
8 0.66 –0.94 0.69 0.12 –0.46 0.08 0.67 0.11 –0.46 0.08

Mean hpD Mean hpD Mean hpD

γ00 0.01 [–0.14, 0.15] 0.73 [0.58, 0.88] 1.01 [0.88, 1.14]
σ2 0.79 [0.77, 0.82] 0.79 [0.77, 0.82] 0.57 [0.54, 0.59]
τ2 0.22 [0.13, 0.33] 0.22 [0.13, 0.33] 0.14 [0.08, 0.21]
β1 (Homework) –0.37 [–0.44, –0.30]
β2 (Behavior) 0.07 [0.05, 0.09]
β3 (Self-concept) 0.28 [0.25, 0.30]
β4 (ESCS) 0.33 [0.31, 0.36]
β5 (Female) –0.07 [–0.11, –0.03]
–2 LL IRT –36,129.56 –35,642.12 –35,813.18
–2 LL ML –12,897.95 –12,901.53 –11,261.54
DIC MLIRT 1,05,431.03 1,04,481.66 10,1973.38
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Item 6 does not discriminate well between students with lower and higher 
ability in math, probably because the item is too easy. The estimated country-
specific discrimination parameters of model M2 show that in some countries 
(e.g., Japan: 0.614), the item discriminates better, while in other countries 
(e.g., Switzerland: 0.149 and Belgium: 0.192) the item hardly discriminates 
at all. Item 2 is the most discriminating item, the estimated country -specific 
discriminations range from 0.634 (Indonesia) and 0.751 (Tunisia) to 1.415 
(Hungary) and 1.602 (Japan). The estimated difficulty parameters for this 
item range from 0.784 (United States) to 1.127 (Ireland). Figure 17.3 shows the 
item characteristic curves (ICCs) for item 8. The relatively low discrimination 
parameters for Denmark, Indonesia, and the Netherlands make the curves for 
those countries relatively flat, while their difficulty parameters separate their 
curves in horizontal directions. The relatively high discrimination parameters 
for Thailand and Japan make their curves very steep.

The data supports the grouping of respondents in countries. The esti-
mated intraclass correlation coefficient shows that 21% of the total variance 
in latent ability is explained by mean ability differences across countries.

17.6.1.2 Covariates on the Ability Parameters

Model M2 is extended with explanatory information at the individual-
level and this leads to model M3. It is to be expected that the estimated 
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international item parameters and the estimated cross-national item vari-
ances of model M2 and M3 are equal since individual-based explanatory 
information is incorporated. From Table 17.3, it can be seen that the esti-
mated international item parameters and estimated cross-national item 
variances are approximately the same. Thus, the covariates do not explain 
cross-national item variance.

The log-likelihood of the IRT part did not change much, but the log-
likelihood of the multilevel part shows a clear improvement of model fit. 
The DIC shows that model M3 fits the data better than the other two mod-
els, indicating that the inclusion of explaining covariates on the individual 
level is an improvement of the model.

The covariates explain around 28% of the level-2 variance in ability 
between students and around 36% of the level-3 variance in ability between 
countries. The explained variance is within as well as between group vari-
ance, the conditional intraclass correlation stays almost the same at 0.20. 
The parameter γ00 is no longer the general latent mean, but the intercept 
in a regression equation that predicts the latent scores for the individuals 
conditional on the covariate effects.

The effects of all five covariates were strong, as can be seen from the esti-
mated HPD intervals. Time spent on math homework and being female 
were predictive of a lower ability and a higher self-concept in mathematics, 
a higher economic, social, and cultural status and absence of negative stu-
dent behavior at the school of a student had a positive effect on math ability. 
The negative effect of time spent on math homework can be explained by the 
fact that weak math students spend more time on their homework. This is 
in line with results found in PISA (OECD, 2004) and in other studies about 
predictors for math performance (e.g., Chiu & Klassen, 2010).

17.7 ConClusIons

A random item effects model was introduced for cross-national item 
response data. The model supports the use of country-specific item param-
eters. Further, a structural multilevel population model for the respond-
ents was specified where cross-national differences in mean abilities are 
allowed. As a result, cross-national differences in item characteristics and 
respondents’ abilities can be modeled and measurement invariant items 
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are not needed. The corresponding identifying restrictions make the often 
difficult search for common invariant items unnecessary. The object is 
to explain the variation using covariate information at the item, individ-
ual, and group level. The model discussed here gives the opportunity to 
include covariates to predict ability, which gives the opportunity to esti-
mate explanatory effects simultaneously with the IRT parameters, taking 
into account the measurement error in the ability parameters.

The simulation study showed accurate recovery of the simulated param-
eters, although the estimates were a bit unstable for high-discrimination 
parameters. The convergence criteria showed that MCMC draws are obtained 
from the joint posterior (target) distribution and they can be used to make 
posterior inferences. The prior choices can be evaluated via a prior sensitivity 
analysis to evaluate whether the prior choices substantially affect inferences. 
Here, the IG prior of the cross-national discrimination variances was inves-
tigated. It was shown that an informative prior (IG prior with a shape and 
scale parameter of one) can lead to significant cross-national variation in item 
discriminations. The study also showed that stable results were obtained for 
smaller prior parameter values.

The PISA data supported the hypothesis that large-scale educational 
response data are more accurately analyzed with a random item effects 
model as this model fitted the data better. Substantial cross-national item 
parameter variance was detected. In PISA 2003, each item was selected and 
tested to be measurement invariant, however, the present analysis showed 
that the item characteristics were not invariant across countries. To avoid 
this complex issue of establishing partial or full measurement invariance, 
the proposed methodology for handling complex cross-national response 
data takes a different approach and provides a flexible framework for mak-
ing meaningful cross-national comparisons.
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